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Preface

Welcome to the proceedings of the 4th D-A-CH conference Energy Informatics 2015,
which took place in Karlsruhe, Germany, November 12–13, 2015.

Germany, Austria, and Switzerland have set ambitious targets for increasing energy
efficiency, reducing greenhouse gas emission, and enlarging the share of renewable
energy sources. Energy informatics is developing the IT-based solutions required for
achieving these targets. Applications include the construction of intelligent energy
networks (smart grids), their utilization for integrating renewable energy sources and
energy storage, increased flexibility of demand as well as the design of systems for
improving total efficiency, system stability, and security of supply.

The conference series was started as an initiative of the German, Austrian, and Swiss
Cooperation on Smart Grids (www.smartgrids-dach.eu). The first Energy Informatics
conference took place in Oldenburg, Germany, in July 2012, followed by conferences
in Vienna, Austria, in November 2013, and in Zurich, Switzerland, in November 2014.

The objective of Energy Informatics 2015 was the support of a research-based
development and implementation phase of adequate information and communication
technologies and to foster the transfer between academia, industry, and service pro-
viders, addressing scientists and practitioners as well.

The call for papers resulted in 36 submissions by authors from the D-A-CH region
and from Denmark, Italy, and the USA. The Program Committee selected 18 papers for
oral presentation and inclusion in the proceedings, using a double-blinded reviewing
process with three reviews for every submission. In addition, seven submissions were
suggested for presentation as a poster. This resulted in an attractive program, including
two keynote talks from academia by Michael Sonnenschein (Carl-von-Ossietzky-
Universität Oldenburg) and from industry by Holger Krawinkel (MVV, Mannheim), as
well as another poster session presented by the participants of the 6th PhD Workshop
Energy Informatics, which was held before the conference in the FZI Research Center
for Information Technology at Karlsruhe.

As another highlight, the second day of the conference was supplemented by an
industrial track organized by the network fokus.energie.

Sincere thanks go to all those involved actively in the organization of D-A-CH
Energy Informatics 2015: the Steering Committee for their thoughtful guidance, the
members of the Program Committee and the additional reviewers for selecting the
program, the members of the Industry Track Committee for organizing the additional
industry workshop, and to Daniel Pathmaperuma, Sebastian Gottwalt, and Lukas König
for contributing essentially to the local organization.

Furthermore, special thanks go to the German Federal Ministry for Economic
Affairs and Energy for the financial support and to ABB for sponsoring the conference.

November 2015 Hartmut Schmeck

http://www.smartgrids-dach.eu
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Decentralized Provision of Active Power
by Means of Dynamic Virtual Power Plants

Michael Sonnenschein

Carl von Ossietzky Universität Oldenburg
PO Box 2503, 26111 Oldenburg, Germany

sonnenschein@informatik.uni-oldenburg.de

Abstract. Currently virtual power plants are statically structured coalitions of
medium sized power suppliers (and possibly controllable loads and storage
systems) controlled by a centralized control unit. In this talk our model of
dynamic virtual power plants (DVPPs) controlled by distributed, agent-based
methods will be introduced. DVPPs are dynamically formed to provide specific
power products. Compared to static VPPs they offer more flexibility to integrate
small distributed units like micro-CHPs of different types, and they allow dis-
tributed units to hide some private information. Within this context, the
objective of this talk is to introduce a seamless process chain for day-ahead
based active power provision by means of DVPPs. In the project cluster Smart
Nord we developed a multi-agent system realizing the aggregation algorithm,
the reactive scheduling heuristic as well as the flexibility modelling used for
DVPP management and control.



Prosumers and Disruptive Technologies
Challenges of the Energiewende

Holger Krawinkel

MVV Energie AG
Luisenring 49, 68159 Mannheim, Germany

holger.krawinkel@mvv.de

Abstract. Looking at the ongoing changes in the energy sector, the question
arises of whether and how this transformation can be successful. Basically, two
important principles of the energy sector are threatened: The supply and the high
costs for storing electricity. Over decades electric utilities built up know-how in
managing electricity flows. This knowledge, which was strengthened through
the Energiewende, might lose its value soon. If storage costs should be cut in
half till the end of 2016 and PV panels keep getting cheaper, the tipping point
for energy autarky might be reached earlier than expected. In addition, PV might
soon be integrated in the facades of buildings in near future. These changes
require transferring the aggregated know-how of the electric utilities into the
(energy) management of buildings.
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SWARM - Increasing Households’ Internal PV
Consumption and Offering Primary Control

Power with Distributed Batteries

David Steber(B), Peter Bazan, and Reinhard German

Chair of Computer Networks and Communication Systems,
Friedrich-Alexander-University Erlangen-Nürnberg,

Martensstr. 3, 91058 Erlangen, Germany
{david.steber,peter.bazan,reinhard.german}@fau.de

Abstract. This Research in Progress Paper deals with a simulation app-
roach for a virtual mass storage composed of small distributed battery
energy storage units, installed in households with a roof-top photovoltaic
system. On the one hand the household’s internal consumption of pho-
tovoltaic energy is maximized and on the other hand primary control
reserve power is provided by a central storage controller. This concept
is academically approved and rolled out in the field within this project.
First simulation results show a household’s benefit of installing a bat-
tery energy storage system and an accurate working of the implemented
virtual mass storage.

Keywords: Central controlled distributed batteries · Internal PV con-
sumption · Primary control reserve power

1 Introduction

The German government motivates the energy transition and initialized a pro-
found power system change by setting ambitious climate goals. This requires new
innovative solutions, e.g. for the future provision of ancillary services, to ensure a
safe and stable electricity supply system operation. Currently, these services are
mainly provided by conventional power plants whose operating hours will sig-
nificantly decrease in the future due to seen economic effects (e.g., Merit-Order
Effect). Therefore, they will no longer be able to make their today’s substan-
tial contribution to ancillary services [5]. This evokes a demand for sustainable
alternative solutions, as an economical and reliable system service supply is indis-
pensable. Using battery energy storage systems (BESS) is one way to provide
ancillary services in future due to their technical characteristics and benefit for
the system. Furthermore BESS contribute to the further integration of renewable
energy sources, which is also supported by the governments [13].

Grid-connected BESS are able to afford an efficient contribution to the secu-
rity preservation of the electricity system [3]. Their suitability and economic
efficiency for ancillary services has already been confirmed by realized projects
c© Springer International Publishing Switzerland 2015
S. Gottwalt et al. (Eds.): EI 2015, LNCS 9424, pp. 3–11, 2015.
DOI: 10.1007/978-3-319-25876-8 1
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in the field (e.g., in Zurich, Switzerland or Schwerin, Germany). Based on their
possible steep power gradients, BESS are well-suited for the provision of ancillary
services that require fast response times [11]. Furthermore, the provision of Pri-
mary Control Reserve (PCR) power based on units with a limited energy/power
supply and capacity – such as distributed BESS – is confirmed to be as reliable
as conventional PCR power provision [4]. By linking the buffering of photo-
voltaic (PV) converted energy and the supply of other services, the profitability
of a single BESS can be doubled, depending on the market and the quantity of
request [9]. BESS thus functionally support system’s stability and further mar-
ket integration of renewable energies [7]. One way to do this is to provide grid
relief by reducing the PV feed-in power during times of a high solar penetration,
whereby the highest benefit is obtained under the consideration of forecasting
PV power plus loads [10,12]. One disadvantage of using batteries in households
is the currently high investment cost. That way it is motivated using them for
providing multiple services on different system levels (e.g., ancillary services) in
order to increase their profitability.

Within the research project SWARM (Storage With Amply Redundant Mega-
watt) 65 BESS with a single gross capacity of 21 kWh (net cap. 18 kWh) are
installed in residential houses owning a roof-top PV system. On the one hand, a
BESS maximizes the households’ internal consumption of provided photovoltaic
power by making it available during hours with low or no solar penetration. On
the other hand, all installed BESS are interconnected via mobile communication
to a virtual mass BESS that can offer 1 MW PCR power and is operated by a cen-
tral control algorithm.Additionally, this decentralized storage system allows to
generate additional business cases for grid stabilization depending on its power,
capacity and installation location.

The project SWARM is a cooperation between N-ERGIE Aktiengesellschaft
and Caterva GmbH and funded by the Bavarian state. The 65 BESS are pro-
vided and installed until summer 2015 and also operated by Caterva GmbH. The
1 MW virtual storage is located in the distribution grid of Main-Donau Netzge-
sellschaft mbH. The project’s research activities are further supported by groups
of the Friedrich-Alexander-University (FAU). That way, expertise of electric-
ity grid calculations plus simulation and modeling of energy systems supports
gaining answers on fundamental technical and economical questions, that come
up with the innovative design of the virtual BESS-based mass storage. They
mainly deal with the efficient and grid supporting BESS operation and the ben-
efit from the household’s point of view. Furthermore, the PCR power provision
with distributed storage will be validated.

2 Operational Framework

There are many influences on BESS’s operation, set-up, and profitability. From
the household’s point of view, different regulations (e.g., the Renewable Ener-
gies Act of Germany (EEG) or the Energy Act (EnWG)) have to be considered.
That includes fees, taxes, and compensations, plus the electricity supply price,
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which all have a high influence on the households profitability of installing a
BESS. On the local distribution grid level, connection terms and corresponding
laws/guidelines have to be taken into account. This is for example important
regarding the transferable power rates for providing primary control power and
the BEES’s configuration. Furthermore, the European transmission system oper-
ator’s guidelines for primary control power provision have to be considered.

2.1 Household’s Internal PV Consumption

Figure 1 shows the integration of a BESS into a household. Without the BESS,
PV power can either be consumed directly or fed into the grid (light blue lines
in Fig. 1). For every provided kWh of PV energy to the grid, a feed-in compen-
sation is payed to the household based on the EEG. In addition to the saved
energy supply costs for every internally consumed kWh, a fee is payed depend-
ing on the size and the start-up date of the PV system. Furthermore, the EEG
reallocation charge has to be payed for every internally consumed kWh for PV
systems with more than 10 kWp [6]. Installing battery storage capacity ensures
a decrease of feed-in and an increase of internal consumption by shifting the sur-
plus PV energy into times of insufficient PV feed-in (dark blue lines in Fig. 1).
In conclusion, the household’s benefit of either consume or feed in a provided
kWh from the PV system depends on the electricity price and EEG-based fees.
Furthermore, investment cost and future payments have to be taken into account
for an investment decision.

Fig. 1. Integration of a BESS into the household (Color figure online)

2.2 Primary Control Power

For PCR market participation at least 1 MW PCR power has to be provided and
a qualification process has to be completed. Depending on the frequency devia-
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tion from 50 Hz, a certain amount of power has either to be taken from or pro-
vided to the grid by the virtual mass storage as expressed by Eq. 1. An optional
20 % over-fulfillment of requested PCR power is accepted, which supports a
flexible mass storage’s operation. Within a frequency deviation of 0.01 Hz from
the rated frequency of 50 Hz (deathband), PCR power provision is only allowed
in conformity with the system in order to avoid contra-productive effects [1].
Figure 2 shows an extraction of the frequency time series used in the simulations
including the deathband. The PCR power provision is low, as there is in most
times only a slight derivation from the rated frequency.

PCR [kW ] =

⎧
⎪⎨

⎪⎩

PCRcontracted ∀ f < 49.8Hz,

PCRcontracted · 50Hz−f
0.2Hz ∀ 49.8Hz ≤ f ≤ 50.2Hz,

−PCRcontracted ∀ f > 50.2Hz.

(1)

Another point to consider is the duration (30 s), until 100 % of the automatically
requested PCR power has to be available. Due to their high power gradients,
BESS are said to be able to provide PCR power faster than it is recommended.
That is why the SWARM storage is supposed to provide PCR power more
efficiently and flexibly than conventional power plants. Clarifying this is one
research activity within the project.

Fig. 2. Extraction of frequency time series used in simulations

3 Simulation Model

The simulation model is implemented by using the toolbox i7-AnyEnergy [2] in
Anylogic. It offers a flexible and efficient framework for the hybrid simulation of
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Fig. 3. i7-AnyEnergy house model

energy systems combining discrete event simulation (e.g., models of consumers,
weather conditions, controller) and system dynamic models (e.g., energy and
cost flows). A house model consists of a PV system, a BESS, a load profile
generator, a forecast service, and a house controller (Fig. 3). Furthermore, there
is a controller for operating the virtual mass storage and a weather model for
providing solar radiation time series to the houses on an upper model level.

The load profile generation is based on stochastic variation of a standard load
curve [8]. The latter is accessible for the controller as a load forecast. The forecast
of the PV feed-in works similar, based on a daily solar radiation profile and its
stochastic variation. The predicted household’s residual load curve results from
putting both forecasts together. From that, the PV energy that probably has to
be stored can be derived, what makes it possible to decide whether to store PV
power or to feed it into the grid. Therefore, the BESS’s State of Charge (SOC)
and capacity has to be taken into account at each time step. If the available
BESS’s capacity (Ecap−ESOC) is smaller than the expected energy to be stored
over the day, the PV power is partly stored and partly fed into the grid. If the
expected surplus energy is less or equal the available BESS’s capacity, the whole
PV power is stored. That strategy avoids high power gradients of PV feed-in to
the grid as the BESS is not running full before the evening so that there is no
hard switch from no to 100 % PV feed-in. This paper looks also at the effect
of this strategy’s application and shows the influence on the household’s benefit
compared to a greedy strategy, where surplus PV power is stored without any
restrictions until the BESS is full. If there is a high PV feed-in into the grid next
to no time, this greedy algorithm can cause high power gradients that can bring
about critical conditions.

Figure 4 shows the fundamental simulation model setup. Each of the 65
BESS operates on the lower level. On the top level runs the centralized con-
trol algorithm for ensuring the PCR power provision. Within this paper, it
is assumed that every BESS has to deliver the same amount of PCR power
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Fig. 4. Swarm control scheme

(PCRcontracted,BESS = PCRcontracted/65). To ensure PCR power provision at
every time (100 % availability mandatory), the BESS’s SOC range for charging
with PV power or discharging for internal consumption is bounded with a lower
and an upper bound referred to the BESS’ capacity (see SOC plots in Fig. 5).
That way, it is always possible to overcome the worst case of 15 min ongoing
provision of 1 MW PCR power.

4 Results

The SWARM project’s first step focuses on identifying the household’s benefit
of installing a BESS. The i7-AnyEnergy SWARM simulation model calculates
all energy flows shown in Fig. 1 separately. So it is easy to value them monetarily.

The simulation results shown in Table 1 refer to a household with an annual
consumption of 3500 kWh, where a 5.75 kWp PV system is installed in February
2015. This ends up in a benefit of 0.1658e/kWh for every internally consumed
kWh based on 0.2911e/kWh electricity price (increasing with 3 % p.a.) and
0.1253e/kWh EEG fee. All given values are average values over 20 years BESS
run time and 65 houses. The greedy (forecast) control strategy scenario has an
annual PV generation of 5347 kWh (5369 kWh). Applying the greedy (forecast)
control strategy and valuing all energy flows monetarily, installing a BESS means
earning 84.32e (80.34e) instead of paying 408.65e (406.60e) in average every
year, what results in a benefit of 492.97e (486.94e).

Table 1. Household’s benefit simulation results with and without BESS

Greedy strategy Forecast strategy

w/o w/ diff w/o w/ diff

Purchase [kWh] 2307 531 -1776 2309 556 -1753

Purchase [e] 929.08 213.64 -715.44 930.04 223.42 -706.62

int. cons. [kWh] 1193 2969 1776 1191 2944 1753

int. cons. rate [%] 22.31 55.53 32.56 22.18 54.83 32.56

Self-suff. rate [%] 34.09 84.83 50.74 34.03 84.11 50.08
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Fig. 5. PV, load and SOC time-series for greedy and forecast based control strategy

In conclusion, there is a significant benefit for the household by installing a
BESS, but applying the forecasting based and grid supporting strategy instead
of the greedy one causes no significant effect. The slight differences in Table 1
can be explained by the stochastic variation of the input data.

Figure 5 shows exemplary simulation results for the greedy (forecast based)
algorithm on the left (right). The graphs of both strategies differ, as the PV
and load profile generation is stochastic and leads to different profiles in each
run. Applying the forecast based control strategy avoids high power gradients
of PV feed-in and leads to a smoother BESS’ charging. Especially day three of
the greedy graphs compared to day two of the forecast graphs in Fig. 5 shows
this. At times of high solar feed-in, the BESS charges with significantly lower
power and the surplus PV power is fed into the grid. Furthermore, there are not
so high gradients from charging to non-charging during times of PV provision
anymore. In the greedy control scenario they result from the fact, that charging
stops as soon as the SOC is more than 80 % of the capacity. The fluc tuations in
both strategies come from providing PCR power according to the frequency in
Fig. 2 and Eq. 1. This of course effects the power that can be stored in or taken
from the BESS from/for the house. The truncated PV system power comes from
EEG regulations, which bound the PV feed-in to 70 % of its peak power.

5 Conclusion and Outlook

This Research in Progress Paper presented a simulation approach for a real
installed virtual mass storage composed of small BESS placed in households
with a roof-top PV system for simultaneous internal consumption maximization
and PCR power provision. The latter is coordinated by a central swarm con-
troller. First simulation results show good working of implemented methods and
a household’s benefit of installing a BESS. There is no significant influence on
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the household’s benefit depending on the applied BESS’ operation control strat-
egy. The advantages of the forecast based over the greedy strategy are smoother
charging and avoiding high peaks of feed-in PV power.

Future work will include the validation of the SWARM ’s reliability, as the
contracted PCR power depending on the frequency deviation has to be delivered
at every time. Different central control algorithms for distributing the BESS’
share of PCR power will be implemented and compared. Real measured load
and PV feed-in time series will be analyzed and used for fitting the implemented
forecasting and stochastic profile generation methods.
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Abstract. The increase of renewable energies leads to new solutions in the field
of decentralized energy storage. Houses with photovoltaic systems and battery
storage systems can provide services for the power grid. But the isolated
examination of only a few houses neglects the interaction of the houses with the
power grid. We combine a model of the German energy system and a model of
houses with photovoltaics and batteries. The two coupled hierarchical simula-
tion models are then used to study different scenarios regarding the extension of
renewable energy sources in Bavaria. Due to differences between the forecasted
and real residual load and restrictions in the transmission grid, provision of
control power is needed. The case studies show the amount of control power that
will be provided by the houses with battery storage systems. In addition, the
impacts on the electricity costs per year for a house are shown.

Keywords: Hierarchical modeling � Electrical energy system � Renewable
energy � Control power � Storage system � Model aggregation � Hybrid
simulation

1 Introduction

Energy system models are very important to support various stakeholders during the
energy transition. These models can help to analyze and assess different configurations
of the energy system in the future with respect to the share of electricity generated by
renewable energy sources (RES), the extension of storage facilities or the development
of thermal generation units. Hence, possible risks and miscalculations can be recog-
nized at an early stage.

On the other hand, houses are increasingly being equipped with photovoltaic
systems (PVs). Their fluctuating power generation has a great influence on the previ-
ously central power supply. To mitigate the problems, houses can be equipped with
batteries which can be used to maximize the internal consumption of the generated
renewable energy. But the current research also deals with how these batteries can be
used to generate a benefit for the home owner and the power grid.

Here, however, the question arises if the use of these batteries is still possible if not
only individual households are equipped with batteries, but a large number of

© Springer International Publishing Switzerland 2015
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households. With a surplus of PV energy in the households and the power grid, we
probably can assume that the batteries are already fully charged and can’t provide the
necessary control power for the grid. To analyze such problems, we present a hierar-
chical simulation of the German energy system coupled with a large number of houses
with PV and storage systems.

The simulation model of the German energy system consists of the most relevant
parts of this system on a high level. Components for the electricity demand, the
electricity generated by renewable energy sources (wind, photovoltaic, hydro power,
biomass), thermal generation units, and storage facilities are integrated. The electricity
demand, as well as the renewable energy feed-in, is based on a stochastic model. Due
to restrictions in the transmission grid and differences between the forecasted and real
residual load, provision of control power is needed and provided by some of the
thermal generation plants and the storage facilities.

Due to the growing number of homes with photovoltaic and battery storage sys-
tems, the batteries can also be used for the provision of control power. The simulation
model of hundreds of homes with photovoltaics and batteries models the electricity
demand and PV power generation of each home and the corresponding state of charge
of the battery. A surplus of energy - after calculating the internal balance of electricity
generation and demand - is stored at the battery if possible, a shortage of energy is
compensated by discharging the battery. A remaining imbalance is compensated by the
power grid. After the coupling with the German energy system model, the houses also
provide control power, reducing the amount of control power generated by some of the
thermal generation plants and the storage facilities. The two coupled hierarchical
simulation models are then used to study different scenarios regarding the extension of
renewable energy sources in Bavaria. The case studies show the amount of control
power that will be provided by the houses with battery storage systems. In addition, the
impacts on the electricity costs per year for a house are shown.

2 Related Work

This paper presents the coupling of a micro-scale smart grid simulation approach for
homes equipped with PVs and batteries with a macro-scale electrical system simulation
of the German energy system. Established model coupling approaches focus on cou-
pling different system areas. In [1] an economic energy market model is used in
combination with an electricity grid simulation. There are considered restrictions for
power plants, storages and RES as well as network constraints. Another approach is
presented in [2], where real-time pricing is given as an example of combining eco-
nomical and technical aspects within one simulation model. A tool for controlling the
data-flow between different simulators and simulations of combined models and con-
trol strategies is the mosaik platform [3] for complex simulation models of energy
systems and smart grids.

Another way of doing simulations of cross-domain specific problems is to embed
detailed models (e.g. of batteries like in [4]) into given simulation frameworks. Fur-
thermore, different simulation frameworks can be used in order to solve specific
problems (e.g. energy management, grid simulation). For smart energy systems, the
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co-simulation of the energy system and the ICT layer can be carried out in order to
improve and test control strategies, like it is done in [5]. There is presented the coupling
of continuous simulation of power systems and discrete event based simulation of
communication in combination with automation and control systems.

Basically, there are many publications in the field of modeling energy systems,
which are relevant to the subject of this paper. In Connolly et al. [6] an overview of 37
energy system models is given. The models can be used to analyze the integration of
electricity generated by renewable energy sources. The energy models can be differ-
entiated by their applied methodology (simulation, optimization, etc.), geographical
area (local, national, worldwide), scenario timeframe (one year, more years, no limit),
and time-step (minutes, hourly, yearly). The authors came to the conclusion that there
is no energy model available which addresses all issues related to integrating renewable
energy. Generally, the applied methodology, geographical area, scenario timeframe and
time-step depend on the issue which will be answered with the energy system model
(see also [7]). For example, if we are interested in determining an optimal capacity
expansion plan for renewable energy sources with respect to economic constraints, than
we usually use an optimization framework; if we are interested in comparing different
framework conditions and their impacts on the energy system, than we use a
simulation-based energy model. In [8] for the strategic energy system planning a hybrid
modeling concept is derived. The short-term fluctuations are analyzed in a simulation
model, whereas the long-term development of the energy system is assessed in an
optimization model. The developed simulation model has a high temporal resolution on
shorter time scale and can be used to simulate the power plant dispatch over a maxi-
mum of one year on a national geographical area.

3 Simulation Frameworks and Coupling

In this section we describe the two used simulation frameworks and their coupling. The
first simulation framework models the German energy system. The second framework
is for the construction of smart energy grids.

3.1 Simulation Framework for the German Energy System

The simulation framework for the German electrical energy system is a comprehensive
energy system model with a focus on the federal state Bavaria. Components for the
electricity demand, the electricity generated by renewable energy sources (wind,
photovoltaic, hydro power, biomass), thermal generation units, and storage facilities are
integrated. The modeling of these components is described in various publications
[9–11]. For instance, in [10] the modeling of the electricity demand is explained. For
the demand modeling it contains a stochastic model based on the published load
profiles from the ENTSO-E (European Network of Transmission System Operators for
Electricity). In [11] the modeling of the feed-in of highly fluctuating photovoltaic
systems and wind energy plants can be found. For the modeling of the feed-in of
photovoltaic and wind energy plants a stochastic model based on official data provided
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by the German transmission system operators 50Hz, Amprion, TenneT, and Trans-
netBW is included.

A basic overview of the most relevant input and output parameters for the simu-
lation framework is depicted in Fig. 1. Apart from the demand profiles and the feed-in
structure of different renewable energy sources, a comprehensive set of input param-
eters to control the behavior of different components and the interaction between them
is available.

On the right side of Fig. 1 the output parameters are shown. In order to investigate
the balance energy, forecasts for the feed-in of wind energy plants and photovoltaic
systems as well as for the electricity demand are implemented. The framework is based
on the commercial simulation tool AnyLogic 7 [12], which is written in JAVA. The
investigated geographical area is limited to Germany and Austria.

In order to consider transmission grid restrictions between the different regions of
Germany, a multipoint modelling approach is used. The geographical area and the
division in different points are depicted in Fig. 2. Due to differences between the
forecasted and real residual load, the provision of control power is also taken into
account. Currently, control power can be provided by electricity storage facilities and
thermal generation units. If the model is coupled with the simulation framework for
houses, the control power is at first provided by the houses’ batteries. If more electricity
is generated than needed, the surplus is stored in the houses’ batteries, the electricity
storage facilities, or the generation of thermal generation is down-regulated. Con-
versely, if the real residual load is higher than the forecasted one, positive control
power is needed. In this case first the houses’ batteries are discharged, then the elec-
tricity storage facilities are discharged, or the thermal generation units can be started to

Fig. 1. Input and output parameters for the simulation framework
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provide positive control power. Finally, the electricity demand and electricity gener-
ation should be in balance.

3.2 Simulation Framework for Houses with PV and Storage Systems

The simulation framework i7-AnyEnergy [13] is designed for the fast construction of
smart grid energy system models with renewable energy sources and storage systems
[14]. It is based upon the hybrid simulation tool AnyLogic 7 [12] and utilizes its state
chart paradigm for control decisions and its system dynamics paradigm for energy and
cost flows. From its build in components for energy demand, PV, battery, controller,
and costs a house can be constructed (Fig. 3, left) using the interface/filter concept
described in [13] for the coupling of components.

The strategy for the internal house controller without a control power request from
the German energy system simulation is to first use the energy from the PV for the
internal demand. A remaining surplus charges the battery; a remaining demand dis-
charges the internal battery. If the battery can’t be charged or discharged because of its
state of charge or restrictions in the charging/discharging power, the remaining elec-
tricity is bought from or sold to the power grid. This strategy maximizes the internal
consumption of the energy from the PV.

On the other hand, with a request of control power from the German energy system
simulation at first the internal balance of the energy from the PV, the internal demand,
and the requested control power is computed. Again a remaining surplus charges the
battery; a remaining demand discharges the internal battery. If the remaining
charging/discharging power of the battery is less than required, it is at first used for the
residual power of the internal demand and PV balance. Only from this balance

Fig. 2. Considered geographical area and division in different points
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remaining electricity is bought from or sold to the power grid. The control power that
can’t be used or charged/discharged internally can’t be bought or sold, of course.

A group of one hundred houses is connected to a weather model for the solar
irradiation (Fig. 3, right top). For the simulation of four different solar irradiations for
houses in four different regions, the four groups of houses are equipped with different
weather models (Fig. 3, right bottom).

3.3 Model Coupling

The simulator i7-AnyEnergy and the simulation framework for the German electrical
energy system are coupled in order to investigate the provision control power by
charging or discharging the houses’ batteries. The two simulation models are imple-
mented with AnyLogic and can therefore be combined as two components of a
superordinate simulation model (Fig. 4) using the interface/filter concept described
in [13].

The component Write is responsible for writing the results to disk and the com-
ponent Graph for displaying intermediate results during the runtime. The component
Experiment contains the parameters for different simulation runs, e.g., different battery
capacities or PV peak powers. The System Dynamics component Controller inter-
connects and synchronizes the two models Germany energy system and Houses with
PV and battery. The Controller scales the simulation values of the 400 houses up to
200,000 houses and connects them to the model of the federal state of Bavaria. The
200,000 houses correspond to 25 % of about 800,000 households with four or more
persons in Bavaria.

The details of the component Controller are shown in Fig. 5. The control power
surplus of 20,982 kW in the Bavarian part of the German energy system (e_net_bal-
ance, calculated by Germany energy system) is scaled down to the 400 houses
(e_net_houses_bal) of the house simulation model. The Controller askes the houses to

Fig. 3. Components of the simulation framework i7-AnyEnergy: a house with PV and battery
(left), local region with one hundred houses with one weather model for the solar irradiation
(right top), four local regions (right bottom)
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charge their combined batteries with 41.964 kW (e_net_houses_r) – the maximal
combined charging power at the moment is 1600 kW – and the function calc_e_
net_houses_r distributes the power among the houses according to their reported
individual remaining charging/discharging power. The houses agree to charge their
batteries with the requested power of 41.964 kW (e_net_houses_a, calculated by

Fig. 4. Components of the hierarchical simulation model of renewable energy systems with
storage

Fig. 5. The System Dynamics model of the component Controller coupling the German energy
system simulation and the simulation of the houses with PVs and batteries
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Houses with PV and battery). This value is scaled up to 200,000 houses (20,982 kW for
e_net_by_a) and converted to GW (e_houses_balance) for the Germany energy system
component.

For this snapshot the whole control power surplus of the energy system can be
compensated by the houses; no control power has to be provided by electricity storage
facilities or thermal generation units of the component Germany energy system.

4 Hierarchical Simulation of the Coupled Models

The described hierarchical simulation model is used for the analyses of different sce-
narios. After the definition of the parameters, simulation results for the energy costs for
a house and the fractions of delivered control power with respect to the German energy
model’s requests of control power are given.

4.1 Basic Assumptions

In order to investigate the impact of many battery storages in households on a larger
scale, we have to define some basic assumptions for the year 2023. The year 2023 is the
first year in Germany without nuclear energy. The framework conditions for Germany
without Bavaria can be found in [15]. The scenario framework of the German
Netzentwicklungsplan [15] also provides a list of thermal generation units which are in
service in 2023. For Bavaria itself we define three different configurations of the
installed power for wind energy plants, photovoltaic systems, biomass-fired plants,
hydro power plants and geothermal power plants which are shown in Table 1.

The pessimistic and the optimistic scenarios are used for the simulation runs and
each scenario is combined with different scenarios for the households (Table 2). The
row Reserved gives the state of charge of the battery in percent that is reserved for
the power grid. A house can’t use the energy stored in the battery for its own demand
if the state of charge is lower than the reserved state of charge. The costs of energy
from the power grid is 0.29 €/kWh. The PV feed in tariff for PV energy exported to the
grid is 0.125 €/kWh. The costs regarding to energy charged or discharged because of
balancing power are set to 0 €/kWh. Therefore the energy costs of a house after one

Table 1. Different configurations for the extension of renewable energy sources in Bavaria

Total installed power in the year 2023 (in MW)
Hydro
power

Photovoltaic
systems

Wind
power
plants

Biomass-fired
plants

Geothermal
power plants

2013 (ref.) 2,900 10,562 1,125 1,171 22
Pessimistic 2,900 13,444 2,521 1,245 300
Realistic 2,900 15,489 5,029 1,456 300
Optimistic 2,900 22,105 6,559 1,838 300
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year with respect to the costs of a house that doesn’t provide control power reflect the
costs of providing control power.

4.2 Simulation Results

The hierarchical model was simulated with the previous described 24 different
parameter sets over a period of one year. The electricity energy costs for one house are
given in Fig. 6. If the house is equipped with a 10 kWh battery, a 3 kW PV, and no

Table 2. Configurations for the maximal charging and discharging power, the capacity of the
battery, the reserved capacity for the purpose of power compensation, and the peak power of the
PV of a house

Battery Dis-/Charge [kW] 8 12
Capacity [kWh] 10 20
Reserved [%] 0 25 50 75 0 25 50 75

PV Peak power [kW] 3 6

Fig. 6. Mean electricity costs per year for a house with respect to different scenarios

Fig. 7. Fraction of the requested negative control power charged into the batteries
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battery capacity is reserved, the costs increase by approximately 200 €/a in the case of
the pessimistic scenario and by approximately 70 €/a in the case of the optimistic
scenario with respect to the case where no control power is provided. If the house is

Fig. 8. Fraction of the requested positive control power discharged from the batteries

Fig. 9. The Graph component containing plots of the power demand and PV power generation
of 200,000 houses, their combined state of charge of the batteries, and the needed control power
of Bavaria and provided control power of the houses
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equipped with a 20 kWh battery, a 6 kW PV, and no battery capacity is reserved, the
costs increase by approximately 620 €/a in the case of the pessimistic scenario and by
approximately 400 €/a in the case of the optimistic scenario with respect to the case
where no control power is provided.

The fraction of control power charged/discharged with respect to the requested
control power increases with a larger battery and PV (Figs. 7, 8). In general a higher
fraction of the requested negative control power can be charged into the batteries than
positive control power can be discharged. The reserved battery capacity has only a
minor influence on these values but increases the costs.

Some intermediate results during the runtime like the power demand of the 200,000
houses, the PV power generation, and the state of charge of the batteries are shown in
Fig. 9. The graph Bavaria shows the control power needed in Bavaria and the graph
Houses the control power provided by the houses.

5 Conclusion

The described simulation model of the German energy system and the simulation
model of 400 houses with PV and batteries scaled up to 200,000 houses have been
coupled forming a hierarchical simulation model. The German energy system model
calculates the control power needed in the federal state of Bavaria due to differences
between the forecasted and real residual load and restrictions in the transmission grid.
The batteries of the houses are used to fulfill the demand of positive or negative control
power. With such a coupled hierarchical model, the mutual interference of the two
models and their strategies can be simulated. The combined simulation model was used
for different experiments, which should answer the question of whether control power
can be provided and at what cost. It was shown that the costs depend on the size of the
battery and PV, and that more negative than positive control power can be provided.
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1 Faculty of Electrical Engineering, HAW Hamburg, 20099 Hamburg, Germany
tim.dethlefs@haw-hamburg.de

2 It4power, 6300 Zug, Switzerland
3 Forschungsgesellschaft Für Elektrische Anlagen und Stromwirtschaft E.V. (FGH),

68219 Mannheim, Germany

Abstract. The increasing number of volatile Distributed Energy Resour-
ces (DERs) in the electricity grid implies a rising level of complexity and
dynamics. The integration and management of these DERs have lead to
the introduction of the aggregator role, with the aim of providing energy
services to system operators and the market. With regard to the often
changing capabilities of DERs, the dynamical aggregation of DERs to
meet the demand is still a matter of concern. In this paper a generic
description for the capabilities of DERs will be introduced in order to
allow the aggregator to efficiently search and find DERs suitable for
aggregation. These reduced as possible and abstracted descriptions of
the DER capabilities are called Energy Services, which should be com-
plete enough for the aggregators search demands.

The Energy Service definition will be part of a recent research project,
the Open System for Energy Services (OS4ES) that is going to enable the
aggregator to control dynamically configured large scale Virtual Power
Plants with IEC 61850. The results of this project and its field test should
contribute to the further development of IEC 61850.

1 Introduction

The rising number of heterogeneous and volatile Distributed Energy Resources
(DER) in the electricity grid leads to an increasing complexity in grid manage-
ment [2]. The aggregator role, discussed in several research studies and standards
and currently establishing in the energy domain, shall serve as a complexity
managing entity [5]. It combines DERs of different characteristics to so called
Virtual Power Plants (VPP) for the participation in larger energy markets [7].
The business processes between aggregator and Smart Grid Actors (e.g. system
operators and Balance Responsible Parties) are currently under development in
many projects (e.g. USEF-project [3]). Still a matter of concern is the inter-
action and information exchange between aggregators and the DER systems.
Classical aggregator concepts assume an often static set of DER systems which
the aggregator can use to provide services for the participants. With the rising
c© Springer International Publishing Switzerland 2015
S. Gottwalt et al. (Eds.): EI 2015, LNCS 9424, pp. 24–35, 2015.
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number and variety of DERs, business models, and often changing power flows
we assume that in the future aggregators must be able to dynamically reconfig-
ure their portfolios to serve the needs of the electricity domain and to react on
flexibility requests from, e.g. the system operator. Furthermore, we assume that
in future smart markets, more than one aggregator needs to be given access to
available capabilities of a DER system for optimal use of the available resources.
For this purpose, the aggregator must be able to find DER systems that pro-
vide the needed capabilities as Energy Services in a Smart Market [4]. For such
Smart Markets, an active Registry System for Energy Services as described in
[6] is necessary that allows the DER system providers to offer the capabilities of
their DER systems to aggregators that can search and find these to aggregate
them and thus, to participate in larger energy markets (e.g. energy exchanges,
ancillary services, or Over The Counter [OTC] trades), as stated in Fig. 1.

Fig. 1. Interaction between aggregators and DER systems using a common registry
system for the exchange of dynamic energy service data. The aggregator utilizes the
DER systems based on the energy service descriptions to participate in larger energy
markets.

In order to offer often fluctuating DER capabilities that may change due
to, e.g. environmental influences to aggregators, a common and generic descrip-
tion of these capabilities is required. This description model should contain as
minimum information as possible for several reasons, e.g. data storage require-
ments and privacy and security concerns. Finally, the aggregator should handle
the complexity of the heterogeneous DER systems by searching for relatively
generic characteristics of the provided Energy Services. It has to be investigated
how far the characteristics of a DER system can be abstracted from the tech-
nical base without leaving out necessary information for the aggregator. In this
case it is important to distinguish between the search for Energy Services, where
the informational complexity should be reduced to provide an easy and efficient
search mechanism for the aggregator and the operation of a DER system. In
the operational phase, it is likely that the complexity of the DERs cannot be
made fully transparent. Recent standards like IEC 61850-7-420 work on semantic
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Fig. 2. Phases of the aggregation of a virtual power plant.

data models for DER systems to handle this challenge [1]. The Energy Service
definition in this paper will focus on the search phase (see Fig. 2).

The remainder of the paper is structured as follows: in the next Section a
state of the art overview on Energy Markets and established interaction models
is given. In Sect. 3 the energy Service will be described and defined in the context
of existing ancillary services. Section 4 focuses on an implementation project that
utilizes the proposed Energy Service definition. The last Section concludes the
paper and provides an outlook on recent research efforts and open questions.

2 State of the Art

Currently, existing energy exchange market systems, namely the European Power
Exchange Spot market (EPEX SPOT SE) or the German internet platform
regelleistung.net, enable the exchange of energy services and the settlement
of commercial processes for larger market parties. Members of these auction-
based markets, balance responsible parties, system operators and large resource
providers (producers, consumers and prosumers), are able to participate in the
day-ahead or the intraday markets where energy-orders can be placed and con-
tracts concluded.

Independent from these auction based markets, the market parties may con-
clude OTC-transactions. Focusing on established energy market player and high-
volume producer these market models do not provide easy access for small and
medium-sized DERs besides the emerging VPP-concept.

Trying to fill this gap, governmental and non-governmental organizations are
developing and publishing approaches which tackle the growing dissemination
of DERs and as a consequence thereof the growing number of DERs willing to
gain access to the energy markets. One example is the Universal Smart Energy
Framework (USEF) [3], which focusses on an open framework containing spec-
ification, design and implementation guidelines so that participants or stake-
holders are able to create a fully functional smart energy system. Within the
projects scope, aggregators can accumulate flexibility and active demand and
supply of DERs as well as of smaller aggregators to maximize the value of their
energy generation and vend it in the integrated market. Energy Service Com-
panies (ESCo) provide auxiliary services to the Prosumers, e.g. insight services
or energy management services. Providing this features USEF may integrate
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DERs in the integrated markets but still misses functionalities for aggregators
to accumulate DERs directly.

Aligning with the governmental Data Access Manager (DAM)-concept [12]
the Energy Service definition proposed here may fill this gap by providing this
missing functionality for aggregating DERs by allowing a search by aggrega-
tors. The OS4ES-Project (see also Sect. 4) defines generic communication and
Energy Service models while using a distributed registry system for storing this
information. By enabling the resource povider to register and advertise his DER
respectively its Energy Services conveniently as well as providing a centralized
Service-search and -booking functionality for an aggregator to adjust or recon-
figure his portfolio according to current demands, the OS4ES creates a dynamic
system to utilize, accumulate and trade the capabilities of these low-volume
producers in the manner of a VPP.

3 Energy Services

This Section should describe the scope of the Energy Services and propose a
definition of their characteristics.

3.1 Scope

The proposed Energy Service definition shall cover the the provision of power
that needs communication between the aggregator role and the resource provider.
The aggregator should use a common registry system such as proposed in [6] to
find Energy Services provided by DERs. The aggregator is then able to provide
services for other actors, such as system operators, or balance responsible parties
(BRPs) as for example described in the USEF-project.

For the aggregator role, three main use-cases are currently identified:

1. Scheduling of power: the most common use case, to provide active or
reactive power within the context of a VPP.

2. Ancillary Services: there are several ancillary services of interest for the
aggregator role, especially
(a) Frequency Control: the aggregator provides a VPP that can perform

Frequency Control. For this, DERs are needed that have the capability
to measure the frequency and can react on deviations.

(b) Volt/Var optimization: the aggregator provides the DSO a VPP capable
of optimizing the Voltage. Also for this, DERs require special abilities.

In Sect. 3.2 it will be shown that the description of power in conjunction
with additional information (e.g. energy profiles and forecasted data) is suffi-
cient for most of the described use-cases within the context of the recent grid
management.

The Energy Service definition must be distinguished from other service def-
initions i.e. the Service-terminology in computer sciences [9]. Energy Services
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are the representation of physical capabilities that are in general limited and
thus not repeatable. Therefore, an Energy Service is a consumable object, which
means when an aggregator reserves the Energy Service by expressing the inten-
tion to use it and then activates the capability (i.e. uses it), the Energy Service
is no longer available for other parties.

3.2 Definition

For the classification of the proposed Energy Service definition it is important
to determine the taxonomy and relation of the definition within the Smart Grid
terminology. As stated in Fig. 3A, the central role in this context is the DER
system. Every DER system is connected to the grid through at least one Point
of Common Coupling (PCC) or grid connection point, so each PCC has a set A
of logical DER systems. Every PCC is connected to a zone, i.e. the grid-zone of
the according system operator. In Europe, this can either be the transmission
grid or the distribution grid.

Fig. 3. A: UML-class diagram of the relation between the energy service and the
organizational entities. B: Example structure of an energy service

A DER system ai ∈ A represents a physical or logical device and is composed
of three different datasets. The general technical DER information contains all
data relevant for the DER system, e.g. PCC and position data, owner, type of
installation etc. The interfaces provide information how to communicate with a
DER system and how to control it. Each DER system that can provide services
for the grid holds a set of Energy Services Si. The Energy Services si ∈ Si

can be reserved and consumed by the aggregator. It is possible that a DER
provides multiple Energy Services at the same time which may exclude each
other. The set of rules Ci, describing how the parallel Energy Services influence
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each other must be defined by the resource provider and stored at a Registry
System for Energy Services, where they can be executed when an aggregator
reserves an Energy Service. The execution of the rules manages the visibility of
other Energy Services provided by the same DER system for search requests by
other aggregators.

Based on the scope of the Energy Service definition described in the previous
Section, information about the provided power (active and reactive) is consid-
ered as the most important aspect for most use cases. The description of the
maximum power available over time may be sufficient to describe nearly uncon-
strained power plants such as gas generators for the search. Depending on the
type of DER system and its characteristics, additional data could be necessary.
A forecast-based DER such as a wind turbine may also provide forecasts on the
expected power in wost-case/best-case corridors until a certain forecast border
(see Fig. 4A). Such a DER can provide three informational horizons:

1. The actual power: Pactual measured at the DER system, could be used by
aggregators to project the capability of the DER system

2. The forecast-based area: a DER system can provide information on the pro-
jected corridor of power available within the Energy Service. Although, for
environmental-dependent DERs some risk could be included. Such forecast-
models can just provide reliable information within a certain period of time.

3. Nominal-value-based: beyond the forecast border, no further information on
the characteristics can be given. aggregators can just rely on the maximum
nominal-value of power Pmax a resource provider has defined for this specific
Energy Service entity. This implies that the aggregator must consider the
type and characteristics of the DER system as well as environmental condi-
tions. Thus, the aggregator must be also able to access the general technical
information of the DER system to get information on the DER type.

Fig. 4. A: Graphical description of a forecast-based energy service providing active
power. B: Consumer-Producer reference frame reflecting active and reactive power
relation, abridged from [11]
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The proposed power-description model is applicable for both, active and
reactive power, so that in some cases rules are needed, when a resource provider
offers an Energy Service for active and reactive power in parallel. In the most
simple case both Energy Services are totally decoupled, so the DER system
can always offer an Energy Service with Pmax and one with Qmax. Thus, the
resulting complex power pointer S can be anywhere in the gray marked area of
Fig. 4B. Defined as a rule, the resource provider can limit this area to reflect the
technical abilities of the DER system, e.g. |S| � √

P 2
max + Q2

max.
An aggregator can claim an Energy Service instance for a certain time-period,

so the actor is allowed to send control signals within the limits of the reserved
Energy Service i.e. Pmin ≤ Pdemand ≤ Pmax (for reactive power respectively).
As the DER can be dependent on environmental conditions, the delivered power
can be Pactual ≤ Pmax, which must be taken into account by the aggregator. In
order to allow an optimal utilization of the DER system, the resource provider
must be able to quantize the Energy Services, e.g. split the total nominal power
of the DER system into multiple Energy Service instances.

Following the DER system definition in IEC 61850-7-420 it is assumed that a
DER system is composed out of one or more DER Units and serves as an overlay
and managing instance for all subsidiary DER Units. DER systems can be ordered
hierarchically i.e. a DER system can be part of another DER system as a DER
Unit. As the complexity of such systems may rise with the hierarchical depth of
the system, it is recommended to logically decompose complex DER systems when
describing the capabilities with Energy Services. Thus, the above described data
will be more clearly defined, resulting in an easier search and the aggregator would
be able to interpret the characteristics of the DER system better.

Depending on the class of the DER system in conjunction with the power
profiles (see Fig. 4A), it is obviously that additional information are necessary to
plan the devices. These information specialize the Energy Service description for
the characteristics of the DER system while adding only little complexity to the
search. In contrast to more market oriented DER-classifications, e.g. the FPAI-
class model [8] the here proposed DER-class-model for Energy Services stated
in Table 1 should strongly focus on the generalization of technical aspects. The

Table 1. Device classes

Type Description Example

Storage Device that stores energy and can provide
it bidirectional

Battery system

Shiftable Device that can shift under certain con-
straints or stores energy unidirectional,
needs additional energy description and
maybe forecast model

Thermal storages,
household appliances

Deterministic Controllable device, can depend on
forecasts-model

Gas generators, PV
inverters
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three classes of DERs are currently under consideration are storages, shiftable
DERs and deterministic DERs.

Deterministic DERs can be almost fully described by their provided power
and have only few additional constraints that can be expressed through further
information within the power profile (e.g. the already described predictability
with forecasting horizons).

The shiftable DER class includes shiftable consumer devices (e.g. household
appliances) or thermal storages. For these are often forecast data necessary but
also information on the total expected energy demand, the energy storage capac-
ity, and the shifting characteristics. In this case, an additional dataset can be
given as stated in Fig. 5. It describes the interrelation between the minimum
power needed and the maximum power over time, determining a corridor of
allowed energy consumption. Figure 5 can be a description of the daily energy
demand of a household that has a minimum energy demand for maintaining the
lowest temperature but also has the ability to consume additional energy.

For the storage class, covering classical battery systems with bidirectional
power flows energy is also an important information on the capacity of the
storage.

Fig. 5. Description of valid energy profiles, supporting the power description.

This class model allows the definition of an Energy Services class system (see
Fig. 3B). The power-subclass describes deterministic DERs which can be special-
ized into forecastable DERs. The Energy Description as in Fig. 5 can be added
when necessary. The Energy Service should not only realize the direct exchange
of power and energy, but also on further use and business cases. The Energy
Service Frequency Control uses the power description model together with addi-
tional information on the control energy capabilities (e.g. primary control capa-
bility, secondary and tertiary capabilities) while Volt/Var is comparable. Thus
a large number of possible use cases for DER systems can be covered.

4 Case Study: The Open System for Energy Services

The EU funded research project Open System for Energy Services (OS4ES)1

will provide a platform that allows aggregators to search and find matching
1 http://www.OS4ES.eu.

http://www.OS4ES.eu
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Fig. 6. OS4ES system

DER systems for energy service requests received from a DSO or TSO. Figure 6
shows how this will be achieved.

The resource provider of a DER system (e.g. a PV plant, a wind power plant,
a combined heat and power plant, an electric vehicle or any combination of these)
registers the data of its DER system in the OS4ES Registry. This DER system
data can be categorized in:

– Data as it is can be found on technical data sheets (e.g. owner of the DER
system, location, voltage level, point of common coupling, nominal power,
type of DER system) corresponding to the White Pages of UDDI and

– Data for the energy service(s) the DER system offers (e.g. data relevant for
primary control, Volt/VAR control or offering flexibility) corresponding to the
Yellow Pages of UDDI [10].

According to these two categories the technical data sheet data is stored
in the DER Database of the OS4ES Registry while the energy service related
data is stored in the Energy Services Database. An aggregator receiving requests
from the Energy Markets (e.g. flexibility request of 30 MW for the next day) can
search the OS4ES Registry for DER systems that can provide the requested ser-
vice and will receive a list of matching DER systems. With the help of the Plan-
ning Algorithms of his Energy Management System the aggregator can check
which DER systems match best and can then reserve those DER systems for
the requested time frame. This information is stored in the Contract database of
the OS4ES Registry. When another aggregator searches the registry the infor-
mation of this Contract database is used to evaluate if a DER system that has
already been reserved for an energy service can provide another of its offered
energy services without endangering the delivery of the reserved energy service.
In order to achieve the above described scenario the OS4ES project will provide
all necessary building blocks:

Web Based Communication Protocol: It has to be ensured that all com-
municating parties understand the communication protocol by means of which,
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e.g. DER system information is sent from the registry to an aggregator. The
international standard IEC 61850 (Communication networks and systems for
power utility automation) is a future-proof and the most outstanding standard
for electrical networks at field and station level which also provides a standards-
compliant communication framework and data model for being applied to Smart
Grids. However, DER manufacturers and the industry miss a simple and low-
cost web-based communication protocol in the IEC 61850 series of standards.
This shortcoming has been taken up by a task force within IEC 61850 TC57
WG17 which currently evaluates web based communication protocols as alter-
nate communication protocols to the existing IEC 61850 communication pro-
tocol MMS but only on a theoretical level. OS4ES contributes to find an apt
web-based communication protocol in order to push the usage of IEC 61850 in
Smart Grids. After having defined communication requirements for the OS4ES
use cases it does not only evaluate web based communication protocols like OPC-
UA, DPWS, XMPP, SOAP and REST on a theoretical basis - based on these
requirements - at present, but will also perform practical tests based on represen-
tative network scenarios using communication network simulators. A prototype
IEC 61850 web based solution will be developed for the communication protocol
that turns out to be the most appropriate one among the tested ones. Results
of the test simulations will be fed back to TC57 WG17. Besides, IEC 61850
protocol converters will be provided for those DER systems used in OS4ES lab
and field test which only have proprietary communication protocols.

Generic Data Model for der Systems: In the same way as the communica-
tion protocol must be understood by the communicating parties it is also indis-
pensable that all communicating parties understand the exchanged data that is
transported by means of the communication protocol. Based on IEC 61850, a
semantic information model for DER systems will be defined that provides the
DER system data at the point of common coupling (PCC) that is relevant for
the aggregator to easily and swiftly find matching DER systems for energy ser-
vice requests in the registry, e.g. for setting up VPP, perform frequency control
or voltage regulation. For this purpose, the information model will be so generic
that it will hide the complexity of single DERs may it be generators, loads or
storages - within a DER system and will provide generalized and aggregated
data. Currently the OS4ES project is setting up this data model based on the
use cases that have been defined in the OS4ES project. An integral part of this
work is to define the Energy Services proposed in this paper. In a next step
it will be analyzed in how far the part of IEC 61850 relevant for distributed
energy resources, IEC 61850-7-420, needs enhancement in terms of data for the
generic description of DER systems with the aim to bring in missing data in the
next edition of this part of the standard. The result of this work will then be
brought into the relevant standardization committees for consideration in the
next edition of IEC 61850-7-420.
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Registry: The registry is a core component to make a dynamic search for Energy
Services and their provision possible. The distributed OS4ES registry shall bridge
the gap between inventory lists for DER systems (e.g. the EEG lists in Germany)
and Smart Markets for larger participants by enabling DERs to announce their
availability for grid services. In addition to functional requirements such as: (a)
the ability to detect matching services by defining apt filter criteria, (b) the fea-
sibility to find single resources and (c) the availability of databases for datasheet
data as well as market-related data (provided energy services, accounting-related
data). The OS4ES registry consists of various core components that are designed
distributed in order to meet the specified requirements:

– Index service (white pages service): a directory service of all available DER
systems with nominal data and specifications as well as ICT information (e.g.
communication address, voltage level).

– Yellow pages service: DER systems in the index service provide their Energy
Services by the means of the Yellow pages service.

The distribution of components is based on zones that each cover parts of
the power grid topology (see taxonomy in Sect. 3.2)

Middleware: A middleware is needed to allow for a seamless integration of the
above mentioned components. Such a middleware will be specified and imple-
mented in the OS4ES project. When all components (data model, communica-
tion protocol and registry) are available and are integrated in the middleware,
extensive lab and field test will be conducted. Based on these results the mid-
dleware will be revised where necessary to provide a reliable and smooth central
gateway for energy service provision.

5 Conclusion

In this paper, the concept of Energy Services as a generalized capability descrip-
tion for DERs was proposed. The concept enables the aggregator to search and
find DER systems providing needed capabilities for VPP. The proposed descrip-
tion model handles the technical complexity of heterogeneous DER systems by
providing a generic description model as Energy Services, that abstract from the
technical base without leaving out necessary information for the aggregator.

The proposed Energy Service is based on the description of power in con-
junction with additional information based on the DER class. One of the main
research questions will be the modeling of complex DER system behavior, e.g.
CHP integration with the proposed classification and description paradigm.
A detailed formalization of the approach is also topic of further research efforts.

With the described Open Systems for Energy Services (OS4ES) a case study
was introduced where a distributed registry system for Energy Services is cur-
rently under development. The ongoing implementation will facilitate the gen-
eralized description model of Energy Services presented in this paper to offer a
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registry where aggregators can search and find offered Energy Serviced based on
the generalized description model. The results of the project and the field tests
especially with regard to the data model implying the Energy Service definition
and the registry system shall be considered in the further development of IEC
61850.

References

1. Communication networks and systems for power utility automation - Part 7–420:
Basic communication structure - Distributed energy resources logical nodes. IEC
Std. 61850-7-420 (2009)

2. Amin, S.M., Wollenberg, B.F.: Toward a smart grid: power delivery for the 21st
century. IEEE Power Energ. Mag. 3(5), 34–41 (2005)

3. Backers, A., Bliek, F., Broekmans, M., Groosman, C., de Heer, H., van der Laan,
M., de Koning, M., Nijtmans, J., Nuygen, P., Snberg, T., Staring, B., Volkerts,
M., Woittiez, E.: An introduction to the universal smart energy framework. USEF
Foundation (2014)

4. Bundesnetzagentur: Smart Grid und Smart Market - Eckpunktepapier der Bun-
desnetzagentur zu den Aspekten des sich verändernden Energieversorgungssystems
(2011)

5. CEN-CENELEC-ETSI Smart Grid Coordination Group: Sustainable processes.
Brussels, Belgium, European Committee for Standardization (2012)

6. Dethlefs, T., Renz, W.: A distributed registry for service-based energy management
systems. In: Industrial Electronics Society, IECON 2013, 39th Annual Conference
of the IEEE, pp. 4710–4714. IEEE (2013)

7. Dielmann, K., van der Velden, A.: Virtual power plants (vpp)-a new perspective
for energy generation? In: Modern Techniques and Technologies, pp. 18–20. IEEE
(2003)

8. Flexible power alliance network: flexible power application infrastructure 14, 10
(2014)

9. Kreger, H., Estefan, J.: Navigating the SOA open standards landscape around
architecture. OASIS, and OMG, Joint Paper, The Open Group (2009)

10. OASIS: Universal Description, Discovery, and Integration (UDDI) 3.0.2. Organi-
zation for the Advancement of Structured Information Standards (2004)

11. Seal, B., Cleveland, F., Hefner, A.: Distributed Energy Management (DER):
Advanced Power System Management Functions and Information Exchanges for
Inverter-based DER Devices, Modelled in IEC 61850–90-7. Technical Report, IEC
TC57 WG17 (2012)

12. Smart Grid Task Force Expert Group 3: EG3 First Year Report: Options on han-
dling Smart Grids Data (2013)



Impact of Power-to-Gas on Cascading Failures
in Interdependent Electric and Gas Networks

Andrea Antenucci, Bing Li, and Giovanni Sansavini(B)

Reliability and Risk Engineering, Institute of Energy Technology, Department
of Mechanical and Process Engineering, ETH, Zürich, Switzerland
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Abstract. The need for an efficient and safe penetration of renewable
energy resources in power systems has led to the study of unconven-
tional storage technologies, such as Power-to-Gas (PtG). In this paper,
the effects of PtG are analyzed under an operational risk perspective in
the contest of interdependent gas and electrical networks. Component
failures or stressful operations of one of these networks, e.g. a sudden
power generation drop, can induce operational constraint violations, e.g.
pressure violations, in the coupled network and lead to instability. The
results show that PtG provides a beneficial impact on the pressure levels
of the gas system, and entails a reduction of the consequences of a failure
cascade. The beneficial effects are assessed for several configurations of
PtG facilities in the gas network. Minimum safe PtG injections, which
prevent pressure violations and failure cascades, are quantified.

Keywords: Power-to-Gas · Cascading failure · Critical infrastructures ·
Interdependent power and gas networks

1 Introduction

In the past two decades, a massive installation of renewable energy power plants
has been witnessed, in particular solar panels and wind turbines, fostered by the
commitment of the European Community to decarbonization [1]. However, the
growing share of distributed volatile power generation rises concerns about the
resilience and stability of all the related energy-carrier infrastructures. Therefore,
increasing attention is devoted to the study of new and efficient ways of storing
energy to cope with and fully exploit variable and volatile power generation.

Power-to-Gas (PtG) converts electrical into chemical energy under the form
of hydrogen or methane, that can be conventionally stored. One of its main
advantages is the possibility of using existing gas facilities or even the pipelines
of the gas transmission network to store the gas produced via PtG. Several
studies [2,3] address complicacies in introducing hydrogen in the natural gas
network due to different physical properties, i.e. higher potential leakage rate,
steel embrittlement and burners and gas turbines compatibility. Furthermore, it
should be ensured that the customers are supplied within contractual obligations
c© Springer International Publishing Switzerland 2015
S. Gottwalt et al. (Eds.): EI 2015, LNCS 9424, pp. 36–48, 2015.
DOI: 10.1007/978-3-319-25876-8 4
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in the face of the small high heating value of hydrogen as compared to natural
gas. For these reasons, the maximum achievable fraction of hydrogen that can be
added to natural gas is 6 % in mass [2]. On the other hand, methane produced
with PtG via the Sabatier process [4] is not affected by previous issues, although
the process is less efficient. In fact, converting electricity to hydrogen entails an
efficiency of 54–72 % while efficiency is 49–64 % for the conversion to methane.
Globally, the efficiency of PtG is in the range 30–75 % [4].

In literature, PtG is mainly analyzed under a feasibility or economical per-
spective. In [4], PtG is deemed infeasible because it entails an excessive increase
of the kWh price. On the other hand, [5] shows that PtG can lead to economic
benefits with considerable operational costs reduction in a scenario of high share
of renewable. Current research in coupled power and gas networks involves their
security-constrained optimal planning [5]. The optimization can account also for
random component failures [6]. Our analysis embraces a risk perspective and
quantifies the consequences of several hazards which may cause operating con-
ditions to exit the security design range. In this paper, the beneficial effects of
PtG are demonstrated in the context of cascading failures between interdepen-
dent gas and electrical networks. The output of PtG facilities is directly pumped
into the existing gas network; no additional reservoir is assumed in this study.
Due to equipment failure or operating conditions outside the design envelope,
pressure deviations in the gas network can cause the curtailment of power output
in gas-fired power plants (GFPP). The resulting power redispatch may lead to
the propagation of line overloads and disconnections in the electric power net-
work, and eventually to electric instability and loss of a large share of supply. On
the other hand, the gas network is also dependent on the electric power input
for electricity-driven compressors, which may worsen the effects of the cascade
in the electric power network. The results show that including a small share of
PtG production may relieve and prevent power curtailments in the events of a
localized or distributed sudden loss of power generation.

The structure of the paper is the following: in Sect. 2, a transient one-
dimensional model of the gas network is presented and solved with asymmetric
finite differences [7]; Sect. 3 presents the DC-power-flow-based model of the elec-
tric system which captures the propagation of line disconnections; in Sect. 4,
the coupling of the two models is detailed. Section 5 presents the application to
a case study consisting of interdependent electricity and gas systems, obtained
combining the IEEE 39 electrical network [8] and a gas network taken from [9].
Section 6 is dedicated to the discussion of the results.

2 Gas Model

2.1 Mathematical Description of the Flow Through a Pipeline

The gas flow within a pipeline has been described via a transient one-dimensional
model [7,9], which exploits the continuity equation and the law of motion:

∂M

∂x
+ S

∂ρ

∂t
= 0. (1)
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∂P

∂x
+ gρ

∂h

∂x
+ fR = −ρ

∂ω

∂t
, (2)

where M = mass flow rate (kg/s); S = pipe’s cross section (m2); ρ = density
(kg/m3); P = pressure (Pa) acting on S ; g = acceleration of gravity (m/s2);
h = height of the pipe element (m); ω = speed of the flow (m/s); fR = hydraulic
resistance related to unit length of the pipeline and to unit cross section.

Exploiting semi-empirical relationships for natural gas and assuming strongly
sub-critical flows, (2) becomes [7]:

∂ρ

∂x
+

λ|ω|
2DSω2

sd

M + ρ

(

g
Δh

Lω2 sd
+ (1 + b∗ρ)

Δθ

θL

)

+
1

Sω2
sd

∂M

∂t
= 0, (3)

with λ = coefficient of hydraulic resistance; ωsd = speed of sound (m/s); k = pipe’s
roughness (m) on the pipes diameters D (m); θ = absolute temperature (K);
L= length of a pipe (m); b∗ = gas constant (m3/kg).

2.2 Integration Technique

The solution of the partial differential equations (1) and (3), has been obtained
implementing the integration technique known as implicit method with interme-
diate step [7], which is based on asymmetrical differences and is computationally
and numerically stable.

The method considers a differential equation:

ẏ = f(y,u), (4)

where y is the vector of the solution and u the vector of inputs (boundary
conditions). If not linear, (4) can be linearized as:

ẏ = Ay + Bu. (5)

The sign · indicates a matrix. If Δt is the integration time step, the implicit
method with intermediate step can be applied:

y − y
Δt

= A ((1 − θ)y + θy) +
1
2
BΔt(u + u). (6)

Dividing both sides for 1 − θ (θ = 0.473 as suggested by [7]), it is obtained:
(
1.9I − AΔt

)
y =

(
1.9I + 0.9AΔt

)
y + 1.9BΔt

1
2
(u + u). (7)

The usage of θ �= 0.5 makes this method asymmetric and therefore different
from a classical trapezoidal integration. In (6), y and u are computed at time t,
while y and u are computed at time t + Δt. The vector u is sampled every time
step Tv and, using these values, it is possible to build a function u(t) by linear
interpolation. Defining Δt = Tv/2, it holds:

u(t + Δt) =
u(t + Tv) + u(t)

2
. (8)
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u(t +
Tv

4
) =

u(t + Tv) + 3u(t)
4

. (9)

Therefore, the algorithm consists of the following steps:

1. Linearize the differential equation as in (5);
2. Solve the equation or the system of algebraic equations of the form:

(
1.9I − AΔt

)
y =

(
1.9I + 0.9AΔt

)
y + 1.9BΔt

1
2
(u + 3u), (10)

which is equal to (7) modified with u as defined in (8) and Δt = Tv
2 .

3. This is the intermediate step. Put y = y and solve:
(
1.9I − AΔt

)
y =

(
1.9I + 0.9AΔt

)
y + 1.9BΔt

1
4
(3u + u), (11)

where 1
4 (3u+u) is found analogously to (8). y is the solution at time t + Δt.

4. Put y = y and restart from 1.

2.3 Gas Network Solution Strategy

The solutions of (1) and (3) have to be computed for all the pipes at the same
time leading to complex systems of algebraic equations, which are efficiently
handled as sparse matrices. Furthermore, the solution strategies have to account
also for the behavior of other components, e.g. pressure regulators and compres-
sors, which have different dynamics with respect to the pipelines. In the solution
algorithm, the following terminology is used:

– Sections and nodes: a pipeline can be divided into sections, whose boundaries
are called nodes. A boundary node is a node that belongs to only one section,
while an internal node connects two or more sections;

– Crossing and branches: a crossing is a node common to at least 3 sections.
A set of sections connecting a boundary node and a crossing, or connecting
two crossings, is called a branch;

– Non-pipe element: is a fictitious branch that represents a particular element,
such as a compressor or a pressure governor.

Solving the gas network means to find densities ρ and mass flows M at each
section of each pipe. However, since ρ and M are not independent, from (1) and
(3) it is possible to express the latter, e.g. for an internal branch, as:

Mi = A + Bρ1 − Cρn+1, (12)

where Mi is mass flow in branch i, A, B and C are coefficients obtained by the
rearrangement of (1) and (3), while ρ1 and ρn+1 are respectively the densities in
the first and last section of branch i. For each crossing, the continuity equation
is written with ρ as the only unknown and solved. The matrix obtained by this
set of equations is found to be sparse and therefore its computational cost is low.
Setting the computed density values as boundary conditions for the branches,
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the pair (ρ,M) can be computed in all the sections, exploiting the continuity and
motion equations. Again, the system of algebraic equations for each branch leads
to sparse matrices. This system is different for internal and external branches,
because they require different boundary conditions.

The introduction of non-pipe elements implies a change in the algorithm when
computing the densities and mass flows for these elements. Their characteristic
equations and the state of the system determine the pair (ρ,M).

The modelling of the gas network required some simplifications. λ is con-
sidered time-independent and constant throughout the network, as commonly
exploited in literature [7,9]. Moreover, the inlet of the network is modelled via
a pressure governor. PtG production is modelled as a constant injection of gas
through one or more nodes of the gas network. The gas network model has been
validated through comparison with a test system in [9].

2.4 Operational Constraints in the Gas Transmission Network

The gas network is subjected to several constraints, defined in order to repre-
sent physical, operational and contractual limitations. Pressure fluctuations are
allowed in the network within an operative range. Maximum pressure limits are
established according to the material resistance of the pipelines. Minimum pres-
sure values are chosen independently for each node, and represent the minimum
contractual pressure to be provided at each delivery point, in order to guarantee
the normal operations of power plants and compressors. Compressor stations are
bound to remain within an operative mass flow and pressure ratio envelope. The
compressor operative point defines the amount of electrical power required from
the electrical network:

Pcompressor =
Psuction ∗ Q

η ∗ m
∗ [βm − 1] , (13)

where Psuction = pressure at the compressor inlet (Pa), Q = volumic mass flow
through the compressor (m3/s), η = compressor efficiency, m = gas constant and
β = pressure ratio. The out-take rate is limited by the ramp rates of the power
plant generators [10].

The violation of one or more constraints entails a counter-action from the
system, in order to remain within safety thresholds. The corrective action is spe-
cific for each constraint typology. Minimum pressure violation is relieved by gas
curtailment at the location of the violation. In absence of gas off-take, the cur-
tailment action takes place at a proximate node. In this model, the curtailment
strategy is based on five pressure limits; every time the pressure goes below the
threshold values, further curtailment occurs at the power plant, until the pres-
sure starts raising again. Ultimately, the entire power plant is shut down. The
amount of power reduction and the pressure limits depend on the production
strategy and the technical characteristics of each power plant.

Compressor violations can be caused by the lack of electrical power provided
to the machines or by surge. Upon violations, compressors are shut down. Mass
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flow passing through the failed element decreases following a transient that lasts
3 min. In order to avoid reverse mass flow, gas flow is prevented until the pres-
sures at the inlet and outlet of the compressor are equal. Table 1 summarizes the
effects and the corrective actions following each constraint violation.

Table 1. Constraint limitations and corrective actions in the gas network.

Constraint Value Effect/Correction

Maximum pressure 100 bar Gas curtailment

Minimum pressure 10–42 bar Gas curtailment

Compressor envelope 4000–9500 rpm Compressor shutdown

Compressor envelope 3500–20000m3/h Compressor shutdown

Power required by the com-
pressor

Depending on working set
point

Compressor shutdown

Ramp rate of PP 0.5 p.u./h Ramp up/down limits

3 Electrical Model

The electric model employs a DC power flow in order to study the system behav-
ior under failure conditions [11]. Disruptive contingencies, such as line disconnec-
tions, power plant (PP) failures or compressors shut down can be introduced. The
model evaluates power flow changes and simulates redispatch and load shedding.
Furthermore, line overheating is computed exploiting a transient temperature
model, that accounts for the actual power on the line and the line typology and
characteristics [8]. This model assumes that additional random failures cannot
occur during the cascade event, given their low probability.

The electrical model is characterized by an event-base structure, where 4
types of events are defined. Therefore, the simulation does not evolve through a
fix time-step, but moves forward in time from one event to the following. The
events are:

1. Time to next hour: the model evaluates the state of the system at each hour,
sampling the external electricity demand;

2. Line disconnection: based on the power flowing within the lines, the model
predicts the evolution of the line temperatures and detects when to disconnect
a line, due to overheating protection;

3. Constraint violation in the gas network: when there is a violation in the gas
network, a new event is created in the schedule of the electrical network. This
allows the two models to communicate with each other. The dynamic of this
process will be further explained in Sect. 4;

4. Time to power balance restoration: given an imbalance between load and gen-
eration and the ramp rates of generators, the model computes the time when
power balance is restored. Power redispatch is performed through primary
frequency control.
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3.1 Operational Constraints in the Electric Network

Operational constraints in the electrical network concern maximum power imbal-
ance, lines and generation characteristics. Maximum frequency deviation is set
at 5 % of the base frequency of the system, which is 50 Hz. Frequency deviation
is computed as:

f.d. =
ΔP

∑
ΩD

Dd +
∑

ΩG

1
Rg

, (14)

with ΔP = power imbalance, Dd = frequency characteristics of the dth load
(MW/Hz), Rg = frequency characteristics of the gth generator (Hz/MW),∑

ΩD
= set of demands and

∑
ΩG

= set of generators [12]. Power plants are char-
acterized by maximum and minimum power output, and max ramp up/down
limitations. Finally, power lines are constrained by the amount of power that
can pass through them, and by the maximum temperature during normal opera-
tions, which is set to 100 ◦C. Table 2 summarizes the constraints and the resulting
effects or corrective actions.

Table 2. Constraint limitations and corrective actions in the electric network.

Constraint Value Effect/Correction

Frequency deviation 5 % Island blackout

Maximum generation 680–1100MW Generation limitation

Minimum generation 340–550MW Power plant shutdown

Line flow limit 707MW Line disconnection

Ramp rate of PP 0.5 p.u./h Ramp up/down limits

4 Interdependent Electric/Gas Model Description

The coupling between the gas and the electric systems takes place via compres-
sors and power plants. The relation that links gas out-takes to power generation
is:

Electric power supplied by a GFPP = M ∗ HHV ∗ η, (15)

where M = off-take mass flow (kg/s), HHV = higher heating value of natural
gas (J/kg) and η = overall GFPP efficiency.

The simulation is initialized with gas and electrical networks at steady state.
The event which could possibly generate a failure occurs at time t∗ (e.g. line
trip(s) in the electrical network, power plant outage(s), change in power gener-
ation profile).

The following steps are executed:

1. The next event is selected, topology modifications are applied to the networks
and, if electric power generation and consumption are balanced, network flows
are updated;
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2. The time intervals Δti to the potential occurrence of events 1–3 (Sect. 3) are
updated;

3. Island identification in the electrical system and power redispatch in each
island are performed. Load shedding occurs if frequency deviation is larger
than 2.5 Hz (5 % of 50 Hz). The time interval Δt to event 4 (Sect. 3) is updated;

4. The gas model is executed using the boundary conditions given by the elec-
trical network till the minimum Δti, namely Δtnext event, is reached. How-
ever, if a gas constraint violation occurs at Δtviolation < Δtnext event the
gas simulation stops at Δtviolation. Gas off-take curtailment is applied and
the electric power output from GFPPs is updated. An event 3 (constraint
violation in the gas network) is created in the electrical network schedule at
Δtviolation. If no violation occurs before Δti, the output of the gas nodes is
able to supply the request of the electrical nodes and Δtviolation = ∞;

5. The minimum time interval Δti identifies the next event to occur.

Steps 1–5 are repeated until the simulation time is reached.
Gas and electrical demands are boundary conditions of the coupled networks.

PtG is also a boundary condition, and the amount of gas produced via PtG is
quantified as a percentage of the total gas demand. This is equivalent to assuming
that the gas is produced during high peaks renewable power production and
stored in the proximity of PtG facilities.

5 Case Study

This paper analyzes the behavior of an interdependent gas and electrical system
obtained combining the IEEE 39 power network [8], and a gas network consisting
of 40 branches and 27 nodes [9]. A schematic representation of the two systems
is given in Fig. 1.

Interdependencies are identified by common elements, i.e. 9 GFPPs and
3 electricity-driven compressors. Additional electrical generation includes one
hydro power plant. The main gas injection point is indicated by the pressure
governor, marked as 1. PtG facilities are not explicitly illustrated because their
positions vary in different scenarios as illustrated in Sect. 6.

In Sect. 6, the effects of PtG on the system safety are shown through two
exemplary cases. PtG mitigating effects are evaluated analyzing the system
response to random failures, i.e. power plant shut down, in terms of demand not
served (DNS). DNS is computed as the difference between the power demand and
the power supplied to the electric loads. Furthermore, PtG effects are analyzed
when GFPPs are used to compensate for a sudden loss of generation stemming
from a negative ramp in renewable energy conversion plants. A sudden interrup-
tion of renewable power generation might stress the gas network towards criti-
cal working conditions, i.e. increasing off-takes may lead to minimum pressure
violations.
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Fig. 1. Electrical (left) and gas network (right). The legend shows which symbol is
used for each element type. The elements are sequentially numbered for each typology.

6 Results and Discussion

6.1 Effect of PtG Following a Random Component Failure

The initiating events concerning the shutdown of one gas-fired power plant are
simulated. The simulation time covers the 25 h following the initial event. By this
time, the two networks have reached a new stable state and the consequences
of the various scenarios can be compared. Increasing amounts of gas injected
via PtG facilities are analyzed following the initial event. The total amount of
renewable gas injected is quantified as a share of the total gas demand (440 kg/s)
and it ranges from 0 to 5 %. The effects of increasing the share of PtG are
evaluated in terms of DNS computed at the end of the simulation.

In order to uncover possible topological effects stemming from the different
siting of PtG injection points, the position of the PtG facilities can vary. To
this aim, for each initial event and PtG share, three PtG configurations are
assessed representing distributed and localized siting, namely, (1) distributed
PtG production facilities uniformly located at 25 gas nodes; (2) PtG localized
at the node with maximum gas demand, i.e. gas node 23; (3) PtG localized at
a peripheral node with small gas demand, i.e. gas node 19 (marked as PP5 in
Fig. 1, right).

The networks are initialized at steady-state conditions, computed with the
following levels of external demands, namely, 6254 MW of electrical power
demand and 257 kg/s of non-electrical gas demand (58 % of the gas in the sys-
tem). This steady state represents stress operations for the coupled networks,
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Fig. 2. Example of cascading failures on the total power generation (a). Values of DNS
for increasing PtG percentages, for configurations: distributed (b), in node 19 (c), in
node 23 (d).

and it is representative of a very cold winter day, when high electrical consump-
tions are coupled with a large gas demand for heating. At steady state, the initial
pressure at each node is assumed to be 5 % larger than the minimum contrac-
tual pressure. This value is selected by network operators as a tradeoff between
minimum pressure safety margin and operational costs for compressor stations.

In Fig. 2a, an example of cascading failure on the total power generation
during the simulation time in shown. In Fig. 2b–d, the DNS registered at the
end of the simulation time is illustrated for an increasing PtG share in scenarios
1–3. For all the configurations, a PtG share around 4 % is sufficient to inhibit all
the effects of the cascade. Localized distributions (Fig. 2c and d) induce larger
improvements to the resilience of the system, given that less PtG injection is
needed for matching the same results of the distributed case. The DNS oscilla-
tions for increasing PtG injections, e.g. for the initial failure of PP10 in Fig. 2b–d,
result from the formation of different islands at the end of the cascade. In this
case, the propagation of the cascading failure shows that PtG injections increase
pressures at some nodes, hindering the cascading process. This changes the chain
of events and the following island formations. These oscillations demonstrate a
strong non-linear behavior of the coupled networks.

6.2 Effect of PtG Following a Sudden Lack of Renewable Power

In order to evaluate the effect of a sudden drop in renewable power production,
the generation mix has been rearranged in three different scenarios, summarized in
Table 3. Scenario 1 is coherent with the wind power fluctuations analyzed in [13],
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while Scenario 2 and 3 entail a future and larger renewable energy sources (RES)
penetration. RES generation is uniformly distributed among all GFPP locations.
For each scenario, at time t∗ = 2 h, the production of wind power is set to zero
and the GFPPs have to compensate for the loss of power in order to meet
the external demand. As compared to the initial conditions of Sect. 6.1, the
total electric power demand is lowered to 5164 MW, in order to avoid system
blackout due to frequency deviation as a direct consequence of the initiating
event. The non-electric gas off-takes are consistently increased as the GFPP
share is decreased, therefore the gas flows and pressures are equivalent to steady
state conditions in Sect. 6.1, before the initial event occurs. Decreasing the share
of GFPP without adjusting the amount of non-electrical gas off-takes would
lead to a rise of the pressures of the system and, therefore, a more resilient
configuration of the coupled networks.

The three scenarios are tested for the three PtG configurations described
in Sect. 6.1. The only difference is that in configuration (3) the PtG facility is
placed at node 22, i.e. the inlet of the compressor 3, which has proven to be
susceptible to minimum pressure violations.

Figure 3 shows the minimum share of PtG (relative to a consumption of
440 kg/s) that prevents the outbreak of a cascading failure, i.e. DNS = 0 during
the entire simulation time, for the three PtG configurations and for the three
power generation portfolios in Table 3. This PtG share is different from what
is presented in Fig. 2b–d, which entails a zero DNS at the end of the cascad-
ing failure. Therefore, the PtG share shown in Fig. 3 are larger than the PtG
share which entails DNS = 0 in Fig. 2b–d. For all the three PtG configurations,
a larger drop in renewable power generation requires increasing amounts of PtG
injections in order to avoid pressure violations in the gas network. Furthermore,
localized gas injections in strategic points of the gas system, e.g. in node 22,
enhance the PtG beneficial effects, even though the improvements amount at a
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Fig. 3. PtG percentage for 3 PtG configurations and three generations portfolios in
Table 3.
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Table 3. Simulation scenarios involving three generation portfolios.

Scenario Wind power share GFPP share Hydro PP share

1 10 % 85 % 5%

2 20 % 75 % 5%

3 30 % 65 % 5%

few percentage points as compared to the distributed configuration. For Scenario
1, which is representative of a realistic penetration of RES, including roughly
4 % of distributed PtG production prevents pressure violations and cascading
failures. This amount of PtG injection would require 25 PtG plants of around
80 MW each, considering a global facility efficiency of 52 %.

7 Conclusions

In this paper, the effects of PtG on cascading failures in interdependent electric
and gas networks have been assessed. The results show that PtG can positively
affect the security of the interdependent critical infrastructures analyzed, via the
enhancement of the pressure levels of the gas infrastructure. Depending on the
extent of the initiating failure and for a network of the considered size, a relatively
small share of gas injected via PtG can prevent pressure violations and cascading
failures triggered by the random failure of a power plant. Moreover, a small share
of PtG injection can compensate for large power generation drops in scenarios
with 10 % RES penetration and guarantee reliable operations of the coupled
networks. The beneficial effects are larger for a localized PtG configuration than
for a distributed configuration, even though the total amount of gas required to
prevent cascading failure in both PtG configurations is similar.

As a possible improvement, an AC electrical model could be implemented.
This may lead to different values of DNS due to considering the voltage profile
and the reactive power demand in the cascading failure process.
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Abstract. The goal of the Reference Architecture for Secure Smart
Grids in Austria (RASSA) initiative is to design and establish a tech-
nical reference architecture specification in coordination with all rele-
vant stakeholders. This goal is realized across multiple projects. This
paper first motivates the need for developing a coordinated smart grids
reference architecture for Austria involving all relevant actors, such as
infrastructure operators, manufacturers, and public agencies. After a
description of most prominent international reference architecture efforts,
first results on how to develop a reference architecture serving as a blue-
print for further smart grids solutions is described. Necessary coordi-
nation and communication efforts to achieve a nationally accepted and
internationally aligned process are described. The paper closes with an
outlook on a practical application of the principles defined in order
to meet stakeholder requirements through target-group-specific involve-
ment.

1 Motivation

Global electricity systems are undergoing a radical change. In the course of inten-
sive efforts to raise the share of renewable energy sources, new innovative smart
grids solutions have been developed in the past years in order to integrate decen-
tralized volatile generation. With the introduction of smart grid technologies, an
interconnection with communication technologies has taken place, changing the
accessibility of previously isolated assets especially in the distribution grid. This
has lead to challenges in system design in terms of cybersecurity, interoperability,
and security of supply.

Over the past years, the necessity of a holistic approach to achieve a national
secure smart grid reference architecture, dealing with critical requirements not
addressed by European standardization organizations or the Smart Grids Ref-
erence Group, was frequently discussed within the Technology Platform Smart
c© Springer International Publishing Switzerland 2015
S. Gottwalt et al. (Eds.): EI 2015, LNCS 9424, pp. 51–58, 2015.
DOI: 10.1007/978-3-319-25876-8 5
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Grids Austria. As a consequence, the Platform launched the RASSA initiative
as its core undertaking. The objective of the RASSA initiative is to develop a
national reference architecture for smart grids, building on European and inter-
national activities and considering stakeholder needs. Aspects like operational
safety, cybersecurity, and privacy are considered throughout the design and eval-
uation of the architecture (“by design”). A successful development of a reference
architecture is only possible if all relevant stakeholders, like network operators,
energy suppliers, regulators, and public agencies, are involved from the very
beginning. This is challenging as the number of actors is high due to the signif-
icant economic relevance and criticality of the energy supply system.

The comprehensive stakeholder process is therefore a core part of the RASSA
initiative. Experts and decision makers from the energy sector, manufacturing
industries and public bodies are closely involved. This ensures that a solution
for the specific Austrian needs is found, while taking into account Austria’s
situation within the European network as well as maintaining full compatibility
with international standards.

While the RASSA Architecture project focuses on the development of the
Austrian reference architecture, the RASSA Process project aims at providing
methodological support and establishing a sustainable stakeholder involvement.
The stakeholder process builds upon existing good contacts of the coordinat-
ing Technology Platform Smart Grids Austria, as its members are part of the
relevant stakeholder groups. Furthermore, the Platform has developed a solid
basis for discussion with actors outside the energy sector, such as ministries,
public agencies, and international players. The designed stakeholder concept has
to accompany the whole development process of smart grids in Austria and must
therefore be sustainable. As relevant preparatory work the Technology Platform
Smart Grids Austria developed a Technology Roadmap for Smart Grids in the
last year [1], in which a broad agreement of the energy sector regarding the next
necessary steps for the transformation of the energy system towards smart grids
was expressed. One of the key steps identified was the development of an overall
ICT architecture for smart grids. Based on these results, the development of the
Austrian reference architecture has a great chance to become widely accepted
from a national point of view.

2 State of the Art

This section summarizes existing international work which will be drawn upon
for the design of the Austrian reference architecture. Although plenty of material
exists in this regard, the migration path from existing to future grid implementa-
tions is rather unclear, and has to be defined on a national basis. The collection
of national efforts to create a smart grid landscape for Austria as a basis for
the migration path is still ongoing; early results are presented in Sect. 4 of this
paper.
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2.1 The Smart Grid Architecture Model (SGAM)

The widely-accepted Smart Grid Architecture Model (SGAM) has been defined
as part of CEN-CENENELEC-ETSI’s response [2] to the EU Smart Grid Man-
date M/490. SGAM is defined by zones, domains, and interoperability layers (see
Fig. 1). While the zones are derived from the hierarchical levels of information
management in power systems (from field via process, station towards operation,
and enterprise level), the domains reflect the different stages of power genera-
tion, transmission, distribution, and consumption within the electrical energy
conversion chain. Electrical domains and information management zones span
the smart grid plane. In the third dimension, SGAM features five interoperabil-
ity layers which are an abstracted and condensed version of the originally eight
GridWise interoperability layers [3], and represent different stakeholders’ views.
The base layer is the component layer, which represents physical devices and
software components. On top of that, communication protocols and mechanisms
for the exchange of information between different components are represented in
the communication layer. The information layer represents information objects
or data models required to fulfill functions and to be exchanged by communica-
tion. The function layer represents logical functions or applications independent
from physical implementations, and the uppermost business layer describes busi-
ness models and regulatory requirements.

SGAM has proven useful for describing use cases within a given European
grid, establishing a common view between different stakeholders. The Austrian
reference architecture under development will also be mapped to SGAM, which
requires specifying the national particularities on each interoperability level.

2.2 BSI Protection Profiles

Germany’s Federal Office for Information Security (BSI) has developed a Com-
mon Criteria Protection Profile for the Gateway of a Smart Metering System
and its Security Module [4,5]. Based on a threat analysis, both profiles define
a set of minimum security requirements. While these documents are important
input to the reference architecture definition in terms of security and privacy
aspects for smart meter devices, a different legal standing applies within Aus-
tria. Furthermore, additional parts of a smart grid have to be considered.

2.3 NIST Reports and Frameworks

The U.S. National Institute of Standards and Technology (NIST) developed
the Roadmap for Smart Grid Interoperability Standard (NIST-SR 1108R3) [6]
and a multitude of reports on smart grids, such as the Guidelines for Smart
Grid Cyber Security (NIST-IR 7628) [7]. This report identifies seven smart grid
domains and a logical interface architecture used to define categories of inter-
faces within and across those seven domains. The security requirements for these
interface categories are identified through a risk assessment process, which relies
on a top-down and a bottom-up approach. Whilst the top-down approach defines
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Fig. 1. Smart grid architecture model by CEN-CENELEC-ETSI [2]

smart grid components and interfaces, the bottom-up approach focuses on cyber-
security issues in power grids, such as user authentication, key management for
meters, and intrusion detection for power equipment. NIST-IR 7628 can be used
to design and integrate smart grid technologies and is therefore a useful tool in
the reference architecture development process.

3 RASSA Initiative Overview

The related work shows that international concepts are vital for highly inter-
connected smart grids. However, national peculiarities cannot be sustainably
handled at that level and need to be broken down for a more detailed analysis,
still without dictating a single specific solution on component or communica-
tion level. Instead, a holistic approach is required, which takes into account
requirements from the institutional framework, which maps societal goals to leg-
islative or regulatory framework conditions. The goals of the RASSA initiative
can therefore be summarized as follows:

1. Define a consistent reference architecture for the Austrian smart grid, thor-
oughly considering aspects like security, safety, resilience, privacy,

2. Reach a consensus among all relevant stakeholders on contents and utilization
of the reference architecture,

3. Foresee sufficient degrees of freedom to allow a competitive realization of the
suggested reference architecture, and

4. Provide concrete guidance on the migration path from today’s grid to a future
smart grid infrastructure as expressed by the reference architecture.
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The institutional framework has implications for business models and enterprise
processes regarding how the various players interact and organize their busi-
ness. The processes defined eventually affect the necessary information exchange
and data models. In addition to this, the architecture solution of course has
to consider available technology. The reference architecture development cannot
simply build on a one-time acquisition of requirements, but rather is an iter-
ative process which is continuously adapted to the ever-changing challenges of
technology development.

The first project within this initiative, RASSA Process, is mainly concerned
with establishing concepts for continuous stakeholder involvement. Details are
described in Sect. 4. One of the result of the stakeholder process is a prioritization
of topics in terms of high-level use cases. In addition to concept development,
the project deals with the technical and scientific fundamentals of reference
architecture development.

While the RASSA Process project aims at providing methodological support
and establishing a sustainable stakeholder involvement, the RASSA Architec-
ture project focuses on developing the core reference architecture (see Sect. 5).
Figure 2 shows the relationship of the two projects and their thematic priorities.
Follow-up projects within the RASSA initiative will focus on different aspects
such as risk management for smart grids.

Fig. 2. Timeline of the projects part of the RASSA initiative

4 Preliminary Results of RASSA Process

A special feature of the RASSA initiative is its support by a broad institutional
base, namely the partners of Technology Platform Smart Grids Austria from
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energy industry, regulation, technology, and research. However, the challenge
of RASSA cannot be mastered by these actors alone, but requires coordination
between all relevant stakeholders on different technical and organizational levels.
Due to the large number of stakeholders only a structured approach can achieve
wide acceptance of the solution. A key objective of the project is to clarify the
working structures and interfaces of the different stakeholders. The work will
build on previous activities in Austria and existing international models like
SGAM and the NIST proposals, but will also extend beyond the boundaries of
energy, communication and information systems.

4.1 Analyze Stakeholders

Beginning with RASSA Process, relevant stakeholders and their demands in rela-
tion to the energy infrastructure were identified. In Austria, responsibilities in
the smart grids area such as energy, research, safety, and economy are divided
among several ministries and agencies. Therefore, an integrated strategy devel-
opment is difficult, but a coordinated approach is essential – especially in areas
of critical infrastructure and security. It is now time to carry out this coordina-
tion within affected areas, in order to create a common strategy framework for
industry and energy. Figure 3 illustrates different stakeholders and their diverse
requirements regarding the energy infrastructure.

Fig. 3. Stakeholders and their requirements
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4.2 Organize, Prioritize, and Contact Stakeholders

As a next step, the stakeholders were prioritized according to their impact on the
development of the reference architecture. Currently, they are being contacted
following target-group-specific approaches. The focus is on creating a common
vision and to foster the willingness to work together. A stakeholder workshop has
been held at Smart Grids Week in May 2015 to identify the existing knowledge
gap and suitable scientific methods for the development of a reference architec-
ture. Aspects considered were, for example:

– Where the Austrian reference architecture will differ from other countries,
– International regulatory issues and other constraints,
– Whether an Austrian reference architecture can serve as template for other

countries, and
– Relevant use cases and methods for developing a reference architecture.

4.3 Define Concept for Stakeholder Involvement

As a final step, an information exchange concept will be defined to guaran-
tee active involvement of stakeholders throughout the architecture development
process. A coordination of stakeholder requirements and their consideration
in architecture development is currently planned for RASSA Architecture and
following projects (see Sect. 5). In addition to national activities, an interna-
tional coordination is intended. Experience gained from European development
processes, for example, in M/490 is provided through a subcontract with OFFIS.
Workshops with international participation were already held, and especially the
know-how exchange within the D-A-CH region is actively being pursued.

5 RASSA Architecture Outlook

The RASSA Architecture project started in June 2015 and runs till November
2017. Its aim is to develop a consistent and unifying reference architecture for
smart grids in Austria, and establish its acceptance among all relevant stakehold-
ers such as grid operators, energy suppliers, regulators, and public authorities.
Based on existing standards and concepts including SGAM (see Sect. 2), the
project will specify a reference architecture for Austria that can be used as a
blueprint for smart grid implementations. By instantiating parts of the reference
architecture within the boundaries given by its parameters, secure and interop-
erable smart grid solutions can be developed in a straightforward and consistent
way. The reference architecture will not be unnecessarily prescriptive; sufficient
degrees of freedom will allow grid operators and manufacturers to make their
own decisions how to instantiate different components. This will allow innova-
tion to continue in this important emerging market. The practical applicability
of the reference architecture will be demonstrated in the areas of an innovative
smart secondary substation and in the customer domain. This will be achieved
by applying the conditions defined by the architecture to existing components
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that are provided by grid operators and manufacturers within the consortium.
Special consideration will be given to customers by designing and integrating
privacy-enhancing technologies (PETs) into the reference architecture.

A harmonized reference architecture for Austria, which is synchronized with
Europe and further afield, will strengthen the competitiveness of Austrian com-
panies and research organizations, by enhancing the Austrian market to become
a pilot market with clear technical requirements.

Acknowledgment. This paper is based on findings of the project Initiative Referenz-
architektur Sichere Smart Grids Austria – Projekt RASSA-Prozess, which was com-
missioned by the Austrian Climate and Energy Fund as part of the 1st Call Stadt der
Zukunft in the topic Smart Grids Reference Architecture.
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Abstract. The aim of this paper is to present the idea and starting
points for an innovative facility resource monitoring system, which will
be realized in a recently started research project: NoFaRe. NoFaRe’s
goal is to enable low cost monitoring of electrical devices in buildings
using advanced Non-Intrusive Load Monitoring (NILM) techniques and
evaluate its value in facility management based on Building Manage-
ment System (BMS) prototypes. Low-level device monitoring in build-
ings is a necessary first step to realize a new generation of BMS that
will allow for higher service and efficiency levels in various dimensions of
facility management. The general goal of NILM algorithms is to obtain
information on the behavior of single appliances based on aggregate
measurements, such as smart metering data, which allows for reducing
the required amount of sensors and communication infrastructure. The
NoFaRe project will on the one hand explore innovative NILM concepts
to fulfill BMS application requirements while minimizing hardware cost.
On the other hand, it will contribute innovative BMS applications based
on device-level monitoring and contemporary communication infrastruc-
ture.

Keywords: Electricity metering · Building Management Systems ·Non-
Intrusive Load Monitoring

1 Introduction

Modern information technology is about to fundamentally change the way facil-
ities are managed. Many buildings already incorporate increasingly sophisti-
cated Building Management Systems (BMS) that integrate building control with
improved sensors and better data collection and presentation capabilities. How-
ever, these systems currently only allow for simple, decoupled control of building
services, such as lighting, ventilation, heating, and cooling. Their architecture
and Application Programming Interfaces (APIs) are not standardized, and often
proprietary: only the BMS vendor can add functionality. Moreover, most of the
devices that are used within contemporary buildings are not directly monitored
or controlled via information systems because this would require the deployment
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of prohibitively expensive monitoring and control infrastructures. Still, increas-
ing BMS coverage could lead to an entire ecosystem of innovative applications
in the building sector, which could be further facilitated by opening up BMS
APIs to third party application development. The final step toward smart build-
ings would then be to bring the human in the loop, i.e., enable individual but
coordinated control of building services based on actual user feedback.

In this paper, we present the motivation, scope, and starting points of a
new research project, NoFaRe, that will contribute to the realization of next
generation BMS. NoFaRe will investigate innovative ways to realize device-level
monitoring in buildings without adding sensors to every device, but infer the
status of devices by applying machine learning methods to aggregated power
signals, which has recently been referred to as Non-Intrusive Load Monitoring
(NILM). It will also explore ways to integrate NILM capability into innovative
BMS applications that can take full advantage of it.

The following Sect. 2 provides an overview of the state-of-the-art in BMS and
NILM. Section 3 describes the scope of NoFaRe and how we plan to contribute
to the technical landscape. Section 4 concludes our paper with a short summary
and outlook.

2 Technical Landscape

2.1 Building Management Systems

Buildings can be viewed as complex cyber-physical systems consisting of many
controllable elements, e.g., doors, windows, blinds, elevators, air conditioning
units, lighting, fire protection, and various appliances. Although we are nowa-
days still used to controlling most of these elements manually, the degree of
building automation is steadily increasing. BMS are software systems for moni-
toring and controlling the state of building elements. They rely on corresponding
hardware, in particular sensors and actuators connected to a central server via a
communication network. The visible part of a BMS typically includes a graph-
ical user interfaces that allows building managers to remotely monitor relevant
building functions and adjust controls whenever necessary.

Every building is unique, and so is its existing or potential management sys-
tem. Apart from this unchangeable fact, however, there are more reasons for the
abundance and heterogeneity of contemporary BMS. For instance, the building
equipment for different functional areas, such as air conditioning and lighting, is
often sourced from different vendors. Furthermore, the same company that pro-
vides a certain type of building equipment usually also develops and installs the
corresponding BMS for monitoring and controlling the equipment. Thus, one
often finds a separate BMS for different functional areas. When buildings get
updated, even the equipment within the same functional area may become more
heterogeneous, which can then results in several BMS per building function.
Apart from certain communication protocol standards like BACnet, LonWorks,
KNX or Modbus, which are typically used for the communication between a BMS
and the sensors and actuators connected to it, little BMS standardization has
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happened so far. As a result, the different BMS within a building usually coexist
as separate siloed systems. They are neither interoperable nor standardized [1].

The goal constraints of BMS are as diverse as the different functional areas
they support. For instance, air conditioning systems are expected to sustain a
comfortable indoor room climate, whereas lighting systems control the level of
illumination in different areas of the building based on the need of its occupants.
While these constraints should be met at all times, BMS should allow building
managers to minimize cost, including maintenance and energy costs.

In both areas, i.e., the adherence to constraints and the maximization of
building management goals, there still remains significant room for improve-
ment. Given the energy and cost footprint of buildings, improvements in build-
ing control are a highly relevant research topic. In particular, the importance of
information technology in buildings is quickly increasing. Current smart building
research efforts proceed into several directions to improve the situation:

– Standardized BMS that could spur application innovation [1].
– Innovative control methods, in particular for indoor climate [2].
– Personalized control of building services [3].
– Sensor networks to increase measurement capability in buildings [4].

2.2 Non-Intrusive Load Monitoring

NILM was introduced by Hart and Schweppe in the late 1980’s [5]. Their app-
roach is based on continuously observing changes in the real and reactive power
consumption measured at a single point in a circuit and detecting appliance
on/off switching based on unique load signatures. This was sufficient to identify
the state of small residential loads with a limited number of states at accura-
cies up to 85 % [5]. Hart’s seminal work has spawned several follow-up studies
investigating the feasibility of NILM in different settings using various methods,
including work on more complex loads found in the commercial and industrial
context [6]. Recently, several NILM frameworks featuring test data sets have
been published [7,8]. Different NILM approaches can be classified according to
the type of sensors and data granularity [9]. Table 1 contains pointers to recent
NILM studies, including their data characteristics.

2.3 Research Gaps

In summary, both BMS and NILM are research areas that are attracting increas-
ing attention in the computer science community. Furthermore, we believe that
both topics are interrelated: NILM could allow for low-cost device-level moni-
toring, which could turn out as key enabler of next generation BMS. We believe
that this connection has so far not been sufficiently appreciated. Rather, NILM
research has so far focused on accurate disaggregation, but not deployment cost,
usability, or concrete applications to building management. It is thus particu-
larly interesting in our opinion to explore which innovative BMS applications
could be enabled with NILM, which NILM algorithms are best suited for which
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Table 1. Overview of Household Electricity Datasets

Dataset Year Project /

University

Duration Households Aggregate Sampling

REDD [10] 2011 MIT 3–19 days 6 1 s & 15 kHz

BLUED [11] 2012 CMU 8 days 1 12 kHz

Smart* [12] 2012 UMass 3 months 3 1 s

Tracebase [13] 2012 Darmstadt N/A 15 N/Aa

IHEPCDS [14] 2012 University of

California,

Irvine

4 years 1 1min

Sample [15] 2013 Pecan Street 7 days 10 1min

OCTES [16] 2013 EU 4–13 months 33 7 s

HES [17] 2013 DECC, DEFRA 1/12 months 251 2min

AMPds [18] 2013 Simon Fraser U 1 year 1 1min

iAWE [19] 2013 IIIT Delhi 73 days 1 1 s

BERDS [20] 2013 University of

California,

Berkeley

7 days 1 20 s

UK-DALE [21] 2014 Imperial College 3–17 months 4 1–6 s & 16 kHz

GREEND [22] 2014 AAU Klagenfurt 1 year 9 1 s

ECO [8] 2014 ETH 8 months 6 1 s
aAvailable at device level.

application, and how actual NILM processes and system architectures could look
like. In our opinion, more prototype-based research is needed to answer these
questions and reveal practical challenges.

3 NoFaRe Project Scope

The NoFaRe project will address the research gaps mentioned above by develop-
ing a new NILM system including a self-designed smart meter box, the NoFaRe
Box. The NoFaRe Box will be composed of a single-board computer equipped
with a LAN/WiFi interface, a memory card, and one or multiple 16bit A/D con-
verters for conducting circuit measurements at high frequencies of up to 44.1 kHz.
Our NILM system will allow for device detection, type classification, state infer-
ence, and power disaggregation in an industrial, commercial, or private building
environment. It will include a web-based management frontend that will allow
for carrying out all necessary configuration, training and appliance registration
tasks. Furthermore, we plan to design innovative BMS applications that lever-
age the NILM capabilities provided by the NoFaRe system. The targeted BMS
features include the following:

Energy Saving. NILM capability can help to detect unnecessary energy con-
sumption, e.g., by correlation of device-level consumption or benchmarking. It
can also help to accurately identify inefficient devices and provide feedback to
the responsible occupant or manager.
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Maintenance Support. NILM can help to detect anomalous device behavior,
which could be an indication of required maintenance. This feature can help to
save manual inspection cost and increase service levels.

Energy Accounting. Device-level energy monitoring can pave the way toward
energy billing according to actual consumption, possibly down to the level of
individuals.

Safety. The ability to monitor single devices can enable new safety applications,
ranging from the detection of potentially dangerous appliance states to detecting
unauthorized access to buildings or machinery.

North
Offices

West
Offices

  Conference Room

(a) Floor plan. NILM events shown as
stars.

  Building Management System v.1.2.3

3. August 10:23pm

  Conference Room
- HVAC too cold (16°C)
- Beamer still on

Statistics Week
avg Day 15 KW
max. Power 32 KW
min. Power 0 KW

  West Offices
- Room 2 PC still running
- Room 3 Win. blinds open

  North Offices
- Room 1 window open
- Room 4 lock malfunction

Statistics Today
curr. Power 2 KW
max. Power 22 KW
min. Power 1 KW

(b) BMS frontend. Event classification
with localization.

Fig. 1. Outlook to future BMS using NILM techniques

Figure 1(a) and (b) show how NILM capability combined with floor plans can
yield valuable information without the requirement to install expensive addi-
tional sensors.

3.1 Specific NILM Challenges

Based on the state-of-the-art of NILM, we will develop our own methods and
corresponding architectures. One of our starting points is pattern recognition
using high frequency current and voltage signals. We will develop methods that
are able to determine the state of devices by detecting their characteristic influ-
ence on the current and voltage measured by the corresponding NoFaRe Box. In
the following, we outline several challenges that we expect during the project:

Data Acquisition. Many highly useful appliance characteristics can only be
observed at very short time scales. A good example of such a characteristic is the
startup transient and inrush current, a very short but significant increase of the
current as it energizes a devices. To measure such short time characteristics, it is
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necessary to obtain high frequency measurements. Sampling current at 1 Hz, as
it is done in many NILM studies, is definitely insufficient for this purpose. Since
we plan to make use of existing computer sound cards, the goal is a sampling
frequency of up to 44.1 kHz.

Feature Extraction. To distinguish appliance classes (e.g., distinguishing hair
dryers from television sets), discriminating features are necessary, which will be
stored in the so-called feature space and used for the NILM tasks described
in the following. A major challenge consists in finding features that are good
representatives for one class but also offer a good discrimination against other
classes. The extraction process of these characteristics is usually called feature
extraction and uses all discriminating characteristics of the appliances.

Appliance On/Off Detection. To recognize an appliance based on its elec-
tricity signals, it is necessary to know if the appliance is switched on. On/off
detection, i.e., the task of determining whether a particular appliance is cur-
rently in use (consuming power), is a necessary precondition to perform other
NILM tasks, in particular disaggregation. A basic approach to detect whether an
appliance is switched on is edge detection [5], which checks the power curve for
step-like changes. A simple power threshold can indicate the inrush, as shown in
Fig. 2. The method assumes that each device is consuming a measurable amount
of power. We expect that reliable detection of multi-state appliances, such as
dishwashers or dimmable lights, will require further work in the area of reliable
edge detection.
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(a) Inrush of a hoover.
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(b) Inrush of a kettle.

Fig. 2. Inrush comparison between a hoover and a kettle. The different characteristics
are clearly visible. The switch on threshold is shown as red line (Colour figure online).

Appliance Identification. In building management, a number of appliances
is usually known to be present. Appliance identification then refers to selecting
those appliances from an existing list that are currently consuming power. Sev-
eral studies have shown that this task can be carried out with relatively high
accuracy [22].
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Appliance Classification. Classification means assigning an appliance char-
acteristic to a typical appliance class, e.g., washing machines, television sets,
hairdryers etc. This task requires a set of typical characteristics for each class,
which forms a distinguishable subspace in the feature space. A prerequisite for
appliance classification is a well developed appliance taxonomy, which can be
constructed manually, or automatically using clustering techniques. The work
of [23] presents an approach to classify appliances using a clustering method
based on their voltage-current (V-I) trajectory. Appliance classification becomes
relevant if appliance identification fails because the observed characteristics do
not match any registered appliances.

Disaggregation. The task of determining the individual consumption of several
devices consuming power concurrently based on aggregated signals is referred
to as disaggregation. A basic disaggregation approach is to first measure the
amount of power that an individual device consumes over time and combine this
information with edge detection. Many more sophisticated disaggregation meth-
ods have been evaluated, e.g., Factorial Hidden Markov Model (FHMM) [10].
Due to its complexity and potential impact, disaggregation can certainly be
considered as one of the most demanding NILM tasks at the moment.

Privacy Preservation. NILM raises many privacy concerns because it poten-
tially allows for tracking human behavior. In fact, NILM is not limited to deter-
mining what happens in a household, e.g., sleeping, being away, cooking, watch-
ing television. It even allows for going further, e.g., identifying the television
program currently being watched [24,25]. An important challenge of NILM is
therefore to preserve privacy according to legal requirements, i.e., certain infor-
mation must not be used without the consent of the concerned individuals and
must be effectively protected from other uses. In NoFaRe, we will therefore pay
close attention to the secure processing and transmission of potentially revealing
data.

3.2 A Tentative Appliance Identification Algorithm

Figure 3 shows the flow chart of a tentative appliance detection algorithm. We
present it here to show how several NILM tasks can be combined into a contin-
uous process that could later run on the NoFaRe box.

The algorithm as two parallel loops. The first loop continuously acquires the
current and voltage from the A/D converters and observes their characteristics.
If this observation indicates that a device has just been switched on, feature
extraction starts in a new thread. Based on the extracted features, the algo-
rithm then tries to identify the added appliance based on the devices previously
registered by the user. If this appliance identification is successful (based on a
corresponding confidence threshold), the identified user-registered appliance is
added to the list of currently running appliances. If the appliance identification
is not confident, an appliance classification step will be triggered to assign the
new device to a device type present in the local appliance type data base. Since
multi-state appliances, like washing machines, can be certainly recognized after
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Fig. 3. Flow chart visualization of the NoFaRe appliance detection algorithm.

some time has passed, it is necessary to continuously repeat the classification
step in a second, parallel loop.

3.3 Preliminary Experiments and Results

First experiments with the proposed algorithm for appliance detection, based on
their startup transient characteristics, yielded promising results. The experimen-
tal setup is based on House 1 of the UK-DALE dataset [21]. We have implemented
an automatic inrush recognition based on short time load changes to find the actual
startup of the appliances. The rough positions are manually retrieved from the 6 s
data set [26] and a 15 s window is extracted from the 16 kHz dataset [27]
for further automated analysis. After finding the exact startup time and extract-
ing the first 500 ms, we extract 5 discriminating features of 12 different appliance
types from around 10,000 samples. Based on 10-fold cross validation, the classifi-
cation accuracy lies consistently above 85 % with a 5-nearest neighbor classifier.

4 Conclusion

In this paper, we have introduced the idea of integrating NILM technology into
the BMS landscape. NILM can enable new BMS that take advantage of high
resolution monitoring capability at lower cost compared to dedicated sensor net-
works. In the NoFaRe project, we intend to evaluate the presented concept by
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developing a corresponding system architecture. A core element of our proto-
typical system will be the NoFaRe box, a low-cost single-board computer that
will measure electricity signals at high frequency and perform continuous device
detection. Since the NoFaRe project is still in an early stage, we have only pre-
sented preliminary evaluation results. However, we have placed NoFaRe within
the current technical landscape, detailed its expected contribution, and described
several challenges which we expect to face during the project.
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Abstract. A vast volume of data is generated through smart metering.
Suitable compression mechanisms for this kind of data are highly desir-
able to better utilize low-bandwidth links and to save costs and energy.
To date, the important factor of data resolution has been neglected in
the compression of smart meter data. In this paper, we review and eval-
uate compression methods for smart metering in the context of differ-
ent resolutions. We show that state-of-the-art compression methods are
well suited for high resolution, but not for low resolution data. Further-
more, we elaborate on the compression performance differences between
appliance-level and household-level load data. We conclude that the lat-
ter are practically incompressible at most resolutions.

1 Introduction

In smart grids, the volume of data to be processed, transmitted and stored is
considerable. In the distribution grid, smart meters are a source of high data
volume. Depending on the use case and regulatory restrictions, different mea-
surements are collected by a smart meter in different granularities, typically in
measurement intervals of 60 s up to 15 min (cf. Table 10 in [7]). Smart meters
are also capable of collecting measurements related to power quality. All mea-
surements can technically be done in smaller intervals (i.e., seconds).

It is evident that compressing the data generated in smart metering is highly
desirable. Smart meters are typically connected via low-bandwidth links, such as
PLC. Through compression, the bandwidth of these links can be utilized more
efficiently. The increase in efficiency, of course, depends on the measurement
interval and will increase with smaller intervals. Furthermore, transmitting data
in compressed form is more energy-efficient than transmitting data in uncom-
pressed form – given that an appropriately light-weight compression scheme is
used, the power needed for compression is significantly lower than the power
needed for transmission. Finally, at the receiving end, where the data needs to
be stored, compression can help to save costs.

c© Springer International Publishing Switzerland 2015
S. Gottwalt et al. (Eds.): EI 2015, LNCS 9424, pp. 69–80, 2015.
DOI: 10.1007/978-3-319-25876-8 7
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It comes at no surprise that a number of proposals have been made for the
compression of smart metering data. However, none of these contribution explic-
itly addresses the issue of resolution and its impact on compression performance.
While there are many benefits to compression, it has to be evaluated how well the
raw data is suited for compression at different measurement intervals, i.e., vary-
ing data granularity. An overview of standard compression methods applied to
smart metering data is given by Ringwelski et al. [11]. Furthermore, the authors
propose their own method. Unterweger and Engel [13] propose a compression
method that allows resumability. Two contributions that implicitly address res-
olution, because they both employ the wavelet transform for compression are
Ning et al. [10] and Khan et al. [8]. However, neither takes the impact of resolu-
tion of the source data into account.

In general, there is little research that addresses the resolution of smart meter-
ing data, mostly in the area of smart meter privacy. Eibl and Engel [5] give
an account on the influence of data granularity on privacy in smart metering.
Approaches for privacy-preserving smart metering are presented by Efthymious
and Kalogridis [4] and Engel [6]. Sankar et al. [12] introduce an information-
theoretic framework for smart meter privacy, which implicitly addresses data
resolution as part of the proposed privacy measure.

In this paper, we evaluate the compression algorithms proposed by Ringwelski
et al. [11] and Unterweger and Engel [13] in the context of source data resolution.
This is an important perspective, as different use cases in the smart grid will
require different measuring intervals and therefore different resolutions of load
data. An appraisal on how this resolution impacts compression performance gives
an important guideline on what amount of data needs to be transmitted for the
individual smart metering use cases.

This paper is structured as follows: In Sect. 2, we describe the compression
algorithms that we evaluate in Sect. 3. Section 4 concludes.

2 Compression Algorithms

Several algorithms for compressing load data have been studied in the literature.
We focus on those algorithms which have been specifically designed for load
data in the context of smart metering, where resources are typically sparse, i.e.,
execution time and memory consumption have to be minimized.

For reference, we use two standardized encodings for load data which do not
compress the data. For our measurements in Sect. 3, we use two tailored com-
pression algorithms. All four approaches are described in the following sections.
Although some encodings specify the use of units (e.g., watts), we focus on the
value encoding only. Unit signaling can be amended if necessary, but is out of
scope of this work.

2.1 Reference Algorithms

Two standards for transmitting load data are commonly used: IEC 62056-21 [3]
and IEC 61334-6 [2], also referred to as A-XDR. Both specify value encodings
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which do not perform any compression whatsoever, minimizing computational
complexity. In the following, we describe both algorithms briefly since we use
them for reference measurements.

IEC 62056-21. Values are encoded in their base 10 representation with a dec-
imal point and encoded as ASCII [1] bytes. The value 123.45, for example,
is encoded as 00110001 00110010 00110011 00101110 00110100 00110101,
requiring six bytes – five digits and the decimal point.

Since the length of each encoded value depends on its magnitude, an addi-
tional delimiter between subsequent values is required so that they can be sepa-
rated during decoding. Without additional signaling information, an underscore
(ASCII character 137), for example, can be used as a delimiter. This way, the
values 123.45 and 123.56, for example, are concatenated to 123.45 123.56 before
encoding, requiring a total of 6 + 1 + 6 = 13 bytes.

A-XDR. Unsigned integer values are encoded in their base 2 representation
with a fixed length, e.g., 16 bits. The value 12345, for example, is encoded as
00110000 00111001, requiring 2 bytes. Although floating-point values are not
supported, multiplying the floating-point value by 10n, where n is the number
of decimal places after the decimal point, yields an integer value which can be
encoded using A-XDR.

Since the number of decimal places does typically not change within a load
data time series, no additional signaling for n is required. However, the number
of bits required for representation may have to be increased to accommodate
for the increased value range due to the multiplication by 10n. For example,
encoding the value 123.45 (as 12345, see above) requires at least 14 bits, as
opposed to the value 123, which only requires 7 bits.

As stated above, A-XDR coding uses a fixed bit length for representing values.
Thus, all values can be decoded without the need for any additional delimiters
as opposed to the IEC 62056-21 value coding described above.

2.2 DEGA Coding

Unterweger and Engel [13] have proposed a compression algorithm for load data
which exploits the data characteristics of load profile data. Their encoding algo-
rithm, which we refer to as DEGA (Differential Exponential Golomb and Arith-
metic) coding due to its main elements, is illustrated in Fig. 1 and consists of
five steps (labeled A-E).

First, the floating-point input values are normalized (A) to make them inte-
ger, as explained for A-XDR in Sect. 2.1. Second, the differences between consec-
utive values are calculated (B), since they are typically smaller than the values
themselves. Third, the differences are encoded as Signed Exponential Golomb
code words of order zero (C) for variable-length coding. Fourth, the code words
are concatenated (D) and finally compressed using an adaptive binary arithmetic
coder (E).
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12.11
...
12.21

1
1234
1259
1211
...
1221

2
1234
25
-48
...
10

3
00000000000100110100100
00000110010
0000001100001
...
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00000000000100110100100000001100100000001100001...0000101005
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E

Fig. 1. Overview of DEGA coding [13]: Input values (1) are normalized and their
differences (3) are represented as Signed Exponential-Golomb code words (4) which
are concatenated (5) and arithmetically coded.

During processing, the code word concatenation step (D) is usually implicitly
contained in the code word generation step (C). A detailed explanation of each
step as well as a description of the decoding process can be found in [13].

2.3 LZMH Coding

Ringwelski et al. [11] have proposed a compression algorithm for load data with
low memory requirements. The algorithm is referred to as Lempel Ziv Markov
Chain Huffman (LZMH) coding and combines ideas of the Lempel Ziv Markov
Chain Algorithm (LZMA) and a variant of Adaptive Trimmed Huffman (AHT)
coding as described below and illustrated in Fig. 2. It is designed to process
ASCII-coded IEC 62056-21 data as described in Sect. 2.1 as input.

If at least three of the following characters are found in the history of the last
m characters, a reference to it is coded (LZMA-like), consisting of a byte offset
and the length, using an optimal prefix code. Conversely, when no sufficient
reference is found, it is encoded as a Huffman code word (AHT-like). This code
word originates from an adaptive Huffman tree which represents the symbol
probabilities that are updated for each encoded character.

To keep memory requirements low, a history buffer of m = 128 characters is
used and the size of the Huffman tree is limited to the size of the input alphabet
which may be reduced to the ten decimal digits and the decimal point. A more
detailed description of the algorithm can be found in [11].

3 Evaluation

We analyze the compression performance and execution times of A-XDR, DEGA
and LZMH coding for IEC 62056-21 input data. The used data sets are described
in detail in Sect. 3.1. As opposed to prior work, we study the effect of different
data granularity on the results.
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Fig. 2. Overview of LZMH coding: Each input symbol is either encoded as a reference
to an already processed symbol or as a Huffman code word based on its probability.

We evaluate different data granularity levels by summing up c consecutive
input data values with inter-value temporal distance t, for example, 5 min (300 s)
granularity for t = 3 (seconds) with c = 100. We use the same granularity levels
as Eibl and Engel [5], i.e., 3 s, 9 s, 30 s, 1 min, 5 min, 15 min and 1 h, if available.

To achieve comparable results, we have reimplemented the A-XDR and
DEGA coding algorithms in the C programming language. LZMH is already
implemented in C and has only been modified slightly so that it uses the same
input/output functions. These changes do not affect its compression perfor-
mance.

3.1 Load Data Sets

We use two load data sets for our evaluation: the low-frequency MIT REDD
data set [9] and a data set from a local energy provider, referred to as the SAG
data set henceforth. Both data sets are described briefly below.

REDD. The low-frequency MIT REDD data set is a collection of load data
from between 11 and 26 channels of 6 different houses. In total, there are 116
channels. Each channel containing load data is available separately.

The load data values are average apparent power readings in Watts with two
decimal places, i.e., they are effectively stored with an accuracy of one hundredth
of a Watt. They have an inter-value temporal distance of t = 3 (seconds) for
all channels but the mains, which have t = 1. The values cover measurement
intervals of between 2.7 and 25.8 days.



74 A. Unterweger et al.

SAG. The SAG data set is a collection of load data from 508 households and
industrial plants. As opposed to the REDD data set, only the mains of each
household are available. They are summed up in one single value, i.e., they are
not available as separate channels.

The load data values are accumulated energy readings in kWh with three
decimal places, i.e., they are effectively stored with Wh accuracy. They have an
inter-value temporal distance of t = 300, i.e., 15 min. The values cover measure-
ment intervals of exactly one year.

3.2 Compression Performance

Due to the different characteristics of the two load data sets described in Sect. 3.1,
we analyze the compression performance for each data set separately. All input
data is encoded in the form of IEC 62056-21 values as described in Sect. 2.1,
which we use as reference. The results are described in the following sections.

REDD Data Set. Figure 3 shows an overview of the compression performance
of the A-XDR, DEGA and LZMH algorithms for the REDD data set. Each
channel is compressed separately and its compressed size is expressed relative
to the input data size as a ratio. A compression ratio of 5, for example, means
that the compressed data requires only 20 % of the size of IEC 62056-21 value
encoding.

A-XDR DEGA LZMH
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1h

Fig. 3. Compression performance of different algorithms compared to IEC 62056-21
value encoding for the REDD load data set at different data granularity levels.
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The compression ratio distribution for all channels is depicted as a box plot
with added mean compression ratios (filled circles with black borders) and out-
liers (gray circles without borders). The y axis is logarithmic and capped at 300.
Thus, four outliers representing all-zero valued channels are not depicted.

Obviously, DEGA and LZMH exhibit significantly better compression per-
formance than A-XDR, which does not compress by design. Still, it achieves
compression ratios greater than 1 compared to IEC 62056-21 value encoding.
This is due to the fact that all input values are at least five bytes long (one
decimal digit before the decimal point, two thereafter and one delimiter), but
typically longer, whereas A-XDR values are always four bytes in size.

In general, LZMH outperforms DEGA at all granularity levels, where the
performance difference increases with data granularity. At the finest granularity
level (3 s, dark gray boxes), DEGA and LZMH achieve compression ratios of
18.59 and 35.48, respectively. They drop to 2.77 and 3.02, respectively, at the
coarsest granularity level (1 h, white boxes).

Compared to A-XDR coding with a median compression ratio of 1.94 at this
granularity level, it becomes clear that both, DEGA and LZMH, are practically
ineffective at compressing load data with high (1 h) inter-value temporal dis-
tances. A-XDR is expected to outperform both compression algorithms at even
coarser granularity levels, e.g., at inter-value temporal distances of 24 h.

In general, increased inter-value temporal distances yield larger input values,
i.e., they have more decimal digits and therefore yield longer IEC 62056-21 val-
ues. Since A-XDR values are of constant size, their compression ratio increases
relatively at coarser granularity levels, whereas DEGA and LZMH coding become
less efficient in terms of compression performance. This is mainly due to the
increased input entropy.

Coarser data granularity impacts compression performance due to the sum-
ming of values. Thus, the mains (channels 1 and 2) of all houses from the REDD
data set deserve special attention. They, too, are effectively sums of multiple
other channels and therefore likely to behave differently than the other chan-
nels. Figure 4 shows the compression performance of only the mains.

As expected, the compression performance of DEGA and LZMH coding for
the mains is significantly poorer than the respective performance for all channels
depicted in Fig. 3. Although the best median compression ratio for fine-grain
data (3 s, dark gray in Fig. 4) is 4.90, double-digit compression performance is
not achievable for the mains.

Interestingly, when compressing only the mains, DEGA outperforms LZMH
at all granularity levels. The reverse is true when looking at the compression
performance of all channels in Fig. 3. Still, at medium granularity levels (1 min,
medium gray in Fig. 4), compression becomes ineffective when compared to
uncompressed A-XDR coding.

Even more surprisingly, at coarser granularity levels (15 min, light gray),
A-XDR actually outperforms DEGA coding with a median compression ratio of
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Fig. 4. Compression performance of different algorithms compared to IEC 62056-21
value encoding for only the mains from the REDD load data set.

2.39 vs. 2.25 despite the fact that A-XDR does not compress by design. This
means that the mains are effectively incompressible at this resolution.

SAG Data Set. Figure 5 shows the compression results of the A-XDR, DEGA
and LZMH algorithms for the SAG load data set. Since the latter only has
15-minute resolution, finer granularity levels cannot be evaluated. The visual-
ization is identical to the one in Fig. 3 for the REDD data set.

Since the SAG data set only contains measurements from the mains and
not from individual channels, the results are similar to the results of the mains
from the REDD data set illustrated in Fig. 4. Again, DEGA outperforms LZMH
coding, but the compression ratios of both are higher when compared to A-XDR,
i.e., the data can be compressed to some extent, even at a temporal inter-value
distance of 1 h.

The main reason for this, considering that the mains from the REDD data
set are incompressible as explained above, is the different accuracy of the data.
While the REDD mains data has an accuracy of one hundredth of a Watt, the
SAG data has an accuracy of only one Watt-hour. This significantly reduces the
entropy since the highly volatile least significant digits are missing.

Apart from the lower accuracy, the value range is also reduced, i.e., the kWh
readings (SAG) are significantly smaller than Watt readings (REDD). This also
explains the high number of outliers (gray circles without borders) in Fig. 5 for
DEGA and LZMH coding: Households with a lower power consumption yield
smaller values which can be more compressed more easily.
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Fig. 5. Compression performance of different algorithms compared to IEC 62056-21
value encoding for the SAG load data set at different data granularity levels.

3.3 Execution Time

The DEGA and LZMH compression algorithms reduce the data rate in a number
of cases as described above. However, they are computationally more complex
than uncompressed data transmission. Thus, the additional code execution time
has to be analyzed.

We measure the execution time similar to Unterweger and Engel [13]. Each
channel (REDD data set) or household (SAG data set) is processed, as a whole,
three times for cache warming and then five times for the actual time measure-
ments. The five time results are averaged and divided by the number of data
values in the processed channel/household to yield the average processing time
per data value.

Again, the REDD and SAG data sets are evaluated separately due to their
different data characteristics. A-XDR encoding is used as reference for uncom-
pressed processing. All results have been obtained on a virtualized 64-bit Ubuntu
14.04 machine with gcc 4.8.2 running on an Intel Xeon W3503 CPU.

REDD Data Set. Figure 6 shows an overview of the execution time per data
value required by the A-XDR, DEGA and LZMH algorithms for the REDD data
set. Despite the powerful CPU used for benchmarking, the processing time is in
the microsecond range, i.e., most likely in the 10- or 100-microsecond range on
less powerful hardware, e.g., smart meters. This can be considered feasible.

LZMH coding is clearly faster than DEGA coding. Surprisingly, it is, in
the majority of cases, even faster than uncompressed A-XDR coding. This can
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Fig. 6. Execution times per value of different algorithms when compressing channels
of the REDD load data set at different data granularity levels.

be explained by the fact that both algorithms process data on a per-character
basis, but A-XDR requires a conversion to floating point values which involves
expensive floating point operations. These require about as much time as the
whole compression step of LZMH coding, which is very compact.

Execution times increase at finer data granularity levels for all algorithms
due to the relative increase in size of the input data. Since the (summed) values
are larger in terms of magnitude, their IEC 62056-21 representations are longer.
This explains the increased slopes of the median execution times for A-XDR and
DEGA coding at coarser granularity levels. As LZMH coding does not convert
the representation of the values, its slope is not affected by their magnitude, but
by their redundancy, resulting in a smaller slope.

SAG Data Set. Figure 7 shows an overview of the execution time per data
value required by the A-XDR, DEGA and LZMH algorithms for the SAG data
set. The visualization is identical to the one in Fig. 6 for the REDD data set,
with the exception of the data granularity range due to the 15-minute inter-value
temporal distance of the original data.

The order of magnitude of the execution times is the same as for the REDD
data set. However, the absolute values are lower for all algorithms due to the
smaller (and therefore shorter) input values. Interestingly, also the differences
between 15 min and 1 h granularity are significantly smaller for the SAG data
set than for the REDD data set. Again, this is due to the range (and therefore
the length) of the input values.
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Fig. 7. Execution times per value of different algorithms when compressing households
of the SAG load data set at different data granularity levels.

The slope between the 15 min and 1 h granularity levels for the SAG data
set in Fig. 7 is comparable to the slope for 3 s to 5 min granularity levels for the
REDD data set in Fig. 6. This shows that both, execution times and execution
time differences are highly dependent on the input data length.

In addition, the differences in terms of execution time between DEGA and
LZMH coding are smaller. This is due the lower compression efficiency of LZMH.
This also explains why, in contrast to the execution times for the REDD data
set (see Fig. 6), LZMH is slower than A-XDR coding for the SAG data set.

4 Conclusion

Load data from the evaluated data sets is compressible, but only at fine data
granularity levels, e.g., 3 s intervals. At coarser granularity levels, compression
becomes less effective or even futile, i.e., the reduction in data rate is practically
insignificant compared to uncompressed encoding. This effect is stronger for the
mains of a household than for per-room or per-device channels which have lower
entropy and are therefore easier to compress. When compressing the tested load
data sets, LZMH coding by Ringwelski et al. is recommended for the latter type
of channels at fine data granularity levels. For coarser granularity levels as well
as the mains, DEGA coding by Unterweger and Engel offers higher compression
ratios at the cost of longer execution time.
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Abstract. Energy Lab 2.0 is designed as a large experimental test and
simulation field for multi-scale and multi-mode energy system facilities at KIT.
A Smart Energy System Simulation and Control Center (SEnSSiCC) is the core
component in terms of information and communication technology. The present
article introduces basic concepts for the Control, Monitoring and Visualization
Center (CMVC) of SEnSSiCC. The CMVC bundles all communication chan-
nels and real facilities, simulation environments, and data repositories into an
integrated research environment for planning, control, monitoring, analyzing
and visualization of smart grids and their components, and furthermore for
evaluating future concepts for smart grid utility operation. Special emphasis is
placed on the distributed computing operating system environment setup for the
CMVC, the intended use of Big Data technologies, the polyglot approach for
data management and analysis, and first concepts for implementing a hybrid
agent based simulation environment. Also, the usage of web technologies and
microservices are considered as key aspects of the overall architecture.

Keywords: Energy lab � Energy system �Microgrid � Simulation �Visualization �
Web technology

1 Introduction

The future energy system will be characterized by efficient conversion of mostly
regenerative primary energy to power, heat and fuels as secondary energy carriers. As
an example, the German government has launched an energy transition plan with a
nuclear phase-out as soon as 2022 and aiming for 80 % renewable primary energy in
2050 [21]. Challenges derive from spatial and temporal fluctuations in power gener-
ation by regenerative sources that meet the already existing fluctuations in consumer
demand and also from various technological aspects [3]. This leads to enforcing of new
business models in energy markets. Demand side management will affect industrial
process chains and the life of every consumer, thereby creating new social challenges.
To overcome these challenges the future energy system needs to be much more flex-
ible, which can only be achieved by enhancing the energy grids with smart information
technology (IT) solutions to so called “smart grids”. Thus, many groups worldwide
collected and analyzed data from existing grids (e.g., [9, 11, 15]), built experimental
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platforms including microgrids [7, 10], smart homes [14] or living labs, proposed
analysis and visualization strategies [23, 24], established simulation systems [13, 18],
investigated different simulation scenarios, and developed concepts and prototypical
implementations for smart grids. But most of these research projects concentrate on
solutions with only a few components.

At the Karlsruhe Institute of Technology (KIT), an experimental test facility for
smart grid related research called Energy Lab 2.0 [2, 8] is on the way to realization.
It combines larger-scale components for generation, transformation, and storage of
various energy carriers, energy consuming devices and facilities, and an advanced IT
communication and computing infrastructure to an integrated smart grid research
environment. It is designed to study the future topology of energy grids and energy
communication networks, scenarios for the operation of future energy systems, the
reliability of future system software, security, safety and privacy issues, the structure
and design of control and planning tools, the design of models and simulation software,
big data issues, and innovative visualization and interaction methods.

One main part of the IT research infrastructure of the Energy Lab 2.0 (overview in
Sect. 2) is the Control, Monitoring and Visualization Center (CMVC) that is described
in Sect. 3 of the present article in more detail.

2 Energy Lab 2.0 and SEnSSiCC

The Energy Lab 2.0 is funded by the German Helmholtz Association, the German
Federal Ministry of Education and Research (BMBF) and the Ministry of Science,
Research and Art (MWK) of the State of Baden-Württemberg in Germany. It will be a
large experimental test and simulation field for multi-scale and multi-mode energy
system facilities and for testing their operation in various smart grid configurations. On
the one hand it partially connects already existing energy related electrical, thermal, and
chemical plants and assets to establish integrated technical processes for energy storage
and energy conversion as is shown in Fig. 1. On the other end it provides an IT
communication, monitoring and simulation infrastructure that further integrates the
technical plants into an integrated digital research platform for smart grid research.
Other existing technical plants, facilities and consumers in buildings on the KIT
campus as well as external facilities and a grid laboratory will be integrated into the
digital smart grid research platform as well.

The Smart Energy System Simulation and Control Center (SEnSSiCC) is the core
component of the IT infrastructure of Energy Lab 2.0. It contains three main parts:

1. The Smart Energy System Control Laboratory (Smart Grid Lab), a separate
microgrid test field that can provide physically real equipment and serves as an
important link between reality and theory. This Smart Energy Lab is a Power
Hardware in the Loop (PHIL) field in the 200 kW range and will be built-up in close
spatial vicinity to a 1 MW PHIL. It will supply data that help in creating and
validating models. Since the test field is galvanically isolated from the public power
grid, it allows studying operation points and control strategies under extreme
conditions that would not be possible in the public power grid. The design is very
flexible; its structure and topology can be varied by digitally controlled switches.
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2. The tasks of the Energy Grids Simulation and Analysis Laboratory comprise the
development of software power grid models, their simulation and optimization in
combination with the simulation platform that is established by the PHIL compo-
nents and various simulation tools. The simulations will be conducted on a
microgrid scale as well as on a regional and national scale.

3. The Control, Monitoring and Visualization Center (CMVC) bundles all commu-
nication channels and real facilities, simulation environments, and data repositories
into an integrated research environment for planning, control, monitoring, analyzing
and visualization of smart grids and their components, and furthermore for evalu-
ating future concepts for smart grid utility operation. Section 3 describes this
SEnSSiCC component in greater detail.

In addition, cross-sectional activities have been launched for big data, advanced
control methods, and reliable, safe and secure software structures [8].

3 Basic Concepts of the Control, Monitoring
and Visualization Center

A core component of the Energy Lab is the Control, Monitoring and Visualization Center
(CMVC, see Fig. 2). It will be equipped with state-of-the-art commercially available
utility control center software and a corresponding communication infrastructure for

Fig. 1. Energy Lab 2.0 components; dark gray: existing facilities; light gray: new components
(SEnSSiCC, energy conversion and storage plant network); gray: external facilities connected in
terms of IT to Energy Lab 2.0; black lines: communication (Abbreviations: HP – High Pressure;
HT – High Temperature; DLR – Deutsche Luft- und Raumfahrt; FZJ – Forschungszen-trum
Jülich)
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Supervisory Control and Data Acquisition (SCADA technology, dark gray boxes in
Fig. 2). According to the requirements of the EnergyLab the communication infras-
tructure will connect the process automation systems of the EnergyLab plants and the
measurement equipment of buildings on campus with the local control center over sep-
arate private fiber optic networks for data access (thick dark line in Fig. 2). For the
integration of Energy Lab plants from external partners secure private networking
connections over the Internet (e.g. VPN and similar technologies) will be used. Other
separate data networks within the lab building will provide data access to the Smart
Grid Lab components (e.g. the process automation systems used in the grid lab), and
SCADA communication support for simulators in the Simulation Lab. In supplementary
research projects, other communication technologies for data access, like power line
communication [5], will also be explored.

It is planned, that a commercial software and hardware communication infras-
tructure facilitates modern Smart Grid communication standards for substations and
process automation systems (e.g. technical plant or equipment) to control station
communication (i.e. instrumenting IEC 61850 protocols like MMS and Goose, or
related, like IEC 60870 TASE.2 or IEC 61970, see [20]). The communication infras-
tructure should also support older standards via gateways if needed. One of the main
research questions addressed by the CMVC is which software architecture and software

Fig. 2. IT Architecture of the Control, Monitoring and Visualization Center; gray: external
hardware and software components of Energy Lab 2.0; light gray: data repositories (external:
LSDF – Large Scale Data Facility) and software modules for data management, simulation
management, and visualization; dark gray: commercial modules
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components are needed for future control centers that have to deal with real “Big Data”,
i.e. large amounts of data that cannot be stored and analyzed using only a small number
of high performance computers. Therefore, besides the commercial control center
software that only scales to a limited number of connected substations, a modular and
highly scalable software infrastructure for smart grid related research will be designed
and implemented as part of the CMVC on top of Big Data technologies (light gray
boxes in Fig. 3). This research software infrastructure will primarily run on a virtual
computing cluster with several hundred multi-core CPUs and high performance storage
arrays. The cluster will be empowered by sufficient data storage and computing
capacity so that research oriented software solutions for large scale parallel data
analysis (big data analysis) and simulations can be executed and tested on the CMVC
hardware infrastructure before they are moved to even bigger Big Data computing
environments, such as the computing grid of KIT’s Steinbuch Centre for Computing
(SCC), one of the largest research-oriented computing and data infrastructures in
Europe.

While some bigger utility control centers, especially in the US, have already added
such distributed datacenter environments to their control center equipment for additional
tasks, e.g. predictive analysis or forecasting, it is the aim of the KIT to explore the usage
of such big data software and hardware infrastructures for utility operations from the
ground up. Therefore, the research software infrastructure for utility operations of the
CMVS will be based on a highly distributed and scalable microservice-oriented archi-
tecture. Every microservice and software component is automatically managed and

Fig. 3. Components of the Distributed Computing Platform of the CMVC. The Generic Data
Services (GDS) in the top service layer will be developed by KIT data management groups [11].
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controlled via an underlying distributed computing operating system environment. The
cluster will facilitate container virtualization [1], a distributed systems kernel for job
and service scheduling, and control technologies (e.g. Docker (www.docker.com),
Kubernetes (www.kubernetes.io), Mesos (http://mesos.apache.org/), etc.) as shown in
Fig. 3. The distributed computing environment will already contain as elementary
software services well known Hadoop components (https://hadoop.apache.org/) for Big
Data storage, like the Hadoop File System (HDFS), Hbase or MapR-DB and Cassandra
(http://cassandra.apache.org/) as column store databases, and document-oriented or
graph-oriented NoSQL databases supported by the environment. Big Data analysis tools
like Hadoop MapReduce, Apache Storm, Apache Spark or Drill will also be available.

Operating environments for data intense applications as described above are par-
tially commercially available or can be manually composed out of many existing open
source projects. The CMVS will augment and enhance such a computing environment
with dedicated implementations of essential microservices needed for future utility
operation on top of such infrastructures in order to replace older approaches in current
control center software. These services will implement access to different types of
smart grid related data, generic and specialized software components for analyzing data
and an agent-based simulation infrastructure for the co-simulation of hybrid smart grid
configurations. These services are described in more detail in Subsects. 3.2 and 3.3.
A modular web-based application infrastructure as described in Subsect. 3.3 provides
user interfaces for data visualization and operator access from different kind of devices
ranging from large visualizations screens down to smartphones. Other applications
(like commercial simulators implemented as desktop applications or apps) can easily
access the services as well and provide additional functionality.

3.1 Data Acquisition, Management and Analysis

Concerning data management, there are several aspects that need to be further illus-
trated. Firstly, there are data from measurements (mainly time series), and event data
which are delivered via the communication infrastructure, as well as technical data
describing grid configurations, technical plants and equipment, such as measurement
units. Common control center software also manages other semi-structured or
unstructured data, like log data from equipment, or utility operation handbooks and
images of circuit diagrams and layout plans. Other data originate from external sources,
like e.g. weather data, or are derived by analysis, manually created by model design, or
calculated in simulations and other activities. All these kinds of data have to be stored
in the CMVC in a modular fashion (i.e. different services for different kinds of data and
data access), and the data services will use different types of database technology as
storage engine (e.g. relational databases or different kinds of NoSQL databases). This
modularization of the persistence layer of the CMVC research software infrastructure is
quite common for larger microservice-oriented applications and termed polyglot per-
sistence. It can considerably enhance the performance of larger scale information
systems, such as energy data management systems and control center software [17].

In context of the Energy Lab 2.0 and several other projects, technical plants of the
Energy Lab and from additional partners of the KIT, buildings, and energy related
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infrastructure of the KIT campus will be gradually equipped with new Intelligent
Electronic Devices (IEDs), new process automation systems or extensions to already
existing process automation systems and corresponding communication hardware to
provide monitoring data for the CMVC. As already described, it is planned to primarily
use equipment which implements newer smart grid communication standards, like the
IEC 61850 [12] and associated standards. Where this is not feasible, gateway solutions
will be established. For data gathering, software services instrumenting the client part
of the IEC 61850 protocol for “control center – substation” communication (MMS), the
Inter-Control Center Communications Protocol (ICCP or IEC 60870-6/TASE.2), and
other common smart grid data acquisition protocols (i.e. for smart meter data access) by
using commercial or open source implementations of these protocols will be devel-
oped. These services will then collect measurement and event data and – if available –
also technical data from the technical plants, buildings and equipment that are used by
the CMVC for monitoring.

All data will be forwarded, stored and accessed through distinct data services that
will be tuned for high performance and parallel and asynchronous operation. Most of
these data services will likely use NoSQL database technology already available on the
distributed computing cluster as storage engine. In first tests, an installation of
openTSDB (open Time Series Database) on top of the Hadoop database HBase was
evaluated for real-time storage of measurement data. As described in [16] openTSDB
can handle large amounts of time series data sets easily and provides good performance
both for real-time storage and data access. As storage engine for technical metadata
document-oriented databases, such as MongoDB, were evaluated. They provide a
flexible schema-less data model to store technical metadata as JSON objects which can
easily combine structured, semi-structured and unstructured metadata fields. Because of
the schema-less design of such databases, new types of metadata objects can be easily
added or augmented by further information.

Another document-oriented database technology, ElasticSearch, is already used in
several projects at the KIT for providing advanced search functionality for large scale
information systems [19]. ElasticSearch will likely be integrated into the CMVC data
infrastructure as main infrastructure for search driven access to technical metadata
objects and binary assets. In another test, the possibilities of ElasticSearch for serving
as a central access point to event and log based data was explored. The test shows, that
ElasticSearch together with other databases and analytics tools, like Apache Spark or
Apache Storm, can provide a good platform for near-real-time access to semi-structured
event and log data (see also [4]).

The data services implemented for the CMVC will provide easy to use REST-based
(Representational State Transfer) APIs for data access that can be used out-of-the-box
for data analysis, data transformation, and simulation services. For archiving, the
CMVC data services will be connected to the external Large Scale Data Facility (LSDF
at SCC [6]), where mainly simulation and data analysis results and large datasets like
raw data time series can be stored for longer time intervals.

The data services will provide dedicated input and output source interfaces for
common data analysis frameworks (e.g., Apache Hadoop/MapReduce, Apache Spark,
Apache Storm) [22] installed on the distributed computing operating system of the
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CMVC that allow direct access to the data services via REST-based data (streaming)
APIs (e.g. “Spouts” in the case of Apache Storm or resilient distributed datasets in the
case of Apache Spark). These analysis frameworks can then be used by researchers to
implement and evaluate different kinds of data-driven analysis algorithms, e.g. for
data-driven predictive analysis, forecasting or real-time event analysis. Also standalone
analysis tools, like R or Matlab can be connected to the data infrastructure as well.
The whole infrastructure will adhere to a distributed form of streaming concept, like the
well-known concept of pipes in UNIX-based systems, where data services can be
accessed as data streams that are fed into a distributed analysis chain that sends
these data streams to other data services for storage. The whole data and analysis
infrastructure should allow scientists to easily explore data, prototypically implement
analysis algorithms using one of the provided frameworks, and access and explore
results with additional data visualization tools (see Subsect. 3.3).

3.2 Simulation Service Infrastructure

The simulation service infrastructure will enable scientists to perform co-simulations of
arbitrary smart grid configurations. It will facilitate scientists to combine live data from
Energy Lab plants or equipment of the grid laboratory with data from various
software-only or power hardware-in-the-loop simulators (Smart Grid Lab and PHIL).
Each simulator, plant or equipment will be seen by others and/or other control center
software through a communication interface that connects to the smart grid commu-
nication and SCADA infrastructure.

For grid components that are only simulated in software a generic frontend com-
munication server preceding each simulator instance will implement the IEC 61850
protocols. At the backend it can be configured to implement a simulator-specific device
interface that allows exchanging measurement and control data between the simulator
and the communication and SCADA infrastructure of SEnSSiCC. The frontend com-
munication server will also implement a communication interface for simulating a
connection to the simulated electricity grid (i.e. a connection to AC or DC lines). If the
simulated grid component needs to be connected to the electricity grid, this interface
can be configured to exchange AC and DC information on the virtual electricity grid
connection. A third communication interface implemented by the frontend communi-
cation server allows for exchanging metadata about external influences, such as
weather or market conditions, or feeds data or simulation profiles into the simulator.
And finally, a control channel implemented in each frontend communication server will
allow starting, stopping or monitoring simulator instances.

For interfacing to a hardware-in-the-loop simulator the frontend communication
server typically does not need to implement the electricity grid connection because it is
already in-the-loop. For a real plant or other equipment instrumented by IEDs, the
connection to the communication infrastructure is already provided by the IED itself.
During a simulation run, each software simulator will run on the computing cluster in a
virtualized container or on a virtual machine (if needed) that provides the necessary
operation system environment (Linux or Windows).
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3.3 Data Visualization and User Interaction

Client applications for data visualization and operator interaction are a vital part of the
CMVC. They allow operators to monitor, plan and control the grid. Until now, control
center software often uses a client-server architecture approach where the operator
interface is composed of several (Windows) desktop applications. Probably, this is also
the case for the commercial control center software integrated into the CMVC. In
microservice-oriented architectures as realized for the research oriented software
infrastructure of the CMVC, service interfaces can be easily used by different types of
client applications, e.g. desktop applications, mobile apps and web-based applications.
Because the research oriented part of the control center is used for the prototypical
implementation and evaluation of new smart grid concepts, a natural approach for
many types of such experimental user interfaces will be modular web-based applica-
tions with responsive and adaptable user interface components. This will allow com-
ponentizing the user interface and deploying it on different kind of hardware ranging
from large display walls down to tablets or even smartphones. For the mere visual-
ization of data and results of analysis frameworks as mentioned in Subsect. 3.1, there
are already many out-of-the-box usable web-based analysis and visualization frame-
works (see Fig. 4), that can be easily integrated into the tool stack of the control center.
These allow exploring data quickly without programming and can even visualize data
provided as the result of preceding analysis runs. Visualizations of such tools can be
easily embedded into other web applications and combined with other information
components.

By adding a web-based portal server to the control center portfolio, it is very easy to
aggregate and combine different visualizations and information display components
into modular composed web pages (e.g., dashboards like information pages as shown

Fig. 4. Statistics about electricity power and heat consumption of a building at Campus North of
the KIT. Energy-related management data of Campus North buildings are already stored in an
ElasticSearch infrastructure and can be analyzed and visualized without programming with
Kibana (https://www.elastic.co/).
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in Fig. 4) through the use of portal technology. The user interfaces for utility operation
can then completely be built up by composing such modular web pages.

Web technology and mobile applications also provide a good environment for
testing and exploring new types of interactions for control center operation. The
options range from the use of touch-screen based interactive tables, over using
smartphones or tablets as remote controls for bigger display walls for performing
control operations, to contact-free interaction with larger display and interaction
hardware via motion detection or even voice based interaction. But not all new
interaction mechanisms will be adequate for safe utility operation. The interaction and
display hardware and software acquired for the CMVC will allow implementing and
exploring different kinds of new interaction mechanisms to find out which of these new
interaction possibilities will be useful for future control center operation.

4 Status and Outlook

The KIT has already performed some essential work on the data platform of the control
center and the use of Big Data technology. For measuring current and power of
electricity lines with a high sample rate of 12800 samples per second, an Electrical Data
Recorder (EDR and generic data services for storing and retrieving these measurement
data have been developed) [11]. It sends its data in a special XML sample file format in
larger chunks to a data service that archives the samples in the Hadoop file system
infrastructure of the SCC. The same data recorder aggregates measurement data every
second and sends the aggregated power data as status events to another data service
which stores this data in an ElasticSearch infrastructure. As already mentioned, Elas-
ticSearch is also used in first tests for storing and accessing energy monitoring data of
all buildings of the Campus North (see Fig. 4).

A smaller test cluster is setup as a first implementation of the Control Center
computing cluster. Experiments with Docker and Kubernetes for container virtualiza-
tion of the control center software were successful and this infrastructure is already
used as described above. Furthermore, Hadoop runtime infrastructures and NoSQL
databases were explored as already discussed in Subsect. 3.3. A key result of these tests
is that the mentioned tools work well in the control center application context, however
the manual setup of Hadoop, Docker und Kubernetes runtime infrastructure is tedious.
Additionally, the runtime infrastructures for container virtualization and Hadoop are
not fully aligned (e.g. a Hadoop job cannot be started in a Docker container per se).
Currently, a lot of work is ongoing in the Big Data tools community to integrate the
Hadoop ecosystem fully with distributed scheduling and runtime infrastructures, e.g.
Mesos and container technology. These efforts already resulted in new startups and
products, like the early access version of DCOS (Datacenter Operating System) from
Mesosphere (https://mesosphere.com/) or the next version of MapR from MapR
Technologies (https://www.mapr.com/), a commercial Hadoop distribution which
currently is extended to provide also full support for Mesos and container virtualiza-
tion. These environments will likely provide easy usage and administrate environments
for running Big Data infrastructures and microservice-based applications. The KIT

92 C. Düpmeier et al.

https://mesosphere.com/
https://www.mapr.com/


research group responsible for the CMVC has already access to these technologies for
early testing which will be done over the next few months.

For the implementation of the IEC 61850 data access clients, several open source
and commercial libraries implementing the protocols are available which are currently
evaluated. The requirements for integrating technical infrastructures into the commu-
nication infrastructure of the control center were clarified and the technical equipment
will be gradually integrated into the communication infrastructure of the control center
as the hardware becomes available. Finally, there are ongoing efforts involved in
integrating the analysis frameworks into the platform and in detailing the simulation
services.
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Abstract. The FZI House of Living Labs is a research and demon-
stration environment that facilitates interdisciplinary research, develop-
ment, and evaluation in real-life scenarios. It consists of various Living
Labs addressing different research topics. In the Living Lab smartEnergy,
solutions for the energy system of the future are investigated. For this
reason, the whole FZI House of Living Labs has been equipped with
building automation, distributed generation, thermal and electrical stor-
age, and technologies that enable the flexibilization of energy supply and
demand. The equipment, among others, includes a photovoltaic and bat-
tery storage system, a micro combined heat and power plant, and an
adsorption chiller. A building energy management system was developed
that integrates various communication technologies, and hence enables
monitoring, data recording, visualization, and the integrated optimiza-
tion of the devices and systems. This way, flexibilities can be utilized
with regard to different optimization goals such as an increased self-
consumption, or the provisioning of grid-supporting services.

Keywords: Energy management · Smart building · Smart home ·
Building automation · Demand side management

1 Introduction and Motivation

Governments worldwide set the goal to reduce greenhouse gas emissions. The
resulting energy transition with an increasing share of renewable energy resources
comes along with an intermittent and highly fluctuating energy supply. Hence,
as demand and supply within the grid always have to be balanced, one of the key
challenges is the efficient utilization of load flexibility. Due to the high energy
demand in buildings, Building Energy Management Systems (BEMS), which are
sometimes also called Building Operating Systems [8], bear a great potential
for adapting the building’s energy load to the global grid state, as well as for
providing appropriate ancillary services in future smart grids.

Since 2011, such a BEMS is developed and deployed in the research and
demonstration environment FZI House of Living Labs (HoLL), which facili-
tates interdisciplinary research, development, and evaluation in various real-life
c© Springer International Publishing Switzerland 2015
S. Gottwalt et al. (Eds.): EI 2015, LNCS 9424, pp. 95–112, 2015.
DOI: 10.1007/978-3-319-25876-8 9
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Fig. 1. Structural plan of electrical and thermal equipment of the HoLL

scenarios [17] at the FZI Research Center for Information Technology in
Karlsruhe, Germany. At the same time, the HoLL also serves as office build-
ing for the FZI. In the Living Lab smartEnergy, our research focuses on efficient
information and communication technologies (ICT) for the integration of hetero-
geneous components into the BEMS, as well as on optimization strategies and
algorithms for energy systems and user interaction interfaces.

With the objective of providing a durable and innovative research lab for
energy applications, the HoLL is equipped with state-of-the-art technology that
is extended continuously. As the overarching research objective is to provide
flexibility for the energy grid, many of the devices and systems provide com-
munication interfaces. The standardized integration of different communication
protocols is a major focus of the research in the HoLL. Therefore, it is equipped
with heterogeneous communication systems. Since the integrated optimization of
various energy carriers is another research focus, energy flows for electric instal-
lations, heating, cooling, and natural gas are measured, analyzed, and controlled.

In this paper, the parts of the research environment HoLL that focus on pri-
vate households and commercial buildings as well as investigated research topics
are presented. An overview of the energy equipment and energy flows within
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the HoLL is illustrated in Fig. 1. The dashed orange lines indicate the supply
with natural gas, yellow lines corresponds to electrical energy flows, red and blue
lines represent thermal energy flows of hot and chilled water. A large number
of different appliances, devices, and building automation technologies provides
a suitable research platform for various aspects such as standardized integra-
tion, interoperability, smart grid capabilities, and energy management methods.
Based on this platform, optimization strategies are developed to cope with dif-
ferent energy management objectives, such as grid support, economic profit, or
self-consumption. Due to significant interdependencies of electrical and thermal
energy supply, consumption, and storage, which are more closely described in
the following sections, their joint management and optimization is done in one
BEMS. As the BEMS is integrated into the real operation of the building, valu-
able data and experience with real-life application are gathered.

Projects that utilize the HoLL for research on energy topics include publicly
funded research projects, cooperations with companies of the automation, auto-
motive, electrical equipment, energy, household appliance, and software indus-
try, the Energy Lab 2.0 of the Karlsruhe Institute of Technology (KIT), and the
project Storage and Cross-linked Infrastructures of the Helmholtz Association.

This paper is structured as follows: Sects. 2 and 3 provide an overview of
the electrical and thermal equipment that is installed in the HoLL; the installed
building automation systems are described in Sect. 4. The software architecture,
selected optimization strategies of the BEMS, and concepts for user interaction
are depicted in Sect. 5. Section 6 presents exemplary research that is based on the
HoLL as well as lessons learned when setting up the environment. An overview
of similar research environments is given in Sect. 7. Finally, Sect. 8 summarizes
the main aspects and gives an outlook on future work.

2 Electrical Equipment

Various electrical suppliers, consumers, storage systems, and electric vehicles
(see Fig. 1 and Table 1) are integrated into the real building operation. Due to
the research aspects mentioned, a wide range of devices and systems of different
manufacturers have been selected. Each of these devices and systems provides a
communication interface, resulting in a heterogeneous system infrastructure.

The photovoltaic (PV) system provides up to 15.1 kW using 108 photovoltaic
panels which are installed on the rooftop. A battery storage system with a capac-
ity of 30 kWh is installed. Three power inverters convert direct current (DC)
provided by the PV panels and the battery storage system into alternating cur-
rent (AC). A grid outage can be bridged by temporarily providing an islanded
AC grid via the power inverters. To increase the autonomy time, the island grid
provides power to selected rooms only. The power inverters have an USB commu-
nication interface, which enables read and write access to the system. To provide
a more generic Representational State Transfer (REST) interface for read (e.g.,
currently generated power) and write (e.g., dynamic control of power factor)
access, we have installed an embedded system. This way, the BEMS is able to
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control the PV system for increasing the consumption of locally generated energy
and for providing ancillary services to the power grid, e.g., improving voltage
quality or compensating unbalanced phases. Using data recorded in the HoLL,
this aspect has been more closely investigated in [5].

Additionally, a gas-fired micro combined heat and power unit (µCHP) pro-
viding electrical and thermal energy has been installed. The major advantage
of the CHP technology is a high overall efficiency by using 12.5 kW waste heat
for heating purposes when generating 5.5 kW electrical power. The integration
of thermal storage tanks allows for electricity generation by the µCHP unit even
when the thermal energy is not consumed at that time (see Sects. 3 and 5).

An electrical insert heating element (IHE) is installed in the hot water tank
and coupled to the PV system. The objective is to convert surplus electrical
energy generated by the PV system into thermal energy instead of feeding the
surplus energy into the grid. For this purpose, the PV system has been equipped
with additional measurement technology that communicates directly with the
IHE.

A major research aspect concerning BEMS is the development of strate-
gies and algorithms to detect and exploit electrical demand and supply flexi-
bility of buildings. To investigate the potential of electrical load management
in private households, a smart home has been set up within the Living Lab
smartHome/AmbientAssistedLiving. It is equipped with numerous household
appliances of different manufacturers and used by employees of the FZI. Most of
the appliances are equipped with communication modules providing an appropri-
ate external communication interface (intelligent household appliances). Alter-
natively, smart plugs are installed at the electricity connection of the appli-
ances. Being put between the wall socket and the device plug, they allow to turn
connected devices on and off, and to measure their energy consumption. This
way, devices that are able to continue their programs at the point where they
have been interrupted (fail-over capability) can also be controlled by the BEMS,
although not being equipped with communication capabilities by the manufac-
turer. Besides measuring various devices, this is in particular used to retrofit

Table 1. Technical specifications of selected electrical devices

Device Specification Manufacturer and type

PV panels Electrical power: 15.1 kWpeak 108× Würth Solar

WSF0002E140, CIS

Battery storage Electrical capacity: 30 kWh 3× BAE AK40012, VRLA

Inverters for PV

and battery

Max. electrical power: 5 kW per phase 3× Nedap PowerRouter PR50SB

µCHP unit Thermal power: 12.5 kW, Electrical

power: 5.5 kW

Senertec Dachs G 5.5 standard

Electric vehicles Max. charging power: 22 kW, Capacity:

15.1 kWh

Smart Fortwo Electric Drive

Max. charging power: 3.6 kW, Capacity:

40.0 kWh

Peugeot 3008 (modified)
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conventional household appliances. The communication modules and the smart
plugs are communicating with a dedicated gateway (see Sect. 4). Their integra-
tion into the BEMS enables the system to monitor the usage, the state, and the
energy profile for each appliance. The research in the smart home focuses on
standardized communication and integration including strategies for the auto-
matic control and optimization of appliances.

To take advantage of the energy feed-in and consumption tariffs, we have
to distinguish between power of the PV system and power of the µCHP unit
as well as grid feed-in and self-consumption. Therefore, we installed a complex
metering infrastructure consisting of several (partial two-way) meters, which
enables the measurement of the different electrical power flows. In a second
step, we integrated the meters into the BEMS using a standardized optical meter
interface and the Device Language Message Specification (DLMS) protocol.

3 Thermal Equipment

Space heating and air conditioning (see Fig. 1 and Table 2) are done by a system
that comprises a gas-fired µCHP unit, an adsorption chiller, a gas-fired condens-
ing boiler, the IHE, as well as storage tanks for hot and chilled water. Such a
kind of thermal system is called trigeneration or combined cooling, heat, and
power (CCHP). It combines a µCHP unit, i.e., cogeneration, with an adsorp-
tion chiller that produces chilled water. Additionally, hot water is also produced
by the condensing boiler and the IHE. Generation and consumption of chilled
respective hot water are decoupled by the storage tanks.

Two ceiling-mounted cassettes use the chilled water to air-condition a meet-
ing room, which is used by employees of the FZI. The adsorption chiller is mainly
powered by hot water supplied by the hot water tank. Bookings of the meet-
ing room trigger air-conditioning requests for the preconditioning in advance to

Table 2. Technical specifications of selected thermal devices

Device Specification Interface Manufacturer and type

Adsorption A/C Cooling power: 9 kW Digital I/O InvenSor LTC 09

Gas-fired µCHP unit Thermal power: 12.5 kW,

Electrical power: 5.5 kW

Digital I/O Senertec Dachs G 5.5

standard

Gas-fired condensing

boiler

Thermal power: 95 kW 0–10V Elco THISION L 100

Electric insert heating

element

Electrical power: 0, 0.5 ...

3.5 kW

Modbus/Serial E.G.O. Smart Heater

Hot water tank 3250 l – Custom-made tank

Chilled water tank 3000 l – Custom-made tank

System controller – Modbus/TCP SolarNext chillii

Heat flow metering

system

– Meter-Bus (M-Bus) Aquametro AMBUS Net
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meetings in the room, when the past outdoor temperatures exceed certain tem-
perature thresholds. The bookings are extracted from the room’s calender on the
Microsoft Exchange Server. An Energy Management Panel (see Sect. 5.2) in the
meeting room enables the visualization of the bookings and the air conditioning
states as well as the adjustment of the room set temperature. The BEMS sched-
ules the operation of the µCHP to provide hot water for the adsorption chiller,
the operation of the adsorption chiller to provide chilled water, and the actual
air conditioning of the room (see Sect. 5.1).

The heating system utilizes numerous sensors and actuators, such as temper-
ature sensors and heating valves. Some of the sensor data is collected by a subsys-
tem (SolarNext chillii system controller), which also controls the release signals
for the µCHP unit, the condensing boiler and the adsorption chiller. This subsys-
tem works autonomously when no signal is provided by the BEMS. Comprehen-
sive data of the heating system is retrieved by the BEMS using Modbus/TCP
to be included into the global optimization of the building’s energy manage-
ment. Additionally, the µCHP unit is equipped with a communication interface
that provides a REST service for collecting data and receiving control signals
directly from the BEMS. On the consumption side, building automation sys-
tems are integrated into the BEMS to control the heating for each room of the
building individually (see Sect. 4).

In order to gain a more detailed view of the energy flows within the heating
and cooling system, we installed six additional heat meters for hot and chilled
water. Each of the meters consists of an ultrasonic flow measuring unit and
two temperature sensors (flow and return). The meters measure current thermal
power flows and thus associated energy demands and supplies. They are con-
nected to a central gateway via Meter-Bus (M-Bus), which is integrated into the
BEMS using its web service interface. In addition to the information about the
energy flows, the basic volume flow data is used for predictive maintenance.

4 Building Automation

A heterogeneous system landscape with multiple building automation technolo-
gies has been installed to gain insights into many different existing implementa-
tions and their integration, as well as to derive concrete requirements for BEMS.
Table 3 provides an overview of the automation technologies deployed in the
HoLL. Their usage and integration into the BEMS is subsequently described.

4.1 Wireless Technologies

Bluetooth Smart [6] focuses on radio communication with devices characterized
by limited computational power and limited energy supply. It is used to com-
municate with household appliances that are equipped with a manufacturer-
provided communication module providing an external interface. This allows
interfering with internal control mechanisms by deferring the appliance opera-
tion cycle or even interrupting it. The Bluetooth gateway is implemented on a
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Raspberry Pi that is enhanced with a USB-connected Bluetooth radio transmis-
sion module.

EnOcean [10] is a communication technology for computationally limited,
low-power devices. To operate and communicate, EnOcean devices usually lever-
age environmental energy wherever possible, such as ambient light and temper-
ature differences. EnOcean is used for controlling the room heating with heating
valves for radiators and temperature sensors. The gateway to interact with the
BEMS is implemented on a Raspberry Pi that is enhanced with a proprietary
general-purpose input/output (GPIO) module for EnOcean radio transmission.

ZigBee [39] focuses on small, low-power devices and allows to increase the
range of the radio transmission by passing data through a mesh network of inter-
mediate devices. We use ZigBee smart plugs to monitor the power consumption
of household appliances, and for enhancing conventional devices into controllable
devices (see Sect. 2). The gateway for interaction with the BEMS is based on a
proprietary embedded system comprising a ZigBee radio antenna and provides
an EEBus interface.

EEBus [9] is a standardization effort working on a common interface for
various devices while relying on existing communication technologies. Its goal is
to abstract and translate from various existing standards to a common interface.
In our environment, EEBus is used for the interaction with the ZigBee smart
plugs and appliances.

Additionally, various proprietary standalone solutions are deployed to gain
deeper insights via evaluations of technical aspects in real-world scenarios. One

Table 3. Selection of technologies used for building automation and device communi-
cation in the HoLL

Technology Communication

link

Integration into BEMS

(endpoint)

Usage examples

Bluetooth

Smart

Radio

(2.4GHz)

Raspberry PI with Bluetooth

USB module

Household appliances, beacons

EnOcean Radio

(868MHz)

Raspberry PI with EnOcean

GPIO module

Heating valves, lighting,

switches, temperature

sensors, window sensors

ZigBee Radio

(2.4GHz)

Proprietary embedded systems Household appliances, smart

plugs

HabiTeq Wired HabiTeq CTD Controller CO2 sensors, heating valves,

light sensors, motion

sensors, shutters, switches,

temperature sensors,

window sensors

KNX Wired tebis KNX Domovea Server Fire detectors, heating valves,

motion sensors, shutters,

switches, temperature

sensors, window sensors

EEBus – E.G.O. Smart Gateway Household appliances, smart

plugs

REST over

HTTP

– Direct connection to local

Ethernet

Heat meters, µCHP unit,

infrared transceivers
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example is a RWE Smart Home [33] installation which is used to control lighting
in one room and heating in two office rooms. Due to the closed eco-system, the
lack of an open local interface, and the limited gains that would be possible,
it is not integrated into the BEMS. Furthermore, en:key [20], an EnOcean-
based solution from Kieback&Peter, is used for heating control in the Living
Lab smartEnergy and in another office room. Based on a motion sensor and a
learning algorithm, this system uses historical data to predict occupancy and
to heat up the room only when required. Other examples for proprietary stand-
alone solutions are Plugwise [32] smart plugs, which can be accessed using a USB
dongle and a proprietary Plugwise control software. Although the communica-
tion protocol is proprietary and closed, a third-party Java library is available
and used to enable communication between the BEMS and the Plugwise smart
plugs.

4.2 Wired Technologies

HabiTeq [16] is a proprietary wired automation technology that is offered by
General Electric and has originally been developed by Qbus. It is used in two
office rooms for managing wall switches, lighting, temperature and CO2 sensors,
shutters, and heating valves. HabiTeq can be operated as a standalone solution,
as a hardware server enforces the interplay of the different components follow-
ing predefined rules that have to be specified using a proprietary configuration
software. At the same time, the hardware server allows also to access the devices
using REST, hence allowing for an integration of the proprietary automation
solution into the BEMS.

KNX [21] is a widespread building automation bus. We use a twisted-pair
KNX installation in the smart home, which comprises different KNX compo-
nents, such as controllable shutters, temperature and window sensors. In gen-
eral, static rules for the interplay between different components can be configured
using a client software. In our setup, the additional deployment of a proprietary
KNX product, tebis KNX domovea from Hager that provides a touch panel for
direct end-user interaction, and a hardware server make the KNX bus accessible
over IP. This way, the hardware server is connected to the BEMS, hence allowing
to access, e.g., temperature information and window states.

Additionally, single devices offer an HTTP interface with REST. In these
cases, no additional gateways are required for the integration into our BEMS.
One example is the µCHP unit, which provides a proprietary REST interface
allowing to read various values regarding the µCHP usage and to explicitly
trigger a start or stop. Furthermore, several heat meters are installed to study the
energetic building performance and to enable thermal predictions. These heat
meters are also equipped with a REST interface, which is directly integrated
into the BEMS.
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Fig. 2. Overview of organic smart home and its architecture

5 Energy Management and Interaction

This section focuses on the energy management, which is based on the introduced
technical equipment as well as the deployed communication technologies and pre-
existing automation solutions. It is realized using a building energy management
system—the Organic Smart Home—and a human machine interface—the Energy
Management Panel.

5.1 Building Energy Management System

In order to be able to optimize energy flows, an appropriate energy manage-
ment system that allows for the integration and optimization of the multitude
of devices has been developed at FZI and KIT: the Organic Smart Home1

(OSH) [2,27]. It has first been deployed to the Energy Smart Home Lab at the
KIT [3], where it has been evaluated in multiple evaluation phases [30]. Major
advantage of the OSH is its applicability to both, real world energy management
and simulations of buildings with different sets of devices in diverse scenarios,
enabling the development and testing of control and optimization functional-
ity in simulations before applying them to productive systems. The OSH has
already been used to study diverse scenarios of optimizing, e. g., the operation of
appliances [2,25], heat-pumps [24], trigeneration [26], and electric vehicles [29].
In order to reach a detailed co-simulation of electrical and thermal energy flows
it also has been coupled with the thermal simulation framework TRNSYS [23].

1 http://www.organicsmarthome.com.

http://www.organicsmarthome.com
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The trigeneration system involves four main energy carriers: electricity, hot
water, chilled water, and natural gas. The devices all work on the same storage
tanks and thus their consumption, production, and states are interdependent.
Consequently, the OSH considers not only electricity, but also natural gas, hot
and chilled water consumption, and emissions of greenhouse gases. Additionally,
the inverters of the PV system are capable of adjusting their reactive power
to provide ancillary services [5], based on signals that are communicated from
external entities to the OSH.

The simplified architecture of the OSH is depicted in Fig. 2 and comprises sev-
eral layers for abstraction, management, and optimization that are more closely
described in [27]. For optimization, a simplified model of the building and the
devices is included in the OSH. Usually, systems for building simulation that
focus on thermal simulation use time steps on a scale of several minutes [7]. In
contrast, when additionally considering electricity, the optimization with respect
to variable external signals (e.g., tariffs and load limitations), user preferences
(e.g., specified degrees of freedom), and goals (e.g., cost minimization), requires
the utilization of shorter time steps in order to take account of short-time con-
sumption and production peaks as well as the actual self-consumption of the
generated power [38]. Therefore, the OSH is able to use time steps with a reso-
lution of one second, thus allowing to investigate the optimum time granularity
for optimizations [26].

Optimization of a time horizon of several hours would result in mixed inte-
ger linear—or nonlinear when also respecting non-linearities—programming with
thousands of constraints and variables, which is usually not solved within ade-
quate time on computers with limited resources [1,34]. Additionally, the execu-
tion time of the optimization algorithm is crucial, because frequent rescheduling
is quite likely and a quick response to user interaction is desirable [30]. Addition-
ally, solving the optimization problem to optimality is only possible when hav-
ing complete information about future energy flows, which cannot be obtained
ex ante. Thus, generating approximate solutions by a heuristic that allows for
frequent rescheduling in varying setups promises to be of better use for pro-
ductive energy management. Therefore, we decided to use a meta-heuristic—an
Evolutionary Algorithm—with dynamic formulation of the problem instances at
runtime of the system to optimize the system heuristically [2,26].

5.2 Energy Management Panel

For covering the entire potential of BEMS in real-life scenarios, the user accep-
tance of the system plays an important role. On the one hand, most users want
a system running automatically without requiring much user interaction. On the
other hand, users often want to understand the actions that have been executed
automatically by the system and want to be able to override automatic decisions
[31]. To meet these requirements, the Energy Management Panel (EMP) has been
developed for the interaction between the user and the BEMS [4].

The main view of the visualization gives an overview of the most important
energy flows in the building (see Fig. 3). The upper section focuses on electric
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Fig. 3. Energy management panel: visualization of energy flows in the HoLL

energy flows and the lower section highlights thermal energy flows. The user
is able to retrieve more detailed information of each component, e.g., energy
profile of the PV generation or µCHP unit’s operating condition, by selecting
relevant detailed views. This overview supports the user to understand the rela-
tion between energy supply, consumption, and storage within the building easily.

Additionally, parametrization of BEMS is an important feature in the context
of user interaction. The EMP enables the user to define certain parameters, which
are mandatory for the optimization of the BEMS. The required parametrization
ranges from the definition of degrees of freedom for load-shifting of appliances
to the definition of overall optimization targets, e.g., maximizing the economic
benefit or maximizing the usage of renewable energy sources.

In contrast to the parametrization, which is performed at run time of the
BEMS, system configuration is carried out before the initial start of the BEMS
or after major configuration changes. The system configuration enables the
adaption of the generic BEMS architecture, components, and drivers to specific
requirements and system settings of individual buildings.

Combining visualization, parametrization, and system configuration, the
EMP enables the user to get an overview of the energy flows in the building and
to understand the mostly automated decisions of the BEMS. Although we found
that most users are not willing to control their BEMS manually in the long term,
the option for manual interaction with the BEMS increases the user convenience
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and acceptance significantly [4]. Furthermore, user interaction is able to prevent
misunderstandings and increases transparency and traceability. We experienced
users being very skeptical about the automatic decisions of the BEMS. They
even assumed incorrect decisions (e.g., scheduling the dishwasher to periods of
a high electricity price) by the BEMS, because they did not understand the rea-
son for the decisions (e.g., a CHP supplying the building’s electricity during this
period of high prices). We used these experiences to improve the EMP or even
add additional features for user interaction. Thus, the EMP allows the user to
adjust the optimization procedures and to adapt the overall system configura-
tion to her individual needs in a very flexible way. In general, user interaction is
mandatory for a successful application of BEMS.

6 Exemplary Research and Lessons Learned

Based on the presented systems, devices and technologies, the HoLL builds a
sound environment to conduct research and development regarding various smart
building and smart grid topics. Related research conducted in the HoLL includes
publicly funded research projects as well as cooperations with companies of the
automation, the automotive, the electrical equipment, the energy, the household
appliance, and the software industry.

6.1 Exemplary Research

The trigeneration system of the HoLL, consisting of a µCHP unit, an adsorption
chiller, and storages tanks for hot and chilled water, has been analyzed, simu-
lated, and optimized in [26]. The results show that an integrated scheduling of
the µCHP unit and the adsorption chiller reduces the average total monthly costs
on average by about 16 %, in comparison to up to 11 % when scheduling only the
µCHP unit respective the adsorption chiller. This supports the approach of an
integrated optimization of all devices that are used within a building. In order
to enable the successful integration of the multitude of different appliances into
one BEMS, the original architecture of the OSH has been enhanced, based on
the experience gained in the HoLL [27].

Detailed recorded load profiles of the PV and battery storage system with
a resolution of up to one second and corresponding voltage levels have been
used in different contexts, such as the optimization of heat pump operation for
demand side management [11,24], the optimization of a trigeneration system
as depicted in the previous subsection [26,27], the economic evaluation of local
PV generation in electric vehicle car parks [35], and the provision of ancillary
services by building energy management systems [5].

The EMP is the user interface of the BEMS, i.e., the OSH, in the HoLL.
Thus, the BEMS is operating and optimizing the heating and electricity system
in combination with several building automation systems and the EMP provides
the central user interaction interface of a BEMS in real-life conditions. Since the
HoLL is continuously extended by new components and systems, the EMP is



Building Energy Management in the FZI House of Living Labs 107

also adapted to meet the new requirements, e.g., combining room reservations
from the calendar with air conditioning and heating in the meeting room or
providing detailed measurement data of the heating and cooling system. Due
to the fact that the BEMS is integrated in the real operation, we get feedback
from the users who are working every day in the building. Therefore, the EMP
is continuously adapted to the available systems and the users’ needs.

The Living Lab smartHome/AmbientAssistedLiving is used as a develop-
ment and demonstration platform within various research projects with com-
panies of the automation and the household appliance industry. Conventional
and hybrid appliances, i.e., appliances that utilize more than one energy carrier,
are equipped with communication modules and integrated into energy manage-
ment systems [28]. Therefore, suitable interfaces are being developed that enable
energy management functionality as well as value-added services in the domains
of comfort, safety, and security, based on the insights gained in the HoLL.

6.2 Transfer from Research to Practice

The applied research and development infrastructure, and the continuous inter-
play of research and practice, allows developing and evaluating innovative smart
building solutions. In multiple cooperations with industry partners valuable
knowledge regarding the advancement of new technologies are transferred into
practice. In one research project with an industry partner, e.g., the energy man-
agement concepts developed in and the experiences made with the HoLL are
transferred to a large-scale energy management system for a concrete facility.
It is composed of about 30 large commercial and industrial buildings with cen-
tralized and decentralized energy equipment. The goal is to optimize the inter-
play of energy supply and demand in order to increase the green energy share
and to decrease costs by providing grid-supporting services. In another project,
knowledge regarding the control of thermal hardware has been used for the grid-
responsive optimization of heat pumps. A predictive control scheme for heat
pumps was developed and—in cooperation with an engineering office—realized
on real hardware. It allows reacting to demand and supply fluctuations at the
energy exchange market. Together with an manufacturer of solar heating solu-
tions and an energy utility, this solution is currently rolled out in up to 20 build-
ings in order to gain deeper insights. A further project addresses the realization
of a market-ready energy management gateway for private as well as for com-
mercial customers. In this context existing equipment, and in particular inter-
disciplinary knowledge regarding information and communication technologies
for the interconnection of various building entities is used for the advancement
of real product prototypes.

6.3 Lessons Learned

Due to the large diversity of consumers, suppliers, storage, and automation sys-
tems on the market, the standardized and non-proprietary integration of the
relevant components into a BEMS is challenging. Although there are several
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approaches developing communication standards, these are still at their begin-
ning. Therefore, developing the hardware abstraction component of the BEMS
operating the HoLL was extensive and complex. Because of the significant inter-
dependencies between thermal and electrical energy flows in a building, optimiza-
tion strategies of a BEMS have to take different energy carriers into account.

Additionally, research on the needs of users plays an important role regard-
ing user acceptance of, e.g., comfort, safety, and security functions. Research
approaches in energy related labs often focus only on one of these aspects inde-
pendently. Having operated a BEMS and analyzed and controlled numerous com-
ponents and systems in the HoLL in different conditions during several years,
we came to the conclusion that the success of BEMS is enabled by a combina-
tion of these features, i.e., standardization, integrated optimization of all energy
carriers, and user-centric automatic energy management.

7 Similar Research Environments

Residential as well as commercial building environments are in the focus of
the HoLL. Usually, research environments focus either on smart home or on
smart building environments. The term smart home refers to all buildings that
are used by private persons, i.e., dwellings, no matter whether it is a single
person apartment, a single-, or a multi-family house. In contrast, smart building
refers to all buildings that are used commercially, e.g., office buildings, enterprise
buildings, and small industrial buildings [37].

Application-oriented and close to the market research in smart home respec-
tive smart building environments is done at the two buildings of the Fraunhofer-
inHaus-Zentrum [13]. Fields of interest are construction systems, living, ambient
assisted living, health care, hotel, and office. The buildings are equipped with
a geothermal system, a µCHP, phase change material for energy storage, an
absorption chiller, and a smart home server with visualization panels. However,
the focus lies on technologies targeting at comfort maximization and energy
efficient building operation.

A platform for application-oriented research on smart homes with focus on
ambient assisted living, energy efficiency, building automation protocols, and
Internet of Things is provided by the iHomeLab [18] of the Lucerne University
of Applied Sciences and Arts. A personal energy management and visualization
infrastructure based on IPv6 is in development in context of the research project
IMPACT. The energy management focus, however, is on univalent household
appliances.

Hands-on experience and research on smart homes in smart microgrids is
done at the Smart Microgrid Lab [22] of the Lakeside Labs GmbH, focusing
on smart metering, self-organizing smart appliances, demand response and load
scheduling. It is equipped with a PV system, a battery storage system as well
as a data acquisition system and can be operated in grid or island mode. Yet, it
considers electrical energy and smart homes environments only.
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The SmartHOME [36] of the German armed forces is a lab environment for
research on security, energy efficiency, and comfort in smart homes and smart
buildings. It focuses on sensor and actor networks for building automation and
the optimization of heating, ventilation, and air-conditioning systems. Integrated
multi-energy carrier optimization and intelligent appliances are not considered.

A research and presentation platform for energy management systems is
provided by the IT4Energy Lab [14] of the Fraunhofer Institute for Open Com-
munication Systems. It focuses on building automation, energy management,
renewable energy sources, smart metering, and virtual power plants. The project
envyport aims at the development of an energy management gateway. Neverthe-
less, the research focuses solely on electricity as energy carrier and lacks an
comprehensive view on energy.

Research in the fields of renewable energy sources, energy efficiency, elec-
tricity generation, distribution, and storage systems is done at the ServiceLab
Smart Energy [15] of the Fraunhofer Institute for Solar Energy Systems. It aims
at products that are close to the market, which require functional, integration,
communication, and conformity testing. However, it lacks the integration of het-
erogeneous building automation systems.

Energy management and building automation in the context of a smart grid
is focused on by the fortiss Smart Energy Living Lab [12] at the Technical Uni-
versity Munich. It consists of a PV and a battery storage system and includes
an office environment that is equipped with a control software, which adapts the
local energy consumption to the available energy. This lab focuses on electricity
and efficient rule-based control strategies.

The Energy Smart Home Lab [19] at the KIT is a research and demonstration
environment focusing on smart homes as part of a smart grid. It is equipped
with a µCHP unit, a PV system, an air conditioner, thermal storage, intelligent
appliances and an electric vehicle which are all monitored and controlled by an
integrated energy management system. In contrast to the HoLL, the focus is on
private households with homogeneous household appliances.

8 Conclusion and Outlook

Currently, energy systems are subject to deep-going changes due to an increas-
ing share of fluctuating renewable energy sources and distributed generation. To
cope with these changes, BEMS enable to turn traditionally passive consumers
into active grid participants that leverage their local flexibilities according to
the grid’s needs. In this paper we presented the FZI House of Living Labs, a
real-world research and demonstration platform. It was shown how it integrates
a multitude of different devices and technologies with heterogeneous interfaces
and protocols into a single BEMS which enables the flexibilization of demand and
supply in the building. This way, a comprehensive research platform is provided
for investigating various aspects in the context of smart buildings. This includes
in particular the integration of hardware components with heterogeneous proto-
cols and different communication media, as well as software and algorithms for
the prediction and efficient optimization of various devices in different scenarios.
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Permanent expansions of the HoLL and numerous collaborations with differ-
ent stakeholders from the domains of smart grids, building automation, energy
management, and automotive assure an appropriate up-to-date environment for
the development and evaluation of ICT for future buildings in on-going and
future projects. In particular, the optimization of the usage of the battery stor-
age system and the hybrid appliances, a more advanced integration of the electric
vehicles, as well the extension of optimization algorithms to support additional
kinds of demand response will be in focus of future research.
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Abstract. The limited driving range of electric vehicles (EV) is one of the
biggest deployment challenges for electromobility. We use GPS driving data
from a fleet of about 1,000 conventional private vehicles collected over two
years to simulate energy consumption of electric cars. We estimate how much
energy is required for EV charging at home and at a secondary parking location
(e.g., at work) and to what extent energy from solar panels during sunlight hours
can be used for charging.

Keywords: Electric vehicle � GPS driving data � Energy demand �
Photovoltaics

1 Introduction

Electric vehicles (EVs) are a crucial element of our society’s mobility strategy as they
provide independence from fossil fuels, can lead to a reduction of CO2 emissions, and
lay the foundation for technology leadership, job creation, and economic growth [1, 2].
From the perspective of the automotive industry and utility companies, the transition
toward EVs opens up new challenges and opportunities within the emerging EV value
chain. For drivers, electrification seems to be the most viable trend in the long run on
the pathway to sustainable petroleum displacement [3].

However, both supply side actors (including EV, battery, and automotive com-
ponent manufacturers) and demand side actors (drivers and governments) face sig-
nificant barriers that hamper a rapid mass-market adoption of EVs. The industrial
success depends, on the one hand, on the competencies of new business players to meet
the demands of the new emerging ecosystems (particularly battery pack producers),
and, on the other hand, on the availability of the EV-enabling infrastructure. Both
factors ultimately determine range, the ease of re-charging the car, and thus the degree
to which the consumers’ requirements regarding personal mobility will be satisfied. In
fact, the popularity of electric cars in the years to come is likely to depend much more
on improvements to their performance and on the success in overcoming the lack of
infrastructure than on the oil price [4]. Although the developments to date suggest
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significant potential, the actual global uptake on EV sales is not yet impressive. Main
reasons include high acquisition costs, the poor charging infrastructure, and the limited
driving range [5, 6]. Moreover, EVs represent a new source of demand for electricity
and may require the addition of electricity-generation capacity and substantial upgrades
to transmission and distribution infrastructure. So, for instance, [7] predicts that
widespread use of EVs will increase electricity demand modestly – in the order of
10–15 %. Reduction of this demand can be achieved by using distributed resources of
renewable energy, like solar panels on a rooftop. This is where the motivation of our
research emerges.

In this paper, we provide estimates on the two critical factors of electric mobility:
range and electric load for two likely-to-come charging topologies (charging at home
and at work). Based on the real-world driving data collected from vehicle sensors of
conventional cars - specifically, Global Positioning System (GPS) based location data -
we aim at (i) estimating the share of the trips that can be driven fully electrically,
(ii) examining the electricity demand change, and (iii) assessing the demand change in
the situation when EVs charge from the solar energy during sunlight hours.

To reach our goals, we assess energy demand of the simulated EVs based on the
real-world car motion patterns and examine two charging scenarios: (a) charging at
home, and (b) charging at home and at a secondary parking location (e.g., work).
Parking locations of each car are found using a density based clustering algorithm.
A comprehensive physical car energy consumption model is employed to derive state
of charge during the trips. The underlying assumption in our model is the use of range
extenders, so that all actual trips are taken into consideration.

Analysis of car motion profiles is an emerging stream of the EV feasibility analysis
and infrastructure planning research. The idea is to use high-resolution data from
gasoline vehicles collected through GPS and derive individuals’ driving patterns.
Recently, [8] analyzed start and end locations from the data including GPS coordinates
and speed profiles of 79 drivers in Michigan over 5 nonconsecutive days to simulate a
plug-in hybrid electric car and provide information on the likely state of charge of the
battery at the time of arrival. [9] statistically investigated daily driving distances of 484
car owners in the United States and concluded that even short-range EVs can be
satisfactory for a significant fraction of the population. In general, these approaches
help to segment vehicle buyers by the range needs. Driving profiles associated with 255
households were analyzed by [10] to address the EV household needs in Seattle for
one- and multiple-vehicle dwellings. [11] recorded usage data of 76 cars in a one–year
period in the city of Winnipeg, Canada, and used this data in a simulation model to
predict EV charging profiles and electrical range reliability. [12] evaluated GPS based
travel surveys and found that 10 % of drivers could reach all destinations electrically
when charging at home. [13, 14] used GPS driving data from the cities of Modena and
Firenze in Italy to estimate the percentage of urban trips that could be covered elec-
trically. We go beyond the state of the art by comparing two realistic charging sce-
narios, using a larger sample over a longer period of time in Europe that may reveal
different driving characteristics and thus produce different results regarding the range
and electricity demand. The experimental part of our research uses the data from 985
cars with internal combustion engine in North Italy collected over two years from 2007
to 2009 at a 2-km granularity. Moreover, in contrast to the datasets used in the reported
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studies, our data cover different kinds of areas (not only urban, but also suburban
and rural).

The results indicate that about 63 % of distances could be driven electrically if
charging was possible at home only, given that each driver has a home-base parking
spot with a socket. With an additional charging facility (e.g., at work), this number rises
only modestly to 69 %. The availability of fast charging facilities (i.e., charging 80 % of
an empty battery within 30 min) increases the electrically driven share to 71 %. Fur-
thermore, the analysis of network load shows that EV charging intensifies electricity
demand peaks in the evening hours (in an unmanaged charging scenario), in particular
during the working days (Monday to Friday), when drivers return home to charge their
vehicle. The introduction of a secondary charging facility can slightly smooth this
demand peak without load shifting strategies. Finally, the comparison of charging
energy demand with sunlight hours shows that a direct use of photovoltaic cells for EV
charging at home may be limited. While cars are parked at home, the sun is shining
44 % of the standing time on average. In contrast, secondary charging facilities are used
during the daytime with the sun shining 68 % of the parking time (which is an
advantage for mostly flat production buildings that inhibit large spaces for PV modules,
but a disadvantage for urban areas with high office buildings that offer less roof area per
employee).

The remainder of the paper is organized as follows. Section 2 provides description
of the data that supports our calculation. The analysis methodology is described in
Sect. 3. Section 4 details the results. Conclusions are summarized in Sect. 5.

2 Data Description

We obtained the experimental data from the major European pay as you drive insurance
provider. To collect it, combustion engine cars were equipped with an on-board GPS
sensor and a GSM module. During vehicle operation, position updates were carried out
every few seconds and then aggregated on the device level to reduce costs of trans-
mission and storage. For aggregation, the system calculated traveled distance from
incremental position updates and generated new data entries every 2 km. The distance
between the points can in some cases exceed 2 km intervals if no position update was
available, for example, due to the signal obstruction. In our study, we focused on the
data from accident-free cars. The same dataset and a similar data cleansing approach
(except elimination of drivers exhibiting many long trips) was used in [15]. As a result,
985 vehicles were considered. For privacy reasons, no driver particulars of any kind
were included in the sample. Table 1 outlines the available variables.

3 Data Analysis Methodology

We present an approach that uses GPS data to simulate driving, energy consumption,
and charging of EVs. The proposed procedure includes three following steps:
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1. GPS data exploration. This step converts raw GPS data into driving trajectories.
The term ‘trajectory’ refers to a connected sequence of GPS measurements. These
sequences allow for identifying complete trips, which may be described by their
length, duration, speed and acceleration. In addition, the parking location and time
between successive trips is determined.

2. Stay region clustering. Based on the trip information, it is possible to identify
potential charging areas, that may include a home base, a workplace, or commercial
sites [16]. We identify the hypothetical home location and a second major parking
place of each vehicle by means of density based clustering algorithm.

3. EV simulation. Finally, we simulate energy consumption of EVs during the trips,
along with their charging at home and at the second major parking location. This is
necessary for determining which destinations are reachable. The energy con-
sumption model reflects one of the most relevant aspects of electric driving: the
state of battery charge, which depends on the battery capacity and on the driving
pattern.

3.1 Derive Trips from GPS Data

Start locations and destinations of trips are derived from the panel session data. We
convert this information into driving trajectories to identify trips, which are described
by their length, duration, and speed. A complete trip is a sequence of connected GPS
measurements between a start location and destination.

3.2 Detection of Charging Locations

EVs can be charged at any conventional power outlet. Therefore, charging facilities
may be installed at many different locations, for example, at home, at commercial sites,
or at work [16]. Based on the trip data, it is possible to identify potential charging areas,

Table 1. Variables available in the GPS dataset [15]

Attribute Description

Car ID Car/device ID
Date and time Date and time on which the dataset was recorded
Latitude, Longitude Vehicle position in decimal notation
Speed Vehicle speed at recording time in km/h
Distance to previous point Distance traveled since last recording point
Time since previous point Time traveled since last recording point
Panel session Provides dataset description/dataset purpose:

0: Dataset recorded on ignition turn-on
1: Dataset recorded during vehicle operation
2: Dataset recorded on ignition turn-off

Road type Road type at recorded location:
0: Urban, 1: Highway, 2: Extra Urban
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such as the home location or a secondary parking location (e.g., workplace of a driver
or a secondary residence).

Numerous studies indicate that charging overnight at home is a typical and con-
venient method [8, 9, 13, 14, 17]. [18, 19] suggest that the first and the last location
during the working day may refer to the driver’s home, and that the most stable
location during the day may be the work site. [20] assumes that the home location is
often the last destination of the day, the location where more time is spent than at any
other place, or that a driver is at home at a certain time.

Inference of the home location from GPS driving data can be made using heuristic
or clustering approaches [18, 20]. The choice of the appropriate method depends on the
nature of the data at hand, as well as on the exact application purpose [21]. For
instance, [20] uses hierarchical location clustering and assumes that the largest cluster
refers to the driver’s home. [22–24] suggest partitioning clustering for finding home
bases. [18, 25] use density based clustering algorithms, that were verified with survey
participants’ home addresses in [26]. The second densest cluster was identified as a
workplace.

Clustering algorithm for the home base search must be able to deal with noise (i.e.,
points reflecting occasional/irregular stops that do not belong to any cluster). In
addition, the algorithm has to be able to deal with arbitrarily shaped clusters, because
the shape of the potential stay regions is not necessarily circular or convex but depends
on available parking sites. We use a popular density based clustering algorithm
DBSCAN [27] to find dense groups of parking locations. DBSCAN uses two input
parameters: First, the parameter Eps defines a neighborhood radius of a parking point,
while iteratively including points into the cluster. Second, the parameter minimum
number of parking events (MinPts) within Eps is used to define the cluster density. As a
result, the method identifies the home base as a cluster with the maximum overall
parking duration. We empirically tested different parameters with the assumption that
cars park at home over night, so that MinPts = 20 was finally chosen, and Eps was
incrementally approximated for each vehicle by setting the home base area (respec-
tively its convex hull) to 100,000 square meters. Similarly, the secondary parking
location (e.g., workplace or another residence) is a cluster with the second longest
overall parking duration.

3.3 Electric Vehicle Simulation

We estimate energy consumption of EVs and derive their charging duration based on
the movement patterns of conventional cars. We are aware that driving patterns might
be different between a conventional car and an EV with range extender, yet we assume
that mobility habits of individuals are rather stable. We assume that real-world data on
EV driving that currently becomes available would probably be even more biased as
early adopters tend to preferably use EVs as second cars and thus that current driving
habits are a sufficient approximation of future electric mobility patterns.

Information on the length and the average speed of trip sections is used to estimate
energy consumption during the trips based on the realistic energy consumption model
for cars [28]. The model reflects one of the most relevant aspects of electric driving: the
state of charge (SOC) of the battery, which depends on the battery capacity and the
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driving pattern from which the energy consumption of the vehicle is derived. Hereby,
rolling resistance [29–31], aerodynamic drag [28, 29, 32], and acceleration [30] are
taken into account. With high granularity of the driving data, acceleration can be
derived from the speed. However, due to the distance of about 2 km between the pairs
of consecutive GPS measurements in our data, such an approach would be rather
inaccurate. A comparison of driving cycles [33] indicates that especially in urban areas
cars accelerate and decelerate more frequently. Therefore, we use driving cycles (i.e.,
series of speed points versus time) for the estimation of acceleration and deceleration
by replicating speed profiles from a database of driving cycles [34] that was built within
the ARTEMIS project [35]. The ECE-15 and EUDC driving cycles refer to the urban
and extra urban driving patterns respectively. The EMPA T130 is used for highway
driving. We assume that with a negative total tractive effort caused by deceleration,
50 % of energy could be recuperated when braking [28].

The amount of charged energy depends on the state of charge, on the available
charging power, and on the time a vehicle parks at the charging location. Only parking
locations with a minimal parking duration of 15 min were considered for charging in
our study. According to [36], 80 % of the of the total required charge will be provided
in a linear way while the remaining 20 % require thrice the charging time.

4 Results

We compare scenarios where EVs are charged (a) only at home, and (b) at home and at
a secondary parking location. We use parameters for our energy consumption model
that roughly resembles a BMW i3. For our GPS driving dataset, we calculate an
average energy consumption of 14.3 kWh per 100 km by applying the model from
[28]. This slightly exceeds the official energy consumption of 12.8 kWh per 100 km
according to the manufacturer, most probably due to the optimistic consumption
statements that are based on the ECE test cycle [30]. For charging the simulated EV
batteries, we assume a charging power of 3.7 kW (16 A) [30].

4.1 Shares of Electrically Drivable Distances and Gasoline Savings

Scenario 1: Charging at home. We found that 77 % of destinations could be reached
electrically if the EVs are only charged at the estimated home charging facilities. This
corresponds to 63 % of mileage that could be driven electrically. In Fig. 1a) we provide
a distribution of electrically driving shares, which indicates how many cars could reach
what portion of mileage electrically. The remainder could be reached by means of a
range extender, e.g., the commercially available one for the BMW i3 [30].

Our calculations indicate that the average driver could save 669 l or 59 % of
required gasoline per year, if an electric engine was used instead of an internal com-
bustion engine. Differences between electrically drivable mileage and gasoline savings
indicate that variations in driving style (in particular long distance trips with higher
speed) have to be taken into account when quantifying electric driving potential.
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Scenario 2: Charging at home and at a secondary charging facility. In this case, the
percentage of reachable destinations rises to 83 % and the share of electrically drivable
mileage rises to 69 %. Figure 1(b) shows the corresponding distribution. The average
driver could now save 741 liters or 64 % of required gasoline per year.

4.2 Grid Impact of Electric Vehicle Charging Demand

Recent studies have shown that future electric mobility can have a significant impact on
the electric grid. With greater EV shares, the electricity demand grows. However, the
main challenge in providing energy for electric mobility lies in increasing peak demand
[37]. In particular, in the home charging scenario, demand for vehicle charging is
typically higher during peak times in the evening [13, 14]. However, additional
charging facilities at work can have a smoothening effect [11]. In this section, we
calculate the grid impact of two considered charging scenarios.

Scenario 1: Charging at home. In our simulation, the average vehicle requires
5.3 kWh of energy per day when charging at home. In Fig. 2(a) we show how much
energy is required at what time of the day. We can see the peaks at noon and in the
evening, when people arrive home. In Fig. 2(b) we compare the weekdays and
weekends and see that in general energy demand is lower during the weekend. In
particular, demand peaks in the evening are considerably reduced.

Our estimates yield an increase of electricity demand by 49 % in the EU domestic
sector. To calculate this, we used the average electricity consumption per household
and year, which was 3’928 kWh in 2013 according to [38]. Divided by 365 (the
number of days in year), it is 10.8 kWh per day. According to the report of the
European Commission [39], the residential sector consumes 29.7 % of final electricity.
Thus, the overall increase of electricity demand would be about 15 %.

Scenario 2: Charging at home and at a secondary charging facility. Average
energy requirements for charging per car and day rise to 5.8 kWh in this case, including
4.6 kWh demand at the household side and 1.2 kWh at the secondary location. The EV
grid impact at home is decreased by 13 % compared to Scenario 1. In Fig. 3(a) we
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Fig. 1. Share of electrically drivable mileage
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compare the daily energy demand at home and at the secondary charging facility.
At the secondary facility, the peak energy demand is between 7 and 8 AM. The
availability of a secondary charging facility also slightly reduces the peak charging
demand in the evening. Figure 3(b) shows that daily energy demand is lower during the
weekends and that the peak demand in the evening is smoother.

4.3 Comparison of Charging Times and Sunlight Hours for Electric
Vehicle Charging with Photovoltaic Panels

The introduction of EVs increases the utilization of local power generation from
photovoltaic panels [40, 41]. Still, the increase is limited because there is a small
correlation between photovoltaic power production patterns and plug-in hybrid electric
vehicle charging patterns [42]. Analysis of GPS driving data enables us to provide an
assessment of the potential of using energy from photovoltaic cells at home for EV
charging without temporarily storing electricity. We use hourly historic irradiance data
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for the considered geographic region and time period, as provided by the MACC-RAD
service [43] to determine average sunlight hours at the home bases.

Scenario 1: Charging at home. Our simulation shows that about 47 % (44 %) of
the time EVs charge (park) at home at sunlight.

Scenario 2: Charging at home and at a secondary charging facility. About 72 %
(68 %) of the time cars charge (park) at the secondary parking location at sunlight,
while 48 % (44 %) of the time they charge (park) at home at sunlight. This leads to the
conclusion that solar panels can be particularly useful at secondary charging locations
where drivers park during the daytime. The use of photovoltaic energy at home is also
promising. However, the use of solar energy increases the importance of EV charging
strategies that control flexible loads and keep the electric grid stable [44].

4.4 Impact of Charging Power on EV Reachability and Daily Energy
Demand

In our assessment, we use the typical charging power values for the European EVs,
which are 3.7 kW (16 A), 7.4 kW (32 A), and 50 kW (125 A) [30, 45]. As can be seen
from Table 2, faster charging increases not only destinations reachability and electri-
cally drivable shares, but also daily energy demand and evening demand peaks.

5 Conclusion

In this paper, we use real-world GPS driving data from conventional vehicles, a density
based clustering algorithm, and an energy consumption model to estimate the potential
of electric driving. Our study shows that drivers who would replace their combustion
engine car by an EV with an optional range extender could reach about 77 % to 85 % of
destinations fully electrically. They could also cover about 63 % to 71 % of their mileage
electrically, depending on the availability of charging facilities at home and at a sec-
ondary charging facility, and depending on the time required to charge the battery. By
comparing parking and charging times with sunlight hours, we observe that there is
sunlight about 44 % of the time when cars are parking at home and about 68 % of the
time when cars are parking at their secondary charging facility. These results have some
direct implications for future assessment of electric mobility, including the assessment

Table 2. Comparison of charging times for the average driver

Charging site Home Home and Secondary

Power 50 kW 7.4 kW 3.7 kW 50 kW 7.4 kW 3.7 kW
Reachability 79 % 77 % 77 % 85 % 83 % 83 %
Driving Share 65 % 64 % 63 % 71 % 69 % 69 %
Daily Energy 5.6 kWh 5.4 kWh 5.3 kWh 6.3 kWh 6.0 kWh 5.8 kWh
Demand Peak 0.58 kWh 0.54 kWh 0.47 kWh 0.53 kWh 0.50 kWh 0.46 kWh
(Time) (5–6 PM) (6–7 PM) (6–7 PM) (5–6 PM) (6–7 PM) (6–7 PM)
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of EV battery pack parameter requirements, charging facility parameter requirements, as
well as the potential of using privately owned photovoltaic systems for EV charging.
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Abstract. Wind energy is one of the main contributors to renewable
generation. In order to embed wind farms in Smart Grid concepts, wind
turbine controllers have the objective to follow an accumulated total
power generation reference while at the same time the controllers aim to
reduce the damage (wear out), which the individual wind turbine has to
sustain. This paper looks at a centralized control architecture for control
of wind turbines, in which sensors at the wind turbine periodically pro-
vide their values via a local sensor network and an IP-based wide area
network, based on which the controller calculates new set-points. Subse-
quently, the set-points are sent back to the wind turbine via the IP-based
network. Testbed measurements of delays and message loss of different
network technologies 2G, 3G, PLC and WLAN are captured while mim-
icking the control scenario of the wind farm. These measurement traces
are fed back into a co-simulation framework to then show the impact on
control performance of the different technologies. The results show that
2G and narrow-band PLC cannot support the presented control scenario,
mainly due to throughput and delay limitations, while 3G and WLAN
technologies are able to provide the necessary communication bandwidth
and low delays. The measured delay distributions of the latter two tech-
nologies can be used to optimize the scheduling of sensor readings and
the benefit from such optimizations is qualitatively discussed.

1 Introduction

Over the last few years we have seen an increase in deployment of renewable
energy generation. Due to increased deployment and the fluctuating nature of
renewable power generation, there is a greater need for controlling the balance
between energy consumption and production, by means of Smart Grid deploy-
ments. One large contributor to renewable generation are wind farms. Control-
ling a wind farm can be done from a central controller which harmonizes the
wind farm’s power generation by sending set-points to each wind turbine, thus a
control is performed via a communication network. This requires a central con-
troller to ensure that each wind turbine produces the required amount of power.
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For this communication network it is possible to use different technologies, how-
ever, each technology will behave differently, and thus it is important to analyse
the impact of these communication technologies on the controller’s performance.

In this paper, we consider a central wind farm controller gathering infor-
mation from wind turbines distributed over an area. We take measurements of
different communication technologies, where we measure packet loss and delays,
and use these measurements when simulating the wind farm controller. The
comparison of the simulation results of control performance metrics provides
a quantitative basis for the suitability of communication technologies for this
distributed control scenario.

The type of problem that is described in this paper is within the field of
control and automation known as a networked control problem. Reference [1]
details the impact of packet loss in a control scenario and attempts to make
adaptations to the specific controller. Reference [2] attempts to find maximum
allowed delays that still ensures stability of the controller.

Attempts have been made to create testbeds that integrate Smart Grid assets
and communication technologies. One such is example is Reference [3] which
demonstrates a testbed that includes wired and wireless technologies. It is based
on Ethernet and ZigBee networks. Reference [4] introduces a cognitive radio net-
work in a Smart Grid testbed (specifically a microgrid), with the main focus on
the security of the Smart Grid. In Reference [5] Zigbee is used as the communi-
cation technology, and is implemented in an office environment with the goal to
optimize the energy costs for the offices connected to the Smart Grid. Reference
[6] details different communication technologies available for wind farm commu-
nication, among these are WLAN and ethernet based solutions. Another technol-
ogy used is fiber optics, as described for a wind farm in Mongolia in Reference
[7]. Unlike previous work our methodology is based on measuring different com-
munication network technologies in a scaled down manner compared to the real
environment. Subsequently, we use the measurement results by plugging the traces
into a co-simulation framework which is detailed in Reference [1].

The rest of the paper is structured as follows: In Sect. 2 we discuss the sce-
nario we are analysing and simulating. Section 3 describes the measurements of
different communication technologies, used for the simulations. The results for
control performance from a co-simulation model using the measured communi-
cation traces are shown in Sect. 4, and we conclude the paper in Sect. 5.

2 Scenario Description

This paper considers a system consisting of a central controller, communicating
with N wind turbines over a communication network, each wind turbine con-
taining K sensors. There is a bi-directional information flow, consisting of sensor
measurements from the sensors to the central controller, and set points from the
controller to the wind turbine. The architecture of the system is shown in Fig. 1
and explained further in Sect. 2.1.

The central controller has the objective to follow a set-point for the wind
farms power generation while reducing the fatigue a wind turbine experiences in
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Fig. 1. Overview of the communication network.

order to prolong the lifetime of the wind turbine. The central controller should
ensure that each wind turbine in the farm produces a certain level of power to
ensure that the entire wind farm reaches the given set-point for the wind farm,
motivating the central control architecture of Fig. 1. The sensors send informa-
tion regarding the state of the wind turbine to the central controller. The central
controller uses the sensor values and its internal state to compute set points for
the wind turbine. These set points are then forwarded to the wind turbine, where
the local controller uses them to adjust the wind turbine. An overview of this sce-
nario can be seen in Fig. 1, where the grayed boxes denote places that introduce
delay in the information flow, see Sect. 4.2 for the assumptions taken relating to
this scenario.

2.1 Communication Network Architecture

The end-to-end communication path between a sensor and the central controller
consists of two communication networks, which can be seen in Fig. 1, with con-
ceptually different properties; a sensor network and an IP network. The sensor
network is a communication network internally on the wind turbine, and can be
implemented by different communication technologies, for example a fieldbus.
It handles the communication between the sensors on the wind turbine, and
contains a gateway that handles communication from the wind turbine to the
central controller. The IP network is the network between a wind turbine and
the central controller. In this paper we will investigate different technologies that
can be used to implement this IP-based communication.

In this paper we investigate the effects on the controller performance using
four different technologies for the communication network. The technologies are
2G, 3G, WLAN and PLC. These technologies do not require additional hard-
wired communication infrastructure to be deployed, which can speed up deploy-
ment and reduce costs of wind farms. Cellular is already deployed in many regions
and hence can be used without further infrastructure. Whether 2G or 3G fulfils
the requirements of this scenario is part of the analysis. WLAN is an off-the-self
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technology readily available and covering a few hundreds of meters which could
support wind farms in a geographically smaller area. PLC in principal could
be interesting, as the central controller and the wind turbine controller may be
connected via power lines, which would mean that except the PLC modems no
additional infrastructure is needed. However, unlike the hard-wired communica-
tion infrastructure, PLC and WiFi technologies can have additional drawbacks
impacting their reliability. For instance, PLC communication is not possible if
the power line is cut, while WiFi technology has a shared spectrum possible
reducing the performance.

2.2 Controller Design

The controller aims to reduce the fatigue load of the shaft in the wind turbine. It
does this while tracking a desired power reference. To achieve this the controller
requires an input from a fatigue estimator. This estimator requires sensor mea-
surements of the wind turbine, which are the physical measurements of torque,
as well as the angle rotation of the wind turbine. These measurements are run
through different hysteresis relays with different weights. For details on estimator
synthesis and the controller see [8].

speed
wind

estimator
fatigue

controller wind turbine

Fig. 2. Centralized Controller scheme without network effects.

The control scheme without network effects is depicted in Fig. 2. This con-
troller describes the procedures for an individual wind turbine, while the same
procedure, with coordination on the generation share of each wind turbine, is
applied for the whole farm, which requires a centralized controller. For control
performance, we later analyse a single wind turbine, while the communication
scenario is shaped by the whole wind farm.

2.3 Scenario Specific Parameters

Figure 3 depicts a message sequence diagram of a control period with message
delays. The figure shows that during a given control period the controller will
calculate a set point for the wind turbine. The set point will be sent to the wind
turbine, which will then act upon it. At some point during the control period,
defined by the value To, denoting the offset time prior to control executions Ci,
the sensor will take a reading, sending it to the controller.
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Fig. 3. Message sequence diagram between the sensor and controller for a single wind
turbine

The controller cycle, Ts, is determined by the design of the controller, and
is in this scenario set to 150 ms with 50 ms controller computation delay, and
cannot easily be changed. We consider a total of 30 wind turbines, each with 3
sensors, in the wind farm, which constitutes a small to medium sized wind farm.

As previously mentioned the communication technologies used are 2G, 3G,
WLAN and PLC. While these technologies allow communication they do have
some limitations. For 2G and 3G there are requirements for each wind turbine
to have a sim card. Furthermore, unless a dedicated cell is setup for the wind
farm, the wind turbines will have to share the communication medium, and the
base station may be placed far from the wind farm thus reducing the quality of
service. For WLAN there may be problems with establishing a connection over an
entire wind farm, due to the size of the area. This may be alleviated by multi-
hop communication with wind turbines relaying end-2-end messages from/to
the central controller, however, this will increase the load on each WLAN access
point which can potentially lead to additional queueing delays. Furthermore
both WLAN and 2G/3G are wireless technologies, thus each wind turbine would
share the communication medium with each other, and potentially other users
in the area. While PLC does not have the problem of sharing the communication
medium with other users in the area, it does have it own problems.

3 Measurements of Communication Technologies

The aim of the measurement setup was to mimic the communication pattern
generated between the central controller and 30 gateways on the wind farm com-
munication network in order to characterize the network properties in terms of
delays and packet losses. For each of the technologies ICMP ping measurements
are performed with 64 bytes of application layer payload in the uplink (i.e. for
the sensor measurements) and downlink (i.e. for the control commands) roughly
corresponding to an actual size of the messages [9]. In further subsections, details
of measurement setups for each of the technologies are given.
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3.1 2G/3G Measurement Setup

The test-bed setup for conducting cellular 2G/3G measurements is comprised of
three Huawei E392 USB modems [10] equipped with SIM cards from Austrian
telecom provider YESSS. Three SIM cards connected to the modems are pro-
visioned to allow both GPRS and UMTS transmission access. Furthermore, the
equipment is placed indoors, in the same room on the second floor of an eight
floor office building. First, the modems are configured to have access only to a
GPRS network. Through each modem ten ICMP ping connections were executed
in parallel with a time interval of 150 ms between the probes, thus 30 connec-
tions in total were running in order to mimic communication pattern between the
gateway and the central controller. Subsequently, the same procedure is repeated
for the 3G network by configuring the modems for UMTS transmissions. In both
cases, around 4000 measurements are collected from each ICMP ping connection,
during a week day between 11 am and 12 am. The resulting distribution of the
measurements for 2G and 3G respectively can be seen in Figs. 7 and 4. The dis-
tance between the modems and GPRS/UMTS base transceiver stations (BTS) is
around 30 m, since the stations are located on top of the same building.

3.2 PLC Measurement Setup

Powerline communication technology is evaluated with narrow-band Devolo G3-
PLC 500 k PLC modems [11], having a total throughput capacity of 240 kbps.
Five such PLC modems are connected via power-lines of approximately 1 m length
in total, which is much shorter than an actual implementation where they would
potentially be hundreds of meters long, making this a best case scenario. In an ini-
tial test, three parallel ICMP ping connections are ran from three different PLC
modems (9 connection on the PLC network), with 150 ms time interval. It is shown
later that for nine connections running over a PLC network, the network perfor-
mance is impractical for the wind farm controller due to high delays and packet
losses even in this best case setup with short distances.

3.3 WiFi Measurement Setup

WiFi technologies are tested using two commercially available embedded boards
“ALIX 3D2” [12], which allow different IEEE 802.11 hardware modules to be
added onto the system. For this study, we connected the 802.11 g (2.4 GHz band)
modules of type CM9-GP Wistron [13] onto the boards. The WiFi points are
placed indoors within the same room, on the distance of approximately 3 m, line-
of-sight, which again is shorter than an actual implementation, making this a best
case setup. In the vicinity of the WiFi points 23 other networks were scanned,
16 of them were running on 2.4 GHz band, thus adding some interference to
the signal; the transmission power of is set to 15 dBm. Over such WiFi link,
30 parallel ICMP ping connections were executed during a work day between
3 pm and 5 pm, with the same interval as before. The resulting delay distribution
observed on the link is shown in Fig. 5.
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3.4 Measurements Results

The results of the measurements are used in Sect. 4 as a time series in the co-
simulation framework in order to determine the delays of individual messages.
The measurements we have access to are, as explained above, RTT ping mes-
sages. The delays we are interested in are, however, one-way delays. Therefore
we assume that the uplink and downlink channel properties are identical and
we can thus divide the RTTs by 2 to get one-way delays. This represents an
approximation as many technologies differentiate in their handling of uplink and
downlink data streams. All delays shown in this section will be the one-way
delays unless otherwise specified.

As can be seen in Fig. 4 there are two peaks to the 3G measurements. The
first peak is at roughly 15 ms, and the other, smaller, peak is at 20–22 ms. We
have outliers of the data as high as 98.5 ms, which can be caused by spikes in
traffic on the base station. In contrast to the measured delay distribution for 3G,
the delays of WLAN in Fig. 5 by shape appear like an exponential distribution.
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Fig. 5. PDF of the WLAN measure-
ment results

From the 30 2G connections we take the data from a single connection on
sim-card 2 and plot it as a time series in Fig. 6. The measurements of the other
connections show the same trend as we see in Fig. 6. We see low delays at start of
the measurements, which may be caused by not all sim cards and/or connections
being setup right away. We see a few spikes in the delays between 0 and up until
sample number 4000, which can be caused by spikes in traffic on the base station.
After measurement 4000 we start to see a steady increase in delays, most likely
caused by increased traffic leading to longer queues on the base station and in
the sim-cards. For the evaluation later, we only use the samples from 250 to 4250,
in order to avoid the large instability period that occurs after. The subsequent
table and Fig. 7 show the distribution of these 4000 samples.

Results from the PLC measurements show that the average delay is several
control cycles long, and the packet loss is 78 %, even for only 9 parallel connec-
tions. This is rather problematic for the controller, as it will lead to instability
and the controller being unable to generate set-points. For this reason these
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Fig. 6. Time series of the 2G measure-
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results are not simulated together with the other performance measurements, as
it is clear from the statistics that the solution is not feasible. The statistics for
all the measurements results can be seen in the table below.

Technology Minimum delay Average delay Maximum delay Packet loss

3G 10.5 ms 16.7 ms 98.5 ms 0 %

WLAN 0.5 ms 5.4 ms 83.2 ms 0 %

2G 84.5 ms 385.2 ms 2131 ms 0 %

PLC 50.4 ms 1504ms 3400.8 ms 78 %

4 Controller Performance Results

In this section we show the results from simulation runs to determine the impact
the different communication technologies have on the performance of the con-
troller.

4.1 Co-simulation Framework

A co-simulation framework has been developed, in which MATLAB is used to
simulate the wind turbine controller, and OMNeT++ is used as a discrete-
event simulator of network delays. The OMNeT++ simulation is using the
traces from the performance measurements to impose delays on the messages
exchanged between MATLAB sensor and controller scripts, as well as for time-
synchronization of the simulation. An interface has been developed for the scripts
to be able to interact with the OMNeT++ simulation. The OMNeT++ part of
the simulation is in charge of timing requirements, i.e. when to simulate the con-
troller, wind turbine or fatigue estimator, and is thus in charge of handling the
information access strategies. The wind turbine is modelled by the differential
equation linearised around a chosen operating point:
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X(t + 1) = Ad ·X(t) + Bd · U(t) + Ed · V (t) (1)

where X is a three dimensional vector containing the state of the wind turbine,
U is a two dimensional vector containing the control setpoint and V is a scalar
of the wind, which is real wind data. How these interact is determined by the
matrices Ad and Bd and the vector Ed, and we refer to Reference [8] for details
on determining these matrices and vector. We let t be the discretized time.

4.2 Scenario Parameters

Some assumptions regarding the controller and its physical representation are
taken in order to simplify the simulations. The controller is assumed to have a
constant internal computation delay for calculating the set-points. At any given
time there is a change in the wind turbine state it is assumed that the sensors
are able to get a reading instantly. An example of this could be a new control set
point or a change in wind speed. The wind turbine itself is assumed to act on a
set point as soon as it is received, and we assume that this is done instantly, and
that the change has an impact on the state of the wind turbine instantly. We also
assume that the controller and the sensors have perfect clock synchronization.
The wind data which have been used in the simulations have been downloaded
from Reference [14]. The wind data used have a measurement every 12.5 ms,
leading to 12 samples per control period.

The wind data set contains data covering 4000 control cycles. In order to
provide confidence intervals for the results, we have split the wind data up into
10 equal intervals, each having enough wind data for 400 control cycles. It is
possible to increase the number of repetitions in order to reduce the size of the
confidence interval, however, this would reduce the length of the individuals runs
and hence would more strongly pronounce the transient behavior caused by the
simulation start.

The performance of the controller is described by two metrics: reference track-
ing and accumulated damage of the wind turbine. We focus on the second metric,
the accumulated damage. The controller attempts to minimize this, however, a
running wind turbine will always accumulate some damage. It would be expected
that a delay in sensor information would lead to the controller making decisions
regarding the minimization of the damage that are not optimal, which would
lead to increased damage of the wind turbine.

While we cannot say there is a statistical difference between the accumulated
damage of the 3G results, Fig. 8, and the WLAN results, Fig. 9, we do see a trend.
It appears that the 3G results have a slight increase in accumulated damage for
offsets smaller than 25 ms as we go towards 0 ms offset, while the WLAN results
appear more flat. This is caused by the higher delays experienced using 3G
compared to WLAN. The WLAN measurements have a mean delay (5.4 ms) that
is lower than the starting offset (12.5 ms), whereas the 3G measurements have a
mean delay (16.7 ms) that is higher. We also see, statistically, that the offset may
not have a large impact, as long as it is chosen below a certain threshold, which
in Figs. 8 and 9 is around 90 ms. The sharp increase in accumulated damage we
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Fig. 8. Accumulated damage of wind
turbine based on 3G measurements
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Fig. 9. Accumulated damage of wind
turbine based on WLAN measurements
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Fig. 10. Accumulated damage of wind
turbine based on ideal network
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Fig. 11. Accumulated damage of wind
turbine based on 2G measurements

see at this point is because this is when the wind turbine receives the control
set-point. At this point the sensor information changes drastically, thus any
information sent before this time will be less accurate in terms of accuracy. This
offset threshold is influenced by the controller computation delay (50 ms), and
the downstream delay.

For a comparison case we have also simulated a scenario where we have an
ideal network. This means 0 % packet loss and 0 ms upstream and downstream
delays. These results can be seen in Fig. 10, and shows that there is less variation
in the accumulated damage. We further see that the offset at which the accu-
mulated damage increases significantly has been increased to 100 ms, instead of
the 87.5 for 3G and WLAN. This is because the downstream delay is 0 ms for
the ideal network, thus it is only the computation delay of the controller that
has an impact on this offset (Fig. 11).

The simulation results using measurements from 2G show that there is no
choice in offset which is statistically better than another. We believe this to be
caused by the large delays we experience on the 2G network, as the average delay
is still higher than a single control period.
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5 Summary

In this paper we investigated performance of a wind turbine controller when
operating under different communication network technologies. The performance
behavior of the different technologies was obtained from laboratory measure-
ments of 2G, 3G, WLAN and PLC communication. We found that the 3G and
WLAN communication networks provided adequate support for the controller,
with WLAN showing a trend of having less fluctuations in performance. How-
ever, 2G and narrow-band PLC measurements both had one-way delays which
exceeded what the controller could compensate for. This lead to the performance
of the controller drastically decreasing for the simulation using 2G measure-
ments, and it was found that using the PLC technology measurements was not
possible as they lead to instability of the controller.

The analysis of wind turbine control over WLAN and 3G in Figs. 8 and 9
shows that the optimal choice of the offset parameter, i.e. the optimal scheduling
of update messages by sensors, is in the interval [12.5 ms, 87.5 ms]. However, for
3G in Fig. 8, the lower bound of this interval may move up to around 20–50 ms,
but the statistical fluctuations do not allow to say that with certainty. The results
in this paper used extensive co-simulations to show this. An alternative way for
optimized scheduling of the sensor update messages was introduced in Reference
[15]. That approach uses a data quality metric, called mismatch probability,
that is the probability that the controller’s view on the sensor data deviates
more than a certain threshold from the true sensor value at the time instant of
computation. Reference [15] thereby assumed a communication network charac-
terized by exponential delays. The investigation on how the delay traces from the
actual communication technologies influence the mismatch probability models
and analysis is a logical next step.
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Abstract. Networking of distributed energy resources for ancillary
services like control pooling introduces new security challenges. For eco-
nomic reasons public IP networks are often used for the transport, result-
ing in sophisticated security requirements. Legacy devices as well as
compliance with corporate network security policies must be taken into
account. In this paper, we compare different communication technologies
and discuss the problems of integrating legacy devices. We describe an
approach that uses standardized technologies to provide secure commu-
nications for ancillary services, while at the same time requiring minimal
configuration by administrators of corporate networks.
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1 Introduction

As far as communication in ancillary services is concerned, we consider a scenario
as depicted in Fig. 1. Networked control devices, which can be controllers for dif-
ferent kinds of power-consuming or power-generating equipment such as heat
pumps, furnaces or hydropower stations, are distributed in homes and indus-
trial facilities. They are owned by private individuals or businesses, not grid
operators. In order to participate in ancillary services, they communicate with
service providers who offer services like optimization of energy consumption or
control pooling. Communication takes place over corporate IP networks or even
Internet, because participants can be distributed over a large area, and since
the service providers are not grid operators, they have no access to communica-
tion over power lines. An other reason is that using IP is relatively inexpensive,
considering most homes and businesses already have internet access.

With devices distributed across large areas and communicating over a net-
work security becomes relevant. In order to ensure correct operation and billing,
especially when participating devices are remotely controlled, they must be
authenticated and data sent over the network must be protected against manipu-
lation. Furthermore, critical systems like the provision of electrical power should
not be left vulnerable to cyber attacks.

While new equipment designed for networking, such as energy management
devices and load controllers, is generally being installed in new buildings or after
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fundamental renovation, many companies and homes already possess existing
control devices. In some cases these devices can already be considered networked
in some way, because they feature interfaces accessible via IP like Modbus [20],
thus providing some level access to other systems. It is not to be expected that
functional equipment is thrown away and replaced without necessity, after all
considerable investments may have been made and should be amortized before
new equipment is purchased.

Therefore, the integration of existing devices has to be taken into account,
despite the fact that these devices might not fulfill the security standards nec-
essary for communication over Internet. In that case, the devices are considered
legacy. Integrating these legacy devices introduces additional challenges, because
not only does it require secure communication with the outside world, but also
protection of the local network.

Energy Storage

Heat Pump Control

Load Management
with Legacy Device

Legacy
Controller

Security
Gateway

Grid
Operator

Ancillary Service
Provider

e.g. Control Pool

Secure Communication
over IP (e.g. Internet)

Load Management

Load
Controller

Fig. 1. Ancillary Services in a wide-area scenario

This paper focuses on the challenges of finding a secure IP communication
approach that is suitable for ancillary services and complies with security require-
ments of corporate networks. In Sect. 2, we discuss related work. The challenges
which arise when deploying a device in a corporate network are discussed in
Sect. 3. We then compare potential protocols in Sect. 4. A use case of a distrib-
uted load management system is presented in Sect. 5. We conclude our paper
with a reflection about the feasibility of the chosen approach and future devel-
opments.

2 Related Work

The German Federal Office of Information Security has worked out a protection
profile for smart meter gateways [1]. The document describes security objectives
and their requirements. Such a gateway has a connection to the Internet and
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accesses smart metering devices locally. The gateway’s job is to collect, process
and transfer data from the attached meters. In terms of security, the goals are
protecting the privacy of the consumers, ensuring a reliable billing process and
protecting the power grid as a whole. An important requirement is the usage of
a security module (e.g. a smart card) [2] providing various functions related to
encryption and authentication. A second premise is that all devices communi-
cating with the gateway have to use encryption and mutual authentication, thus
making the integration of legacy devices impossible.

The Internet Engineering Task Force (IETF) has published a document on
how Internet communication protocols could be used with networked energy
resources. It has been released as RFC 6272 [13]. The document covers virtually
all aspects of networking, including network topology, secure communication and
different application protocols. Since it can be thought merely of a reference,
not an actual communication standard, the document does not provide concrete
recommendations on which communication approaches should be chosen.

The design of a secure access gateway for home area networks is considered
in [3]. Their article focuses on secure, real-time remote monitoring and control
of managed devices using a smart phone. The proposed system architecture
enables the managed devices to send alerts to the smart phone. The emphasis
is on physical layer security of wireless networks (e.g. OFDM and GSM) and
capacity challenges therein.

The European Telecommunications Standard Institute (ETSI) has approved
a communication standard [8] for networked energy resources, the Open Smart
Grid Protocol (OSGP) [7]. The standard specifies networking protocols and data
models for the data transfer of smart meters. The default approach is commu-
nication over a power line channel (PLC), although it does not depend on a
specific physical layer. Custom cryptography methods are used for security.

The authors of [4,5] consider using the WebSocket protocol [14] in machine-
to-machine communications. The former focuses on electric vehicles communicat-
ing over cellular networks, whereas the latter describes a gateway that accesses
a wireless sensor network and forwards the collected data through WebSocket.

3 Challenges

Searching for an approach to secure communication for ancillary services, we
have identified a number of challenges. We explain these challenges in the fol-
lowing paragraphs.

Secure Communication becomes important whenever it takes place over an
insecure channel. Current smart meters, as an example, often communicate
through the power line (PLC) and not IP because the electricity provider can
access it. Since everyone could tap into a power line PLC can be considered inse-
cure. The same applies to devices that communicate over an IP network, because
the data packets are routed across a geographically distributed infrastructure
and could be tampered with anywhere along their way. It is therefore essential
that all the data exchanged between a networked device and a service provider
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is encrypted end-to-end, so that no manipulation can occur. It is also important
that the service provider can be certain it is talking to the proper device, thus
an authentication and identity assertion method is necessary. There must be
no direct remote access to the participating devices, and the service provider’s
infrastructure must be secured in particular, because a potential attacker could
gain access to all connected devices. We do not tackle denial-of-service attacks
as they can never be fully prevented.

Compliance with corporate network security policies is important when a
device is to be integrated into a corporate network. Many companies employ
restrictive policies regarding network security. This means that they are not
willing to lessen their security policy just for one device. Such companies gener-
ally use at least a firewall which blocks all inbound traffic from the Internet by
default. Even more restrictive configurations include blocking most TCP/UDP
ports from the corporate network to the Internet, except for very common ports
(HTTP, HTTPS). A networked device has to respect that and provide means to
operate under these circumstances. Inbound connections should thus be avoided
whenever possible. Additional obstacles are introduced by the utilization of proxy
servers that cache data, restrict and filter access to the Internet. These often limit
access to web protocols like HTTP and HTTPS and do not allow other proto-
cols to pass. A threat to secure communication is deep packet inspection (DPI),
which some firewalls or proxy servers perform. It inspects even encrypted traf-
fic by decrypting, analyzing and re-encrypting the packets prior to forwarding.
A custom certification authority (CA) is declared trusted on the clients inside
the corporate network, and instead of presenting the real server certificate to
clients when they open an HTTPS web site, a certificate signed by the custom
CA with the same server name is given. Because the clients trust the custom
CA, they accept the forged certificate. The result is encrypted communication
between the client and the proxy server, but the latter is able decrypt the data.
After analysis and approval of the client’s messages, the proxy then forwards
them to the actual server, now using the real server certificate for encryption.
The actual problem is that this qualifies as a man-in-the-middle attack, as the
proxy could manipulate the data. End-to-end encryption would be impossible in
such a situation.

Uncomplicated configuration is desirable, because the installation of a new
device should not force the administrator to configure complex firewall rules or
even open inbound ports. Using standardized Internet protocols on standard
ports can circumvent this problem.

The integration of legacy devices adds an extra layer of complexity, because
by our definition a legacy device itself cannot communicate in a secure fashion.
Therefore, the insecure communication must be encapsulated by a secure com-
munication protocol, which is then used for data exchange over the Internet. This
problem can be addressed through the introduction of additional infrastructure,
such as a virtual private network (VPN) gateway that routes any network traffic
over an encrypted tunnel [6], or a security gateway (SGW) as depicted in Fig. 2,
which exclusively has access to the Internet and acts as a protocol converter
encapsulating the legacy device’s messages.
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:Legacy Device :Provider:SGW

[secure]
Connect

Command

Reply
[secure]
Reply

[secure]
Command

Fig. 2. Communication between a service provider and a legacy device, using a security
gateway as intermediary

4 Evaluation of Communication Protocols

To find a suitable approach, we have based our evaluation on the following five
requirements for communication between a device and the service provider. They
have been chosen to allow for seamless adoption into a corporate environment.

1. Efficiency, because bandwidth may be limited (e.g. GSM/GPRS)
2. End-to-end encryption and integrity protection with mutual authentication
3. No obligation for firewall modifications, especially not opening a port to allow

Internet traffic into the company’s network
4. Ability to pass through intermediary proxy servers
5. Bi-directional communication ability.

4.1 Security

We have considered two approaches to secure the communication channel, inde-
pendent of the transport protocol to be used.

Transport Layer Security. The Transport Layer Security (TLS) protocol [11]
provides privacy, data integrity and authentication using a combination of asym-
metric and symmetric cryptography. When a connection is established, a hand-
shake is performed first, using certificates containing a public and private key
to exchange a symmetric key that will be used to encrypt the data packets (e.g.
AES-256). By obfuscation of the transmitted data through encryption, privacy
is guaranteed. Message authentication codes (MAC) prevent message tampering
and forgery. At least a server certificate is mandatory for an encrypted con-
nection, and an optional client certificate can be given to act as authentication
credentials. TLS adds a transparent security layer to any TCP connection, thus
being compatible with any transport protocol built upon TCP.

Virtual Private Network. A VPN offers a solution to interconnect two remote
networks through a bi-directional encrypted tunnel. A client connected to a
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VPN is logically in the same LAN as the VPN server is attached to. A VPN
tunnel encapsulates the whole network stack, so it can transport any kind of net-
work traffic transparently. Depending on the implementation, different encryp-
tion methods are used.

An advantage is that any application protocol, e.g. one of a legacy device, can
be accessed over a secure connection from a remote location. As an example, a
solution that uses VPN gateways and a cloud-based VPN concentrator is offered
by ADSTec [6]. It uses TLS for encapsulation and allows remote access to devices
in a local network.

There are some disadvantages, too. The encapsulation of the whole network
stack results in considerable overhead, which adds to the overhead introduced
by TLS. Without careful configuration, new security holes may be introduced as
well, because unlike a TCP connection using TLS, whose encapsulated channel
remains a single point-to-point connection, a VPN can link entire network seg-
ments and thus has the potential to expose services that should not be exposed.

4.2 Communication Protocols

Our goal is to find an efficient approach which can be used without compromising
the security of a corporate network. We have analyzed several communication
protocols. In the following sections, we compare them in terms of efficiency and
how well they meet the previously mentioned challenges. An overview of the
discussed protocols and their fulfillment of the requirements can be found in
Table 1.

HTTP Polling and Long Polling. The Hypertext Transfer Protocol (HTTP)
is a widely used request-response-based protocol used to communicate with
web servers. We have looked at two variants. Polling (Fig. 3a) repeatedly sends
requests to the server. The server immediately responds either with new infor-
mation or an empty response. The second variant is Long Polling (Fig. 3b). The
main difference is that Long Polling does not send empty responses back to the
client, instead the connection is kept open until a request can be answered with
new information.

Server-Sent Events. Server-Sent Events are currently being standardized as
part of HTML5 by the W3C [12]. It offers a light-weight approach to push messages
from the server to the client. The client initiates the connection which is basically
an HTTP GET request with the Content-Type header set to text/event-stream.
The server keeps the connection open and sends (pushes) multiple messages to the
client until the connection is explicitly closed by the server or the client.

WebSocket. WebSocket (see Fig. 3c) is a bi-directional protocol using a single
socket for communication. It is specified in RFC6455 [14] and is a W3C working
draft [15]. A WebSocket client establishes a connection using the HTTP upgrade
header during the initial handshake. The HTTP connection is then upgraded to a
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WebSocket connection. After that, it is no longer considered an HTTP connection.
After being established, the connection persists until a participant closes it explic-
itly. WebSocket provides message-based communication with minimal overhead.

Raw TCP Sockets. An established TCP connection (see Fig. 3c) provides a
bi-directional communication channel that transports a stream of binary data.
Tasks like distinguishing individual messages have to be adopted by a higher-level
application protocol, as a raw TCP connection provides no such means itself.
Examples of protocols built upon TCP sockets are XMPP or SIP, as specified
in RFC6272 [13].
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GET cmd

POST reply

GET cmd

 cmd

cmd

 cmdGET cmd

(a) HTTP Polling

:Server:Client

cmd

POST reply

POST reply

GET cmd

 cmd
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 cmdGET cmd

(b) HTTP Long Polling

:Server:Client

cmd

reply

reply

 cmd

cmd
 cmd

connect

(c) WebSocket or Raw TCP

Fig. 3. Communication between client and server

4.3 Firewall Friendliness

Assuming that a firewall allows outgoing TCP connections on all ports from
the company’s network to the Internet, all of the described protocols will work
without a hassle. In contrast, if the firewall is restricted to only allow Internet
access over standard HTTP ports (80 for plain HTTP, 443 for HTTPS), which
is likely in many corporate networks, an application protocol based on a raw
TCP socket cannot be used if it is configured to use a different port.

Transport protocols based on HTTP are usually configured to use a standard
port by default, so no modifications have to be made to the firewall. If a protocol
uses these ports but is in fact not based on HTTP, it might be blocked by a
packet-inspecting firewall. Protocols like WebSocket circumvent this problem by
using an actual HTTP request to initiate the connection and then perform an
HTTP Upgrade to switch to the actual protocol, so the firewall treats it as
HTTP-based.

VPN implementations using TLS, like OpenVPN, can operate on a single
socket on port 443. Other technologies, like IPsec, may require a dedicated port
to be opened on a firewall and sometimes enabling specific configuration options
such as VPN pass-through, or even inbound ports. This would contradict require-
ment 3.
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4.4 Proxy Server Traversal

Compatibility with proxy servers depends on the kind of proxy being used.
A transparent proxy is integrated into the network so that traffic is automati-
cally routed through the proxy, with a client being unaware of its existence. The
proxy usually just forwards traffic and might provide caching or filtering in the
case of plain HTTP.

An explicit proxy is a different story. A client must be configured to use the
proxy, or it does not get any Internet access. The proxy is limited to HTTP
connections, so in theory all HTTP-based protocols should work and raw TCP
connections should fail. TLS should fail, too, because to the proxy it looks like a
raw TCP connection. However, HTTP-based protocols, which includes Server-
sent Events and WebSocket, first issue a plain HTTP CONNECT request when
TLS is used in combination with an explicit proxy [18]. In that case, the proxy
just forwards all subsequent encrypted traffic unmodified. Other TCP clients
and VPN clients that do not support the HTTP CONNECT method cannot be
used in combination with an explicit proxy.

Proxy servers performing deep packet inspection on TLS connections pre-
vent end-to-end encryption (requirement 2). The only solution is to configure an
exception rule for those clients requiring end-to-end encryption.

4.5 Performance

Performance is influenced by several factors. One is protocol overhead. Regarding
HTTP, request and response headers are a common cause of overhead. The
amount of header information heavily depends on the application, it can take
from 100 bytes to more than 1 KB for each request or response. We assume a
scenario where commands may be issued from the server to the device, so when
using HTTP Polling, the device has to poll the server with HTTP GET requests
to check for new messages. If there is a message it is included in the HTTP
response body. Otherwise, the response contains just overhead. Messages from
the device are sent to the server as HTTP POST requests.

HTTP Long Polling is similar, but the device polls and then waits for a
response, so there is less overhead generated than through continuous polling.

When using Server-Sent Events, the server can push messages to the device,
because a persistent uni-directional connection from the server to the device is
established. Nevertheless, the device has to use additional HTTP POST mes-
sages to send data back to the server, since Server-Sent Events do not offer a
bi-directional channel.

WebSocket requires just one HTTP request to initiate the connection, after
that it is a bi-directional and persistent communication channel, similar to a
raw TCP socket. Each WebSocket message has an overhead of 2 to 12 bytes,
depending on the payload size.

In [19] the authors compare HTTP Polling with WebSocket in terms of pro-
tocol overhead. The HTTP header they use is 871 bytes long, and a WebSocket
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Table 1. Comparison of protocol capabilities

Efficient TLS No firewall
setup needed

Proxy server
pass-through

Bi-directional

HTTP Polling X � � � X

HTTP Long Polling X � � � X

Server-sent Events X � � (�) X

WebSocket � � � (�) �
Raw TCP socket � � (�) X �

message has an overhead of 2 bytes. They test 1’000, 10’000 and 100’000 simul-
taneous requests per second to illustrate the difference. At 10’000 requests per
second HTTP Polling uses 66 Mbps, compared to 0.153 Mbps using WebSocket.
In a comparison between HTTP Long Polling, WebSockets and raw TCP sock-
ets, the TCP socket was always faster and had more throughput than the others
[17]. The larger the payload was, the larger the difference became. Similar results
are shown in [4], where the bitrate of WebSocket is measured 60–70% lower than
HTTP Polling, and TCP being the most efficient.

Besides protocol overhead, the use of TLS encryption introduces additional
overhead. Establishing the connection can require 6 to 10 KB, because certificates
have to be exchanged during the hand-shake. The exact size depends on the
cipher suites being used and the certificate’s key length. In an open connection,
overhead of an encrypted data packet would not exceed 60 bytes (including a
maximum of 31 bytes for AES-256 padding). Thus TLS shows best efficiency in
persistent connections.

In cases where a VPN connection is chosen to secure communication, further
overhead is generated. A TLS-based VPN like OpenVPN has to encapsulate the
full network stack, including IP and TCP or UDP headers of each packet to be
encapsulated. These packets are then broken down into TLS records and again
into TCP packets.

An other performance indicator of a communication channel is latency. In
[16] the authors compare the latency of HTTP Polling, HTTP Long Polling
and WebSocket. With polling it is measured 2.3 to 4.5 times higher than with
WebSocket. HTTP Long Polling has achieved both lower and higher latency in
comparison to WebSocket, depending on the situation. Over the longest distance
(Canada to Japan), the average latency of WebSocket is 3.8 to 4.0 times lower
compared to HTTP Long Polling.

4.6 Decision

After comparing the capabilities of the protocols we analyzed, we have decided to
go with WebSocket, as it fulfills our requirements in Table 1 best. It offers efficient
bi-directional communication and plays well even in corporate environments.
Its high level API provides connection control and message handling, thus an
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application protocol does not need to implement these functions. Security can
be implemented using standardized TLS encryption and authentication without
much additional overhead, because WebSocket is already designed for persistent
connections, which is also the most efficient scenario for TLS.

We have decided against VPN for multiple reasons. Since VPN is designed to
interconnect whole networks, malicious traffic could be injected. This happened
in 2003 [10], where the SQL slammer worm propagated through VPNs. A sim-
ilar situation could happen if the service provider’s endpoint is compromised,
whereby an attacker would potentially gain access to all client networks con-
nected to the endpoint. Complex configuration is necessary, for example with
IPsec, which requires specific firewall settings and inbound connections, Also,
a VPN approach adds more complexity in case of a single device, which most
likely just uses a single application protocol. When legacy devices are to be inte-
grated, we opt for a security gateway (SGW) that provides a secure connection
and converts the legacy device protocol.

We have also looked at existing standards such as OSGP. One problem is that
it is designed for PLC, while we need an approach that works over IP networks.
The major problem, however, is security. A cryptographic analysis [9] has found
several weaknesses, such as non-standard digest functions and the use of RC4.
Due to the security issues we would not use OSGP in its current form.

5 Use Case of a Distributed Load Management System
with Legacy Devices

In a project funded by the Swiss Federal Commission for Technology and Inno-
vation (CTI) we have developed a prototype of a distributed load management
system for control pooling. The load controllers are of legacy kind. They are
already widely deployed and still perfectly capable of performing their duty, but
due to technical limitations they cannot be upgraded with a secure communica-
tion method. Hence they are not suitable for Internet communication.

To address this problem, we have developed a security gateway (SGW), which
is an embedded device that is installed in the customer’s corporate network
together with the load management device. The SGW subsequently provides
a secure communication channel to a centralized control service acting as the
service provider. The actual data exchange with the load controllers remains
in the customer’s network. Based on our evaluation we have chosen WebSocket
for communication between the SGW and the control service. The SGW device
features an ARMv7 processor and is based on an embedded Linux platform.
The gateway software is implemented in Java running on Java SE Embedded.
The control service is also implemented in Java and thus shares part of its code
base with the SGW. Messages exchanged between the SGW and the control
service are encapsulated using a custom data model based on compact XML.
We have chosen this approach for reasons of flexibility.
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The secure connection employs TLS v1.2 with AES-256 [11]. We use the
mutual authentication feature of TLS, giving each SGW its own certificate. The
certificates are signed by a custom certificate authority (CA) created solely for
use in our system. Since our CA is the only one trusted by the SGW and control
service, we can ensure that man-in-the-middle attacks are not possible. Certifi-
cates signed by a different CA would automatically be rejected. All certificates
can be revoked through a certificate revocation list (CRL), which is queried by
the SGW and the control service upon establishing a connection. This allows us
to deny access in case a device or its certificate is stolen.

We have conducted feasibility tests in a real-world environment, where com-
munication effectively takes places over a public Internet connection. The load
controllers were accessed through the SGW five times a second, with an XML
message of 480 bytes. Results have shown that the SGW’s processor can eas-
ily handle the TLS-encrypted WebSocket protocol. Round-trip time is mostly
affected by the number of hops and the connection with the lowest bandwidth.
Sending 480 bytes over a 20 kbps GPRS connection would take 192 ms and 9.6 ms
over 400 kbps DSL. We achieved a total round-trip time of 50 ms between the
control service and controller using cable or fiber connections. We have success-
fully tested the system with an UMTS connection as well. Even with a GPRS
connection, those five message could still be sent in less than a second. The con-
trol service performance was tested with software clients and was able to handle
at least 1000 concurrent connections.

6 Conclusions and Future Work

During the development of our prototype, we have decided to go with the app-
roach of using the WebSocket protocol in combination with TLS encryption and
mutual authentication. We have considered it a feasible approach, because it
is based on already standardized technologies and can be easily implemented,
works with all kinds of IP connections and performs well in terms of band-
width and latency. Network configuration is simple, as it does not have higher
requirements than Internet access for web browsers. This, and the guaranteed
end-to-end encryption will help gain the acceptance of potential customers. To
integrate legacy devices, we have found that an SGW is a good solution. It is
inexpensive, easy to install and requires little configuration.

Currently, we use our prototype system in a flagship project, where we use
an SGW to remotely access the process control system of some water suppliers
in Switzerland. Their pump strategy is optimized on a regular basis to reduce
energy costs and provide tertiary control energy, while still maintaining a reliable
water supply.

Development of our solution is still in progress. Future research includes
further improvement of security and reliability, secure management of certificates
and secure remote administration and maintenance of devices.
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Abstract. This paper proposes a methodology for analyzing commu-
nication security in smart grid domains. As an application case, in this
paper, we focus on information exchanges between Distributed Energy
Resources (DER) and primary substations employed in the medium volt-
age control of active grids. The ICT (Information and Communication
Technology) architecture of the application is modeled through a net-
work simulator integrating the standard communication modules and
the attack processes experimentally evaluated in a voltage control cyber
security testbed. The paper presents the cross validation of the simu-
lation model with the experimental traces, the sensitivity analysis with
the validated model of the flooding attack effects on the communication
performance and the scaling-up capability of the simulation model for
the analysis of more realistic grid size.

Keywords: Cyber security · Smart grid · DER · Communication ·
MMS

1 Introduction

The evolution of the energy infrastructures connecting Distributed Energy Re-
sources (DER) at different levels of the power grids leads to rethink the function-
alities of the Supervisory Control And Data Acquisition (SCADA) systems. The
role of the ICT (Information and Communication Technology) infrastructure is
becoming more and more fundamental and the communications among power
control entities become crucial assets of the grid operation. Such ICT archi-
tectures of future smart grids may be, especially in the case of DER, based on
heterogeneous and third party telecommunication services and so prone to cyber
attacks. This advanced scenario pushes the cyber security issues and the need of
managing ICT risks at a top position in the smart grid agenda. The innovative
idea driving the research activity presented in the paper is to use an ICT network
simulator for developing a sufficiently accurate communication model providing
reliable evaluations of the cyber attack effects on the legal communications. The
accuracy of the simulation models is granted by the usage of implementation
and data from a laboratory testbed. In this paper, we describe the integration of
c© Springer International Publishing Switzerland 2015
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a real traffic protocol and an application layer taken from a voltage control test-
bed into a simulation model in order to obtain an aligned behaviour. The model
can be validated by comparing the outcome from the simulation runs with those
from the real setup reinforcing the degree of confidence in the selected approach.
Once the model is validated through the testbed comparison, we are allowed to
scale up the model and include in the simulation more complex scenarios in order
to perform larger scale analysis not addressable within the testbed size limits.
The paper is structured as follows: Sect. 2 introduces an overview on network
simulators used in smart grid domains. Section 3 describes the Medium Voltage
Control function, its communications and protocols from the testbed. The model
of communication addressed in this paper is presented in Sect. 4, where the sim-
ulation models integrating malicious traffic from the testbed are described. In
Sect. 5 some preliminary results from the attack analysis are discussed. Section 6
concludes the paper and presents the future work.

2 Related Work and Tools

Different simulation tools exist that can be used to model the ICT architecture
of a power grid. In the following we provide an overview of the mostly used.
OPNET [1] is a commercial tool and the main applications of this tool are plan-
ning, optimization and evaluation of large (corporate) networks that need to
design, analyze or rearrange communication network systems. OPNET in smart
grid domain is used in particular for hybrid simulation of power systems and
ICT for real-time applications [2] and for co-simulation [3]. Another commer-
cial network simulator is QualNet [4]. In the context of smart grid applications
several approaches using QualNet are discussed in the literature [5]. The sim-
ulation focus is the analysis of protocols on a large scale (nodes in the tens of
thousands) in heterogeneous (unicast, multicast, satellite, internet) networks. A
drawback of QualNet emanates from the fact that it is focused on the analysis
of protocols and their interaction with each other and the network structure,
which makes it difficult to quantify the impact of ones own application on the
network. Another network simulation tool is OMNeT++ [6]. It is a modular,
extensible and component-based open source simulation library and framework,
primarily employed for building network simulators. This framework has been
used for modeling communication networks and distributed systems for smart
grid applications in [7]. Other well-known open-source network simulators are
the Network Simulator 2 (NS-2) [8], and its successor, Network Simulator 3
(ns-3) [9]. ns-2 and ns-3 are object-oriented, discrete event-controlled commu-
nication network simulators which are used for research and development. The
development of the NS-2 has been abandoned in 2006 in favour of a new prod-
uct development, i.e. ns-3. ns-3 is a free, open-source software, licensed under
GNU GPLv2, written in C++ and offering Python bindings. It is possible to
describe the architecture of the network and to schedule simulation events that
will be executed at defined time. Different protocols (TCP, UDP, RIP, OSPF,
etc.), data traffic sources (FTP, Telnet, Web, CBR, VBR, etc.), mechanics for
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router queue management as well as of routing algorithms can be included in
the simulation model. There are also implementations for the MAC-layer and
multicast-protocols for wired and wireless communication networks. The simu-
lation results can be saved to a trace-file and can be analyzed with self-written
scripts or with specific thirty party tools. An important utility introduced in ns-3
is the Direct Code Execution (DCE) functionality. This provides the possibility
to include and execute existing implementations of protocols and applications
without the need of rewriting the source code. This has been the reason why
we have selected it as a good candidate tool for our research purposes. NS-2/3
are used in order to evaluate ICT infrastructures for the smart grids, e.g. for
the improvement of existing infrastructures based on 802.11s Mesh Networks for
Smart Metering [10], or in order to evaluate the interaction between ICT and
energy networks in co-simulation as discussed in [11]. Thanks to the DCE func-
tionality of ns-3, in this paper we propose a simulation analysis approach that
addresses the cyber security evaluation of the smart grid communications con-
sidering the real applications exchanging traffic conform to the communication
standards used in the power grids.

3 Medium Voltage Control Testbed

The connection of a consistent amount of DERs to medium voltage grids can
influence the status of the whole power grid. In particular it is possible to see
effects on the capacity of the DSO (Distribution System Operator) to comply
with the contracted terms with the Transmission System Operator and so on
the quality of service of their neighbour grids. This difficulty not only could be
transferred into charges to the DSO, but it may also impact on the TSO oper-
ation because the scheduled voltages at grid nodes could not be observed and
voltage stability problems cannot be managed properly. In order to maintain
stable voltages in the distribution grids a Voltage Control function has been
specified in [12] whose main functionality is to monitor the grid status from field
measurements and to compute optimized set points for DERs, flexible loads and
power equipment deployed in HV(High Voltage)/MV(Medium Voltage) substa-
tions. The Voltage Control is a function of the SCADA node of a HV/MV
substation control network [12]. In order to compute an optimized voltage pro-
file the algorithm involves communications through components inside the DSO
area, but also exchange of information with systems outside the DSO domain. In
particular DERs communicate with the substation SCADA via a DER Control
Network, possibly deploying heterogeneous communication technologies avail-
able in different geographical areas. DERs periodically provide measurements to
the substation SCADA and receive set points in order to keep optimized voltage
profiles. The RSE PCS-ResTest Lab (Power Control Systems Resilience Testing
Laboratory) [17] hosts a test platform for running cyber security experiments
over realistic control scenarios, implementing the message exchange involved in
the Medium Voltage Control using the IEC 61850 standard with MMS (Manufac-
turing Message Specification) profile [14]. More info on the testbed architecture
can be found in [15].
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4 Simulation Model

In this section the ns-3 tool introduced in the previous section is used for build-
ing the communication architecture. In the following subsection the different
developed models are described.

4.1 Communication Model

Figure 1 presents a sketch of the model architecture for the legal communica-
tions. The network is composed by 7 main nodes: at DER site, the DER server
(1) and the router (2); at HV/MV substation site, the router (3) for DER com-
munication, the SCADA server (4) and the router (5) for center communication;
at center level, the router (6) and the SCADA server (7). As in the testbed, the
router nodes have multiple network interfaces, one for each network link.

Fig. 1. Logical architecture of the simulation model

In particular we focus on DER primary substation communication and con-
sidering the Voltage Control function we have two types of information flows:
periodic data representing the measurements from the DER site to the primary
substation and possible asynchronous set-point sent by the primary substation
in order to control the DER behavior. Both the information flows use the MMS
protocol over an always on TCP/IP connection. The correspondent ns-3 model
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is again composed by 7 nodes belonging to 5 different networks: DER LAN NW,
DER-SUB WAN NW, SUB LAN NW, SUB-CENTER WAN NW and CENTER
LAN NW. Each node has an IP address depending on the network where it is
placed. A sketch of the network addressed is presented in Fig. 2.

Fig. 2. Model architecture

At DER server (node 1) a MMS server application is installed: using the
DCE feature of ns-3, we install in the model the testbed application based on
the libiec61850 library [16]. At SCADA server (node 4) the corresponding MMS
client application is running. We choose to use the testbed implementations
instead of ns-3 built-in applications in order to obtain more realistic traffic:
the reports containing DER measurements are sent every 2 seconds and if we
sniff the traffic of the simulation we expect to obtain the same trace of the real
application with the same traffic profile (packet size and content of IP, TCP and
higher layer protocols in the MMS stack). In Fig. 3 the comparison between the
trace of the information flow from the RSE testbed and the simulation model
is shown. It is possible to see the exchange of measurements (the MMS reports)
from the DER SCADA to the primary substation SCADA. The traffic pattern is
the same; this means that the information flow emitted by the simulator is fully
comparable with the real application information flow. Figure 4 allows comparing
the structure of a MMS report packet containing the DER measurements. It is
possible to note the full stack having the MMS protocol at the highest level.

Fig. 3. Traffic trace from the testbed (left) and the model (right)

Comparing the content of a MMS report frame obtained from the real appli-
cation with a report frame from the ns-3 simulation with DCE, we see the same
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Fig. 4. MMS packet structure from the testbed (top) and the model (bottom)

structure (Fig. 5): in both case the report fields of the packet are exactly those
specified by the IEC 61850 standard.

Fig. 5. MMS packet content from the testbed (top) and the model (bottom)

4.2 Models for the Flooding Attack Scenarios

Starting from the legal communication model validated with the testbed traces,
now we introduce a variable number of additional nodes representing one or
more attackers connected to the DER HV/MV substation Wide Area Network
as displayed in Fig. 6. Each attacker runs the flooding attack tool taken from
the testbed that sends illegal packets with source one or more attackers (node 8
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Fig. 6. Flooding attack

to n) and target the substation router (3), i.e. the same interface that receives
the legal MMS packets from the DER.

In Fig. 7 the pcap trace is displayed where we see the MMS report and, after
the beginning of the attack, the malicious UDP packets masqueraded as Syslog
messages, a legal message type in the communications for ICT monitoring.

Fig. 7. Trace of attack scenario

Thanks to the parameters of the attack tool, we perform a sensitivity analysis
of the effects of the attack on the MMS communication performance by varying
the number of attackers, the packet rate and payload size of the illegal traffic.

4.3 Model of the LTE Technology

An important aspect that characterizes the communication between the primary
substation and the DERs is the heterogeneity of the technologies deployed. The
DER sites can be placed in areas where the wired connections are absent. Thanks
to the new developments, the mobile technologies may represent a valid solution
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for the communication of the power grid components such as the DERs. The
LTE technology may be used as access network for the DER and the HV/MV
substation communications and is currently under evaluation in the lab testbed
[15]. For this reason the simulated model has been enriched with the inclusion
of the ns-3 LTE module. The messages outgoing the LTE router reach the desti-
nation through the different nodes of the LTE architecture included in the LTE
module. In the new model nodes (2) and (3) in Fig. 1 are represented by LTE
routers.

5 Results

This section shows how the simulation models presented in the previous sections
can be deployed in order to define the attack scenarios for the experimental
setup with the testbed. The simulated scenarios are selected considering the
attack applications running on the testbed in order to investigate as the attack
parameter configuration affects the legal communications. Moreover the strength
of the simulation environment is that it allows studying larger scenarios than
those feasible in the testbed, for example scaling up the number of connected
DER.

5.1 Setup Parameters

In this subsection different flooding attack parameters are considered and the
attack impact on the DER primary substation communication delay is shown. In
the first analysis the focus is on evaluating the impact of the number of attackers
on the MMS communication delay, in particular considering the transmission
time taken by the DER measurements to reach the Primary substation. At time
1 the MMS client /server applications are activated and at time 8 the UDP
flooding attack process starts. Figure 8 shows the delay values in normal and
attack scenarios. It is possible to note how, varying the number of attackers,
the effect on the legal communication changes. If only one attacker is involved,
the communication delay has a deviation from the normal behavior, but the two
parties are able to exchange messages. Increasing the number of the attackers
the delay time is increasing until the point in time when the connectivity is lost
(e.g. time 21 with 2 attackers). The connectivity loss occurs when the protocol
timeouts expires and it is not possible to maintain the current session active.
This happens earlier by increasing the number of attackers. Another important
parameter to be taken in consideration for the setup of the testbed experiments
is the frequency of the malicious packet emissions. In Fig. 9 the delay values
considering different time between two consecutive packet emissions (10000, 1000
and 100 microseconds) are plotted. All the attack scenarios lead to a connection
loss, but earliest with higher frequency. It is possible to note that in case of
frequency set to 100 microseconds there is not a peak but an adjustment of the
delay value. In the last set of experiments, the malicious packet size is taken as
parameter under observation. In Fig. 10 the plot of the delay values in normal and
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Fig. 8. Attack effect on delay changing the number of attackers

Fig. 9. Attack effect on delay changing the frequency

Fig. 10. Attack effect on delay changing the attack packet size

under attack conditions are shown. In particular two packet sizes are considered:
32 bytes and 512 bytes. The legal packet containing the DER measurements has
a size around 200 bytes, so a smaller and a bigger malicious packet size have
been taken in the simulations. If the packet size is double respect of the legal
one it is possible to see an early connection loss, this happens also in case of the
smaller attack packet size, but later with more dilated time.

5.2 Scaling up the Model Architecture

The simulation model can be deployed in order to explore the scenarios not
addressable by the testbed experiments, for example scaling up the number of
DER connected to grid. Indeed in order to satisfy the European targets of DER
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Fig. 11. DERs - primary substation exchanged packet/sec

penetration the full roll out of active grids requires that a single primary sub-
station is able to control tens of distributed energy resources connected to the
medium voltage grid. It is important to analyze the performance of communi-
cation in such a distributed scenario. For this reason the simulation model has
been extended including 10, 20, 30 40 and 50 DERs. In Fig. 11 the amount of
packet/sec exchanged between the DERs and a primary substation is shown con-
sidering different model size. The simulation time is of 500 s and it is possible
to identify a first phase in which the profile of each DER is exchanged. This
requires a large amount of exchanged packets and then each DER sends peri-
odically, every 2 s, a MMS report containing its measurements. Some of these
packets need to be retransmitted in order to reach the application in the pri-
mary substation, and the number of retransmissions increases with the number
of DERs.

5.3 Experiments with Heterogeneous Communication Technologies

The setup of the model including the LTE module allows analyzing the per-
formance of the mobile technology versus the results obtained with the wired
layout. In Fig. 12 the results achieved considering the round trip time (RTT) as
indicator are plotted. From the simulation outcome it is possible to argue that
the RTT values achieved deploying the LTE module are comparable with the
base line communication, also considering a short plus delta resulting by the
LTE model. In case of DER measurements (in Fig. 12 from packet 26 to the end
of the simulation) the increase is of 17.757 ms.

Fig. 12. RTT in wired vs wireless communications
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6 Conclusion

The use of ICT network simulators for the assessment of the attack effects on
smart grid communications is a promising approach for studying critical sce-
narios, whose results present synergies and interrelationships with experimental
activities. However it still is a challenging research objective to achieve simula-
tion results that are mostly aligned with the performance indicators measured in
the real ICT architecture. The simulation tool has to incorporate into the model
all the aspects of real architecture, i.e. the protocol aware information flows, the
security countermeasures, the network topology and the malicious processes. In
this paper the DER-substation information flow of a voltage control function
for active grids has been modeled by a network simulator integrating a real
client/server application implemented in a testbed setup. This approach allowed
representing realistic traffic profiles in the simulation runs. The simulation out-
comes have been validated with the testbed traces verifying a full alignment
between the real and the simulated traffic profile. The results from the sensi-
tivity analysis of the flooding attack effects by varying the attack parameters
are discussed and used in order to identify the relevant scenarios for the testbed
experiments. In the future work the effect of other attack tools will be evalu-
ated with the simulator over a communication architecture enhanced with the
security measures for the node authentication and the data encryption already
implemented in the testbed, in compliance with the end-to-end security standard
IEC 62351-3.
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Abstract. Smart meter gateways are the core component of the
advanced metering infrastructure in Germany, and provide a unified
interface for metering data retrieval to third parties. Different standards
and communication protocols exist for smart metering, ranging from
transmission protocols to architectural recommendations. This work
briefly presents the concept of the German BSI TR-03109 smart meter-
ing architecture, reviews implementations of smart metering protocols
and architectures, and provides a Java-based open-source smart meter
gateway experimentation framework (jOSEF). The proposed framework
combines and extends established protocol frameworks to provide a flex-
ible tool for the validation of smart metering communication use cases
involving smart meter gateways.

Keywords: Smart grid · Smart metering · Smart meter gateway ·
Advanced metering infrastructure · BSI TR-03109

1 Introduction

Electrical power distribution networks are undergoing major changes in opera-
tional procedures and monitoring, thereby evolving from passive to active net-
works [1,2]. One consequence of these changes is the introduction of advanced
metering infrastructures (AMIs) in the distribution grid to provide automatic
billing, and acquisition of network status data. Smart meters (SMs) are the
basic component of AMIs, replacing traditional electricity, gas and heat meters
in the long run. SMs measure energy consumption and production in private
households, commerce, and the industry, and provide mechanisms for remote
meter reading. Smart meter gateways (SMGWs) gather metering information
from several SMs, and provide a unified interface for meter information retrieval
to interested and legitimate external market participants (EMPs).

The Cyber-secure Data and Control Cloud for power grids (C-DAX)
project [3] is an FP7 project funded by the European Commission which aims
to develop a cyber-secure communication middleware for smart grids, apply-
ing the publish/subscribe (pub/sub) paradigm to enable scalable, transparent,
and secure end-to-end communication [4] between publishers and subscribers.
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Additional major advantages of the C-DAX architecture include resilient com-
munication [5], inter-domain communication, and support for real-time applica-
tions [6]. This work was conducted as part of the C-DAX project to evaluate the
suitability of the C-DAX architecture for smart metering.

The main contribution of this paper is a brief presentation of the SMGW-
based smart metering architecture as defined in BSI TR-03109 [7], and a descrip-
tion of jOSEF, a Java-based open-source SMGW experimentation framework.
While existing implementations allow the isolated simulation and evaluation of
certain smart metering communication aspects, a framework providing the min-
imally necessary building blocks for a BSI TR-03109-compliant SMGW-based
architecture has been missing in both literature and in practice. This work
addresses this gap and actually allows to model an SMGW-based smart meter-
ing architecture utilizing open-source components. This work mainly focuses on
the German AMI approach [7] but considers the Dutch AMI approach [8] for
technical details that have not been defined for Germany yet.

This work is structured as follows. We review relevant protocols for smart
metering in Sect. 2, and present the concept of the BSI TR-03109 smart metering
architecture in Sect. 3. In Sect. 4, we describe existing implementations and dis-
cuss their suitability for the development of a BSI TR-03109-compliant SMGW.
Section 5 describes jOSEF in detail and Sect. 6 illustrates its functionality with
selected communication scenarios. Section 7 concludes this work.

2 Related Work

The DLMS/COSEM suite is a set of standards for the exchange of energy meter
data, comprising of DLMS (device language message specification) [9] as an appli-
cation layer protocol for communication with metering devices, and COSEM
(companion standard for energy metering) [10] as a system for object-oriented
modeling of energy metering equipment. DLMS/COSEM uses the object identi-
fication system (OBIS) [11] to identify data objects in energy metering systems,
and COSEM services enable clients to query specific attributes of objects, assign
values to attributes of objects, or execute methods of objects.

SML (smart message language) [12] is a message-oriented protocol for com-
munication with SMs. The SML application protocol defines SML files consisting
of one or multiple SML messages. An SML message can be either a request or a
response. SMs act as servers, receiving SML files from clients, and processing the
contained SML messages in order of reception. Starting with version 1.04, SML
supports COSEM services, i.e., the COSEM object model can be used with the
SML application protocol. Currently, SML is not widely used outside Germany.
However, international use of SML is expected to increase if plans to adopt SML
as part of the DLMS/COSEM suite [13] are successful.

M-Bus is a protocol suite for communication with SMs. M-Bus is defined in
the European standard EN 13757 which comprises data model [14], application
layer [15], and both wired [16] and wireless [17] specifications for the physical
layer. The Open Metering System (OMS) [18,19] is a smart metering communi-
cation architecture based on M-Bus. OMS proposes several modifications to the
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M-Bus protocols, and adds an optional authentication and fragmentation layer
to the M-Bus protocol stack.

The Dutch SM requirements (DSMR) [8] are a joint specification of the Dutch
grid operators. DSMR is based on DLMS/COSEM and M-Bus, and defines a
data model for SMs including corresponding OBIS codes. We use selected parts of
DSMR to fill the technical gaps of the German BSI TR-03109 for our framework.

3 Smart Meter Gateways: A Communication Topology
for Smart Metering

Smart meter gateways (SMGWs) are the central communication components
in the future smart metering infrastructure in Germany [7,20]. The two most
important functionalities of SMGWs are (1) gathering of metering data from
SMs, and (2) providing a unified interface for metering data retrieval to interested
and legitimate EMPs.

In general, the SMGW mediates between three networks, as shown in Fig. 1:
the local metrological network (LMN), the home area network (HAN), and the
wide area network (WAN). The LMN connects SMs to the SMGW only. The
HAN connects end consumers, service technicians, and controllable local systems
(CLSes) to the SMGW, e.g., electric vehicles, photo-voltaic panels, and remote-
controllable heating and air conditions. The WAN connects administrators and
EMPs to the SMGW, e.g., distribution grid operators, metering point operators,
and suppliers of electric energy.

SMGW 

SM

EMP 

Administrator 

CLS 

Service technician 

End consumer 

LMN 

WAN 

HAN 

SM

Fig. 1. System boundaries of the SMGW architecture according to [20]. The SMGW
mediates between LMN, HAN, and WAN.
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3.1 Functionalities and Communication

The functionalities and the used communication protocols of SMGWs can be
differentiated by the networks they mediate between.

In the LMN, SMGWs are responsible for gathering metering data from
SMs according to metering profiles, time-stamping the measurements based on
an externally synchronized time source, tariffing, and finally storing the time-
stamped, tariffed metering data for further dissemination to EMPs. SMGWs
support bidirectional and unidirectional communication with SMs. Bidirectional
communication involves interactive communication between SMGWs and SMs to
poll for metering data or to manage SMs. Unidirectional communication stands
for unsolicited metering data dissemination from SMs to SMGWs. Generally,
COSEM [10] with OBIS [11] codes are used as data model between SMs and
SMGWs. Depending on the underlying physical layer, M-Bus [14–17] or SML [12]
is used as transport protocol.

In the HAN, SMGWs provide read-only access to their internally stored meter-
ing data and status messages to end consumers. SMGWs can support several
end consumers facilitating multi-client operation, e.g., in an environment involv-
ing many SMs and many households. Service technicians must only access status
messages of SMGWs. SMGWs relay control messages between CLSes and EMPs
as configured by administrators. BSI TR-03109 [20] does not specify protocols
between SMGWs and potential HAN communication partners but security mech-
anisms to be used, e.g., secure transport layer communication, and mandatory
authentication of clients against the SMGW. Essentially, any IP-based protocol
may be used between SMGWs and HAN entities, e.g., end consumers or service
technicians.

In the WAN, SMGWs are responsible for forwarding their internally stored
metering data to interested and legitimate EMPs based on communication pro-
files. SMGWs must not accept connections from the WAN for security reasons
but a wake-up service facilitates remote SMGW administration. When SMGWs
receive specific control packets from the WAN, they contact an external adminis-
trator for maintenance, e.g., for firmware updates, changes in the communication
profiles, time synchronization, or access to status messages. WAN communica-
tion is based on RESTful web services as defined in [20], and SMGWs act as
RESTful web service clients because they must not accept connections from the
WAN. EMPs must provide the server side of a RESTful web service according
to the interface definitions in [20,21]. As for LMN communication, COSEM with
OBIS codes are used as data model between SMGWs and EMPs but XML and
cryptographic message syntax (CMS) [22] are used as transport protocol on top
of REST. Time synchronization of SMGWs is handled over the network time
protocol (NTP) instead of web services.

3.2 Security

The BSI SMGW protection profile (SMGW-PP) [23] requires all LMN, HAN
and WAN communication to be secured by transport layer security (TLS) in
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combination with a public-key infrastructure [24,25]. WAN communication is
further protected by CMS between SMGWs and EMPs. SMGWs are equipped
with a security module which provides cryptographic functions, e.g., generation
and secure storage of encryption keys, and verification of digital certificates. The
security module is realized as a smart card. Further information on the security
module and its requirements can be found in [26–28].

These security requirements limit the suitability of the C-DAX middleware
for smart metering in Germany because C-DAX provides its own strong secu-
rity mechanisms [4] but does not support TLS between communication partners
without modification. However, if the BSI security regulations would permit
replacing TLS by other security mechanisms with the same level of security,
C-DAX may be used as communication middleware for HAN communication,
e.g., between SMGWs and EMPs. In that case, C-DAX’ pub/sub mechanisms
would allow scalable, secure and resilient dissemination of tariff information or
firmware updates to all SMGWs, or transparent and secure remote control of a
customers CLSes.

4 Existing Implementations

In this section, we review selected open-source implementations and discuss their
suitability for the development of a BSI TR-03109 compliant SMGW.

OpenMUC [29] is an open-source implementation of a multi utility commu-
nication controller (MUC) developed at Fraunhofer ISE. OpenMUC is imple-
mented in Java and licensed under the terms of the GNU General Public License
(GPL). The core component of OpenMUC is the data manager which interfaces
to optional components like data server, logger, protocol drivers, and custom
applications. The OpenMUC framework provides the functionality specified in
a previous draft standard for a German AMI. While BSI TR-03109 requires
the use of XML for the RESTful web service, OpenMUC uses the JSON for-
mat. Additionally, the URI hierarchy used by OpenMUC differs from the BSI
specification, and the protocol drivers do not satisfy the minimum requirements.
Implementing a BSI TR-03109 compliant SMGW based on OpenMUC would
require major changes to the OpenMUC code. However, the OpenMUC frame-
work also includes protocol libraries that can be used independently, e.g., jDLMS
and jSML. We discuss those in the following subsections.

jDLMS [30] is a Java implementation of the DLMS/COSEM protocol avail-
able under the terms of the GNU Lesser General Public License (LGPL). jDLMS
supports the DLMS/COSEM application layer protocol over serial lines using
HDLC, or over TCP or UDP. As the current version 0.9.0 only implements the
client side of the DLMS/COSEM protocol, and does not include the COSEM
object model, jDLMS is not suitable for implementing a SMGW according to
BSI TR-03109.

jSML [31] is a Java implementation of SML available under the terms of the
LGPL. jSML supports SML communication over TCP/IP or over serial line.
HDLC support is currently unavailable. jSML implements the SML message
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format and encoding, the SML data types, and the SML transport layer version 1.
The current version 1.0.17 is based on SML 1.03, i.e., jSML does not yet support
COSEM services. For implementing a SMGW according to BSI TR-03109, jSML
needs to be extended to support the current SML version.

Open gateway energy management (OGEMA) [32] is an OpenMUC-based
software platform for building automation and load management. OGEMA is
implemented in Java and licensed under the terms of the GPL. Since OGEMA
is based on OpenMUC and focuses rather on the HAN side than on the SMGW,
it is not suitable for implementing a SMGW according to BSI TR-03109.

Gurux [33] is a collection of smart metering software components devel-
oped by Gurux Ltd. Gurux code contains implementations in C#, C++, Java,
and Delphi and is licensed under the terms of the GPL. Gurux supports
DLMS/COSEM, Modbus, and M-Bus. However, the COSEM object model is
not separated from the DLMS/COSEM application protocol in the Gurux code.
Using the COSEM object model with other application protocols as required by
BSI TR-03109, would require major modifications to the code.

5 jOSEF: A Java-Based Open-Source SMGW
Experimentation Framework

We now present jOSEF, a Java-based open-source SMGW experimentation
framework. jOSEF is licensed under the terms of the GPL version 2 or later.
We describe its architecture, specify its operation, and discuss the deviation
from BSI TR-03109. The implementation utilizes the jSML library [31] for LMN
communication that was extended as part of this work to support SML ver-
sion 1.04 [12]. Additionally, we used the COSEM implementation of Gurux [33]
as a blueprint to implement DSMR’s COSEM object model. We used DSMR’s
COSEM object model because BSI TR-03109 has not defined a companion stan-
dard for its COSEM object model yet.

5.1 Components

The framework comprises three main components: a minimal SMGW, an SM
simulator, and a simple EMP. The minimal SMGW represents an SMGW which
provides the minimally necessary functionalities to control SMs and to send
meter data to EMPs. It is equipped with a GUI for configuration and operation,
and allows several SMs to be connected, as shown in Fig. 2. The SM simulator
represents an SM and can be configured with standard load profiles for energy
generation and consumption to simulate SM behavior. It is controlled over a
CLI, as shown in Fig. 3. The simple EMP provides an BSI TR-03109-compliant
RESTful web service towards the SMGW and acts as a data sink for meter data.
It can be accessed using any HTTP client, e.g., a web browser.

5.2 Meter Data Retrieval

When the SMGW wants to retrieve meter data from an SM, it first sends an
SML message to the SM requesting all internal COSEM object IDs to discover
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Fig. 2. Screenshot of the SMGW GUI of jOSEF. Client 1, 2, and 3 correspond to three
different SMs that are connected to the SMGW, and the attribute list pane shows a
detailed view of attribute 1.0.1.8.1.255 (electricity consumption in Wh) of client 1.

Fig. 3. Console log of the SM simulator CLI. The CLI allows the user to view its
configuration. The configuration may only be changed on SM simulator startup via a
configuration file.

the SM’s internal data model. The returned list of COSEM object IDs is then
used by the SMGW to build the actual meter data retrieval request by filtering
for metering object IDs based on OBIS codes. The SMGW generates a new
SML message containing explicit requests for details on the metering object
IDs, and sends the message to the SM. The SM returns the actual metering
objects to the SMGW that can perform further processing on the data, e.g.,
time stamping, tariffing, buffering, or dissemination to EMPs. The SMGW re-
sends the meter data request message to the SM to receive new meter data;
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rediscovery of the SM’s internal data model by the SMGW is only necessary
when the SM configuration changes.

5.3 Meter Data Dissemination

When the SMGW retrieved new meter data from an SM, data conversion is
necessary before actual dissemination to EMPs because LMN communication is
based on COSEM over SML, and WAN communication is based on COSEM over
XML. The common data model between SM, SMGW and EMP is COSEM so
that data conversion works straightforward, i.e., a mapping of COSEM objects
to XML is defined in [21]. After conversion to COSEM over XML, the SMGW
sends the meter data to the EMP using the appropriate RESTful web service
endpoint and HTTP methods. The EMP stores the received meter data and can
perform further processing on the data.

5.4 Limitations

Our current framework implementation deviates from BSI TR-03109 in some
minor points which we consider not important if the framework is used for labo-
ratory communication experimentations only. These deviations need to be con-
sidered when using the framework for experiments involving insecure network
connections between framework components. Minor deviations include that we
do not support HDLC and serial links between the SMGW and the SM at the
moment because the SM simulator uses TCP to communicate with the SMGW,
as shown in Fig. 4. Further, the SMGW does not perform tariffing on received
meter data, it does not support remote administration over the WAN, and
it does not perform pseudonymization of meter data before sending them to
EMPs. The framework implements only a limited subset security functionalities,
e.g., password-based authentication of SMGWs against SMs is available, but no
authentication between SMGWs and EMPs. Additionally, we do not use TLS

COSEM COSEM 

SML 

XML 

HTTP

TCP

Omitted 

Deviates TCP

CMS

TLS 

LMN protocol stack WAN protocol stack 

TLS 

Complies 

Fig. 4. Deviations of the LMN and WAN protocol stack of the current jOSEF imple-
mentation from BSI TR-03109. Currently omitted protocol layers are shown as gray,
dashed boxes, and deviating protocol layers are shown as yellow, solid boxes (Color
figure online).
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for LMN and WAN communication, and we do not use CMS to further secure
WAN communication, as shown in Fig. 4.

6 Illustration

We now illustrate the functionality of the proposed framework by experimen-
tation. The setup of the experiment is described first, followed by experimental
results from traffic experiments. Our results show that our framework enables
easy modeling of typical smart metering topologies and communication patterns.

6.1 Experiment Setup and Methodology

To illustrate the functionality of the proposed framework, we created a simple
dumbbell-like topology with one SM on the left side, one SMGW in the middle,

SM SMGW EMP 

COSEM COSEM COSEM 

XML 
SML SML 

XML 

HTTP HTTP

TCPTCP TCPTCP

Protocol 
stack 

Entities 

Host A Host B 

Metering object ID 

Smart meter ID 

Electricity consumption in Wh

Fig. 5. Illustration of basic LMN and WAN communication including involved enti-
ties and protocol layers. A SMGW requests meter data from a SM, translates from
COSEM over SML to COSEM over XML, and forwards the meter data to an EMP.
The screenshot on the top shows what the XML structure of meter data looks like at
the EMP.
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and one EMP on the right side, as shown in Fig. 5. The SM was simulated by an
SM simulator instance, configured to use a H0 load profile [34] and a EV0 gener-
ation profile [35]. The SMGW was configured to actively poll its associated SM
every 2 s for new meter readings, and to forward all internally buffered metering
data unsolicited to the EMP every 5 s. The EMP buffered meter readings from
the SMGW, queryable via a RESTful web service interface. We deployed our
setup on two end-hosts connected via a 100 Mbit/s Ethernet link.

6.2 Basic LMN and WAN Communication

First, the SM simulator, the SMGW and the EMP are started. The SMGW
contacts the SM, queries for the SM’s internal object list, and then subsequently
polls for electricity objects only. When the SMGW receives the first meter data
from the SM over SML, it translates from COSEM over SML to COSEM over
XML, and starts forwarding the meter data to the EMP using HTTP PUT. The
EMP stores the received meter data and provides access to it over a RESTful web
service. The screenshot on top of Fig. 5 shows what meter data looks like at the
EMP when the EMP is queried via HTTP GET, e.g., using a web browser. We
can see that the SM with device id UTB1429882966913 consists of five electricity
objects. For better illustration, only object 1.0.1.8.1.255 has been expanded
in the figure, and the electricity consumption in Watt hours can be read.

7 Conclusion

BSI TR-03109 defines an SMGW-based smart metering infrastructure as it will
be deployed in Germany. In this work, we presented the concept of BSI TR-03109,
briefly reviewed implementations of smart metering protocols and architectures,
and constituted that they only allow limited evaluation of smart metering com-
munication aspects. Therefore, we proposed jOSEF, a Java-based open-source
framework for smart metering communication experimentation, and evaluated
its functionality. Our proposed framework combines and extends established pro-
tocol frameworks, thus providing a flexible tool for SMGW-based smart metering
communication validation, e.g., adapting BSI TR-03109 to the C-DAX commu-
nication middleware. Furthermore, our extension of the jSML protocol library
allows the implementation of independent programs. The source code of jOSEF
and its subcomponents like the SML v.1.04 extension of the jSML library is
available online [36].

Future work includes compatibility tests of our SM simulator against com-
mercial SMGWs, and compatibility tests of our SMGW implementation against
commercial SMs. We further envision the implementation of additional smart
metering use cases such as SM management. Additionally, security mechanisms
such as TLS support shall be included in the existing implementation.
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Abstract. The energy transition requires profound changes to the
power grid, both on the transmission and distribution level. The abil-
ity to assess the impact of these changes, e.g., the integration of more
solar power or electric mobility, requires data and tools that only exist
partially today. The goal of this paper is to introduce OpenGridMap, a
new project with the goal of creating an open platform for inferring real-
istic power grids based on actual data. Our vision is to provide a tool to
researchers and practitioners that is able to produce realistic input data
for simulation studies. OpenGridMap will support the entire process from
data collection to formatting grid data for various purposes. We explore
innovative ways to capture data and produce power grid approximations,
e.g., using smartphone apps, expert classification, existing map APIs, and
graph inference algorithms. The latest developments of the project can
be found at opengridmap.com.

Keywords: Power grids · Power distribution · Geographic information
systems · Crowdsourcing

1 Introduction

In many countries around the world, governments have committed to ambitious
sustainability goals. In many cases, these goals include a transition to renewable
power generation, mostly from wind and solar. Apart from being intermittent,
wind and solar power generation is distributed and therefore supplies electric-
ity at lower voltage. In Germany, over 90 % of the installed renewable energy
capacity is connected at the distribution level [12]. In addition to the integration
of variable renewables, electricity demand will change substantially, as well. On
the one hand, further electrification is well underway, e.g., in the form of electric
mobility and heat pumps. On the other hand, various initiatives are trying to
reduce the energy consumption of traditional electric loads. Thus, even without
actively controlling demand, the current developments will radically change the
way power flows in the existing power grids. Several efforts to overcome these
challenges using computer science techniques are currently beeing investigated
as part of the Energy Informatics research field.

The current power grid infrastructure, in particular on the distribution level,
was designed with certain assumptions in mind that will not hold in the future.
c© Springer International Publishing Switzerland 2015
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Many recent studies have shown that this could lead to stability issues [12,28,
29]. However, the level at which these important issues can be analyzed given
todays data availability and analysis methods is modest. In fact, most available
studies are based on such extreme simplifications that practical results cannot
be expected. Academic studies are often carried out using standardized test
feeders [12], not actual ones. Some distribution grid operators own digitized
distribution grid data. However, in most cases, this data is either not digitized,
or not available at all. A recent survey in the US revealed that 23 % of the electric
distribution utility companies have incomplete data of their networks and over
30 % have outdated data [13].

The obvious solution to the problem of data availability is to actually col-
lect the data and store it for further use, be it scenario-based simulation, or
to enable new Smart Grid control approaches. Unfortunately, the traditional
method for collecting this data is difficult, expensive, and intrusive [13]. The
purpose of OpenGridMap is to overcome this problem using computer science
techniques, including mobile app based crowdsourcing of grid data, machine
learning based classification of visible grid components, and rule-based inference
of invisible components. This paper presents a description and the latest results
of the OpenStreetMap project.

Our paper is structured as follows: Sect. 2 offers an overview of the technical
landscape for geographical power grid datasets, geographical information sys-
tems and crowdsourcing. The features of OpenGridMap are described in Sect. 3.
The current components of OpenGridMap are presented in Sect. 4. Finally,
Sect. 5 provides an outlook on the future project activities.

2 Technical Landscape

The digitalization of power grid data and the use of Geographical Information
Systems (GIS) to display and analyze this data is not a new concept. Crowd-
sourcing is also an established concept. In the following, we review the technical
landscape of this topics and explain how OpenGridMap builds on previous result
to offer a solution to power grid inference based on crowdsourced data.

2.1 Availability of Power Grid Data

To simulate power flows, a identification and mapping of power grid infrastruc-
ture to geographic coordinates is necessary precondition. Many of the operational
and business decisions of utilities rely on an accurate estimate of the state of their
infrastructure. While this data is relatively well known on the level of the trans-
mission grid, it is often not accurate and is sometimes even unknown on the sub-
transmission and distribution level. As we already pointed out, a recent survey in
the US revealed that 23 % of the electric distribution utility companies have incom-
plete data of their networks, and over 30 % have outdated data [13]. However, even
this data is not openly available to researchers. Usually, the access to actual power
grid data is very restricted. The main argument for these restrictions is security,
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i.e., the risk of someone sabotaging or attacking thepower grid infrastructure.With
these restrictions in place, researchers are forced to work with fabricated test cases.
For distributionnetworks several such test cases exist, in particular the IEEEradial
distribution test feeders [22], the CIGRE test feeders [27], and the PNNL feed-
ers [26]. Although these test cases are often used and have certainly contributed to
the reproducibility, and thus the comparability, of research results, it is important
to point out the they are still invented and thus not usable in practice. In reality,
power grids can be highly individual, e.g., due to geographic features, utility strate-
gies, regional legislation, or simply coincidence. Thus, to establish a realistic grid
data base for practical applications, we have to find new ways to collect actual grid
data, even without the help of utilities.

There are several projects making an effort to offer realistic geographic power
grid data. For instance, a publicly funded initiative in Bavaria, Energie-Atlas
Bayern [3], offers a complete GIS energy solution for the state of Bavaria in
Germany. The project EnergyMap [4] offers geographical information of sev-
eral renewable energy generators for Germany. Furthermore, the German DENA
reports [12] use geographical information of several utilities in Germany to study
the future distribution grid expansions requirements. The OpenGridMap project
differs from the aforementioned projects in that it aims to develop a novel system
for inferring the power grid infrastructure at the level of distribution grids, and
freely providing it in the required format for detailed computer simulations.

2.2 Geographic Information Systems

Geographic Information Systems (GIS) are systems designed to capture, store,
manipulate, analyze, manage, and visualize all types of geographical data, in
particular built infrastructure, such as streets and buildings.

A popular commercial software solution for integrating maps with
application-specific data is ArcGIS [1]. ArcGIS is a platform that provides ready-
to-use maps, apps, and templates to analyze geographical data. A free and open-
source alternative to ArcGIS is Q-GIS [6]. Nonetheless, both platforms require
a lot of customization in order to function as a power grid GIS. In contrast,
OpenGridMap will be tailored for this specific purpose.

The most important asset of a GIS is its data. There are several freely avail-
able services that offer geographical data. Probably the best known is Google
Maps [15]. However, after a certain number of requests has been reached, the
data service of Google Maps is no longer available without charge. Also there
are several restrictions for the API [7]: (i) no unauthorized copying, modifica-
tion, creation of derivative works, or display of the content, (ii) no pre-fetching,
caching, or storage of content, (iii) no mass downloads or bulk feeds of content.
These restrictions make Google Maps unattractive for OpenGridMap.

An alternative to Google Maps is OpenStreetMap [17]. OpenStreetMap is a
project that creates and distributes free worldwide geographic data. The project
was initiated because most maps we think of as free actually have legal or tech-
nical restrictions on their use, precluding people from using them in creative,
productive, or unexpected ways. The advantage of the OpenStreetMap is that
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it relies on a community to crowdsource its data. This allows it to have a huge
database of information that is not available anywhere else, for free.

The use of GIS is not new to the power industry. However, not all utilities
have access to a comprehensive GIS. In fact, according to the authors of [23],
no utility currently has complete and up to date data on their system, let alone
tools to manage it. After all, the introduction and maintenance of a GIS comes at
a significant cost. There have been some efforts to develop freely available open
source tools to handle geographic power systems data [9]. However, such efforts
will not be successful without an efficient, scalable approach for collecting and
managing this data. OpenGridMap sets out to tackle this challenge by relying
on crowdsourcing and automatic inference.

2.3 Crowdsourcing Geographical Data

The collection of detailed geographical data is a time-consuming and compli-
cated task. Crowdsourcing has proven to be an efficient method for the rapid
and cost-effective collection of such data [18]. The most prominent example is
OpenStreetMap [17]. The OpenStreetMap project uses a community approach
to collect geographical data of streets and buildings. Its contributors organize
“mapping events” to collect the most relevant data within a predefined area in a
couple of days, which has proven to be highly effective. One of the core features
that makes OpenStreetMap so successful is that anybody can edit the data-
base. Some power grid elements have already been mapped in OpenStreetMap.
However, most of the required data on the sub-transmission and distribution
system level is missing. Furthermore, the elements that have been mapped are
often not tagged correctly, e.g., transformers are tagged as substations. For the
purpose outlined above we need highly reliable data. Thus, a method for veri-
fying incoming data is required. In OpenGridMap, we plan to address this by
exploiting features of contemporary mobile devices. The collection of data using
smartphones has gained a lot of momentum over the last years and is usually
referred to under the umbrella of participatory sensing [21]. The main challenge
that the OpenGridMap project faces is the definition of incentive schemes to
kick-start and sustain the collection of relevant data by contributors. Currently,
we plan to use a community approach similar to the one used by OpenStreetMap.

3 The OpenGridMap Project

One of the main challenges for Smart Grid researchers and industry experts
is the access to realistic power grid data. We believe that the access to more
accurate and realistic data will lead to tailored solutions that address specific
issues on the current power grid. With this in mind, we launched the project
OpenGridMap. Its goal is to create an open platform for inferring realistic power
grids based on available and crowdsourced data. OpenGridMap has several core
features: data collection, verification, inference and analysis (cf. Fig. 1). In the
following, we describe these features in more detail. We plan to have several
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Fig. 1. OpenGridMap features

feedback loops between the core features, in particular between analysis and
inference, and between analysis and collection.

3.1 Data Collection

OpenGridMap uses freely available geographical data sources, namely the ones
mentioned in Subsect. 2.3. Nonetheless, as we have previously mentioned, this
data is neither complete nor can its correctness be guaranteed.

Therefore, OpenGridMap collects data using a crowdsourcing approach. To
facilitate this approach on the contributors’ side, we offer a mobile data collection
application (a mobile “app”) specially tailored for the collection of power grid
data. Contributors can use this app to take a picture of a potential power grid
component they see and annotate it. The app adds the geographic coordinates
of the picture and sends the data to the OpenGridMap’s backend.

To develop a community around OpenGridMap, we plan to develop gamifi-
cation schemes which provide incentives for contributors to actively participate
in the project. We plan to use a combination of OpenStreetMap’s community
schemes and the gamification approaches used in location-based games like Geo-
caching [25] or Ingress [20]. Geocaching is a pastime, where a container holding a
number of items is virtually hidden in a particular location for GPS users to find
by means of coordinates posted on the Web. The players are rewarded with the
possibility of finding an object in the container. Ingress is an augmented real-
ity massive multi-player online role-playing game, where players are organized
in two teams and battle over the control of certain key locations marked on a
map that correspond with actual geographic locations. The continuous success of
these two games shows that gamification is an effective method for building and
sustaining a user community without having to provide monetary incentives. We
therefore believe that this could be an effective approach to foster participation
in OpenGridMap.
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We are considering other collection methods for geographical data, as well.
Lately, the use of unmanned aerial vehicles or drones has shown to be very
effective for the inspection of power lines [16]. Drones have the potential to
drastically reduce the amount of time required to accurately map power grid
elements. Thus, in OpenGridMap we are also planning to research the use of
inexpensive drones for data collection.

3.2 Verification

Since we allow anyone to contribute to OpenGridMap, the crowdsourced data
needs to the verified to obtain a reliable database. First, we need to verify that
the device mapped is actually part of the power grid and does not belong to a
different infrastructure, such as the telecommunication network. Unfortunately,
the classification of the mapped device and correct tagging is not trivial task
for a common contributor. To address this issue, we envision the participation
of experts in the loop, who review the submitted data and either discard incor-
rectly mapped elements or correct their classification. To facilitate the experts’
task, OpenGridMap provides a visualization of mapped devices that includes
the pictures taken by the contributors. We also plan to automate the verifica-
tion process, at least partially using machine learning algorithms. For instance,
these algorithms could take advantage of the fact that elements of the power
grid usually carry high voltage warning signs.

3.3 Inference

Via its crowdsourcing approach, OpenGridMap has the potential to collect the
visible power grid infrastructure. However, a major share of the power grid’s
infrastructure is not visible. Furthermore, many details cannot be determined by
visual inspection only. To still be able to obtain all data required for simulation
purposes, the missing data has to come from other sources or be inferred in a
reliable way.

A key working area in the OpenGridMap project is topology inference, i.e.,
the inference of the location and technical features of distribution grid power
lines. In Germany and many other countries, distribution lines are usually under-
ground and thus cannot be visually mapped. However, based on data that we can
obtain from other sources, in particular OpenStreetMap and crowdsourced data,
it is possible to approximate power grid topologies based on certain background
knowledge. The data collection and verification components of OpenGridMap
should be able to deliver a dataset containing the location of most visible power
grid elements, e.g., transformers, substations, poles, and cabinets. In addition,
the system can access the geographic data provided via the OpenStreetMap
component, in particular the location of streets and buildings. The inference
task consists in determining the connections between the mapped power grid
elements and the loads such that the overall grid topology complies with power
grid design criteria. These design criteria might be different from one country
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to another, although several construction rules should be generalizable. In Ger-
many, for instance, important guidelines for the design and construction of power
lines are provided by the “Verband Deutscher Elektrotechniker” (VDE) [24]. To
solve the resulting topology inference problem, we are currently considering three
methods, including combinations of them: complex network theory, rule-based
inference, and optimal network planning.

Several studies have applied complex network theory to power grid topology
inference, but only, on the transmission level [8,11,19]. Unfortunately, themethods
proposed in these papers cannot be directly applied to distribution grids, because
their topological features are fundamentally different compared to transmission
networks. Similar studies focussing on the distribution level are still missing.

The idea behind rule-based inference of power grid topologies is to connect
given power grid elements based on common rules. Such rules can be extracted
from various sources, e.g., expert documents [24], legal documents [14], economic
calculations, or simply analysis of accessible power grid infrastructure plans. For
instance, it is common to have power lines running along streets to enable easy
access to the for maintenance and repairs.

The optimal planning approach is based on the formulation of an optimiza-
tion problem that represents the design restrictions of power grids and uses
standard optimization techniques to construct optimal grids given an objective,
e.g., cost minimization.

To evaluate our inference methods, we plan to compare our results to actual
distribution grid data. In case we cannot obtain enough of this data to perform
reliable quality assessments, we plan to let experts inspect the results and judge
their quality. We are also considering judging the quality of the inferred grid
data based on the simulation results we are able to produce using the data.

To conduct power flow simulations, we not only need the topology of power
lines, but also the characteristics of different power grid elements, e.g., trans-
former ratings, admittances of power lines, and the generation and load within a
feeder over time. In case this data is not available, we will plan to make assump-
tions based on rules and expert knowledge. For instance, there are several criteria
for defining the power rating of a transformer based on the number of loads con-
nected to it. Furthermore, there exist standard procedures for choosing the type
of cable to use for a particular demand level. Moreover, the design of power grids
is also based on assumptions about future (maximum) demand.

3.4 Analysis

OpenGridMap will enable various types of analysis, including but not limited to
power flow analysis. To facilitate power flow analysis, OpenGridMap will produce
data representations of power grids that can be used directly by existing power
flow tools, such as GridLab-D [10] or Matpower [30]. We plan to provide tools
for categorizing inferred power grids based on a large number of metrics, e.g.,
size, location, population density, etc. This will, for instance, help OpenGridMap
users find feeder subsets that are particularly relevant for the type of study they
conduct.
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4 Components

The development of OpenGridMap has just started. Nonetheless, we have
already made several advances regarding collection, verification, and inference
features. In the following, we present the current state of several components
that our project team is working on.

4.1 Smartphone App

A first version of the OpenGridMap app that contributors can use to collect
grid data is called “grid2osm GisApp” [5]. Currently, the app is only available
for smartphones and tablets running Android. It can be downloaded without
charge from Google’s play store. The decision to implement the app in Android
first instead of iOS was based its greater market share and fewer number of
restrictions imposed on development.

As shown in Fig. 2a, the user interface works using gestures and currently
allows the user to do the following:

– Switch to the native camera app to take a picture and record GPS coordi-
nates of the photographed power grid element (swipe left)

– Preview the pictures taken (swipe right)
– Delete the pictures taken (swipe down)
– Store the mapped element in a submission queue (swipe up)
– Submit the picture to OpenGridMap’s backend (swipe up again)

With the procedure above, users are able to map power grid elements and take
multiple pictures of them. It determines the geographic location of the grid
element by recording the GPS coordinates of each picture taken. Textual data is
store in a sqlite database, while photos are kept on the external storage devices.
In the final step of the above procedure, both textual and binary data is sent to
the backend using REST.

One important challenge when using smartphones for mapping is that they
offer a maximum GPS accuracy of about 10 m. Thus, our app allows for multiple
pictures to be taken. We can thereby triangulate a more accurate position of the
mapped element. In case this does not work, we can always rely on the expert to
correct the element’s position, which also becomes easier with more geolocated
pictures.

A survey on the usability of the current app using the Attrakdiff questionnaire
service was conducted [2]. The questionnaire features 28 pairs of opposite objec-
tives. 20 persons anonymously participated in the survey. The results revealed
that the app’s quality ratings are located in the average range. It is thus clear
that improvements of the app’s usability are required to increase its chances
of success, since usability is usually strongly related to actual usage. Currently,
we are working on a second version of the app that will significantly improve
usability and also include gamification elements that are supposed to provide
non-monetary incentives to users.
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Fig. 2. Current OpenGridMap components

4.2 Web Application

The current OpenGridMap prototype features a web application that allows
users to visualize the power grid elements currently stored. It allows for visualiz-
ing and editing device-specific data, as well as contributing it to OpenStreetMap.

Figure 2b shows how the user can access this data using the current version of
the web application. Blue input fields contain location data and black input fields
contain specific element data. The map based visualization pinpoints the stored
GPS coordinates of the pictures taken. In case multiple pictures were taken, the
application draws a polygon that visualizes the movement of the smartphone
while taking pictures. Furthermore, all stored pictures can be viewed using the
web application.

The primary purpose of the web application is to support experts in verifying
and, if necessary, modifying the location and information fields. The status of
the data set describing each grid element can be “edit complete”, “ready for
submission to OSM”, or “submitted to OSM”. The tagging options for power
system elements comply with OpenStreetMap’s tagging standards.

4.3 Power Grid Inference

The starting points of power grid inference are the positions of substations and
distribution level transformers. Substations are the connection points between
the high-voltage transmission level of the grid, whereas distribution level trans-
formers represent the interface between the mid- and low-voltage sections of
the distribution grid. We also know that most buildings are loads, i.e., they
consume power at low voltage, and that most distribution grid feeders have a
tree-like structure i.e., under normal operating conditions, there is usually just
one path leading from each building to a substation.

Based on the data describing the geographic location and type of grid com-
ponents, we have started to investigate methods for inferring tree topologies that
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connect all buildings within an area to the transmission grid. In particular, we
have investigated the use of Voronoi regions for determining a realistic alloca-
tion of buildings to substations. Furthermore, we are considering the use of the
shortest spanning tree and the Dijkstra routing algorithm for inferring the actual
power lines.

Currently, OpenGridMap contains only a few self-collected data points. How-
ever, we have imported all the power grid data that is currently available in
OpenStreetMap for selected regions in Bavaria. This data is not completely
reliable, especially when it comes to the location and type of distribution grid
transformers. However, we have found that at least the position of substations
is accurately mapped.

We have begun to define inference areas based on Voronoi partitions around
substations. Voronoi partitions separate an area into smaller regions based on
the distance to points in a specific subset of the area. These points are also
known as seeds. For each seed, the Voronoi algorithm creates a corresponding
region consisting of all points closer to that seed than to any other. The resulting
regions are called Voronoi cells. In Fig. 3b one can see the Voronoi cells that result
when we use the mapped substations as seeds for a major German city, and the
distribution transformers as seeds for a village. In both cases, one can see that
the closer one gets to the center of the urban area, the smaller the cells become.
This is a result of more substations or transformers situated in the center of a
populated area, which in turn is (most likely) a result of larger buildings and thus
a higher maximum load in the center versus the outskirts. Thus, using Voronoi
regions as starting point for grid inference algorithms could be useful because it
implicitly considers load distribution.

Based on an initial allocation of buildings to transformers, and transform-
ers to substations, one can start to infer the actual power lines connecting the
loads. We have started to investigate simple algorithms to perform this task. For
instance, in Fig. 4a, one can see the result of a Minimum Spanning Tree (MST)
algorithm applied to a fraction of the village area. Spanning trees are an inter-
esting starting point because they are both trees and implicitly minimize the
total length of the power lines. However, as one can readily observe, the results
are hardly realistic, because the power lines are not aligned with the surrounding
structures.

Another idea we have come up with is to take the position of streets into
account. We thus implemented a grid inference method based on the Dijkstra
routing algorithm for finding the shortest path that connects a transformer with
buildings while following along the streets. The result can be seen in Fig. 4b. It
looks much more promising, but certainly requires many adaptations to yield
realistic results.

We are currently working in several directions to improve the grid inference
methods. One the one hand, we are trying to combine the strengths of different
algorithms, such as MST and routing algorithms. On the other hand, we want
to consider more data in the inference process, e.g., available data on the size or
use of buildings.
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(a) Substations in a city (b) Transformers in a town

Fig. 3. Voronoi partitions based on power grid devices location

(a) Minimum spanning tree (b) Dijkstra routing

Fig. 4. Rule-based inference of power distribution network (village)

5 Outlook

This paper presents the purpose and current status of the OpenGridMap
project. The goal of OpenGridMap is to provide researchers and practitioners
with detailed, realistic, and readily usable data about the existing power grid
infrastructure.

We discuss the technical landscape of the project and show how Open-
GridMap will advance the state-of-the-art in power grid analysis and simula-
tion. In particular, we discuss the range of different features that OpenGridMap
will provide, and which cover data collection, verification, inference, and analy-
sis. We describe the currently available prototype, which is freely available for
use. The latest developments of the project can be found at opengridmap.com.
OpenGridMap is also an open-source project, i.e., its entire source code can be
accessed at github.com/opengridmap.

We believe that the access to more accurate and realistic power grid data
will inform more efficient decision making in the context of the energy tran-
sition. It will also enable more relevant research in the area of Smart Grids,
since researchers can use the data generated by OpenGridMap to evaluate their
solutions in a realistic context.
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Abstract. Power flow control units (like FACTS) offer an increased
controllability and may help to tackle problems like load distribution
in future power grids. However, these control units are an expensive
investment. We showed in our previous work [10] that placing few flow
control units on buses achieves high controllability. However, current
control units are placed on transmission lines rather than buses, which
weakens the previous result. Therefore, we translate the models and
graph-theoretic explanation to control units placed on branches. Using
IEEE benchmark data, we show experimentally that few controllers on
branches still suffice to achieve minimum possible operation cost. In addi-
tion, we show that when increasing the loads, adding a small number of
control units on branches—a number comparable to the previous result—
reduces the operation costs and increases the feasibility range.

Keywords: Hybrid power flow model · FACTS · Transmission network
control · Graph theory

1 Introduction

An increasing number of renewable energy producers is added to the power grid
to increase sustainability. Renewable energy producers are often independent
power producers (IPPs), which represent an external power supply in contrast
to the classical power supply. IPPs cause energy flow patterns that differ from
what the classical power grid was designed for, since they can be placed in the
low-, medium- and even high-voltage grid. There are two strategies for extending
current power grids to ensure reliable and cost-efficient energy supply also in the
presence of these changes.

(S1) Extending the grid with additional transmission lines.
(S2) Installing control units like flexible AC transmission systems (FACTS) [8]

to enhance grid utilization.
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In this paper, we consider the latter strategy. We study the positive effects of
placing control units on selected branches for the operation cost and operability.
It has been shown in [10] that if a flow control unit is placed on every branch,
the operation cost decreases and represents the lower bound for the operation
cost. In this work, we analyze the minimum number of flow control units placed
on branches (rather than on buses) necessary to achieve the lower bound for the
operation cost. We analyze the positive effect of placing control units on branches
in terms of grid operability in the presence of increasing grid load. Finally, we
compare our results to the model given in [10].

This work is an improvement of our previous model [10], where control units
are placed on buses having an effect of controlling all their incident edges. Here,
we make this model more realistic by considering control units being placed
on branches instead of buses. We assume that a flow control unit is an ideal
FACTS [6] controlling the power flow on its branch without any restrictions.

Using the IEEE power system test cases1 and a Python implementation
of MATPOWER2 called PYPOWER3, we performed simulation experiments
related to two key questions.

(Q1) How many and on which branches flow control units need to be placed to
obtain the lower bound for the operation cost?

(Q2) We consider the state of the grid, where the branch limits are approached
and ask whether a limited number of flow control units can decrease the
operation costs and extend the grid operability?

In Sect. 2, we give an overview of the previous work. Our new model is introduced
in Sect. 3. In Sect. 4, we analyze the Question Q1 and explain the experimental
results by relating them to the theoretical facts proven in [10]. In Sect. 5, we
explore Question Q2 and analyze the difference between the results of the current
and the previous model [10]. We conclude and give an outlook in Sect. 6.

2 Related Work

The problem of generating the required amount of power while obtaining min-
imum operation cost and meeting some restrictions is called Economic Load
Dispatch Problem (EDP). For the classical EDP a non-linear integer program
needs to be solved, which is NP-hard [7]. To cope with the EDP without FACTS,
the optimal power flow (OPF) method—a numerical method—was introduced
by Carpentier [1]. The development of OPF with its fundamental refinements is
summarized by Frank et al. [3,4].

Researchers study the advantageous effect of positioning control units like
FACTS and approach Questions Q1–2 in different ways. Gerbex et al. [5] and

1 data sources http://www.pserc.cornell.edu/matpower/ and http://www.ee.washing
ton.edu/research/pstca/.

2 http://www.pserc.cornell.edu//matpower/.
3 https://pypi.python.org/pypi/PYPOWER/4.0.0.

http://www.pserc.cornell.edu/matpower/
http://www.ee.washington.edu/research/pstca/
http://www.ee.washington.edu/research/pstca/
http://www.pserc.cornell.edu//matpower/
https://pypi.python.org/pypi/PYPOWER/4.0.0
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Ongsakul and Jirapong [13] use a genetic algorithm and evolutionary program-
ming, respectively, to optimize the positioning of FACTS by meeting different
special constraints. Lima et al. [11] propose a mixed-integer linear program to
optimally increase the loadability. Similar to our approach, they assume “ideal”
FACTS that can arbitrarily control all transmission line parameters. Differently
to our approach the authors neglect generation costs and line losses. All the
aforementioned approaches use DC model as an approximation of AC model.

AC models are more realistic than their DC approximations. There exist dif-
ferent AC models [12] using cartesian/polar coordinates or trigonometric approx-
imations. These models can be categorized as follows:

– AC models with sinusoidal loads (non-convex and non-linear formulation),
– AC quadratic approximations (non-convex and quadratic formulation),
– AC piece-wise-linearization (non-convex and integer linear programming for-

mulation),
– AC linearization (convex and linear formulation).

Farivar and Low [2] present an approach for the last model. They evaluate an
exact OPF model by convexifying and relaxing the AC-model. In this context,
they place phase shifters to exploit structural characteristics that are similar
to our approach. This is necessary to get an valid solution in the original AC-
model. Zimmerman et al. [14] study the positioning of FACTS on critical lines
to improve the voltage stability of power grids. Ippolito et al. [9] investigate the
number and the location of FACTS to maximize the system capability.

3 Model

We use a DC power grid model and map a power grid with buses and branches,
called in the following transmission lines or simply lines, to a graph G = (V,E)
with a set of vertices V and a set of edges E ⊆ (

V
2

)
, respectively. The set of flow

control lines (FCLs), denoted by FE ⊆ E, are lines with ideal FACTS controlling
flow on them. Analogously, we define the set of flow control buses (FCBs) and
denote them by FV ⊆ V . The FCBs control the flow on all incident edges. We
denote by GFE

the subgraph of G that contains all edges of FE and their end-
vertices. Similarly, we denote by GFV

the subgraph of G that contains the vertices
of FV and all incident to them edges. A flow f in G is a function f : V ×V → R

satisfying the flow conservation (Kirchhoff’s current law, see Eq. 1b) constrained
by line limits c(u, v) (see Eq. 1d) and fulfilling consumer/generator constraints
(see Eqs. 1e and 1f). Here, VG ⊆ V is the set of generators, xv ∈ R

+ is the
maximum supply of generator v ∈ VG, VC ⊆ V is the set of consumers and
du ∈ R

+
0 is the demand of u ∈ VC . A function f is called electrically feasible if

there exists a voltage angle assignment Θ : V → R such that Eq. 1c holds, where
B(u, v) is the susceptance of the edge (u, v).

In the standard flow model the flow on all edges can be manipulated, i.e.,
it is like having a FACTS on every edge in a power grid. In case of FCBs this
means FV = V and in case of FCLs this means FE = E. The standard flow
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model asks to find a flow, i.e., it neglects Eq. 1c. In the electrical flow model [15]
the flow on edges cannot be controlled, which translates to FV = ∅ in case of
FCBs and FE = ∅ in case of FCLs. The electrical flow model requires to find an
electrically feasible flow, i.e., Eq. 1c satisfied for all edges. In the hybrid model
introduced in [10], the flow model and the electrical flow model are combined
and it is required to find a flow on GFV

such that Eq. 1c holds only for edges
whose both endpoints are not in FV , i.e., the flow must be electrically feasible
only on the subgraph induced by V \ FV .

Since an ideal FACTS [6] is technically realized on transmission lines, it is
more realistic to consider FCLs instead of FCBs. Thus, we translate the three
described models designed for FCBs to models on FCLs by simply replacing FV

by FE and GFV
by GFE

.
Recall that the EDP is the problem of generating the required amount of power

while obtaining minimum operation cost and meeting the constraints in Eqs. 1b–
1f. The objective function γλ(f) describing the operation cost is a weighted func-
tion of generator costs γG(f) and transmission line losses γL(f), where λ is the
weight factor (see Eq. 1a). The overall optimization problem is as follows:

minimize λ · γG(f) + (1 − λ) · γL(f) (1a)
subject to
∑

{u,v}∈E
f(u, v) = 0 v ∈ V \ (VG ∪ VC) (1b)

f(u, v) = B(u, v)(Θ(u) − Θ(v)) ∀{u, v} ∈ E \ FE for FCLs

∀{u, v} ∈ E s.t. u, v /∈ FV for FCBs (1c)
− c(u, v) ≤ f(u, v) ≤ c(u, v) {u, v} ∈ E (1d)
∑

{u,v}∈E
f(u, v) = −dv v ∈ VC (1e)

0 ≤
∑

{u,v}∈E
f(u, v) ≤ xv v ∈ VG (1f)

4 Evaluation of Placing Flow Control Branches

In this section, we transfer our previous theoretical results [10] to FCLs. Thereby,
we answer Question Q1: How many FCLs are necessary to achieve the lower
bound for the operation cost, which happens in case each line is a FCL. We call
this operation cost a full control cost.

In Fig. 1 the graph of the IEEE case14 with the different subgrids is shown for
the placement of FCLs, that induces the operation cost equal to the full control
cost. We observe that the subgrid G − FE (graph G where the edges of FE are
removed) forms a cactus (graph where each edge lies in at most one cycle). In
other examples, we observed that G − FE can be even simpler, forming a forest
(a graph without any cycle). If G − FE is a cactus (resp. forest) and FE is the
smallest such set, set FE is called minimum cactus (resp. forest) feedback set.

In our experiments, summarized in Fig. 2, we compared the number of FCLs
necessary for achieving the full control cost to the size of minimum forest and
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FCLs for full control. Cases 9 and 39
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to [10].

cacti feedback sets. In case6-case30 the number of edges for the full control
cost is between the minimum size of a forest feedback set and a cactus feedback
set. In addition, case6, case9 and case30 achieve full control cost with FCL
size equal to the size of a feedback cactus set. For case39, full control is achieved
with fewer FCLs than the feedback cactus set size. Unfortunately computing the
optimal number of FCLs for the larger IEEE test cases is prohibitively expensive
with our current integer linear programming formulation.

The following two theorems provide theoretical evidence for our empirical
observations. They explain why the number of FCLs to achieve full control cost
and the size of minimum cactus/forest feedback set are related. This relation
and the fact that power grids are not dense networks, i.e., their feedback forest
set is not large, suggests that the relatively small number of FCLs are enough to
achieve the full control cost. Farivar and Low [2] give similar structural results
on spanning trees, but using a different model.

Theorem 1. Let G − FE be a forest. Then every flow f is electrically feasible
on GFE

.

Theorem 2. Let GFE
be a power grid with FCLs at the edges in FE such that

G − FE is a cactus and every edge of G − FE that lies on a cycle has infinite
line limits (or suitably bounded, see [10]). For any flow f there exists a flow f ′

with identical cost that is electrically feasible for GFE
.

The proofs for these theorems can be directly derived from [10] by replacing
the set of flow control buses FV with the set of flow control lines FE .
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Table 1. Comparison of the previous model using FCBs and the current model
using FCLs. To compute the number of FACTS in case of FCBs, we compute
the total number of edges incident to the vertices holding FCBs.

Dependency of Control Units Number case6 case9 case14 case30 case39

Feedback Tree 6 1 7 12 8

FCLs Feedback Cactus 4 0 3 5 3

Full Control Cost 4 0 6 5 0

Feedback Tree 2 1 3 5 4

FACTS 9 2 11 21 15

FCBs Feedback Cactus 1 0 2 2 2

FACTS 5 0 8 10 5

Full Control Costs 2 1 2 5 4

FACTS 9 3 8 23 15

5 Effect of FCLs in Comparision to FCBs

In this section we evaluate Question Q2. For this reason, we increase the load by
a factor ρ until the model becomes infeasible. For the hybrid model this happens
when adding more FCLs does not extend the operability.

Figure 3 show the experimental results for the IEEE power grids case6 to
case57. The behavior is the same as for FCBs meaning that the operation
cost and the range of operability increase when increasing the load factor ρ.
Interestingly, the number of FCLs does not increase substantially. For the case14
there is a maximum of three FCLs necessary instead of two FCBs and for the
case57 the number of maximum FCLs remains the same as for FCBs. Similar
behavior can be observed for the remaining cases. Recall that FCBs control flow
on all incident edges, which can be realized by placing FACTS on all of these
edges. Thus, in case of FCBs the number of necessary FACTS actually depends
on the degree of the vertices holding the FCBs and results in large number of
FACTS as indicated in Table 1.

6 Conclusion and Outlook

In this work, we investigated the benefits of considering the flow control branches
instead of flow control buses. By doing this, we eliminated one of the main
drawbacks of our previous work [10]. However, there is still room for improvement
of the model. In the future, we will extend our work from DC simplification to
a more realistic AC power grid model. In problems like transmission network
expansion planning (TNEP), the solution of DC models may substantially differ
from an AC model and is often not feasible. For this reason, the work of Farivar
and Low [2] introducing an AC model simplification is a good point to start. An
alternative research direction is to start with a DC linear model without losses
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but include reactive power. It would also be interesting to consider different AC
models, e.g. with cartesian/polar coordinates or trigonometric approximation.
In future work, we plan to generalize our results to these more realistic models
and to evaluate which model is best for producing realistic results.
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Abstract. The ongoing energy transition towards large shares of renew-
able generation poses challenges for hydro power producers. We revisit
the problem of optimising the operation of hydro power plants using
mathematical modelling, but utilising computer science concepts in the
design of the models and configuration of these models. We use a mod-
ular design allowing us to activate features, such as what markets or
which technical aspects to consider, by activating or deactivating a spe-
cific module. In this paper we give an example of how our method can
be used to configure which markets a model should operate on. Further-
more, we use a configuration process based on the SPEA2 evolutionary
algorithm to explore the relationship between the scale of the model and
the time required to solve it. Such methods assist in identifying configu-
rations that are the best fit in terms of runtime, realism and accuracy.

1 Introduction

Due to the energy transition throughout Europe there is an ongoing shift from
using conventional energy sources such as fossil or nuclear to renewable sources
such as photo-voltaic or wind power. However, such power sources are intermit-
tent due to weather conditions and therefore create larger fluctuations in the
energy system. These fluctuations can also be seen in the energy prices with an
additional significant decline of the average price levels and a flattening of daily
price peaks due to solar injections.

Hydro power (HP) is a mature technology with over a century of utiliza-
tion history and is therefore well understood, including its optimisation. Highly
accurate mathematical models have already existed for some time. However,
recently challenges emerged from the energy market, listed below, contributing
to complicating the problem and therefore forcing us to revise our methods.

– Less Time: Due to the less predicable power production due to higher use
of weather dependant renewable energies, and the resulting fluctuations in
the market prices, the operation plans needs to be adapted quickly. As plan-
ning relevant information becomes only available short term, the method for

c© Springer International Publishing Switzerland 2015
S. Gottwalt et al. (Eds.): EI 2015, LNCS 9424, pp. 200–207, 2015.
DOI: 10.1007/978-3-319-25876-8 17
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operation planning has to have a low runtime. Also, the intraday market can
be lucrative for HP but only allows for a short time frame for planning.

– Larger Problem: As the intra-day market works on 15 min time slots, with
a possible reduction to 10 min, it is a more complex problem and requires
more data than with a more coarse grain time discretisation.

– Smaller Margin or Error: Like other conventional power plants HP plants
also struggle with the currently low energy prices, in particular as they have
to pay fees to use the water and are exempted from most green energy
benefits. This limits the profitability of a HP plant and therefore places a
bigger strain on optimisation models to maximise the profit.

– Model Maintenance: Mathematical models exist, but like most mathematical
models, they are difficult to modify to adapt to a changed environment.

One solution might seem to shift from mathematical modelling to more
heuristic orientated methods. But in this field mathematical modelling is well
established, and existing models should stay in use, when possible. In addition,
most market models use mathematical modelling and must be compatible.

However, there are many aspects in mathematical modelling that can benefit
from fundamental concepts in computer science. This includes design, develop-
ment and deployment aspects. In this paper we focus on the configuration of
the mathematical models. Current models are problem specific and are hard to
solve. However, in some instances it can be beneficial to use a lighter model with
a lower runtime, so that more up-to-date data can be used. We will provide here
an approach towards a more flexible model that can adjust its scale and is highly
flexible, allowing for easier modification and maintenance.

Our idea bases on the assumption that a mathematical model is based on
different modules describing aspects of the problem. For each aspect alternative
modules can exist. By combining different modules a complete model can be
created. The combination of modules is the configuration of the model. Based
on the idea that mathematical models are wrong, but some are useful [3], we
are going to investigate the trade-off between usefulness of a model and its
resulting computational complexity. Therefore, we will investigating the search
space of different configurations of these models in terms of scale and runtime.
To investigate we propose an easy to implement method to show the trade-off
between the scale of the model and its runtime by investigating the Pareto front.
The Pareto front is expected to be interesting in a research and practical sense.

The optimal configurations and the pattern in which they can be observed
may be of research interest, as they may point to an easy-hard-easy pattern [6].
The aim is to identify patterns in the optimal configurations within the Pareto
front for different case studies (different hydro plants) to define general guidelines
that can assist in designing models in the future. This is a research in progress
paper. First we discuss some related literature. In Sect. 3 the problem definition
is presented, followed by our approach in Sect. 4. We then provide first results
(Sect. 5), and finally outline our future work and expectation.
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2 Background

Using mathematical models for the planning of the ideal operation of a hydro
plant is a well known and tested method. This is the case for both single site
models [5,7] and cascading (multi-site) models [1,4,9]. Even large models, such as
the HP plant system in Brazil consisting of 150 hydro plants, can be modelled
using this method [8]. However, there are, to our knowledge, no other works
that aims to use a modular design to develop these models and utilise this
design as part of a configuration process to ascertain ideal configurations. As
for the configuration of the model, it is a question of how simple the model
should be. Operations research is very familiar to the concept that Essentially,
all models are wrong, but some are useful. [3] as well as with the somewhat
opposing principle of Occam’s razor [2], stating that with competing hypotheses
that predict equally well, the one with the fewest assumptions should be selected.
For the field of operations research, it is often difficult to justify a model to be
simple but accurate enough expect through practical testing. In this paper, we
attempt to create a more systematic approach. In addition, through identifying
the Pareto front, we hope to find an easy-hard-easy pattern [6].

The configuration is multi-objective as we aim to minimise the required run-
time to solve the model and reduce the scale of the model. Multi-objective prob-
lems usually consider the Pareto front as a solution, which are proved to be
NP-hard to compute [10]. Therefore heuristics are commonly used, of which
evolutionary methods have proven to be effective off-the shelf algorithms [10].

3 Problem Definition

3.1 Optimisation Problem

The optimisation problem of a HP plant can be defined in relatively simple terms
and is similar to a mathematical representation of a battery. However, we must
consider that we have the possibility of trading on several markets. In this paper
we consider the optimisation problem in its basic form for simplicity. However,
we consider the problem to be scalable, as many technical, environmental and
market constraints can be added. The basic form shown below:

max.
∑

i,m

Pi,mQi,m (1)

Qi,m = Ri,mα (2)

Si = Si−1 + Ii −
∑

m

Ri,m (3)

Si ≤ Smax (4)

Si ≥ Smin (5)
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∑

m

Qi,m ≤ Qmax (6)

Where Pi,m is the price at time interval i for market m, Qi,m is the produced
energy for time interval i and market m, Ri,m is the water released from the
reservoir at time interval i for market m, α is the efficiency of the turbine (the
amount of energy produced per water used), Si is the storage level at time
interval i, Ii is the inflow of water into the reservoir at time interval i, Smax is
the maximum storage level of the reservoir, Smin is the minimum storage level
of the reservoir and Qmax is the maximum production level.

3.2 Configuration Problem

Below we describe the configuration of the model used to solve the optimisation
problem defined above. Each configuration is defined by which markets are used.
Using all markets increases the scale of the model and therefore directly affects
the time required to solve it. The configuration problem can be summarised as
finding the Pareto front of this trade off. The problem is defined formally below.

Given a configuration x in the set of all possible configurations X and func-
tions fi(x) for each objective i, x is said to be Pareto optimal if no other member
x∗ of X dominates x. x∗ dominates x if the following is true:

fi(x) ≤ fi(x∗) for all i where fi(x) < fi(x∗) for at least one objective i (7)

For the configuration of the HP model, there are two objective fr(x) and
fs(x) where fr(x) represents the runtime of configuration x and fs(x) represents
the scale of the model in configuration x.

4 Method

This section describes our own approach to address the previously described
problems, utilising the General mathematical Modelling System (GAMS), the
IBM CPLEX solver and the SPEA2 evolutionary algorithm [11].

4.1 Mathematical Model Design

As previously described, we wish to create scalable models that can be eas-
ily configured. An object orientated inspired design was used to map functions
to features. Each feature is represented by a module, containing all associated
mathematical functions. Each module is then stored in a separate file. A main file
containing a list of import statements can then be adjusted to simply exclude a
file and therefore it’s feature. For example, each function for the intraday market
is contained in a module and therefore it is possible to switch of trading on the
intraday market by excluding the intraday market module. As the model grows,
new modules are added that either replace modules or compliments them. Addi-
tional environmental constraint can be written in new modules and added, while
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Data: N : population size, N : elite population size, T Max number of
generations

Result: P t the non-dominated set

Initialise population P0 with randomly generated individuals and empty set P 0

Set t=0
while t < T do

for all x in P0 and P 0 do
f(x) = N −Nd where f(x) is the fitness function and Nd is the number by
which the individual in dominated by

end for
Move non-dominated individuals from Pt and P t to P t+1.
if size of P t+1 > N then

use clustering method to reduce the size of P t+1

end if
for all x in Pt and P t do

move Pt to Pt+1 based on roulette wheel selection
end for
while Size of Pt+1 < N do

breed x∗ from P t and Pt

add x∗ to Pt+1

end while
t = t + 1

end while
return PT

Algorithm 1. SPEA2 algorithm

a new turbine for a new case study can be written and then added in a simulation
for the new case study. The entire model is implemented using GAMS and once
configured, CPLEX is used to solve it. This modular design has many benefits
similar to object orientated design, including abstraction, mapping modules or
real life objects, better maintainability and deployment.

4.2 Configuration

Each set of modules used is considered to be a configuration. A list of modules
that are required for the basic model to run for a particular case study is used to
ensure those models are always switched on and the remaining modules are con-
sidered by the configuration process. The configuration process is based on the
SPEA2 algorithm. It uses Pareto domination in it’s fitness function, a separate
population of non-dominated individuals to implement elitism and a clustering
algorithm to stop convergence. Details are given in the listing of Algorithm1.

As mentioned, we use the runtime and scale of the model as objectives. As
the runtime is dependent on the hardware used and other software running,
we use the CPLEX ticks as a platform independent measure of runtime. We
use the number of modules as a preliminary measure of the scale of the model.
Although this is a relative simple method it has shown to be fairly dependable.
In the future, we plan to exchange this measure with more sophisticated ones.
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We have chosen an evolutionary algorithm for the following reasons. First, a
population based approach is well suited for finding the Pareto front, as an entire
set of Pareto optimal solutions are contained in the elite population, reducing
the number of requiring reruns. Second, an iterative population based approach
effectively investigating an unknown search space, as it provides the stability
of the scale measurement by identifying if related individuals also have similar
runtimes. In addition, evolutionary algorithms are highly configurable, allowing
us to update separate components, such as the initialisation of the population,
to achieve better performance.

5 Initial Results

Results of solving the mathematical model are shown in Fig. 1(a). We added
markets in order, therefore a model with 4 markets has markets 1–4 activated.
Each market has a separate implementation including the day-ahead, intra-day,
primary and secondary reserve, positive and negative tertiary reserve market
(market 1–6). These markets modules are test implementations and contain fic-
tive data and we do not consider the dependency between markets for simplicity.

In general, it shows how increasing the number of markets that the model is
able to trade on also increases the revenue, showing that there is a clear profit
gain in being able to trade on all markets. However, market 2 appears to never
be favourable which is why trading in one or two markets in Fig. 1(a) shows no
difference. Trading in all 6 markets or all expect market 2 also have the same
results (not shown in Fig. 1(a)). Thus, it may be of use to exclude market 2 from
the model. However, as market data is faked, it just showcases the potential of
our approach.

In this section we present our initial results. These results are only viable as a
proof of concept, but are not yet complete, mostly due to the fact that the model
is still at an early stage and therefore is simply not large enough yet to create
a large enough search space for the evolutionary algorithm. For this section we
use a small scale model as a proof of concept, with simple implementations of
the technical aspects and several markets to choose from. The model is scalable
only through the choice of which and how many markets to trade on. The evo-
lutionary algorithm may seem obsolete in these initial results due to the small
scale, especially as the clustering algorithm is never activated due to the limited
number of possible Pareto optimal solutions. Figure 1(b) shows the final results,
outlining the Pareto front. Figure 1(b) demonstrates a clear relationship between
the scale measurement and runtime, which demonstrates the feasibility of using
the number of modules as a measurement of scale. It shows that configurations
with similar scale also have a similar runtime and that there is a proportional
relationship between the runtime and the scale. However, more details about
how stable and what type of relationship exists will only be obtained once a
large model is implemented.
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Fig. 1. Initial results of the configuration process, showing the pareto front

6 Future Work and Expectations

The research project is still in an early stage. In the next steps we will focus
on expanding the mathematical model, greatly increasing the search space of
the configuration problem. As we are going to apply our approach in real-world
case studies, competing with industry standards, we have to implement more
technical and environmental constraints and more sophisticated market models.
In total the project will contain two case studies, first a single HP plant, and
later cascading HP plants, for which operation planning has to be done in one
planning process, due to their physical dependencies.

Beside increasing the complexity of the model, we also need to revise our
measurements for the size of the problem. The currently used number of modules
is just an intermediate step, and more sophisticated models needs to be defined.

Once the model is of a larger scale, we will improve the configuration. There
are large improvements that can be done for the evolutionary algorithm, espe-
cially once we understand the search space better. Knowledge of previous runs
can be used in the initialisation of the population, reducing the time to find
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the Pareto front. To assist in the population spreading along the Pareto front a
modified mutation operator can be used to favour mutation to a larger or smaller
scale model. Additionally, the fitness evaluating requires to solve the model and
therefore is time consuming. To speed-up evaluation, a hash map can be used to
look-up solutions instead of recomputing them.

We also need to analyse in more depth the search space, especially whether
the stability we observed above also exists in larger models, and whether the
simple relationship between scale and runtime remains or if fluctuations or even
easy-hard-easy curves can be observed. This insights can be used to identify
areas that promise to have a low runtime despite a relatively large model.

Acknowledgements. This work has been done in the context of the SNSF funded
project Hydro Power Operation and Economic Performance in a Changing Market
Environment. The project is part of the National Research Programme Energy Tran-
sition (NRP70).
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für Technische Informatik und Kommunikationsnetze (TIK) (2001)



Increasing Data Center Energy Efficiency
via Simulation and Optimization of Cooling

Circuits - A Practical Approach

Torsten Wilde1,2(B), Tanja Clees3(B), Hayk Shoukourian1,2, Nils Hornung3,
Michael Schnell3, Inna Torgovitskaia3, Eric Lluch Alvarez3, Detlef Labrenz1,

and Horst Schwichtenberg3

1 Leibniz Supercomputing Centre of the Bavarian Academy of Science
and Humanity, Garching bei München, Germany

torsten.wilde@lrz.de
2 Technical University Munich (TUM), Munich, Germany

3 Fraunhofer SCAI (SCAI), Sankt Augustin, Germany
tanja.clees@scai.fraunhofer.de

Abstract. The steady rise in energy consumption by data centers world
wide over the last decade and the future 20MW exascale-challenge in
High Performance Computing (HPC) makes saving energy an important
consideration for HPC data centers. A move from air-cooled HPC sys-
tems to indirect or direct water-cooled systems allowed for the use of
chiller-less cold or hot water cooling. However, controlling such systems
needs special attention in order to arrive at an optimal compromise of
low energy consumption and robust operating conditions. This paper
highlights a newly developed concept along with software tools for mod-
eling the data center cooling circuits, collecting data, and simulating and
analyzing operating conditions. A first model for the chiller-less cooling
loop of the Leibniz Supercomputing Center (LRZ) will be presented and
lessons learned will be discussed, demonstrating the possibilities offered
by the new concept and tools.

Keywords: HPC · Energy efficiency · Energy reduction · Adsorption ·
Data center

1 Introduction

For the past decade the energy consumption of data centers has increased sub-
stantially. For the year 2014 the world wide power consumption was estimated
at 38.84 GW [4]. According to DataCenterDynamics Intelligence [4] the average
data center Power Usage Effectivness (PUE) [1] world wide was in the range of
1.81 to 2.0 for 2013. An Uptime Institute survey [15] showed an average PUE of
1.65 for 2013. Using the average of both surveys (1.78, which is most likely very
optimistic), 17 GW of total data center power consumption was spent on the
infrastructure needed to run and cool the IT systems. Therefore, the reduction
c© Springer International Publishing Switzerland 2015
S. Gottwalt et al. (Eds.): EI 2015, LNCS 9424, pp. 208–221, 2015.
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of energy consumption and the possible reuse of waste heat becomes increasingly
important issues in the design and operation of large data centers. When talking
about data center energy efficiency one needs to talk about cooling technologies.
In the past this was not a strong focus since all data centers used air cooling.
Today, many super-computing data centers use a combination of different cooling
technologies but there exists a lack of knowledge regarding the energy efficiency
of the different cooling infrastructures and their efficient operation.

One specific challenge that HPC data centers are facing is the increasing
power variability of the new generation HPC systems. Figure 1 shows the LRZ
power profiles for 5 days in Jan. 2014. The power profile of the installed super-
computer SuperMUC (Nr.14 Top500 List Nov 2014 [16]) [P(SuperMUC IT) 2nd

line from top] shows a lot of variability when compared to the power profile of
all other installed IT equipment [P(Cluster IT) 4th dotted line from top] which
shows a more traditional power profile, a relatively even line. One of the main
reasons for this increased variability is the improvement of the energy efficiency
of the new generation CPU’s where the power consumption varies strongly with
the processor work load [6].

Fig. 1. LRZ data center power consumption Jan 2014.

Current data center cooling infrastructures are still designed based on a con-
stant work load at the maximum power load of the data center (10 MW at LRZ)
which does not present the real operating conditions. Figure 1 also highlights the
influence of the cooling infrastructure on the data center power consumption.
The LRZ data center [8] power profile [P(DC) 1st line] shows the variability of
SuperMUC [P(DC IT) 2nd line from top] but there are some additional peaks
and swings that do not come from the super computer. It doesn’t come from the
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electrical distribution and conversion [P(DC EV) 5th line from top] either. As
can be seen it comes from the power consumption of the cooling infrastructure
[P(DC KT+I) 3rd line from top]. There is clearly some relation with the wet-
bulb temperature [T(FK) marked area at bottom] which influences the efficiency
of the cooling infrastructure.

The question to answer is: why does the cooling infrastructure behave like
this, and how can the power spikes and power oscillations of the cooling
infrastructure be avoided in order to be more power and energy efficient.

There is a real need to understand the efficient operation and usage of the
new cooling technologies, how they differ from traditional air cooled data center
operation, how they should be controlled (also in light of high load variability of
the new generation HPC systems), and how the design of data centers need to
change to make efficient use of the new cooling technologies and possible re-use
of heat generated by the HPC systems. The SIMOPEK (Simulation and Opti-
mization of Energy Circuits in Data Centers) project [13], funded by the German
Federal Ministry for Education and Research, is investigating the possibility of
improving the energy efficiency of the chiller-less cooling loop at the Leibniz
Supercomputing Center (LRZ) for specific real world operating points. This will
be done by creating a model of the cooling infrastructure, using it to simulate
the behavior of the cooling infrastructure, and using multi-criteria optimization
to see how the loop can be run more efficient. In combination with possible
adsorption chiller models, the simulation can be used to see if the use of adsorp-
tion chillers can improve a data centers Total Cost of Ownership (TCO). The
model of the cooling infrastructure will also allow virtual changes to the cooling
infrastructure enabling the evaluation of possible energy efficiency improvements
before making physical changes to it.

This paper starts with a description of the SIMOPEK project and related work
(Sect. 2). In particular, the LRZ data center and its cooling circuit (Sect. 2.1), the
data collection infrastructure (Sect. 2.2) as well as the MYNTS software used for
modeling, simulation and optimization are outlined (Sect. 2.3). Section 3 discusses
already performed work and some lessons learned concerning the data collection
(Sect. 3.2), the modeling (Sect. 3.1), and the first simulation (Sect. 3.3). The paper
concludes with an overview of the overall system architecture developed and an
outlook on next steps (Sect. 4).

2 Background

The “4 Pillar Framework for Energy Efficient HPC Data Centers” [19] pro-
vides a representation of all parts of a data center that influence its energy
efficiency. The four pillars are: Building Infrastructure (Pillar1), HPC System
Hardware (Pillar2), HPC System Software (Pillar3), and HPC applications (Pil-
lar4). Figure 2 shows the coverage area of the SIMOPEK project as well as
the high level focus areas of each pillar to improve the data center energy effi-
ciency. Currently, data centers focus on each pillar individually. But there are
limitations to localized optimization. For example, the cooling infrastructure
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Fig. 2. The four pillar framework for energy efficient HPC data centers and SIMOPEK
project coverage.

automation system operates based on static control parameters. It collects cur-
rent sensor data and adjusts its operation accordingly. But it can’t look into
the future. It can’t distinguish a temporary power consumption spike, where it
wouldn’t need to adjust, from a relevant increase of the IT system power con-
sumption. Thus it adds more cooling capacity even so the spike might last only
a couple of minutes and wouldn’t tax the infrastructure resulting in an unnec-
essary increase in the infrastructure power consumption. But in order to avoid
this behavior a meta feedback and control system is required that combines
information from Pillar2 (current and future load behavior of the HPC system),
Pillar1 (the cooling infrastructure behavior under those conditions), and exter-
nal influences (temperature and humidity). Another challenge is to decide what
the cost-optimal cooling water temperature would be with changing outside con-
ditions. For example, at LRZ, the cooling infrastructure for SuperMUC works
towards a set cooling-inlet temperature (40◦C summer and 30◦C winter) but it
might be more efficient to let it vary depending on outside conditions and heat
re-use requirements (colder during the nights than during the day, and warmer
in summer for hours where the energy usage to cool down to 40◦C might be very
high because of outside conditions). In the end a global optimization strategy,
combining data from all aspects of the data center, might provide the opti-
mal approach to improving the data center energy efficiency. SIMOPEK moves
towards that goal connecting Pillar1 and Pillar2 since it is required to be able
to model and simulate how the cooling infrastructure can work as efficiently
as possible in connection with the load variability of the new generation HPC
systems.
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2.1 LRZ Cooling Infrastructure

The LRZ data center has 9554m2 (102838 ft2) of floor space with a redundant
power feed of 10 MW. The floor space for IT equipment is 3160.5m2 (34 019 ft2)
distributed over 6 rooms on 3 floors. The infrastructure floor space is double the
IT floor space at 6393.5m2 (68 819 ft2). The data center is entirely powered by
renewable energy. Figure 3 shows an overview of the LRZ cooling infrastructure.
LRZ uses a mix of free cold water cooling (well water), chiller supported cold
water cooling, chiller-less cooling, and air cooling. This represents a real challenge
for the infrastructure control system and for energy efficient operation since
all cooling technologies need to operate in accord but each requires different
optimization techniques.

Fig. 3. LRZ cooling infrastructure overview schematic.

Figure 4 shows the chiller-less cooling circuit in more detail. As can be seen
there are two separate loops that cool different parts of the data center (HRR
and NSR) and both connect to one water distribution. This water distribution
is connected to four roof cooling towers (KLT11 - KLT14). At first glance this
circuit looks simple enough, but operating the cooling circuit efficiently is not
an easy task - The devil is in the details.

For example, an operational challenge is the running of the four roof cooling
circuits. Each cooling tower is specified to remove 2 MW of heat. Each cooling
circuit feeds from the water distribution, goes over a hydraulic gate (left over
from chiller supported cooling, allowing for constant pump speed required by
chillers), and into one heat exchanger. The heat exchanger separates the internal
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Fig. 4. LRZ chiller-less cooling circuit overview schematic.

water loop (normal water with some additives) from the cooling tower water loop
(water-glycol mix). The hydraulic gates and the heat exchanger are specified for
a defined temperature spread and a specific pump speed. But since the work
load (produced heat) can vary substantially, some load scenarios fall into very
inefficient operation points of the cooling circuit. For example, low temperature
differences and low pump speed can cause water mixing in the hydraulic gates
reducing the real world efficiency of the chiller-less cooling system and leading
to a substantial increase in the power consumption of the cooling system.

Besides optimizing the cooling infrastructure operation, the re-use of waste
heat can help data centers to avoid or recuperate some costs. LRZ has some
preliminary experiences in heat re-use using a SorTech ACS-08 adsorption chiller
connected to the PRACE 1IP-WP9 CooLMUC prototype HPC cluster [9]. The
cluster is completely room neutral, meaning that there is no requirement for
computer room air conditioning (CRAC) units. CooLMUC is arranged in 5 racks.
The compute hardware is contained in three racks while the cooling components
are contained in two other racks. The connected SorTech ACS-08 adsorption
chiller is used to turn the hot water emitted from the cluster into cold water.
The cold water is then used to cool the rear-door heat exchanger of a sixth
rack. Adsorption chillers come from the solar industry where they are used to
generate cold water in combination with solar energy using high input water
temperature (70◦C and higher). A CooLMUC and adsorption machine model
could help to support the notion that adsorption chillers could be used in data
centers efficiently, help to determine what type of adsorbent needs to be used to
support lower driving temperatures, and help to define how the chiller and the
IT system needs to be operated.
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2.2 PowerDAM

PowerDAM [11] (Fig. 5) is a tool developed at LRZ to allow the collection and
analysis of data from different data center systems. PowerDAM provides a plug-
in infrastructure for system data collection and for reports over the collected data
allowing for a relatively easy extension of the tool. It also provides a framework
for defining virtual sensors which can be a combination of multiple physical as
well as other vitrual sensors. For example, the CooLMUC power consumption
is the sum of the power consumption of all nodes, of the networking equipment,
and of the internal cooling circuit. Besides generating the sensor data xml file
required by MYNTS for verification and validation of the chiller-less cooling
infrastructure model and feeding the final simulation, the collected data is used
to calculate the Energy-to-Solution of applications, to calculate data center Key
Performance Indicators (KPI’s) such as Power Usage Effectiveness (PUE) [1]
and Data center Workload Power Efficiency (DWPE) [18], and for power and
energy prediction of applications [12].

Fig. 5. PowerDAM high level overview.

2.3 MYNTS Software

The MYNTS software package (Multiphysical Network Simulator, cf. [2,5]) was
developed for modeling and simulating, as well as analysing and optimizing elec-
tric, water, and gas networks. It is used, for instance, by Open Grid Europe, a
company running Germany’s largest long-distance gas transport network.

MYNTS is built on the fact that such networks can be modeled in a very
similar fashion as systems of differential-algebraic equations. The respective non-
linear system to be solved - simulated or optimized - is set up based on analytic
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formulations. MYNTS’ NL-converter creates all data necessary for runs with
the underlying solver for NLPs (nonlinear problems), namely ipopt [7]. MYNTS
allows for user-defined elements (custom physical formulations and constraints).

In combination with net ‘O’graph and DesParO [3], graph analysis, statistical
analysis, calibration, and robust optimization tasks are supported. The graph
analysis features include graph reduction, graph matching, analysis of supply-
demand scenarios, and network (de)composition as well as automatic layout
methods. DesParO provides metamodeling (efficient interpolation by means of
response surfaces with adaptive model build-up), statistical analysis of
parameter-criteria dependencies (including own nonlinear correlation, tolerance
and quantile estimators, cf. e.g. [10]), and Pareto optimization (multi-objective
optimization).

3 First Experiences and Lessons-Learned

This section discusses experiences and lessons learned for the work performed
leading to the first cooling circuit model for the chiller-less cooling loop at LRZ.

3.1 Model Creation

In order to set up a model which can be used for analysis, simulation and opti-
mization of the infrastructure network (Pillar1 Fig. 2), the following components
are necessary: the layout of the network (topology); the technical description of
the network components (elements); the description of inputs, outputs, control
logics etc. (scenarios); and the definition of optimization goals.

Ideally, the topology can be obtained or reconstructed by data (e.g. HTML,
XML, OPC UA) used in an infrastructure/building management system. Quite
often, though, only CAD (computer aided design) data is available for the specific
circuits considered. This is also the case for LRZ. Hence, the network topology
was setup using a custom semi-automatic procedure: in the first step, the CAD
file describing LRZ cooing infrastructure was converted by means of a self-written
parser. A major challenge was to reconstruct pipes, technical components, and
their connections since the CAD file used dashed lines, non-connected simple
sketches etc. In the second step, the resulting topological information was cor-
rected and extended by means of analysis routines and manual work.

To model the physical behavior of the network components, data contained in
technical documentation is required. For LRZ, the important components include
regulated or unregulated pumps, heat exchangers, cooling towers, hydraulic sep-
arators, additional resistors, regulators, one- or three-way valves, and pipes.
A special focus in SIMOPEK is on adsorption chillers [17]. A detailed physi-
cal description as well as appropriate characteristic maps are available due to a
close collaboration with SorTech AG [14]. For use in MYNTS the data was con-
verted to digital form. Since the device names could not be read automatically
from the infrastructure plan or management system, a mapping from model gen-
erated device names to original device names was generated semi-automatically.
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Technical specifications of decisive parameters, settings, and characteristic maps
were obtained by digitalizing respective information from the device manuals
and from web pages.

Measurement data as well as descriptions of control logics are used: for defin-
ing scenarios; to define boundary conditions for setting up several valid simu-
lation models describing important events from the past; to validate simulation
results (historical data for offline, online data for dynamic validation); and as
input for calibration processes. The latter is necessary if a decisive device acts as
a “black box” and cannot be described based on technical documentation. This
can happen if the model/type or specifications of the device are not known,
or if it is a complex system. Measurement data in its “surroundings” might be
used to train approximation models instead of real characteristic maps. DesParO
(Sect. 2.3) can be used, for instance. For the LRZ infrastructure, for example,
some heat exchangers and the SuperMUC are treated as “black box”.

Usually, optimizing a complex infrastructure in combination with possible
conflicting operating requirements leads to a multi-objective optimization. The
specific optimization selection is not unique and is strongly influenced by goals of
the data center and other stakeholders. A traditional approach is to weight goals
against each other to form a single optimization criterion. An alternative app-
roach, used in SIMOPEK, is multi-objective optimization in order to compute
Pareto-optimal solutions, i.e. best compromises.

Lessons Learned #1: Since infrastructure description data in CAD format doesn’t
provide enough information for automatic processing, data center need to require
parsable topology maps (network topology description and technical details on its
elements) of the data center infrastructure either during procurement, or if possi-
ble by ordering technical specifications in a suitable electronic format, e.g. tables
defining characteristic maps after installation. This will reduce any effort requiring
the infrastructure topology substantially. In addition, one should check whether
components are really installed according to specifications in the infrastructure
plan.

3.2 Collecting and Mapping Data

In most cases, in order to collect the data required for the modelling and sim-
ulation of a data center cooling infrastructure, multiple separate data center
systems need to be accessed from Pillar1, Pillar2, and Pillar3 (Fig. 2). For the
LRZ data center this includes: Pillar1 (JCI - the infrastructure automation sys-
tem from Johnson Controls, and WinCC - the power distribution monitoring
system from SIEMENS); Pillar2 (the relevant information of the IT systems
that use the chiller-less cooling circuit - mainly SuperMUC and CooLMUC,
and re-use technology information - SorTech Adsorption chiller connected to
the CooLMUC, CooLMUC internal cooling circuit information, and CooLMUC
power consumption); and Pillar3 (the relevant information of the IT scheduling
systems - LoadLeveler and Slurm).

Collecting data from different unrelated systems provided a multitude of
challenges.
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Since all systems are stand alone systems the time synchronisation between
the different system measurements becomes very important. For example, some
systems use Coordinated Universal Time (UTC) [SuperMUC PDU data, JCI],
others use local time [WinCC, LoadLeveler, Slurm, CooLMUC].

Since PowerDAM uses a specific sensor name schema for its API (Eq. 1) the
sensor names from the different systems need to be converted. This needs to be
done automatically since systems could have thousands of sensors.

RootResource(.Resource) ∗ SensorType = Value; Timestamp (1)

On systems that already use an hierarchical naming schema the mapping to
the PowerDAM API names is relatively straight forward. For systems, that only
ensures the uniqueness of a sensor name (for example, WinCC), the names can
be mapped to a flat hierarchy for PowerDAM.

JCI has a name schema for its sensors that seemed well thought out. There is
a part identifying the circuit and one that identifies the location. The first Power-
DAM mapping was based on the circuit name. Unfortunately, it turned out that
a very small number of sensors used the circuit+location as a unique identifier
(R3OKLT72 - Location: R3O, Circuit KLT72; R2OKLT72 - Location: R2O, Circuit
KLT72, but not the same circuit KLT72). Also there were other naming incon-
sistencies that required special name handling, making the final solution more
complicated than it should have been. (R2OSS 71EZ PEMW04 follows the nam-
ing schema, maps to: R2OSS71.EZ04 MW but @JCSQL:...R2OSS 71EZ PEMW04
doesn’t adhere to JCI internal naming schema mapping to: R2OSS71.EZ04 MW
as well).

Lessons Learned #2: Data centers need to be involved in defining the sensor
naming schemas for their monitoring systems so that the collected data can be
automatically processed by other data center tools. Also it would be beneficial
to have tools that can ensure sensor name coherence.

Another unforseen complication was the use of special German characters for
two sensor names in WinCC. Since PowerDAM is written using Python 2.7, all
internal string conversion is done using ASCII encoding by default. ASCII is fine
as long one adheres to the English alphabet. But the German Umlaute requires
the use of UTF-8 encoding. This resulted in a partial code re-write because all
file processing, XML processing, pattern matching, and string handling needed
to use UTF-8 explicitly. This is not required for Python 3.0 (uses UTF-8 as
default) but at the time PowerDAM was developed some libraries where not
available for Python 3.0 (MySQL-python package still doesn’t provide Python
3.0 support as of now).

Lessons Learned #3: If possible, stick to the English alphabet everywhere in
your data center software, one will have less worries when processing the data
later on. Otherwise be aware of possible UTF-8 related issues.

From an ease-of-access perspective, the IT related system information (Super-
MUC, CooLMUC, LoadLeveler and Slurm schedulers) were very easy to access
(Linux tool chain). JCI was somewhat harder since the vendor does not consider
their tool as providing information to third parties. Also, the design of the JCI
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tool makes archive sensor data and online sensor data compete for bandwidth.
This meant that not all sensor data visualized in the JCI GUI were in the stor-
age data base. Also, event information (pump on/off) was stored in a file not
accessible from the outside. The hardest system to access was WinCC. Here the
database is encrypted requiring extra tools creating a complicated dependency
hierarchy. Everything concerning WinCC is Windows based and accessing the
data from Linux is challenging at best. Currently, WinCC data is processed off-
line (data for a month is exported to csv using the WinCC GUI and the csv file
is than imported into PowerDAM).

Lessons Learned #4: Procure data center monitoring and automation tools that
allow for easy access to collected data via standards not proprietary ways. If
this is not possible, include in the procurement any extra tools and installations
needed to access the data.

3.3 Simulation, Analysis and Optimization

The complete preliminary model of the hot-water, chiller-less part of the cooling
circuit consists of approx. 800 nodes, 600 pipes, and 250 devices. Current focus
is on the NSR cooling circuit (Fig. 4) where CooLMUC is connected. Figure 6
shows, as an example, the cut-out of the NSR cooling circuit from the complete
network model. The underlaying graph for the specific circuit was analysed for
inconsistencies. The initial simulation results, using real measurement, were used
to calibrate the model.

Forming network models means bringing together all components mentioned
in Sect. 3.1. Here, a major challenge is the connection of the network elements
and the sensor tags. Although SCADA (supervisory control and data acquisition)
systems are available, this is a nontrivial technical task.

Lessons Learned #5: Access to the topological data used in the SCADA sys-
tem(s) employed is mandatory to avoid manual work on mapping tags to

Fig. 6. Exemplary network topology considered: NSR cooling circuit.
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Fig. 7. The overall architecture of the system developed.

elements. One should order either appropriate technical interfaces or directly
the respective mapping. Again, this will reduce the effort- and time-to-solution
substantially.

The correctness of the collected sensor data is not guaranteed by all systems
(some mark invalid data, others don’t). Most data problems will become visible
during model calibration. Currently, the possibility of adding validation methods
for sensor data to PowerDAM are considered. Unfortunately, this is a non-rival
task but it would be very helpful if problematic data can be identified and marked
before hand.

Lessons Learned #6: Treat collected sensor data with an appropriate amount of
scepticism. In most cases, invalid sensor data is the cause of strange data center
infrastructure behavior.

4 Summary and Future Work

The overall concept for targeting cooling circuits is depicted in Fig. 7 by means
of a high-level description of its components and their connections.

As of now the model of the CooLMUC internal cooling circuit and the sup-
porting data center cooling circuit are developed and tested. The next step is
the successful simulation of the model and its use to find an optimal adsorption
chiller design. After this, one complete cooling circuit (HRR+NSR and KLT11,
see Fig. 4) will be modeled and simulated. The hope is that the simulation can
provide information about possible optimization potential. One very debated
topic at LRZ, for example, is the need for the hydraulic gates in the chiller-less
cooling circuits.
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