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Abstract. To choose the best features to model the signatures is one
of the most challenging problems in online signature verification. In this
paper, the idea is to evaluate whether it would be possible to combine
different feature sets selected by different criteria in such a way that their
main characteristics could be properly exploited and the verification per-
formance could be improved with respect to the case of using each set
individually. In particular, the combination of an automatically selected
feature set, a feature set inspired by the ones used by Forensic Hand-
writing Experts (FHEs), and a set of global features is proposed. Two
different fusion strategies are used to perform the combination, namely, a
decision level fusion scheme and a pre-classification scheme. Experimen-
tal results show that the proposed feature combination approaches result
not only in improvements regarding the verification error rates but also
the simplicity, flexibility and interpretability of the verification system.

Keywords: Online signature verification · Forensic handwriting
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1 Introduction

Automatic signature verification is an important research area in the field of
biometrics [1], being the most popular method for identity verification. Signa-
tures are recognized as a legal means of identity verification by financial and
administrative institutions, and people is familiar with their use in everyday life.

Two categories of signature verification systems can be distinguished, namely,
offline (only the image of the signature is available), and online (dynamic infor-
mation acquired during the signing process is available). The interest in the
online approach has increased in recent years due to the widespread use of elec-
tronic pen-input devices in many daily applications. In addition, it is reasonable
to expect that the incorporation of dynamic information would make signa-
tures more difficult to forge. Nevertheless, there are certain applications that
demand the use of the offline approach. For example, Forensic Handwriting
Experts (FHEs) only have the signature image available in their daily work,
although in the future it might occur that FHEs will also have to deal with
online signatures.
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In online systems, the signature is parameterized by discrete time functions,
such as pen coordinates, velocity and pressure, among others. Researchers have
long argued about their effectiveness for verification purposes, and the conflicting
results make the discussion still open [2], [3]. To decide which features extract
from the available time functions is also an important design step. Local (com-
puted for each point in the time sequence) and global (computed from the whole
signature) features can be considered [4], [5].

In this paper, the idea is to evaluate whether it would be possible to com-
bine different online feature sets selected by different criteria taking advantage
of their main characteristics in order to improve the verification performance
with respect to the case of using them individually. The combination of three
feature sets that have already proved to have interesting qualities, resulting not
only in good verification performances, but also providing different advantages
to the verification systems, is then proposed. In particular, an automatically
selected feature set, a set of features relevant to FHEs, and a global feature
set are combined and the discriminative power of the resulting combination is
evaluated. The advantages of using each of these feature sets will be highlighted
along this paper. Two different strategies are proposed for the combination of the
feature sets. One is based on a decision level fusion strategy and the other one
on a pre-classification approach. A well known state-of-the-art classifier, namely,
Random Forest (RF), is used to perform the verification experiments. The ver-
ification performance of the proposed combination approaches is evaluated for
two different signature styles of a publicly available database, namely, Western
(Dutch) and Chinese.

2 Feature Selection

Typically, the measured data consists of three discrete time functions: pen coor-
dinates x and y, and pressure p. Several extended time functions are usually
computed from them [5], [6]. In this paper, the velocity magnitude vT and direc-
tion θ, the total acceleration aT and the log-radius curvature ρ are computed.
The first and second order time derivatives of these functions are also computed.
The different features are then extracted from the above mentioned time func-
tions, as described in the following Subsections.

2.1 Global Features

In [7], a set of widely used global features corresponding to the better ranked
ones in [5] and [4] is used. These global features (hereafter referred to as GF) will
be the ones considered in this paper (for both, Dutch and Chinese signatures),
and they are: signature total time duration T , pen down duration Tpd, positive x
velocity duration Tvx, average pressure P̄ , maximum pressure PM and the time
of maximum pressure TPM

. To include global features to the combination would
simplify and improve the interpretability of the system since they are simple,
intuitive and easily to compute and compare.
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2.2 Time Function Based Features

A wavelet approximation of the time functions is proposed to model them. The
Discrete Wavelet Transform (DWT) decomposes the signal at different resolution
levels, splitting it in low (approximation) and high (details) frequency compo-
nents. The idea is to use the DWT approximation coefficients to represent the
time functions. In particular, the widely used db4 wavelet is employed. Resam-
pling of the time functions, previous to the DWT decomposition, is needed in
order to have a fixed-length feature vector.

Automatically Selected Time Function Based Features. In [8], an auto-
matic feature selection based on the variable importance provided by the RF
algorithm is performed from the original set of time functions listed at the
beginning of Section 2. The automatically selected features are: x, aT , y, vT ,
p, dp, ρ, dx, θ, dy, d2x, d2y and dvT for the Dutch data, and y, x, p, vT , aT , dy,
dx, d2y, θ, ρ, dp, d2x, dθ, d2p, dvT , dρ and d2θ for the Chinese data. Here, df
and d2f denote de first and second order time derivatives of the corresponding
time function f , respectively. Note that different features are selected for each
signature style, then to include these features to the combination will improve
its flexibility and capability to adapt to each type of signature. These feature
sets will be referred to as ASF.

FHE Based Features. Although FHEs work with the static image of the signa-
ture, they can infer some dynamic properties from it. FHEs consider velocity and
curvature as distinctive features, since in natural handwriting the stroke velocity
is determined by its curvature, while in a forgery process this would not be the
case. The pen pressure is not useful for them since it is strongly dependant on
external factors such as the writing material and surface, although the pressure
fluctuations are highly individualistic to the writer. In this paper, the set of fea-
tures presented in [8], hereafter referred to as TFFHE, is considered as the one
relevant to FHEs: vT , θ, ρ and dp. To include these features to the combination
would make it meaningful for FHEs, then the system could be integrated into
toolkits that could be useful for them. This could contribute towards bridging
the gap between the FHE and the Pattern Recognition (PR) communities. The
TFFHE features have been selected based on FHE criteria for Latin scripts.
Since information about FHE criteria for Chinese scripts was not available for
the authors, the same TFFHE set is used for both signature styles.

3 Feature Combination Approaches

Two different combination strategies are proposed. One of them is based on
a decision level fusion (DLF) approach, while the other is based on a pre-
classification (PC) of the signatures so that gross forgeries can be early detected
and discarded. They are described in Subsections 3.1 and 3.2, respectively.
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3.1 Decision Level Fusion

Traditionally, three main approaches for information fusion can be distinguished,
namely, feature, classifier or decision level fusion. In the feature level case, the fea-
ture vectors coming from different sources are concatenated to obtain a combined
feature vector which is then used in the classification task. In the classifier level
approach, a composite classifier is generated by combining the individual classi-
fiers used to process the different signals involved. Finally, in the decision level
approach, a final decision is obtained by combining the probability/likelihood
scores from the separate classifiers processing the different signals.

In this paper, classifier level fusion is not possible due to the particular clas-
sifier being used (RF). Regarding a fusion at feature level, it is clear that since
the ASF feature set contains the TFFHE set, feature level fusion of these two
sets would not make sense. Two separate experiments fusing GF features with
ASF features on one hand, and fusing GF features with TFFHE features on
the other, were carried out. The verification results obtained (not shown here)
did not improve the ones corresponding to the case of using the ASF and the
TFFHE feature sets individually.

Based on the above comments, only DLF is considered in this paper. Three
independent RF classifiers are fed by each type of features (GF, ASF and
TFFHE) and the final decision is computed as a combination of the likelihood
scores associated which each classifier based on the widely used weighted geo-
metrical combination rule, that is:

Pfused = P β
GF P γ

ASF P
(1−β−γ)
TFFHE , (1)

where Pfused is the likelihood score for the combined scheme, PGF , PASF and
PTFFHE are the likelihood scores for the classifiers based on GF, ASF and
TFFHE features, respectively, and 0 ≤ β ≤ 1 and 0 ≤ γ ≤ 1 are user defined
parameters weighting the individual likelihood scores.

3.2 Pre-classification

It would be reasonable to expect that for gross forgeries some features such as
global features and the ones based on the FHE criteria, would present a wide
variability. This leads to the idea of using GF and TFFHE features for pre-
classification in order to quickly recognize and discard gross forgeries.

In this paper, a multivariate version of the univariate PC approach introduced
in [9] is proposed. The decision rule is shown in Fig. 1 (right), where gtest denotes
the feature vector corresponding to the test signature, ḡtrain and Σtrain are the
feature vector sample mean and sample covariance over the genuine training
set, respectively, and α is a coefficient defining the threshold. The decision rule
means that signatures whose feature vectors lie outside the hyperellipsoid define
as (gtest−ḡtrain)T Σ−1

train(gtest−ḡtrain) = α2, are considered as forgeries. Figure 1
(left) illustrates this, for the case of a two-dimensional feature vector. Coefficient
α2 is computed as:
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α2 = max
A

max
Ai

{
(gtest − ḡtrain)T Σ−1

train(gtest − ḡtrain)
}

, (2)

where A is the set of all the authors in the Training Set and Ai denotes the i-th
author in the same set.

Fig. 1. Left: Distribution of the global feature vectors for the genuine (+) and forged
(o) signatures of an author in the database. A bounding ellipsoid ((red) solid line) as
defined above, and an enlarged ellipsoid ((red) dashed line) as defined in Section 5, are
also represented. In this case, the feature vector is composed by T and TPD. Right:
Decision rule.

In this paper, two different experiments employing the PC approach are
proposed. One of them, referred to as PC-GF, uses GF features for PC while
the subsequent classification stage is performed based on a DLF between two
RF classifiers fed by ASF and TFFHE features, respectively. The other one,
referred to as PC-FHE, uses TFFHE features for PC while for the subsequent
classification stage employs a DLF between two RF classifiers fed by ASF and
GF features, respectively.

4 Evaluation Protocol

The SigComp2011 Dataset [10] is used for the experiments. Since it contains
Dutch and Chinese signatures, the influence of the cultural origin of the signa-
tures in the verification performance can be evaluated, which is crucial in order
for the system to be widely accepted. Each dataset is divided into a Training
and a Testing Set. Skilled forgeries (simulated signatures in which forgers are
allowed to practice the reference signature for as long as they deem it necessary)
are available. The measured data are: pen coordinates x and y, and pressure p.

To evaluate the performance, the Equal Error Rate (EER) and the cost of
the log-likelihood ratios (Ĉllr and Ĉmin

llr ) are computed. A smaller value of Ĉmin
llr

(minimal possible value of Ĉllr) indicates a better performance of the system.
The use of log-likelihood ratios has been recommended by the experts in the
lastest main conferences of the area since they allow FHEs to give an opinion on
the strength of the evidence.

The optimization of the tunning parameters of the proposed verification
systems is performed over the Training Set, while the Testing Set is used for
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independent testing purposes. To obtain statistically significant results, a 5-fold
cross-validation (5-fold CV) is performed over the Testing Set to estimate the
verification errors. Forgeries are not usually available in real applications during
the training phase, then only genuine signatures are used for training purposes.

4.1 Decision Level Fusion Approach

For each instance of the 5-fold CV, a signature of a particular writer from one
of the testing sets in the 5-fold CV is fed to the system. The GF, ASF and
TFFHE features are computed. Then, three RF classifiers are trained using GF,
ASF and TFFHE features, respectively. Each classifier is trained by a genuine
class consisting of the current writer’s genuine class in the training set of the
5-fold CV, and a forged class consisting of the genuine signatures of all the
remaining writers in the same set. The result of the verification process is then
the combination of the outputs of these three RF classifiers computed as in (1).

4.2 Pre-classification Approach

For each instance of the 5-fold CV, a signature of a particular writer from one
of the testing sets in the 5-fold CV is fed to the system. The GF (for the PC-
GF) or the TFFHE (for the PC-FHE) features are computed to construct gtest.
Then, the distance between gtest and ḡtrain (sample mean computed over the
current writer’s genuine signatures available in the training set of the 5-fold CV)
is computed. If this distance is larger than the threshold (α2), the signature is
declared to be a forgery. If this is not the case, the signature is subjected to
the subsequent classification stage, where two RF classifiers are trained, one of
them with the ASF features and the other one with the TFFHE (for the PC-
GF) or the GF (for the PC-FHE). Each RF classifier is trained as described in
Subsection 4.1. A DLF is performed over the two RF classifier outputs, giving
the final output of this classification stage. Then, the result of the verification
process is either the result of the PC (the input signature is declared to be a
forgery), or the one of the DLF of the two RF classifiers. Note that, in case the
result is given by the PC, the verification process is simplified and speeded up.

5 Results and Discussion

The tuning parameters are optimized over the corresponding Training Sets. For
both approaches, the number of trees and randomly selected splitting variables in
the RF classifiers were set to 500 and

√
P (being P the feature vector dimension),

respectively. The time functions were resampled to a normalized length of 256.
Regarding the resolution level, a better approximation accuracy is obtained using
a lower resolution level, at the cost of increasing the amount of the modeling
DWT coefficients. To increase the amount of DWT coefficients to model each
time function is not a limitation when using the TFFHE features since the
feature vector contains only four features, although it will significantly increase
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the feature vector dimension in the case of using the ASF features. Then, the
DWT resolution level was set to 2 when computing the TFFHE features, and to
3 in the case of the ASF ones.

For the PC approach, parameter α is computed resorting to (2) over the
Training Sets. Experiments carried out over these sets showed that such a com-
putation of α leads to several genuine signatures lying outside the defined hyper-
ellipsoid and so wrongly classified as forgeries. This is probably due to the fact
that α is always computed over a separate subset of genuine signatures used
exclusively for training purposes, without taking into account the forgeries which
are also available in the Training Sets. The experiments also showed that it is
possible to enlarge the hyper-ellipsoid in such a way that less genuine signatures
lie outside it. This is illustrated in Fig. 1, where an enlarged ellipsoid contain-
ing the original one has been plotted in (red) dashed line. Then, better results
can be obtained by redefining the decision threshold multiplying α2 by a factor
λ > 1. The parameter λ was also optimized over the Training Sets, being set to
λ = 5 for both PC approaches (PC-GF and PC-FHE), and both datasets. For
the DLF approach, the parameters β and γ are optimized by minimizing Ĉmin

llr

over the Training Sets, being set to βDutch = 0.2 and γDutch = 0.5 for Dutch
data, and βChinese = 0.1 and γChinese = 0.8 for Chinese data.

The verification results obtained when using the PC-GF approach are shown
in the first row of Table 1, for the Dutch (left) and Chinese (right) datasets,
respectively, while the ones corresponding to the PC-FHE approach are not
good and it does not make sense to include them in Table 1. The verification
results corresponding to the case of using the DLF approach are presented in
the second row of Table 1. The best verification results for the case of using
each feature set individually correspond to the case of using the ASF features,
and they are shown in the third row of Table 1. In addition, state-of-the-art
results corresponding to the best commercial and non-commercial systems in the
SigComp2011 Competition reported over the same datasets [10], are included in
the last two rows of Table 1 (information about the EER was not given).

Table 1. Verification results for the Dutch (left) and Chinese (right) Datasets

Dutch Dataset Chinese Dataset

EER Ĉllr Ĉmin
llr EER Ĉllr Ĉmin

llr

PC-GF 3.55 0.172 0.133 5.1 0.194 0.162

DLF 6.95 0.261 0.228 7.31 0.268 0.218

ASF 6.58 0.243 0.205 7.455 0.296 0.248

Comm. − 0.259 0.123 − 0.413 0.218

Non-comm. − 0.493 0.237 − 0.565 0.351

It can be observed that the PC-GF approach obtains better verification
results than the DLF one, for both datasets. In addition, the PC-GF approach
outperforms the ASF one (for both datasets), while the DLF approach out-
performs the ASF one only for the Chinese data. Note also that the proposed
combinations obtain results comparable to the best ones in the state-of-the-art,
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being even better than the non-commercial systems. Moreover, in the case of
the Chinese data, results are better than the ones corresponding to the commer-
cial system, which is particularly promising since Chinese signatures are usually
more complex than Western ones.

Based on the above discussion, the best combination strategy is the PC-
GF approach, that is to use GF features for PC and to perform DLF with the
remaining information (ASF and TFFHE features).

Finally, the obtained verification results (shown in Table 1) allow to answer
the question in the title of the paper for the positive.

6 Conclusions

The feasibility of combining different feature sets selected by different criteria
so that their main characteristics could be properly exploited was evaluated.
The experimental results show that the best combination strategy is to use GF
for PC and to perform DLF with the additional information (ASF and TFFHE
features). The results obtained in this case outperforms the ones obtained when
using the feature sets individually. In addition, they are comparable to the best
results reported in the state-of-the-art. In particular, for Chinese signatures, they
are even better than the best result in the state-of-the-art. This is a promising
result since this data is usually more difficult to deal with and, for this reason,
it is considered more challenging. Finally, since the best combination scheme is
based on a PC, the resulting verification process is simplified and speeded up.
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