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Abstract. Honeypots have been largely employed to help securing computer
systems and capture malicious activities. At present, virtual honeynets -network
scenarios made of virtual honeypots- are frequently used to investigate the adver-
sary’s behaviour. The static deploying scheme used traditionally, in which the
configuration of the honeynet is determined by security experts beforehand, lacks
the capability of dynamically adapting its configuration after deployment. In this
paper, a new adaptive and flexible virtual honeynet management system is
proposed that dynamically creates, configures and deploys both low-interaction
and high-interaction honeypots, emulating multiple operating systems. The
results and measurements of the experiments carried out illustrate that new virtual
honeynet system is more capable than previous virtual honeynet architectures.
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1 Introduction

A honeypot is an information system resource whose value lies in its unauthorized or
illicit use [1]. Nowadays, honeypots are widely used in a variety of different situations
to address system and network threats, as preventing the production systems from being
attacked and other security goals.

First of all, honeypots can be used to detect unknown attacks. For instance, they can
help solving the false negative problem of network intrusion detection systems (NIDS),
when they cannot identify the signatures of the new and unknown attacks. All of the
traffic sent to a honeypot is almost certainly unauthorized traffic, meaning no false posi-
tives. Honeypots can identify the suspicious activities by monitoring those network
packets that could have been previously marked as non-suspicious by a normal NIDS.
Thus, honeypots are able to assist intrusion detection system to reduce the number of
false negatives and help in detecting potential attacks.

Secondly, honeypots can also be used to study the adversary’s behaviour, discov-
ering the attacking tactics and skills. The case in point is when the intrusion response
system (IRS) always diverts the intrusion traffic to honeypots that are located on a virtu-
alization platform. The IRS honeypots can be used to collect and analyse the activities
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of the community of intruders, capture their keystrokes and attack conversations.
Honeypots are an important part of the infrastructure of an IRS because they enable the
security expert to react to the attack.

Therefore, honeypot systems are useful and important to secure production
systems. However, the usefulness of one single honeypot is limited. In order to
provide a better protection, honeynets, defined as a network of honeypots [13], were
created. A honeynet can include various honeypots just like a “zoo” has many
animals. For example, a honeynet can consist of several low-interaction and high-
interaction honeypots as a hybrid system to get a good balance among scalability,
fidelity and performance. A honeynet can also be used to clone a target network for
security research purposes. Additionally, a honeynet can receive the redirected intru-
sion traffic to investigate the adversary’s behaviour.

Although honeynets have many advantages, deploying a honeynet is not an easy
task. On the one hand, it is difficult achieve scalability in honeynet deployment when
using physical honeypots, due to physical machine resources cost. On the contrary,
the use of virtualized honeypots is a safety and effective way to deploy honeynets.
Thus, virtualization technologies are very efficient alternative to deploy honeynets,
as one physical machine can run multiple virtual machines simultaneously. There-
fore, using virtual machines to run honeypots is cost-efficient and can simplify their
management. On the other hand, honeynet configuration is another challenging task.
Traditionally, security experts determine the configuration of the honeynet before-
hand and reconfigure it manually when the honeynet needs to be redeployed. This
traditional static deploying scheme has several shortcomings. First of all, manually
configuring a honeynet is generally a complex and costly task. Secondly, a static
honeynet deploying scheme is not able to react to an intrusion event. Thirdly, it is
not flexible enough to adapt the change of the target network in real time. Thus, it
is meaningful to conquer the challenge of dynamic configuration and deploy the
honeypots by using virtualization technology.

Although the well-known Honeyd tool [2] can dynamically reconfigure the emulated
virtual honeypots and services, it only provides low-interaction honeypots. The availa-
bility of dynamic configuration for high-interaction honeypots depends on the ability of
the virtualization platform where honeynets are deployed. However, there is not any
ready-made virtualized tool that can provide dynamic configuration for high-interaction
honeypots deployment. Therefore, in this paper, a novel adaptable virtual honeynet
architecture is proposed. This easy to manage adaptable virtual honeynet management
tool allows the dynamic reconfiguration of the honeynets deployed and it is also very
flexible because it allows deploying multiple honeypot types and even hybrid systems.
The tool is designed to allow the easy management of virtual honeynet, hiding the user
all the underlying virtualization complex details.

The organization of this paper is as follows: in Sect. 2 related work is described; in
Sect. 3 ahoneynet are defined and described in detail; in Sect. 4, the new virtual honeynet
architecture is proposed; in Sect. 5 some experimental results and measurements are
demonstrated; finally, in Sect. 6 some conclusions are presented and some future work
is suggested.
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2 Related Work

Honeyd [2] provides a virtual honeypots framework, which can simulate multiple
honeypots simultaneously following certain network topology. However, it has several
shortcomings. First of all, it is a software solution that only focuses on low-interaction
honeypots simulation. Secondly, though Honeyd can dynamically reconfigure every
template, it cannot change the simulated route configuration, which must be set before-
hand. Third, every template only can set one Ethernet with MAC address, but it can bind
multiple IPv4 addresses. Thus, Honeyd has its own original limitation. While, because
of its lightweight and distributed appearance as well as its dynamic feature, Honeyd still
has many applications. For instance, it can be used to clone the target network for
research purposes [3]. It also can be employed to study the algorithms for hiding honey-
pots [4, 5].

With the generalization of the use of virtualization technologies, more and more virtual
machine based solutions were proposed to create honeypots. For instance, User-Mode
Linux (UML) as the virtualization engine was used in the virtual honeynet architecture [6]
to mimic Gen II honeynets. In this case, the hosting machine acts as Honeywall to monitor
the virtual honeypots running in the hosting machine. The built-in tty logging mechanism
enables the keystroke sent to hosting machine to be silently captured. Hence, using UML
virtualization technology, the proposed honeynet architecture is much more portable, easier
to setup and more cost effective. The author proposed an alternative approach to deploy
honeynet based virtualization technology, which is very inspired for other system admin-
istrators. However, this virtual honeynet architecture did not provide the dynamic config-
uration capability, which is a limitation for meeting the requirement of current honeynet
research.

Another similar case in point is the use of VNUML (Virtual Network User Mode
Linux) in virtual honeynet deployment [7]. The authors of this work found UML
(User-Mode Linux) as a powerful but complex tool: it is generally difficult to
manage medium-to-big size scenarios by hand. Thus, they devised a high-level
description of the virtual honeynet and build it without dealing with virtualization
low-level complex details. VNUML had two components proposed: a simple descrip-
tive XML-based language that can specify a honeynet scenario to be simulated; and
an application that interprets the honeynet description and generates and manages the
honeynet scenario inside the hosting machine. The authors provided a case using
VNUML to mimic a Genll honeynet. However, this work still did not provided the
capability of dynamic reconfiguration of the honeynets deployed. The user has to
describe the honeynet scenario beforehand manually by using the XML-based
language. Very similar work to VNUML at first sight is NoSE (Network Simulation
Environment) [14]. VNUML still focus on using UML to build honeynet and there
seems to be no effort going beyond UML, while NoSE integrates different virtual
machine emulators such as Xen, UML, and QEMU, hence it can support to emulate
various operating systems. But the honeynets created by NoSE are still static.

Other virtualization technologies like VMware also can provide the ability to create a
specialized network of hosts on a single physical machine. For example, the authors of the
work [8] shared their experiences with a Generation III Virtual Honeynet deployment by
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using VMware server. But the author also did not devise the capability of dynamic config-
uration for the VMware server. Compared with previous virtual honeynet architectures,
this work did not place the Honeywall on the host, but installed it on a single virtual
machine. The data capture tool namely Sebek [9] was used to capture the keystroke in
virtual honeypots.

Most recently, some new virtualization technologies were proposed to facilitate more
capable honeynet architectures. For instance, the decoys based on KVM (Kernel-based
Virtual Machine) hypervisor [21] can provide low-level surveillance from outside the
guest OS, which can keep the system activity monitor stealthy and the intruder has no
way to bypass that surveillance. Besides, LXC (Linux Containers) virtualization
provides a lightweight alternative to hypervisor-based virtualization [22]. LXC can
create multiple isolated Linux user-space instances by partitioning the resource of the
host. Thus, the startup of a LXC based virtual machine is much quicker than that based
on KVM, but LXC can only be used to emulate Linux over Linux, but not other operating
systems.

3 Honeynet Description

3.1 Basic Concepts

(1) Honeypot. In general, any computer system with no authorized value can act as a
honeypot. Additionally, instead of a computer system, the definition implies that a
honeypot can also be a digital entity. For example, in Cliff Stoll’s book “The Cuckoo’s
Egg” [10], we learn how he deploys digital files to track and monitor a German hacker.
Honeytoken [11] is the terminology for this kind of digital entity acting as honeypot. In
summary, a honeypot can be either a computer system or more generally a digital entity.

A physical machine running as a honeypot is named a physical honeypot, while a
virtual machine running as a honeypot is named a virtual honeypot. The main concept
we must keep in mind is that a virtual honeypot is simulated or emulated inside another
machine that responds to network traffic sent to the virtual honeypot [12]. In addition,
the honeypots represented by software solutions are considered virtual honeypots too.
Hence, for example, a honeypot emulated by a software solution running on a physical
machine is a virtual honeypot instead of physical honeypot.

Honeypots can be classified into low-interaction honeypots and high-interaction
honeypots. High-interaction honeypots can provide unlimited functions and has no
difference with the conventional information system resource. Thus, high-interaction
honeypots can be computer system or honeytoken. On the contrary, low-interaction
honeypots are always emulated by honeypot software solutions that only provide a
limited or even minimum set of functions.

(2) Honeynet. In a sense, a honeynet is an extension of the honeypot concept. The narrow
honeynet term refers to Gen II honeynet that is an interaction type of honeypot solution
[13], while the generalized honeynet term means a network of honeypots. In this paper,
the honeynet is not limited to its narrow definition. Our proposed definition is that a
honeynet is a network of honeypots following certain network topology.
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A physical honeynet is made of honeypots running in separate physical machines.
A virtual honeynet is a honeynet made of virtual honeypots running over one or more
physical machines. By using virtualized tools, all the honeypots are virtually housed in
one or more machines, but they still appear to the attacker like being different separate
machines.

Some honeypot software solutions have the capacity of generating virtual honeynet,
i.e. Honeyd. However, the honeynets created by Honeyd only consists of low-interaction
honeypots. High-interaction honeypots running on virtual machines also can form
virtual honeynet.

3.2 Honeynet Functionalities

Data Control — Data Control functionality is aimed to mitigate the risk that the adversary
uses the compromised honeypot to attack other non-Honeynet systems, such as any
system on the Internet. The outbound attack must be controlled in order to protect the
non-Honeynet systems, but, at the same time, we have to minimize the attacker’s or
malicious code chance of detecting it. Thus, the challenge of data control is how to set
the threshold of outbound activity. The more you allow the attacker to do, the more you
can learn. However, the more you allow the attacker to do, the more harm they can
potentially cause. It is a complex task to hunt the balance between how much intrusive
data you want to get and how much baleful activity you want to restrict.

Data Capture — The purpose of Data Capture is to log all of the attacker’s activity for
later investigation. Three critical layers of Data Capture were identified: firewall logs
(inbound and outbound connections), network traffic (every packet and its payload as it
enters or leaves the honeynet), system activity (attacker’s keystroke, system call, modi-
fied files, etc.). The more data and the higher quality of the data the honeynet can capture,
the better the honeynet is.

Data Collection — Data Collection requirement proposes the secure means of centrally
collecting all of the captured data from distributed honeynets. Due to the fact that
honeypots are themselves insecure systems, the captured data must be centralized in an
external secure system. On the other hand, if the data were distributed stored, it is not
an easy way to manage. Thus, Data Collection also provides an easier management of
the captured data.

Another requirement is that honeynets should be stealthy. In other words, the
Data Control, Data Capture and Data Collection should be hidden or camouflaged
to avoid the adversary to be aware of these honeynet activities. The adversary has
many ways to detect if he is in a honeynet, for example, by detecting whether he is
in an environment set up to record his activity, in which case, the adversary will
erase all his tracks and break the connection with the honeynet and then no data
would be recorded.
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3.3 Honeynet Architecture

(1) Physical Honeynet Architecture. The physical honeynet architecture proposed by
the Honeynet Project [13] has evolved across 3 generations.

Generation I — Gen I Honeynet was developed in 1999 by the Honeynet Project.
Figure 1 shows a graphical representation of Generation I Honeynet architecture. As
can be seen, a firewall separates the network into three different parts: Internet, Honeynet
and Administrative Network. This architecture is made up of several components, which
are used to facilitate the main honeynet functionality.

Genl Honeynet

é ﬁ Switch é @ Router Firewall

Log server  Solaris Windows Ubuntu

IDS

Production
(Administrative Network)

Log/Alert Server

Fig. 1. Gen I honeynet architecture

The firewall keeps the track of any connection that has been made between the
honeynet and the Internet. The firewall can block the outbound connections once a
defined limit has been reached for the goal of Data Control. On the other hand, the
firewall also logs all connections to and from the honeynet for the goal of Data Capture.

The router is located between the firewall and the honeynet. It hides the firewall from
the attacker and provides the attacker a more realistic network with a production router
in order to keep the attacker from becoming suspicious. Besides, the router also works
for Data Control, for example, it only allows packets that have the source IP address of
the honeynet to leave in order to protect against attacks such as spoofing, DoS, and ICMP
based attacks.

The IDS connects to the honeynet via a physical switch. Thus, the IDS can use a
“port monitoring” port enabling it to record all network activity for the goal of Data
Capture. In Gen I Honeynet architecture, the IDS is signature based. When a packet
matches a signature, an alert with detailed information about the connection will be
provided by the IDS though any traffic on a honeynet is considered suspicious.

Finally the attacker reaches the honeynet. The honeypots capture all system activity
and the remote log server can provide the centralized Data Collection. If an advanced
attacker detects the syslog and even compromises the remote log server, we still have
the IDS that act as a backup remote log system.
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There are several limitations of Gen I Honeynet. First of all, if the limit of outbound
connections is reached and all of the attacker’s outbound activity is blocked, the attacker
will suspect he is in a honeynet environment. Secondly, the firewall is easy to be iden-
tified since all traffic that passes through the firewall has TTL (time to live) decrement.
Thirdly, the data such as keystroke and user activity are captured at the network level.
IDS such as Snort can capture protocols such as FTP, Telnet or HTTP, which are plain-
text. However, the attacker can use encryption technology such as protocol SSH to
transfer the data. Thus, it will be failed if we monitor the attacker’s connection to capture
keystroke and user activity. Last but not least, the deployment is also limited, the Gen
I Honeynet must be deployed on an isolated network otherwise the non-honeynet
systems will be dangerous.

Generation II — In 2001, Honeynet Project released a honeywall, called eeyore,
which allowed for Gen II Honeynet architecture and improved both Data Capture and
Data Control capabilities over Gen I Honeynet architecture. Figure 2 illustrates the
Generation II Honeynet architecture.

Producti Producti Producti

192.11158.1.11 I92.ITS.I.I2 l92.l6r.l.13

| Router
eth0 192.168.1.1/24

Honeywall
h2
Gateway :@1&‘1.“

Honeypot Honeypot Honeypot
192.168.1.111 192.168.1.112 192.168.1.113

Fig. 2. Gen II honeynet architecture

Honeywall is traditionally a layer 2 bridging device with three interfaces. Two of
them (ethO and ethl) are used to segregate the honeypots traffic from the production
network. They are bridged interfaces with no IP stack. The third interface (eth2, which
is optional) has an IP stack and is used for remote administration. The honeywall
combines the functionality of both the IDS and the firewall in a single system, which
can perform attack control and network activity logging. The deployment of Gen II
Honeynet is much easier than Gen I Honeynet. There are several advantages of using
the honeywall.
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Firstly, the honeywall is implemented as a transparent bridge to the attacker, meaning
the device should be invisible to anyone interacting with the honeypots. Any traffic going
to or from the honeypots must go through the honeywall but there is no routing of
packets, no TTL decrement of system hops, thus the honeywall is hard to detect.

Secondly, instead of relying on a layer-three firewall that applies Data Control based
on IP headers. Gen I honeynet applies a technology called IDS gateway, which not only
block connections based on service, but it also has the intelligence to distinguish between
an attack and legitimate activity.

Thirdly, depending on the advantage of the layer 2 interfaces, the honeynet deploy-
ment can be part of a production network instead of being on an isolated network.
Although in reality all the systems including honeypots and production systems are part
of the same network, the honeywall divides the honeynet from the production network
at layer two, as opposed to layer three.

In addition, for the purpose of Data Capture of system activity, Sebek [9] kernel
modules were developed to modify the system kernel in order to record system activity,
especially keystrokes, in a harder way to be detected.

The honeywall is also used for Data Collection. If there are several Gen Il honeynets
deployed in a distributed environment, the data can be encrypted by some technology
such as IPsec tunnels to a central point by the third interface of the honeywall and then
all distributed honeynets are managed.

However, Gen II Honeynet architecture still has several limitations: Sebek and
eeyore are no longer maintained and Sebek can currently be detected easily.

Generation III — In the summer of 2005, Honeynet Project released a new honeywall
namely roo, which enables Gen III Honeynet architecture. Indeed, Gen III has no archi-
tectural difference from Gen II, but the roo improved the data model over eeyore.

Firstly, Roo improved Data Capture capability by introducing a new hflow database
schema and pcap-api for manipulating packet captures. Secondly, it improved data
analysis capability by introducing a new web based analysis tool called walleye. And
thirdly, it improved installation, operation, customization and the user interface.

However, the Gen III Honeynet architecture still has some limitations. The problem
of system activity capture is still unresolved. The honeynet deploying on physical
machine is difficult for dynamic configuration.

(2) Virtual Honeynet Architecture. As stated, a virtual honeynet is a solution that allows
running multiple honeypots simultaneously over a single physical machine by using
virtualization software. Virtual honeynets can be broken into two categories, Self-
contained and Hybrid virtual honeynet.

Self-contained — A self-contained virtual honeynet is an entire honeynet network
deployed over a single computer. The left part of Fig. 3 presents an overview of self-
contained virtual honeynet architecture.

The physical machine running the host operating system includes the whole
honeynet architecture that consists of data control and data capture tools and the
virtual honeypots running separately different guest operating systems. Thus, this
virtual honeynet architecture is very portable and cost effective. Another advantage
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Data Control + Data Capture
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Physical Machine Physical Machine
Host OS + Data Control + Data Capture Host OS ‘
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Fig. 3. Self-contained virtual honeynet and hybrid virtual honeynet

is the convenience of Data Collection because it is not necessary to use encrypted
tunnel to collect data but we can use some system technology to log the data on the
virtual honeypots.

However, the main drawback of this virtual architecture is that since all the services
run on one physical machine, if that machine fails or it is compromised then the whole
honeynet will break down. Furthermore, service performance is another problem. If the
hardware and the virtual software provide a limited service performance, the attacker
may easily detect the virtual honeynet environment.

Hybrid — A hybrid virtual honeynet is a combination of the data control and data capture
implemented in physically separate machine and the virtual honeypots running on
another computer. The right part of Fig. 4 exhibits an overview of hybrid virtual
honeynet architecture.

This isolation of the data control and data capture can reduce the risk of honeynet
compromise. Thus, this virtual honeynet architecture is much more robust than the self-
contained virtual honeynet architecture. Moreover, this virtual honeynet architecture
can get a better service performance profit from the physically separate deployment.

Nevertheless, the hybrid virtual honeynet architecture still has several shortcomings.
Firstly, this virtual honeynet architecture is not as portable as the self-contained virtual
honeynet architecture because there are at least two machines. Secondly, due to the
physically separate deployment the cost is not as efficient as the self-contained virtual
honeynet architecture.

4 New Virtual Honeynet Architecture

In this section, a new virtual honeynet architecture is proposed. The creation of complex
honeynets results in the need of specialized tools to manage them. They should facilitate
their definition — topology, addresses, and types of systems, among others—, their
deployment, their monitoring, and their security, hiding all the complexity of the under-
lying virtualization platforms to the user. These specialized tools also must achieve the
goal of data control and data capture. In our case, the following tools were selected:
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VNX [16] as high-interaction honeypots and virtual network generation tool; Honeyd
[2] as low-interaction honeypots creation tool; Nitro [17] as system data capture tool;
Snort as intrusion detection tool; and Honeybrid gateway [18] as the network data
capture and control tool. Figure 4 presents an overview of our adaptive and flexible
virtual honeynet architecture.

| Honeybrid Gateway

Decision Engine Redirection Engine Nitro
(Active Filtering) (Active Redirection)
@7 ‘

| Low-interaction | High-interaction
honeypots | | honeypots
|_ S B |

Inbound traffic

Fig. 4. An overview of the new virtual honeynet architecture

We use these specialized tools as the components for hosting the new adaptive and
flexible virtual honeynet, but our ideas are not limited to these tools. For the future
research, other advanced specialized tools can replace the current tools based on the
architecture.

Currently virtual honeynet does not mimic Gen III honeynet, but similar to other
virtualization software, VNX also can host a Gen III honeynet. Indeed, our virtual
honeynet improves the Gen III honeynet. Firstly, our virtual honeynet can bridge into a
production network or deploy in an isolated environment, thus the deployment strategy
is flexible. Secondly, the combination of low-interaction honeypots and high-interaction
honeypots provides a good balance among scalability, performance and fidelity. Thirdly,
we use the out-of-the-box approach to capture the system activity which is much
stealthier. Fourthly, the capability of dynamic configuration allows the virtual honeynet
to adapt itself to the real-time network environment. The following discussion depicts
each tool in detail.

VNX - There are several tools available to create and manage virtual network scenarios,
such as VNX (Virtual Networks over linuX), Netkit, MLN (Manage Large Networks),
and VBET (VM-Based Emulation Testbed). Among them, VNX emerges as the most
powerful solution due to (i) its scalability in creating very complex high interaction
honeynets, due to the ability to deploy virtual network scenarios over a cluster of servers;
(ii) its ability to automatize the execution of commends inside virtual machines; and
(iii), its support for multiple virtualization platforms like KVM, which allows emulating
various operating systems for high-interaction honeypots on demand.
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Last but not least, the new version of VNX has included the capability of dynamic
configuration. In other words, the user can reconfigure the scenario on the fly. The user
only needs to write a reconfiguration file based on XML syntax, and later he can use
VNX to automatically reconfigure the scenario by processing the reconfiguration file.
One part of the running scenario can be redeployed on the fly without impacting on the
rest part of the on-going honeynet. Figure 5 shows the state diagram of a high-interaction
virtual honeypot emulated by VNX.

destroy_vm

create_vm

“ Suspended ]
suspcnd/V
d/cﬁgai ZE /sla_n_\v: A Ac vm
y N\ y/ A\ /
[ Undefined | | Defined | Running )
. A\ ; /'v”\
—__ undefine_ vm ——— shutdown_vm \savc vm
restore_vm

1 Hlbcmatcd )
destroy_vm ;

destroy_vm
Fig. 5. State diagram of a virtual machine emulated by VNX

A virtual machine emulated by VNX has five states. They are undefined, defined,
running, suspended and hibernated. This state diagram follows the states model defined
in libvirt and practically uses the same terminologies. VNX has developed functions
that can switch a virtual honeypot from one state to any other state.

The undefined state is the unborn state of virtual honeypot. It means the virtual
honeypot node is not defined in the honeynet scenario. The defined state is the initial
state of virtual honeypot, which indicates that the virtual honeypot exists in the honeynet
scenario but the system is power-off. The running state is the normal working state of
virtual honeypot. The virtual honeypot on this state can provide services. The suspended
state is the power saving state. This method cuts power to most parts of the machine
aside from the RAM, which is required to restore the machine’s state. The hibernated
state is resource saving state. This approach saves the machine’s state into swap space
and completely powers off the machine. When the machine is powered on, the state is
restored. Until then, there is zero power consumption. The virtual honeypot can spin up
much quicker from suspended state than from hibernated state, but the hibernated state
is much more energy efficiency than suspended state.

Therefore, VNX can host the adaptive and flexible high-interaction honeynet.

Honeyd — Honeyd is a well-known low-interaction virtual honeypot framework. It can
quickly deploy a virtual honeynet integrating into a target network or standing alongside
a target network. It can emulate fingerprints of various operating systems.

Honeyd has a doorway called Honeydctl to communicate the inner workings of
Honeyd. Honeydctl can be used to reconfigure the templates on the fly. All commands
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used in the regular configuration file of Honeyd template can be interactively used after
“honeydctl>" prompt, however, this is also the shortcoming of Honeydctl. The user has
to input the commands interactively, one command by one. But, instead of interactively
interacting with Honeydctl, our system requires an automatic capability of reconfigu-
ration. Fortunately, the author of Honeyd leaves us a UNIX socket located in/var/run/
honeyd.sock. Using this socket, we can create a client socket to communicate with the
inner workings of Honeyd, in other words, we can reconfigure the Honeyd templates by
the client socket with a script consists of Honeyd commands. Every template has two
states, created (online) and deleted (offline). We can use Honeyd commands two spin
up and down any template and even any service of a template freely.

In summary, Honeyd can provide the adaptive and flexible low-interaction honeynet.

Nitro — In the Gen II and Gen III honeynet, Sebek/Qebek [15] is the monitor tool used
to track the system activity. The main drawback of this kind of kernel module is that it
must be installed inside the virtual honeypot to do use an in-the-box monitor approach.
However, this monitoring approach can be easily be detected by the adversary. Another
monitor method using the idea called “out-of-the-box” [19] is proposed in order to
prevent the monitor tool from being detected. In this paper, we employ the tool Nitro to
monitor the high-interaction honeypots from out-of-the-box, since it focus on track the
system call of the KVM based virtual machine.

Thus, Nitro is applied to capture the system activity but the potential monitor tool is
not limited to it.

Honeybrid Gateway — Honeybrid consists of three parts: a gateway, a set of low-
interaction honeypots (front-end) and a set of high-interaction honeypots (back-
end). The Honeybrid gateway is the central part including the Decision Engine and
the Redirection Engine in charge of orchestrating the filtering and the redirection
between front-end and back-end. The Decision Engine is used to select interesting
traffics and the Redirection Engine is used to transparently redirect the traffic from
low-interaction honeypots to the farm of high-interaction honeypots. A contribution
of Honeybrid is that a simple classification of interesting attacks is proposed: attacks
matching a specific fingerprint (well-known attacks); attacks presenting an original
content that was never seen before (Oday attacks); attacks sending commands that
are not implemented in the low-interaction honeypots (i.e., not implements in
Honeyd). Using this classification, Honeybrid can effectively redirect the attacks
worth of further investigation to high-interaction honeypots.

The main drawback of Honeybrid is that it is not able to distinguish the malware
automated attacks and human manual attacks. More accurately speaking, it neglects the
human manual attacks. In the current design, a pair of low-interaction honeypots and
high-interaction honeypots has different IP addresses in a honeynet deployment, and the
Honeybrid gateway can transparently redirect the traffic from the low-interaction
honeypot to the corresponding high-interaction honeypot. It is useful to catch the
malware automated attacks but if the attack is from an intelligent human adversary, he
can easily detect the traffic redirection by simply checking the IP address of the final
compromised system. If the final IP address of the compromised system is different from
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his original attacking destination IP address, the adversary can convince that he is
immersed in a honeypot. As shown in Fig. 5, the Honeybrid gateway is not only a data
controller, but also a function controller. When it decides to redirect the interesting traffic
from the low-interaction honeypot to the high-interaction honeypot, before it replays
the connection, it must switch off the low-interaction honeypot and spin up the corre-
sponding high-interaction honeypot.

Therefore, Honeybrid can play the role of network data capture and control.

Snort and Other Honeybrid modules — Snort is used as the NIDS (network intrusion
detection system) to monitor the virtual honeynet. In our virtual honeynet, it is an auxil-
iary tool for Honeybrid. Because Honeybrid is a programmable tool that provides API
to develop new modules for its data control. The security expert can develop a Snort
module for Honeybrid blocking the well-known attacks. As such, we allow the Snort
NIDS mode to send alerts and output to a UNIX socket that the new Honeybrid module
can listen on. The Decision Engine can decide to accept the packet or discard it according
to the output from Snort. Besides, we also can develop other modules to achieve other
data control goals.

5 Experiments and Measurement

In this section, the proposed virtual honeynet is validated by some experiments. We also
compare our virtual honeynet architecture with the existing honeynet architectures in
term of the standard measurement criteria provided by Honeynet Project.

5.1 Experiments

Our virtual honeynet can be applied to self-contained virtual honeynet or hybrid virtual
honeynet. In this paper, we use the self-contained approach to present our virtual
honeynet architecture. The testbed architecture is shown in Fig. 6.

The incoming traffic can firstly connect to the low-interaction honeypot through br0.
If Snort detects a well-known attack, the Honeybrid gateway can discard the packet.
After the traffic penetrates the NIDS, the Honeybrid gateway should decide to filter the
packet or redirect the traffic into a high-interaction honeypot. If the decision is redirec-
tion, so before the connection replay, the low-interaction should be deleted and the
corresponding high-interaction honeypot has to be waked up. As soon as the high-inter-
action honeypot get into running state, the interesting traffic is redirected into it.

The possible problem is the delay to start a high-interaction honeypot. So, we test
the duration to start or wake up a VNX based high-interaction honeypot. The system
parameters of the host machine are: CPU, 4 Intel(R) Core(TM) i5-3470 CPU @
3.20 GHz; RAM, 16 GB; OS, Ubuntu 14.04; Kernel, Linux 3.13.0-24-generic.

VNX can deploy KVM based virtual machine and LXC based virtual machine. The
delay is very short to start up a LXC based virtual machine. It is less than 1 s. But the
virtual machine based on LXC only can emulate the Linux operation system that uses
the same Linux kernel with the host. Thus, this method lacks fidelity. While virtual
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Fig. 6. Testbed Architecture

machine based on KVM can emulate various operating systems. The startup delay of a
KVM based virtual machine from different states is demonstrated in Fig. 7.
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Fig. 7. Startup delay of different states

Thus, to start up or reboot a KVM based virtual machine, the time cost is 40 s. This
delay is too long and could result in time out of connection request. To wake up a
hibernated virtual machine is not so long, but still need 13 s, thus it is not a good choice
either. Lastly, a suspended virtual machine spins up only within 1.5 s. Hence, the
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suspended is the best state that has the shortest delay to wakeup. Therefore, the approach
for KVM based virtual honeypots is to start up a group of virtual honeypots and then
keep them into suspended state. When the interesting traffic is decided to be redirected
into the high-interaction honeypot, then the corresponding suspended virtual honeypot
is wake up to provide service.

5.2 Measurement

Table 1 compares some criteria of measurement provided by the Honeynet Project [20]
plus new features namely adaptability provided by us.

Table 1. Comparison of honeynet features

Item Gen III [8] UML based [6] Our work

Portable No Yes Yes

Setup Involved Plug and catch Plug and catch

Cost High Low Low

Flexibility Very Limited Moderated

Security Secure Software Software dependent
dependent

Detectability | Reasonable effort | Reasonable effort | Hard to detect

Adaptability | No No Yes

The Gen III [8] is the traditional physical virtual honeynet, and the UML based virtual
honeynet [6] is the typical self-contained virtual honeynet that is a representation of
previous virtual honeynets. Each measure is elaborated below.

Portable is the feature indicates if the honeynet can be moved around. Gen III
honeynets are not potable since each components reside on its own physical machine.
The self-contained virtual honeynet can be configured and deployed in a single physical
machine, thus the UML based virtual honeynet and this virtual honeynet is portable.

Setup is measure of the ease of setting up a new honeynet at a new location. As the
physical honeynet, Gen III honeynets have to set up each physical machine individually.
However, self-contained virtual honeynets are “plug and catch”, which can quickly
deploy a whole virtual honeynet without driver conflicts or other hardware related
configuration problems

Costis ameasure of hardware cost. Since Gen II honeynets require physical machine
to run every component, the hardware cost is high. On the contrary, self-contained virtual
honeynets can be setup on a single physical machine therefore hardware cost is low.

Flexibility is a measure of what types of honeynets can be configured. UML is only
able to support Linux based operating systems, while KVM can support operating
systems that run on the x86 processor architecture. The physical machine can support
any kind of operating system with the right hardware.
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Security is a measure of how susceptible the honeynet is to be compromised and
becomes a threat to systems on the outside. In Gen III honeynet, the security depends
on the honeywall. Since the honeywall is tightly configured and access is limited to
network based methods, the security of Gen III honeynets is high. However, the security
of virtual honeynet depends on the virtualization software. Protection against host-based
attacks is provided by software running on the host.

Detectability is a measure that indicates if the honeynet can be detected by the
attacker. Kernel module based monitor is easy to be detected by the blackhats currently,
thus Gen III honeynets and UML based virtual honeynets are detectable. We use the
“out-of-the-box™ approach to monitor the system call, thus it is hard to be detected.

Adaptability is a measure of what kinds of honeynets can be configured dynamically.
Our virtual honeynet system provides the capability of dynamic configuration and
deployment, but the previous work didn’t provide this kind of capability.

6 Conclusion and Future Work

In this paper, a new adaptive and flexible virtual honeynet architecture has been
proposed. Compared to the previous honeynets, our new honeynet has many advantages,
like the dynamic configuration capability, which isn’t supported by previous honeynets.
Furthermore, as a virtual honeynet, our work overcomes the limitation of operating
system supporting. Our virtual honeynet is quite flexible and it can support most of the
operating systems that runs over x86 processor architecture. In addition, our virtual
honeynet architecture is also flexible, since the security experts can replace the recom-
mended tools with future advanced tools.

Since our virtual honeynet is programmable, for the future work, we will develop
much more modules for Honeybrid to provide much better data control. Addition-
ally, we also will design and develop a tool that can manage the whole virtual
honeynet system. We hope other security experts can benefit from our work.
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