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Part II Revisiting Principles of Plant Life – Integration of

Whole-Plant Functionality Under Ecological and

Evolutionary Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Roles of Memory and Circadian Clock in the Ecophysiological

Performance of Plants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
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Thierry Améglio INRA, UMR PIAF, Clermont-Ferrand, France
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Abstract In the 57 years of research reviewed in this essay, transport functions

were studied in a variety of plant systems. Processes of membrane transport are

essential in the operation of various glands, such as nectary glands, the glands of

carnivorous plants, and the salt glands of halophytes. In the photosynthetic mode of

crassulacean acid metabolism (CAM), a central feature is nocturnal accumulation

of organic acids in the vacuoles. Thus, CAM poses a transport problem, which was

resolved by the identification of the complement of an H+-transporting ATPase, a

malate channel, and a passive diffusion of non-dissociated malic acid at the

tonoplast. The free running endogenous rhythm of CAM is operated by a

biochemical-biophysical oscillator where the tonoplast acts as a master switch.

The paths of transport with apoplastic and symplastic transport and diffusion in

the gas phase of aerenchymas couple and integrate cells within tissues. The

energization of membrane transport is linked to the multicomponent network of

energy metabolism. Transport in roots and leaves was investigated to show this.

All these features of plant biology indirectly or directly bear relations to phys-

iological ecology of field performance. CAM is an ecophysiological adaptation to

limited water supply which was studied intensively in the field in various tropical

environments with respect to physiological autecology and ecosystem-relevant

synecology.

Whole-plant physiology shows that transport is the basis of the functioning of

entire plants. Transport is the pathway for interaction and integration creating

plant’s individuality as unitary organisms. The integration of modules via transport

leads to the emergence of holistic systems across a large range of scalar levels from

compartments within cells to cells and eventually the whole biosphere.

Comprehending emergence of holism leads to understanding life beyond mecha-

nistic modularity.

1 The Scene of Transport in Plants in the 1950s

Transport in plants: How did the landscape of research look in the 1950s? First,

there were the membranes, barriers to, and paths of short-distance transport. Two
alternative views were dominated by the lipid-permeability theory for permeation

4 U. Lüttge



of lipid membranes by Overton (1899) and by the ultrafilter theory for permeation

of porous membranes by Ruhland (1912; Ruhland and Hoffmann 1925), respec-

tively. Both theories were combined within the lipid-filter theory (Wartiovaara and

Collander 1960). Second, there were connections for medium-distance transport
especially in the symplast of tissues. The symplastic transport was intensely studied

by Arisz (1956, 1960). Third, there were the avenues of long-distance transport in
the xylem and phloem. Two researchers covered this in the Institute of Forstbotanik

(Forest Botany) of the Ludwig Maximilian University of Munich. Bruno Huber was

advancing the cohesion–tension theory of xylem sap flow, applying the heat pulse

method for measurements of velocity and derivation of flow. This theory was

challenged time and again (Ziegler et al. 2009). Hubert Ziegler was dedicated to

transport in the phloem (Ziegler 1956) based on the pressure flow theory of

Münch (1930).

I started my experimental work in 1957 in this Institute of Forstbotanik. At that

time laboratories studying transport in plants were not very numerous. Even in the

1960s, it proved easy to assemble all relevant books on the topic on one’s personal
small book shelve, namely, Briggs, Hope, and Robertson (1961), Sutcliffe (1962),

Jennings (1963), and Robertson (1968). It is hard to imagine today that at the end of

the 1970s, it appeared still possible to publish a book covering the entire scope of

transport in plants (Lüttge and Higinbotham 1979). Since then the field exploded,

currently identifying a vast number of families of membrane transporters at the

molecular level, such as ATPases, carriers, channels, and porins. The last decades

of the twentieth century and the first decades of the twenty-first century might be

named an era of transport physiology.

In this essay, I shall try to develop the progress of my interests in transport

physiology within context of knowledge and not stringently chronologically.

Reviewing the various topics in such a way, I shall try to provide the links to the

current states of research. However, space does not allow developing this in depth.

Rather, the essay will essentially remain a historical treatise. The integrating power

of transport overcoming borders and barriers allowed advancing from the platform

of transport studies to physiological ecology of tropical plants and consideration of

emergence at higher scalar levels. Much chance, serendipity, guidance by excellent

teachers, stimulation by admirable peers and friends, and achievements of wonder-

ful dedicated coworkers and students were involved. All of these were exceptional

presents that now allow looking back with gratitude on what could be completed.

2 Glands, Salt Hairs, and Epidermal Bladders

2.1 Nectaries

The great question in Hubert Ziegler’s reflections on phloem transport was the

function of the companion cells. They were supposed to secrete sugars into the

Transport Processes: The Key Integrators in Plant Biology 5



sieve tubes for their long-distance transport. However, inside the phloem tissue, the

companion cells were not accessible for direct experimental studies (Ziegler 1956).

As an analogy, Hubert Ziegler had made acquaintance with nectar glands, another

example of sugar-secreting cells, during a stay in the laboratory of Albert Frey-

Wyssling in Zürich in 1956/1957. Hence, when I joined him in 1957 as his first Ph.

D. student, he asked me to work on nectaries.

I used all the available analytical techniques for analyzing the chemical compo-

sition of nectar from various species, with the profile of sugars mainly of sucrose,

and glucose and fructose mostly in stoichiometrically equal amounts, and some

oligosaccharides, carbonic acids, amino acids, mineral ions, protein, and vitamins

(Lüttge 1961, 1962a; Ziegler et al. 1964). At that time our major interest in these

analyses was to assess the array of solutes that are transported. Subsequently, others

continued the chemical analyses revealing the rich chemical composition of nectar

including secondary metabolites such as alkaloids (Kessler and Baldwin 2007;

Manson et al. 2010). The sugar and amino acid spectra of nectars are of ecological

relevance particularly with respect to mutualism of plants and the preferences of

specific pollinators (Baker and Baker 1977; Corbet et al. 1979; Alm et al. 1990;

Erhardt 1992; Schmidt-Lebhuhn et al. 2007; Nepi et al. 2012). Proteins and

enzymology of nectars are studied to understand the metabolic activity of the

secretion. A redox cycle has been shown to be active with redox compounds and

reactive oxygen species such as H2O2 and ascorbate for the control of microbial

contamination (Carter and Thornburg 2000, 2004a, b; Carter et al. 2007; Horner

et al. 2007; González-Teuber et al. 2010; Hillwig et al. 2010, 2011; Escalante-Pérez

and Heil 2012). Extrusion of vesicles [“granulocrinous” secretion sensu Fahn

(1979) and Schnepf (Schnepf and Christ 1980)] might be the mechanism of

secretion of macromolecules such as proteins.

For me the major challenge of studying gland functions remained that of

transport physiology. The established task of the companion cells was to control

the composition of the transported sieve tube sap. This would involve both secre-

tion and reabsorption of compounds. Just like the phloem-sap, the chemical com-

position of nectar is rich in qualitative terms considering the diversity of

compounds. However, quantitatively, the sugars are absolutely dominant. Thus,

there is specificity in the secretion. I could show that the degree of specificity

regarding the dominance of sugars and the low concentrations of noncarbohydrate

solutes in the nectar was related to the degree of the anatomic specialization of the

glandular tissue (Lüttge 1961). Transport processes could create the specificity by

specific secretion or reabsorption. Active transport and specific transporters, explic-

itly carrier proteins, were thought to be involved, but at the time not any transporter

had been characterized in plants, and the molecular basis remained pure specula-

tion. Respiratory activity of nectaries is usually high (Lüttge and Schnepf 1976) and

can drive energy-demanding transport processes. Many nectaries are green, and

their photosynthetic capacity can provide energy as well as part of the carbohy-

drates secreted (Lüttge 2013a).

A central question was if nectaries do not only secrete but also reabsorb solutes

and if different transport processes can operate simultaneously in opposite
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directions. It proved useful to develop imaging techniques. The labeling technique

of the time was that with radioactive isotopes. I applied radioactively labeled

solutes to the nectaries and after some time of incubation pressed and freeze-

dried the whole plants and covered them with X-ray film. In this way uptake of

solutes by the nectaries and translocation in the whole plant could be demonstrated

(Fig. 1a; Ziegler and Lüttge 1959; Lüttge 1962b). This contributed to explaining the

specific chemical composition of nectar. At the end of the pollination period, entire

surplus nectar may also be reabsorbed for economy of the plant’s resources

(Búrquez and Corbet 1991; Nepi and Stpiczyńska 2007). Thus, the studies on nectar

secretion exerted some feedback on the reflections about companion cell functions

in the phloem.

The refinement of autoradiography to make the anatomical level accessible then

became a major occupation. It was essential to develop procedures preventing the

artificial redistribution of water-soluble compounds during preparation for micro-

scopic inspection. The task was tedious but highly rewarding for many further

studies. The developed silver grains in the film of the micro-autoradiographs

allowed localization at the cellular and subcellular level. Quantification was possi-

ble by densitometry or measurement of the reflection of incident illumination by the

silver grains. The most precise way although extremely wearisome proved to be

grid-based counting of silver grains under the microscope. It was proven that

absorption indeed is by the nectary gland tissue (Lüttge 1962b). A book on

methodology emerged from this work (Lüttge 1972). I met André Läuchli who

had similar aims of cellular solute localizations and was engaged in X-ray micro-

analysis. A long friendship emerged, and André came in 1972 for 6 years as

professor to our department in Darmstadt.

24 h
32PO4

3-

a
Agar with
14C-glutamic acidA B

Agar with
14C-glutamic 
acid
plus living fly

Fig. 1 Autoradiographs

demonstrating resorption by

glands. (a) A droplet of
32PO4

3� solution was

placed on the extrafloral

nectary of the left cotyledon

of this seedling of Ricinus
communis L. (Lüttge 1961).
(b) A trap of Dionaea
muscipula Ellis was fed

(arrows) with 14C-glutamic

acid in dry agar (top) and
with a living fly in addition

to the labeled agar (bottom)
(Lüttge 1963). Note that (a)

is reproduced as a negative

and (b) as a positive of the

X-ray film, so that

radioactivity appears white
and black, respectively
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2.2 Carnivorous Plants

The glands of carnivorous plants fulfill a number of different functions. They

secrete digestive enzymes and serve absorption of low molecular compounds

from the digested prey. They secrete mucilage where this is involved in the capture

of prey. In the pitchers of Nepenthes, they secrete chloride for the acidification of

the pitcher fluid with hydrochloric acid (Fig. 2b; Lüttge 1966a, b). Hence, in

C

A B

D

Fig. 2 Secretion and absorption by glands shown by micro-autoradiography. (a) Gland of

Nepenthes where the pitcher was fed with 35SO4
2�. Scale bar: 50 μm (Lüttge 1965). (b) Gland

of Nepenthes secreting 36Cl� (arrow) fed to the pitcher wall tissue. Scale bar: 50 μm (Lüttge

1966b). (c) Uptake of 35SO4
2� by a hydropote gland of Nymphaea. Scale bar: 10 μm (Lüttge

1964b). (d) Stalk and bladder cells of Atriplex spongiosa James whose leaves were supplied with
35SO4

2�. Scale bar: 25 μm (Osmond et al. 1969, copyright http://www.publish.csiro.au/nid/280/

paper/BI9690797.htm). Note that in transmitted light, the silver grains of the micro-

autoradiographs are black (a, c, d) and in incident light they are bright white (b)
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carnivory, it appeared clear at the outset that glands would perform transport in two

opposite directions.

The two lobes of the leaves of Venus’ fly trap (Dionaea muscipula Ellis) close by
a thigmonastic turgor movement when one of the six trigger hairs (three on each

lobe) is touched twice or two different hairs are touched once. With each touching,

an action potential is triggered and the two action potentials in series elicit trap

closure. However, a chemical signal is required for a firm closure of the trap by a

chemonastic growth movement (Fig. 37.7 in Lüttge et al. 2010) and for the

induction of gland activity. Placing a dead fly, some dry cheese, or agar into the

trap, this latter movement does not occur, and upon mechanic stimulus only the trap

soon reopens. However, a living fly excreting fluid while struggling for life, a piece

of moist meat, or a piece of moist cheese will elicit the chemonastic movement and

also gland activity for absorption, e.g., of amino acids, as I could show by autora-

diography (Fig. 1b; Lüttge 1963, 1965). Micro-autoradiography demonstrated the

role of the pitcher glands of Nepenthes for absorption (Fig. 2a) which is specific.

Proportional rates of absorption from 1 mM solutions in the pitcher of L-alanine/

phosphate/sulfate were 1 : 0.4 : 0.1 (Lüttge 1965). Both specific transporters, such as

channels and carriers, and vesicle endocytosis can be involved in absorption

(Adlassnig et al. 2012).

The pitcher glands secrete digestive fluid before the lid of the pitcher opens. The

fluid in the closed pitchers is microbiologically sterile, i.e., not contaminated. It

contains proteinase activity which is of genuine origin of secretion by the plants

(Lüttge 1964a). The proteinase processed to electrophoretic homogeneity has a pH

optimum close to pH 2.2 (Steckelberg et al. 1967). The pH of open pitchers with

prey was recorded at around pH 3.5 (Lüttge 1964a). The plasma membrane H+-

ATPase appears to be responsible for such acidification (An et al. 2001). The

pitcher glands secrete chloride as shown by micro-autoradiography (Fig. 2b; Lüttge

1966b). Chloride secretion is inhibited by cyanide and arsenate. The chloride

concentration of the fluid of still closed pitchers was about 30 mM on average,

ranging up to about 65 mM (Lüttge 1966a). Hence, it is HCl that acidifies the

pitcher fluid. The proteinase has biochemical properties akin to the pepsin of our

own stomach. This was subsequently detailed by determination of amino acid

sequences of the enzyme protein now named nepenthesin (Jentsch 1972; Athauda

et al. 2004; Takahashi and Tanji 2007). Hydrochloric acid also acidifies the

digestive fluid of D. muscipula (Rea 1983; Rea et al. 1983). Unfortunately space

does not allow this essay to further pursue the fascinating research on carnivorous

plants, “the most wonderful plants in the world” (Kr�ol et al. 2012).

2.3 Salt Glands and Salt Hairs

2.3.1 Salt-Excreting and Salt-Absorbing Glands

In many halophytes, the adaptation to salinity is based on the transport function of

very specific structures, namely, salt glands excreting sodium chloride (Lüttge
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1975). With the micro-autoradiographic imaging technique, chloride excretion by

the salt glands of Limonium vulgareMiller was depicted (Ziegler and Lüttge 1967).

For the hydropote glands on the lower, i.e., submerged, surface of the floating

leaves of water lily (Nymphaea), this imaging showed that their function is salt

uptake (Fig. 2c; Lüttge 1964b).

2.3.2 Salt Bladder Hairs of Atriplex spongiosa (James)

My major occupation with gland-type salt transport, however, arose from some

serendipity. In 1965/1966 in the laboratory of George G. Laties at the University of

California, Los Angeles, I had shared benches with C. Barry Osmond as postdocs.

Barry spent another year with Tom ap Rees in Cambridge, UK, while I had returned

to Darmstadt in September 1966. Barry visited me there for a few weeks on his way

back to Australia (September–October 1967). Barry had been irreversibly infected

with the C4-fever after this new mode of photosynthesis had been discovered by

Kortschak et al. (1965) and Hatch and Slack (1966). With this he also had fallen in

love with Atriplex spongiosa James, not so much because of its nature as a

halophyte, but since it was the C4 partner of a couple together with Atriplex hastata
L. serving as the C3 partner for interspecific comparisons of the two modes of

photosynthesis. A. spongiosa has epidermal salt hairs composed of a stalk cell and a

large bladder cell. My interests in salt transport given, during Barry’s visit in

Darmstadt, we performed some micro-autoradiographs. The stalk cells are densely

filled with cytoplasm, and like salt gland cells they function in secretion of salt into

the large vacuoles of the bladder cells (Fig. 2d; Osmond et al. 1969).

Together with Ralph O. Slatyer, Barry invited me to come for an entire year to

the just founded Research School of Biological Sciences at the Australian National

University in Canberra (August 1968–July 1969). Our interests in photosynthesis

and salt transport were combined to fathom the energetics of salt concentrating in

the bladder cells of A. spongiosa (Osmond et al. 1969; Lüttge and Osmond 1970).

Chloride accumulation in the bladder vacuoles is strongly stimulated by light.

However, the bladder, stalk, and epidermis cells are not photosynthetically active.

In plants grown on 0.25 M NaCl, the accumulation of NaCl in bladders is about 4–5

times higher than in the green lamina (Table 1). Hence, energy captured by

photosynthetic light absorption in the lamina is able to energize active salt export

by the distant stalk cells and accumulation in the bladder vacuoles (Lüttge and

Table 1 Light dependence of NaCl accumulation in salt bladders of A. spongiosa plants grown

with 0.25 M NaCl solution (Osmond et al. 1969)

Bladders Green lamina

Photosynthetic CO2 fixation mol gFW
�1 h�1 0.2 10.6

Light stimulation of Cl� accumulation 4.7� 1.9�
Na+ concentration (M) 1.02 0.28

Cl� concentration (M) 0.72 0.13
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Osmond 1970). In this way, the salt load on the metabolically active lamina tissue is

highly reduced.

2.4 Giant Epidermal Bladders: Mesembryanthemum

crystallinum L. and Capsicum annuum L.

The work on A. spongiosa led to a serendipity which marked the starting point of a

significant revolution in plant stress physiology with now of a global dimension. In

1969 on the way back from Australia, I made a stopover in California, where I also

was invited to visit the laboratory of Andy Benson in La Jolla. I assembled all my

courage and all I knew about photosynthesis and lipids to meet the great man.

However, at dinner in a Mexican restaurant, he asked me what I was really

interested in, and I told him the Atriplex story. Andy immediately got excited,

and in the darkness of this evening of 31 July 1969 he drove me to the beach and

came up with collecting samples of Mesembryanthemum crystallinum L. There are

really large huge epidermal bladder cells on the leaves and stems with a volume of

up to 2 mm3, and I should work with these. I shall continue telling the anecdote and

its consequences below (Sect. 6.1.2) when it comes to talk about crassulacean acid

metabolism.

Seeds ofM. crystallinum were taken back to Darmstadt. Plants were grown, and

a student was asked to check if the bladders accumulated salt. Although other

authors later reported and believed that they did, we did not find NaCl concentra-

tions in bladder cell sap higher than in the leaf mesophyll when plants were grown

with watering by NaCl solutions of up to 500 mM (Lüttge et al. 1978). The bladder

cells ofM. crystallinum were already described by Haberlandt (1904) as peripheral

water storage cells. In the leaves, they may sequester salt due to their sheer size, but

they do not concentrate it. By contrast to the salt hairs of Atriplex, they are just

inflated epidermal cells and there is no gland like cell underneath. The water storage

capacity of the bladder cells ofM. crystallinum is large. Biophysical studies showed

how their cellular water transport dynamically integrates and stabilizes water

relations of the leaves (Steudle et al. 1975, 1977; Lüttge et al. 1978; Rygol

et al. 1986, 1989).

Giant cells with large cell sap vacuoles are an attribute of plant succulence. In a

subepidermal cell layer of the inner pericarp wall of Capsicum annuum L., the cells

have a similarly large volume as the bladder cells of M. crystallinum, namely,

0.5 mm3 on average and up to 1.7 mm3. The water relation parameters of the large

C. annuum cells, i.e., higher hydraulic conductivity, Lp, and volumetric cell wall

elasticity modulus, ε, and shorter half-life of water exchange as compared to the

much smaller mesocarp parenchyma cells, led us to an ecophysiological interpre-

tation of the biophysics of succulence in relation to water storage and

remobilization (Rygol and Lüttge 1983).
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3 Paths of Transport: Coupling and Integration Within

Tissues

For the transport within tissues, there are three different types of pathways. Solutes

in aqueous media can be transported in the apoplastic space of the cell walls and in

the symplasm, i.e., outside the plasma membranes and within the cytoplasm,

respectively. The third way is diffusion of gaseous substances in the gas phase

within intercellular spaces, in particular, of leaf aerenchyma.

3.1 Apoplastic and Symplastic Transport

With respect to the entry of solutes into plant tissues, the apoplastic space was

termed “apparent free space” (Briggs et al. 1961) because it appears to be freely

accessible without metabolic control over the uptake into and the transport within

this space. Conversely uptake across the plasma membrane is required before

transport in the symplasm can occur. For his studies of symplastic transport, the

authoritative investigator Arisz (1956, 1960) used the long band-like submerged

leaves of Vallisneria.
Our micro-autoradiographic imaging contributed to visualizing the transport

pathways. Frequently one sees that the cell borders are particularly labeled when

radioactive-labeled solutes are transported. In some cases, the resolution was not

high enough to distinguish apoplast versus cytoplasm as it was the case in the nectar

glands of Heracleum sphondylium L. (Fig. 3a) and the root cortex of Zea mays
L. (Fig. 3d). Transport in nectary tissues potentially occurs both in the apoplastic

and the symplastic space (Sawidis 1991; Vassilyev 2010). In the bladder hairs of

A. spongiosa, distinctively the dense cytoplasm of the stalk cells and the bladder

cytoplasm were preferentially labeled (Fig. 2d). In the mesophyll and gland cells of

Nepenthes, labeling of the cytoplasm and, hence, the symplastic pathway also

became evident (Fig. 3b, c).

The transport from the external medium across the root can take place both

apoplastically and symplastically in the cortex up to the endodermis which consti-

tutes a barrier for apoplastic transport. Using micro-autoradiography, we found that

entry of labeled sulfate into the stele was blocked at the endodermis by the

metabolic inhibitor azide (Weigl and Lüttge 1962). This is the final point where

transported solutes must undergo metabolically controlled transport from the

apoplast into the symplast across the plasma membrane to move further towards

the xylem vessels of the stele. In the tertiary endodermis, only the living passage

cells allow transport between the cortex and stele of roots (Fig. 3e). Later Ernst

Steudle and his collaborators devoted a large and impressive body of work to the

elucidation of these pathways for the transport of ions and water, and they devel-

oped the “composite model” of transport across the root (Steudle 2011).
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3.2 Cell Coupling

Integration of cells in tissues requires their coupling. The essential structural basis

of such coupling is the plasmodesmata, i.e., tubing-like bridges of endoplasmic-

reticulum membranes, between the cytoplasm of adjacent cells (Spanswick 1976),

resulting in a symplastic network of connected cells, i.e., the symplasm. By

precipitating Cl� ions with Ag+ ions to obtain electron-dense AgCl particles, we

visualized ion transport through plasmodesmata (Fig. 4).

The continuity of plasma membranes across the plasmodesmata allows electrical

coupling. This was studied by Spanswick and collaborators (Spanswick 1976). Our

own contributions made use of the phenomenon of transient changes of membrane

electric potential in green cells when light is switched on or off (see below

Sect. 4.3.2). This signal depends on photosynthesis and is not produced in nongreen

cells. However, we could pick up such signals with microelectrodes in the nongreen

bladder cells of A. spongiosa and Chenopodium album L. (Lüttge and Pallaghy

1969; Osmond et al. 1969; Pallaghy and Lüttge 1970) and in the nongreen cells of

variegated leaves of Oenothera (Brinckmann and Lüttge 1974) demonstrating their

electrotonic coupling to adjacent green mesophyll cells.

A B C

D ESt

Xy

PC

tEn

Co

Fig. 3 Micro-autoradiographic imaging of transport in tissues. (a) Nectary of Heracleum
sphondylium L. after resorption of 35SO4

2� (Lüttge 1962a). (b) Gland cell and (c) mesophyll

cell of the pitcher wall of Nepenthes secreting 36Cl� (Lüttge 1966b). (d) Maize root cortex after

uptake of 35SO4
2� (Weigl and Lüttge 1962; Lüttge and Weigl 1965). (e) Root of Iris pumila L. to

which 35SO4
2� was administered via the transpiration stream in the stele. Co cortex, PC passage

cell, tEn tertiary endodermis, St stele, Xy xylem (Ziegler et al. 1963). Scale bars: (a, d) 100 μm, (b,

c), 25 μm, (e) 50 μm
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3.3 The Gas Phase: Integrating Cells in Leaves with CAM

Our interests in the third pathway, i.e., lateral diffusion in the gas phase of leaves,

arose later when we were involved in studies of crassulacean acid metabolism

(CAM) (Sect. 6). The discussion of diffusion in the gas phase of leaves is deter-

mined by the heterobaric/homobaric leaf concept, i.e., whether the gas partial

pressures are heterogeneous or homogeneous within the air space of whole leaves

(Neger 1912, 1918; Terashima 1992; Pieruschka et al. 2005). Anatomical con-

straints leading to compartmentalization of the leaf air space are responsible for

heterobaric conditions.

The friendship with Barry Osmond initiated a new methodological development

in our laboratory. He had received the Alexander-von-Humboldt-Forschungspreis

and arrived in our laboratory with a camera and a strong interest in chlorophyll

fluorescence imaging. We studied nonuniform patchiness of photosynthetic activity

in virus-infected leaves of Abutilon (Osmond et al. 1998). Heterobaric conditions in

leaves are responsible for stomatal patchiness (Beyschlag and Eckstein 1997)

because CO2 is a signal molecule for stomatal movements (Lüttge and Hütt

2006). Nonuniform, i.e., patchy, photosynthetic activity in leaves is associated

with this. Photosynthetic patchiness, however, can also arise independent of sto-

mata as we found with Barry when studying wilting and recovery of leaves. Under

such conditions, patchiness in chlorophyll fluorescence proved to arise from met-

abolic interference of drought stress (Osmond et al. 1999). The technique of

imaging was then advanced in our laboratory by Uwe Rascher and later Heitor

M. Duarte when they were Ph.D. students and the creative electronics expert Karl

Schuller in the workshop of the Institute of Botany at Darmstadt. This enabled us to

measure gas exchange, photorespiration, and spatially resolved photosynthetic

electron transport synchronously and online.

The CAM plant Kalanchoë daigremontiana Hamet et Perrier has a rather

uniform mesophyll of large succulent spherical cells, and therefore structurally

cc

ST

Pd

Fig. 4 Plasmodesmata

(Pd) between a companion

cell (CC) and a sieve tube

(ST) in the phloem of a leaf

of Limonium vulgare Miller

transporting Cl�. Scale bar:
250 nm. Cl� was

precipitated by addition of

Ag-acetate to the electron-

microscopic fixation

medium; the black dots are
precipitates of AgCl

(Ziegler and Lüttge 1967)
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the leaves would be homobaric. However, the cells are densely packed impeding

lateral gas diffusion, and therefore the leaves become functionally heterobaric

(Rascher et al. 2001; Maddess et al. 2002; Duarte et al. 2005b; Lüttge and Hütt

2006). Imaging shows that heterogeneity or patchiness of relative quantum use

efficiency of photosystem II (ΦPSII) is rather low in phase III of CAM during the

light period. This is the phase when stomata are closed and CO2 concentration in the

gas phase of the leaves ( pi
CO2) is very high due to the CO2 remobilization from

organic acid, mainly malic acid, accumulated nocturnally in phase I of CAM

(Lüttge 2002). High CO2 concentration drives lateral diffusion and reduces patch-

iness. Conversely, patchiness of ΦPSII is high in phases II and IV when stomata are

open at the beginning and towards the end of the light period, respectively, at fairly

low pi
CO2. Patchiness is particularly high in the transition between phases III and

IV, when stomata open after nocturnally accumulated organic acid is consumed. At

that stage, pi
CO2 equilibria within the leaves are rearranged (Rascher et al. 2001;

Maddess et al. 2002; Rascher and Lüttge 2002; Duarte et al. 2005b; Lüttge and Hütt

2006; Duarte and Lüttge 2007a). The transition is a highly dynamic spatiotemporal

event. In phase III due to high pi
CO2, ΦPSII is high. During the transition between

phases III and IV, low ΦPSII patches develop from which waves of high ΦPSII may

run towards each other and extinguish each other when they meet (Fig. 5).

Fig. 5 Relative quantum use efficiency of photosystem II (ΦPSII) in a leaf of Kalanchoë
daigremontiana Hamet et Perrier during the transition between phases III and IV of CAM. Frames

(a) to (d) were taken 20 min apart. Wavefronts of high ΦPSII (red, see color code), which were

initiated at different spots on the leaf, ran in opposite directions (arrows) and extinguished each

other when they met (Rascher and Lüttge 2002, Copyright John Wiley and Sons)
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4 Compartmentation: Transport at the Cellular Level

In assessing transport dynamics that govern cellular compartmentation, our work

for some while focused on studies of transport kinetics (Lüttge 1968), namely,

uptake kinetics (Sect. 4.1) and efflux kinetics (Sect. 4.2). In addition we used

electrophysiology (Sect. 4.3). With this we were looking at the major cell compart-

ments apoplast, cytoplasm, and vacuole.

4.1 Uptake Kinetics of Mineral Ions: Michaelis-Menten
Hyperbolae

In the early 1950s, Emanuel Epstein had discovered that the concentration depen-

dence of ion uptake by root tissues followed hyperbolic kinetics similar to the

Michaelis-Menten kinetics of enzymes. With his group he elaborated this in a

remarkable series of studies (Epstein and Hagen 1952; Epstein et al. 1963; Epstein

and Rains 1965). They concluded that the enzyme kinetics of transport demon-

strated the involvement of carrier molecules, which bind ions as substrates during

the transport process across membranes. Moreover, they found that the kinetics

were complex showing a dual hyperbolic isotherm, one saturating at low concen-

trations, i.e., with high affinity, and the other one saturating at high concentrations,

i.e., with low affinity.

Epstein and his group had assumed that both the high and the low affinity

systems were located at the same membrane, i.e., the plasma membrane, operating

in parallel. When I came to George Laties’ laboratory in October 1965, they had just
tested an alternative view, namely, that the high affinity system was at the plasma

membrane and the low affinity system was at the tonoplast (Torii and Laties 1966).

They compared root tips, where the cells were not yet vacuolated having no

tonoplasts, with vacuolated root tissue. In the non-vacuolated cells, they found

the high affinity isotherm at low external ion concentrations and a linear concen-

tration dependence of ion uptake at high concentrations. Their interpretation was

that the high affinity system operated and limited transport into the cells at low

concentration, whereas the linear kinetics indicated dominance of passive diffusion

at high concentrations. In the vacuolated cells, having both plasma membrane and

tonoplast, they found the dual isotherms indicating activity of both systems.

As the symplastic route of transport of ions from the medium across the root

towards loading the xylem conduits does not involve vacuoles and tonoplasts

(Sect. 3.1), George had postulated that it should follow the same kinetics as uptake

by non-vacuolated cells, i.e., with the high affinity isotherm at low and a linear

relationship at high concentrations. I got to check this, and indeed in a number of

studies (Lüttge and Laties 1966, 1967a, b), the kinetic evidence corroborated these

expectations (Fig. 6).
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For visualizing the uptake of ions into the cytoplasm and checking its isotherm,

we returned to micro-autoradiography and used a trick. When one gently centri-

fuges tissues, one can precipitate the cytoplasm within cells without damaging the

cells. The procedure enhances the resolution of imaging the cytoplasm. After

uptake of labeled ions, the high affinity isotherm can be derived from quantifying

the autoradiograms (Fig. 7), and similarly X-ray microanalysis can be used with the

centrifuged material (Läuchli and Lüttge 1968).

Epstein’s discovery of enzyme kinetics of ion uptake proved to be extraordi-

narily fruitful. From molecular characterizations in several laboratories, we now

know that there are a plethora of transporters for various ions both with high and

low affinity at both the plasma membrane and the tonoplast. On such grounds, the

cellular localization of mechanisms which bring about the various Michaelis-

Menten isotherms and compartmentation of the high and low affinity transport

processes need new interpretation.
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Fig. 6 Potassium absorption by the root tissue (above) and transport into xylem exudates (below)
by maize seedlings from KCl (closed circles) and K2SO4 (open circles) solutions in a low (left) and
high (right) concentration range (Lüttge and Laties 1966, www.plantphysiol.org, Copyright

American Society of Plant Biologists)
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4.2 Efflux Kinetics

While the uptake kinetics discussed in Sect. 4.1 are based on influx of labeled ions

into the cells, for measuring efflux kinetics, the tissue is first labeled by extended

incubation in the radioactive ion solution up to establishment of kinetic equilibrium

of influx and efflux. The tissue is then transferred to a non-labeled solution with the

same ion concentration as that of the labeling solution, and the rate of label efflux is

measured. This essentially means that rates of isotope exchange are assessed.

Basically efflux shows three linear phases: (1) a rather rapid one, (2) a slower

one, and (3) a quite slow one extending over many hours. The phases arise from

exchanges at the apoplast (1), the cytoplasm (2), and the vacuoles (3), represented

by efflux of labeled and influx of non-labeled ions at efflux–influx equilibrium. A

set of equations is developed relating fluxes and pools, i.e., for assessing the

individual fluxes at the plasma membrane and tonoplast and the ion contents of

cytoplasm and vacuole (Pitman 1963; Lüttge 1968). A shoulder of efflux in phase

(2) indicated further sub-compartmentation of the cytoplasm (Pallaghy et al. 1970;

Fig. 7 Left: Cells of a centrifuged adaxial epidermis of onion bulb (Allium cepa L.) (above) with
micro-autoradiograph (below) after uptake of 35SO4

2� for 3 h from 7.5 mM K2SO4. Right: Micro-

autoradiograph of cells from a centrifuged leaflet of the moss Plagiomnium cuspidatum (Hedw.)

T.J. Kop after uptake of 35SO4
2� for 7 h from 5 mMK2SO4, where the insert shows the relative rate

of 35SO4
2� uptake derived from the density of the silver grains in micro-autoradiographs after

uptake from increasing concentrations of K2SO4 in a low concentration range (Läuchli and Lüttge

1968)
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Lüttge and Pallaghy 1972). Concentration dependence of the fluxes calculated

when efflux was measured at varied ion concentrations of the labeling and exchange

solutions confirmed the pattern of plasma membrane and tonoplast transport kinet-

ics found by Torii and Laties (1966, Sect. 4.1). However, it was already noted that

molecular analyses were needed to actually identify the transporters involved

(Lüttge and Bauer 1968). It is good to see now that, in the age of molecular

“transportomics,” where so many membrane transporter molecules are qualitatively

identified and characterized, efflux kinetics are still used to quantify ionic relations

(e.g., Kronzucker et al. 1999; Britto et al. 2004; Abbaspour et al. 2013).

4.3 Electrophysiology

4.3.1 Transcellular Electrical Profiles

In assessing gross compartmentation of plant cells, it is the aim to separately

measure electrical membrane potentials of the plasma membrane and the tonoplast.

In cells of higher plants, the plasma membrane potential is typically highly negative

(cytoplasmic side negative), and the tonoplast potential is close to zero or somewhat

positive (vacuolar side positive). In vacuolated higher plant cells with only a thin

layer of cytoplasm along the cell wall, it is usually very difficult to place the tip of

microelectrodes into the cytoplasm for measuring the plasma membrane potential

separately from the tonoplast potential. Normally microelectrodes directly pene-

trate into the vacuoles, and in the measurements electrical potentials of both

membranes are additive.

I had learned electrophysiology from Charles Pallaghy in Canberra in 1968/

1969, and employing the approach received another boost when Noe Higinbotham

visited us in Darmstadt twice and the second time for a whole year (July–September

1975, October 1977–September 1978). Noe was a pioneer and the first who had

punched electrodes into cells of higher plants (Etherton and Higinbotham 1960;

Higinbotham et al. 1964). We used our centrifugation technique (Sect. 4.1) to place

electrode tips precisely into the cytoplasm (Lüttge and Zirke 1974; Fischer

et al. 1976). More elegantly Jean-Pierre Rona in Paris, with whom we cooperated,

produced transcellular electrical profiles of Kalanchoë cells showing the plasma

membrane potential from �110 to �122 mV and the tonoplast potential from +20

to +25 mV (Rona et al. 1980, Fig. 8). The slightly positive tonoplast potential was

also seen later, when we inserted electrodes into isolated vacuoles of

K. daigremontiana (Jochem et al. 1984).
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4.3.2 Light-Triggered Transient Photosynthesis-Dependent Membrane

Potential Changes

We saw the transient membrane potential oscillations after light/dark changes first

when studying the epidermal salt bladder hairs of Chenopodiaceae leaves

(Sect. 3.2). While we were working on Atriplex, Andrianov et al. (1968) had also

discovered such oscillations in the green cells of the charophyte alga Nitella.
Turning the light off causes an initial hyperpolarization. Conversely, switching

the light on incites a depolarization. The initial changes are followed by several

oscillations of the membrane potential which last for several minutes until the

potential returns close to the level of the resting potential observed before the

light/dark changes (Fig. 9). Inhibitor studies (Andrianov et al. 1968; Lüttge and

Pallaghy 1969) showed that switching on and off photosynthesis was responsible

for the effect. Using light filters to distinguish between photosystems I and II, we

demonstrated that it was due to the activity of PS II (Lüttge and Pallaghy 1969).

Our interpretation linked these observations to the compartmentation of the

cytoplasm with the chloroplasts and their thylakoids. At the onset of photosynthetic

electron flow in the thylakoid membrane, protons are transported into the thylakoid

lumen. The idea was that this proton transport changes the equilibria at the

chloroplast envelope and at the plasma membrane. Hence, an initially lowered H+

concentration in the cytoplasm due to H+ influx into the chloroplasts (light on)

would explain the depolarization, whereas an increased H+ concentration due to H+

efflux from the chloroplasts (light off) would explain the hyperpolarization of the

electrical potential at the plasma membrane. H+ fluxes at the plasma membrane

after some oscillations then reestablish equilibria and the resting membrane poten-

tial. By submerging green tissues in aqueous media, we supported this interpreta-

tion by showing H+ transport between the tissues and the media which was not

Calibra�on (mV)Profile

Fig. 8 Transcellular electrical profile obtained by pushing the tip of a microelectrode across a leaf

cell of Kalanchoë daigremontiana Hamet et Perrier. From left to right: 1, 5 tip of the electrode in

the cell wall; 2, 4 tip of the electrode in the cytoplasm measuring the plasma membrane potential;

3 tip of the electrode in the vacuole measuring the sum of the plasma membrane and the tonoplast

potentials (Rona et al. 1980)
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solely due to photosynthetic CO2 fixation after uptake of bicarbonate (Pallaghy and

Lüttge 1970; Brinckmann and Lüttge 1972; Hope et al. 1972). Nevertheless,

originally this was received with reservation because at the time the view in

photosynthesis research was that the proton permeability of the chloroplast enve-

lope was too low. Later and up until quite recently, the phenomenon was much

studied by other authors, who basically confirmed our earlier interpretation

(Bulychev and Turovetsky 1983; Vanselow et al. 1988, 1989; Bulychev and

Kamzolkina 2006a, b).

5 Energization of Transport

5.1 Network of Energy Metabolism

A topic of major interest in the physiology of ion transport in the 1970s was the

coupling of primary and secondary active transport at membranes to cellular energy

sources (Lüttge and Higinbotham 1979). A hypothesis had been developed in the

laboratory of Lundegårdh. They had discovered that ion accumulation was depen-

dent on respiration. This was named salt respiration. The hypothesis derived was

that ion accumulation was directly powered by mitochondrial electron transport

(Lundegårdh and Burstr€om 1933, 1935; Lundegårdh 1950, 1955). In analogy to

that, from studies with green algal cells (Nitella translucens (Persoon) C. Agardh.,
Hydrodictyon africanum Yamanoudu), the idea was derived that photosynthetic

electron transport via both photosystems I and II was driving anion (chloride)

uptake without requiring ATP (MacRobbie 1965; Raven 1967). Conversely, the

advanced understanding of the coupling of electron transport with ATP synthesis by

oxidative and photophosphorylation, respectively, led to the view that ATP, the

general energy currency of cells, would also drive ion transport at the membranes.

Our own interest arose from the studies of salt accumulation in the bladder cells

of Atriplex (Sect. 2.3.2, Lüttge et al. 1970) and the photosynthesis-dependent

membrane activities (Sect. 4.3.2). We got involved in studying energetics of ion
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spongiosa James triggered
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transport in the aerial leaves of higher plants. We used thin 0.5 mm wide leaf slices

submerged in aqueous solutions. Only in one case, during the visit of Alex Hope in

our laboratory (June–September 1971), we recurred to unicellular green algae

(Scenedesmus), of which we had obtained photosynthesis mutants (Table 2). We

distinguished the various knots and edges of the complex cellular network of energy

metabolism, such as respiratory and photosynthetic electron transport, oxidative

phosphorylation, and noncyclic and cyclic photophosphorylation. For this purpose

we used various inhibitors and applied special experimental conditions. We mod-

ified wavelengths of photosynthetically active irradiance, we established anaerobic

conditions by saturating the solutions with nitrogen, and we chose variegated

leaves, greening etiolated leaves, C3 and C4 leaves, and photosynthesis mutants.

The general result emerging from all these treatments (Table 2) is that specific

processes by themselves can drive ion transport, e.g., noncyclic photophosphory-

lation in Scenedesmus obliquus (Turpin) Kuetzing (Hope et al. 1974). However,

any alternative paths of the network available by the manipulation of conditions are

also effective. The basic energy state of the cells appears essential. Evidently as

long as any meshes in the network can produce ATP, this can serve as energy source

for transport (Johansen and Lüttge 1974, 1975; Lüttge and Ball 1976). With carrot

tissue we also found that salt respiration did not directly power ion uptake. This

excluded specific operation of a redox-type energization as postulated by the

Lundegårdh hypothesis (Lüttge et al. 1971b).

5.2 Electrophysiology of H+ Solute Cotransport

With electrophysiological experiments on the uptake of sugars, amino acids, and

phosphate, predominantly using the water plant Lemna gibba L., we came closer to

the actual mechanism of energy coupling of membrane transport with ATP. These

studies were mainly performed when Anton Novacki visited Darmstadt many times

including longer periods (August 1976–April 1977, September 1983–June 1984)

and cooperated with Cornelia Ullrich-Eberius (Novacky et al. 1978a, b, 1980;

Fischer and Lüttge 1980; Jung and Lüttge 1980; Jung et al. 1982; Lüttge

et al. 1981a; Ullrich-Eberius et al. 1981). The negative electrical potential at the

plasma membrane is built up due to active extrusion of protons by an H+-pumping

membrane ATPase. When a solute is added to the medium which is taken up into

the cells via H+ solute cotransport, the potential is depolarized with the onset of H+

influx together with the cotransported solute. Then the ATPase reacts and begins to

pump more strongly so that the previous resting potential is reattained. Conversely

removal of the solute leads to a hyperpolarization as the pump is still working

strongly, but then its activity decreases and again the resting potential is reached

(Fig. 10). The amplitudes of the potential changes are concentration-dependent, and

many insights about the physiology of transport can be gained. Effects of

fusicoccin, a fungal toxin which specifically stimulates the plasma membrane
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Table 2 Assessment of cellular energy sources for ion transport

Inhibitors

conditions

Effects

processes Materials References

CCCP

(dichlorophenyl-

carbonyl cyanide-

phenylhydrazone)

Uncoupler Tradescantia albiflora Kunth Johansen and Lüttge

(1974, 1975)

FCCP (p-CF3O-

carbonyl cyanide-

phenylhydrazone)

Uncoupler Amaranthus caudatus L.
Atriplex spongiosa James

Atriplex hastata L.

Oenothera albicans x hookeri
Spinacia oleracea L.

Tradescantia albiflora Kunth

Zea mays L.

Lüttge et al. (1970,

1971a), Lüttge and

Ball (1971)

NaN3 (acide) Uncoupler Scenedesmus obliquus
(Turpin) Kuetzing

Hope et al. (1974)

DNP (di-nitro-

phenol)

Uncoupler Tradescantia albiflora Kunth Johansen and Lüttge

(1974, 1975)

Oligomycin A Oxidative

phosphorylation

Tradescantia albiflora Kunth Johansen and Lüttge

(1974, 1975)

DCMU

(dichlorophenyl-

dimethylurea)

Photosystem II

and photosyn-

thetic electron

transport

Atriplex spongiosa James

Hordeum vulgare L.
Scenedesmus obliquus
(Turpin) Kuetzing

Tradescantia albiflora Kunth

Lüttge et al. (1970),

Hope et al. (1974),

Johansen and Lüttge

(1974, 1975), Ullrich-

Eberius et al. (1976)

Light filters Photosystems I

and II

Atriplex spongiosa James Lüttge et al. (1970)

N2-bubbled

solutions

Anaerobiosis,

respiration

Hordeum vulgare L.
Scenedesmus obliquus
(Turpin) Kuetzing

Tradescantia albiflora Kunth

Hope et al. (1974),

Johansen and Lüttge

(1974, 1975), Lüttge

and Ball (1976),

Ullrich-Eberius

et al. (1976)

Variegated leaves

with green and

mutated pale

areas

Photosynthesis,

respiration

Oenothera albicans x hookeri
Tradescantia albiflora Kunth

Johansen and Lüttge

(1974, 1975), Lüttge

and Ball (1971)

Greening etio-

lated leaves

Photosynthesis,

respiration

Hordeum vulgare L. Lüttge and Ball (1976)

Leaves of C3 and

C4 plants

Photosynthesis Amaranthus caudatus L. (C4)

Atriplex spongiosa James (C4)

Atriplex hastata L. (C3)

Oenothera albicans x hookeri
(C3)

Spinacia oleracea L. (C3)

Zea mays L. (C4)

Lüttge et al. (1971a)

Photosynthesis

mutants

Photosynthesis Scenedesmus obliquus
(Turpin) Kuetzing

Hope et al. (1974)
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ATPase, underline the involvement of proton pumping in energy coupling (Lüttge

et al. 1981a).

6 CAM: A Problem of Transport

6.1 Dual Serendipity Leading to the Occupation with CAM

Two serendipities, which occurred around the same time at the beginning of the

1970s, brought us in contact with CAM which then remained my main research

interest for the decades to come.

6.1.1 Feedback Inhibition of Vacuolar Ion Uptake, Osmotic Relations,

and Turgor Pressure

We were engaged in the relations of vacuolar ion uptake and turgor pressure

because we were studying the stoichiometry of K+/H+ exchange and the vacuolar

potassium and malate accumulation responsible for turgor-driven elongation

growth of Avena coleoptiles. Turgor pressure built up due to osmotically active

K2-malate drives cell elongation (Haschke and Lüttge 1973, 1975a, b, 1977).

At that time feedback of vacuolar ion contents on uptake of ions was much

discussed as it was shown that NO3
� and Cl� accumulation in the vacuoles

inhibited further uptake of anions (Cram 1973, 1976). Manfred Kluge had joined

our department on the second chair of botany in 1974, and thus, CAM was

introduced to Darmstadt. We thought that with just a few experiments comparing

CAM leaves with high levels of malate in the morning and low levels in the evening

we would be able to quickly check if vacuolar malate was to feedback inhibit ion

uptake. It was a failure because there was no effect, but a lifelong occupation with

CAM and a cooperation and friendship with Manfred arose from it. For the studies

of ion uptake, we had incubated leaf slices of Kalanchoë daigremontiana Hamet et

Perrier with KCl solutions of 0–50 mM. Erika Ball, the technician performing the

experiments, noticed some strange changes of the color of the external medium

during incubation, when KCl concentrations were low but not when they were high.

1X

–259–265

–199
mV

mV
10 min

mV

0.5 mM glycine

Fig. 10 Transient depolarization of the membrane potential of Lemna gibba L. by addition of

0.5 mM glycine and transient hyperpolarization after removal of the amino acid from the nutrient

solution (1�) (Fischer and Lüttge 1980, www.plantphysiol.org, Copyright American Society of

Plant Biologists)
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She did not miss the serendipity and stuck pH electrodes into the media. She found

that at low KCl, they acidified. Analyses then proved that this was due to efflux of

malic acid from the leaf slices. The media had changed reddish due to some

anthocyanin also leaking from the vacuoles. Using mannitol we found the effect

to be osmotic rather than caused by salt (Lüttge and Ball 1974a, b). The conclusion

was that high turgor (in parallel to low KCl concentrations and low osmotic

pressure of the medium) facilitated efflux of anthocyanin and malic acid from the

vacuoles.

The principle of CAM is a switch from nocturnal malic acid accumulation

(phase I) to daytime malic acid efflux (phase III) of the vacuoles (for CAM phases,

see Sect. 3.3). Under natural situations, it is not a problem to explain the switch by

the strongly changing conditions of dark and light periods, respectively. However,

in the free running endogenous rhythm of CAM under constant external conditions

(Sect. 7), this is not a trivial problem. Malic acid accumulation is osmotically active

and brings about an increase of turgor (Smith and Lüttge 1985), so that turgor may

be a trigger for the change from net influx to net efflux. We studied this hypothesis

in detail also together with Hank Greenway when he was visiting our laboratory

(January–December 1976) (Lüttge et al. 1975a, b, 1977). It followed that nocturnal

malic acid accumulation contributes to osmotic acquisition of water by the CAM

plants (Lüttge 1986). This was further confirmed during a visit of Park S. Nobel

(August–September 1983) when we worked with the CAM plants Cereus validus
Haw. and Agave deserti Engelm. and compared gas exchange, malate levels,

osmotic pressure, and turgor. In these experiments, turgor was measured directly

with a pressure probe in the vacuoles (Lüttge and Nobel 1984; Nobel et al. 1984).

Turgor pressure proved to be an important module in the biophysical oscillator

driving the overt output of the endogenous CAM rhythm (Sects. 7.4 and 7.6).

6.1.2 Salinity and the Induction of CAM in Mesembryanthemum
crystallinum L., the “Common Ice Plant”

The other serendipity came from Andy Benson’s seeds of Mesembryanthemum
crystallinum L. (Sect. 2.4). We had grown plants and obtained our own seeds. After

checking for salt accumulation in the epidermal bladders (Sect. 2.4), in the summer

of 1971, the student had not cleaned up and left the plants in the greenhouse with

their labels indicating irrigation with NaCl solutions of 0–500 mM. Around this

time, Klaus Winter was a student in an advanced course and was supposed to

perform gas exchange measurements. He had problems to allocate experimental

plants until he found the M. crystallinum plants nobody was interested in anymore.

The gas exchange curves he recorded appeared to be strange. Some plants showed

C3 and others CAM-like patterns. However, the labels resolved it, and Klaus Winter

came up from the course experiments with his discovery that salinity induced CAM

in M. crystallinum (Winter and von Willert 1972; Winter 1973a, b), which he

subsequently subjected to in-depth study during the work for his Ph.D. thesis

(Winter 1975).
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Much work followed in our own laboratories in Darmstadt (Winter and Lüttge

1979; Heun et al. 1981 and see below). However, M. crystallinum, with its

nickname “common ice plant” due to the crystal like epidermal bladder cells

(Sect. 2.4), developed to a model plant of stress physiology and molecular stress

biology with currently broad input of research activities by many renowned labo-

ratories worldwide. One might wonder what had happened without the journey of

M. crystallinum seeds from La Jolla to Darmstadt in 1969 and the serendipity

arising from it. Would the C3-CAM shift ever have been discovered by somebody

else and under which circumstances? Would an incredible development of interna-

tional plant biology have not occurred at all? In any manner, here we have another

great gift of Andy Benson to photosynthesis, unwittingly in this case.

6.2 Transport at the Tonoplast for the Performance of CAM

The nocturnal vacuolar accumulation and daytime remobilization of large amounts

of organic acids, mainly malic acid, in CAM imply massive transport processes of

protons, organic acid anions, and also non-dissociated acid at the tonoplast. This

makes CAM a problem of transport physiology.

6.2.1 Thermodynamics and Energetics

The first step was to ascertain the H+/malate2� stoichiometry of nocturnal accumu-

lation. This is always 2H+:1 malate2�, and it cannot be disturbed, e.g., by feeding

the plants with a lot of K+ (Lüttge et al. 1975a). Various other attempts to perturb

this stoichiometry also failed (Lüttge and Ball 1979, 1980). Hence, the net effect is

an accumulation of malic acid.

We then assessed thermodynamics comparing the free energy of ATP hydroly-

sis, ΔGATP, and the H+ electrochemical gradient, ΔμH+, at the tonoplast against

which the acid needs to be accumulated. This showed that thermodynamically

malic acid accumulation can be explained by an ATPase that transports 2H+ per

one ATP with the malate anion following electrophoretically, i.e., passively. More-

over, measurements of dark respiration allowed calculating that the respiratory

supply of ATP would just be sufficient to explain the observed malic acid accumu-

lation (Lüttge et al. 1981b; Smith et al. 1982). Hence, this led to strong support of a

2H+-ATPase at the tonoplast (V-ATPase) being responsible for malic acid

accumulation.

Considering vacuolar pH, dissociation constants, and dissociation equilibria, we

concluded that remobilization from the vacuoles could occur by passive diffusion

of the electrically neutral non-dissociated malic acid via the lipid phase of the

membrane (Lüttge and Smith 1984).
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6.2.2 Molecular Identification of the V-ATPase of CAM Plants

The thermodynamic evidence summarized in Sect. 6.2.1 is circumstantial. Ther-

modynamics describe the biophysical limits within which a process can operate but

does not unveil underlying molecular mechanisms. Hence, the great challenge had

arisen to provide a molecular identification of the V-ATPase. This challenge was

exasperated because our friend Phibus Matile had published that they did not find

such an ATPase in tonoplast membranes of the CAM plant Kalanchoë
daigremontiana Hamet et Perrier, and therefore, our hypothesis appeared to be

falsified (Buser-Suter et al. 1982; Matile 1982). However, we were convinced to be

right. It was a long and hard effort to win the game. We owed the success to the

never intimidated almost obstinate persistence of J. Andrew C. Smith and the

expertise of Ernie Uribe he brought in when he joined us in Darmstadt (March–

June 1982) in the endeavor.

The key for the success was to prepare tonoplast membranes fast enough and to

measure ATPase activity quickly enough within hours, because the activity is

rapidly lost during storage of the isolated membranes (Smith et al. 1984a,

Fig. 11a). Such preparations then enabled us to describe the properties of the

V-ATPase in some detail (Jochem et al. 1984; Smith et al. 1984b; Struve and

Lüttge 1987; Haschke et al. 1988). Using detergents the ATPase was separated

from the tonoplast membrane and reconstituted in liposomes (Behre et al. 1992;

Ba~nuls et al. 1994). By getting hold of this V-ATPase, we detected and character-

ized the decisive building block of the tonoplast transport complement for the

operation of CAM. It was also for the first time a V-ATPase had been observed

in green mesophyll cells of higher plant leaves. That the V-ATPase activity is

stimulated by malate may be relevant for CAM performance (Jochem and Lüttge

1987).

During handling of the large isolated vacuoles in suspension, they fragment into

tiny tonoplast vesicles, which we used to visualize the ATPase. In freeze-fractured

vesicles, the ATPase molecules appear as membrane particles (Fig. 11b). Negative

staining shows the head and stalk structure (side views, Fig. 11c) and the hexameric

structure of the head (top views, Fig. 11d). Subunit composition of the enzyme was

analyzed (e.g., Ratajczak et al. 2003; Drobny et al. 2002). In cooperation with the

laboratory of Bettina B€ottcher and based on the group’s expertise, a molecular

model of the complex multi-subunit enzyme was obtained (Domgall et al. 2002).

6.2.3 Stress Responses of the V-ATPase

The induction of CAM in M. crystallinum is an ecophysiological stress reaction to

salinity (Sect. 6.1.2), and the V-ATPase is a key element in the functioning of CAM

(Sect. 6.2.2). Therefore we studied the responses of the ATPase to stress. In

M. crystallinum, ATPase activity was increased when CAMwas induced by salinity
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(Struve et al. 1985; Struve and Lüttge 1988; Ratajczak et al. 1994b). Biochemical

studies showed that this was not due to an increase of specific activity but to an

increased amount of the V-ATPase in the tonoplast membrane (Bremberger and

Lüttge 1992; Ratajczak et al. 1994b) and modifications of the enzyme’s subunit

composition (Bremberger and Lüttge 1992; Ratajczak et al. 1994b; Zhigang

et al. 1996).
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Fig. 11 (a) Isolated vacuoles of Kalanchoë daigremontianaHamet et Perrier (Smith et al. 1984a).

(b) Freeze-fractured tonoplast vesicle of Mesembrynthemum crystallinum L. with ATPase parti-

cles (Klink et al. 1990). (c) and (d) Negatively stained tonoplast vesicles of M. crystallinum with

the ATPase in side view showing the head and stalk structure (c) and in top view showing the

hexameric structure of the head (d) (Klink and Lüttge 1991, Copyright John Wiley and Sons)
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The biochemical results were supported by microscopic inspection. The density

of the particles of freeze-fractured tonoplast vesicles increased after CAM induc-

tion in M. crystallinum (Klink and Lüttge 1992; Rockel et al. 1994). Specific

immunogold labeling of the V-ATPase in negative staining of tonoplast vesicles

also showed an increased density and confirmed that the particles (Fig. 11b) indeed

represented the V-ATPase (Ratajczak et al. 1995). The diameter of the particles

increased from 6.5 to 8.5 nm (Klink and Lüttge 1992). Subunit analysis suggested

that the larger size in the CAM state was due to an increased number of subunit

c forming the intramembranous H+ channel of the V-ATPase (Rockel et al. 1994).

The mRNA level for subunit c proved to be particularly sensitive to developmental

and environmental changes (L€ow et al. 1996; Rockel et al. 1998), which also

includes nitrogen nutrition in Nicotiana tabacum L., where different isoforms of

subunit c can be expressed (Fischer-Schliebs et al. 2000). Larger amounts of the

V-ATPase and larger particle sizes in freeze-fractured tonoplast vesicles were also

found in the C3/CAM intermediate species Kalanchoë blossfeldiana Poellnitz

cv. Tom Thumb when CAM was induced by short-day treatment (Struve

et al. 1985; Mariaux et al. 1997). Baoshan Wang, our frequent visitor from

Shandong in China (October 1988–May 1990, July 1998–October 1998, June

2000–May 2001), found that in the C3 halophyte Suaeda salsa L., salinity increased
the amount of the V-ATPase (Wang et al. 2001).

All this work in the 1990s was carried out in a wonderful cooperation with

Rafael Ratajczak, who was then destined to a tragic premature death. Our work had

shown many stress responses of the V-ATPase. The significance of the V-ATPase

for the adaptation to stressful growth conditions was subsequently studied further

extensively at the molecular and biochemical levels by other groups (Dietz

et al. 2001). As a physiological, biochemical, and molecular basis of ecological

adaptations, we suggested to call the V-ATPase an “eco-enzyme” (Lüttge

et al. 1995b).

6.2.4 The V-PPase

Besides the V-ATPase, tonoplasts have a second H+-transporting enzyme, namely,

the V-PPase which uses the energy of inorganic pyrophosphate. We separated the

two enzymes in CAM plants and purified and reconstituted the V-PPase in lipo-

somes (Bremberger et al. 1988; Mariaux et al. 1994; Becker et al. 1995). In

M. crystallinum the PPase activity did not increase and rather decreased under

salinity inducing CAM (Bremberger and Lüttge 1992). In the literature, it was

discussed that the two enzymes may have different functions under different

environmental and developmental conditions, which was not confirmed by us,

however, for all circumstances (Fischer-Schliebs et al. 1998). However, in

K. daigremontiana, the V-PPase was shown to stimulate the V-ATPase suggesting

a regulative role (Marquardt-Jarczyk and Lüttge 1990; Fischer-Schliebs

et al. 1997). The general importance of the V-PPase in regulating metabolic

processes has currently been revealed (Ferjani et al. 2013).
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6.2.5 The Malate Channel of the Tonoplast

The task of the molecular identification of the tonoplast-malate transporter using

our methods of protein biochemistry proved to be a nightmare for Ph.D. theses due

to the extremely low amount of transporter protein in the membrane. The trans-

porter protein could be partially purified (Ratajczak et al. 1994a). A protein fraction

containing the transporter was reconstituted into liposomes and showed malate

transport activity (Steiger et al. 1997). Malate transport into tonoplast vesicles of

M. crystallinum was increased after the induction of CAM (Lüttge et al. 2000). The

breakthrough came from collaboration with J. Andrew C. Smith, now in Oxford,

and Gerhard Thiel, when patch clamp studies on isolated vacuoles of Kalanchoë
daigremontiana (Fig. 11a) revealed that the malate transporter was an inward-

rectifying anion channel (Hafke et al. 2003, Fig. 12).

This was the coronation of our work on CAM as a transport problem. Overall, in

our laboratories, this let us get hold of the complete complement of the molecular

building blocks or modules which mediate the transport of malic acid at the

tonoplast during the CAM cycle, namely, (1) two proton pumps, the V-ATPase

and the V-PPase, (2) the malate channel, and (3) passive efflux of non-charged

non-dissociated malic acid.

Vm (mV)

1 s

1 pA

Fig. 12 Inward-rectifying malate currents: single-channel fluctuations in an isolated cytoplasmic-

side-out tonoplast patch of K. daigremontiana. Currents were recorded at the voltages indicated on
the left side in the presence of 100 mM malate on the cytoplasmic side and 10 mM malate on the

vacuolar side. Continuous horizontal lines indicate the closed state of the channel, and dashed
lines indicate the unitary channel amplitude (pA); time (s) runs from left to right (Hafke et al. 2003,
Copyright John Wiley and Sons)
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7 Transport and the Endogenous Rhythm of CAM

7.1 The Magic Tripod: Experiment, Theory, and Model/
Simulation

It is a basic requirement of endogenous rhythms that they need a beat oscillator or

hysteresis switch as pacemaker of the overt rhythmic output. Our studies of the

transport of malate and water into and out of the vacuoles had suggested that in the

endogenous rhythm of CAM, turgor pressure could be the basis of a biophysical

hysteresis switch (Sect. 6.1.1). To study this under exactly controlled external

conditions, I had to wait until the building of our little phytotron in Darmstadt

was completed in 1988. Then I wound up with rapidly piling up long rolls of

recorder paper with the traces of oscillations of net CO2 exchange and transpiration.

Attempting to analyze the structure of such time series, which showed a complex

pattern, it became soon clear that theory was badly needed. I could readily convince

my friend, the theoretical physicist Freder Beck, to join. In what followed we built

up an interdisciplinary research team, and we received additional stimulating input

when the theoretical physicist Marc-Thorsten Hütt joined us for many years as

postdoctoral fellow (1999–2002) and junior professor (2002–2006). Our team

philosophy was that any given problem should be worked on simultaneously by

two Ph.D. students, an empiricist and a theorist, with very close day-to-day

exchange and cooperation, for which the magic tripod became our metaphor. The

ancient Greek goddess Pythia sat on a tripod when uttering the oracles of Delphi.

The witches of the Middle Ages cooked their broths on a tripod. Our tripod had the

three legs of experiment, theory, and model/simulation with continuous cross talk

between them.

What Freder Beck first did to the time series was to submit them to fast Fourier

transform (FFT) analysis to derive their power spectra. Then he reproduced the

unexpected intriguing features observed (Sect. 7.2) in model simulations. Our first

publication appeared in 1992 (Lüttge and Beck 1992).

7.2 Structure of Time Series of Net CO2 Exchange

The power spectra of the oscillations in the endogenous rhythm of net CO2

exchange under constant conditions and continuous illumination in the CAM

plant K. daigremontiana show the basic frequency of the circadian rhythm as

well as several harmonic overtones (Lüttge et al. 1996). On occasion of a public

lecture, I also could exemplify them on a grand piano. There is a very sharp upper

threshold of irradiance intensity and an upper and lower threshold of temperature

above and below of which the rhythmic time series change to an arrhythmic

behavior (Lüttge and Beck 1992; Grams et al. 1996, 1997a).
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7.3 Models for Simulations

With mathematical modeling, we followed the philosophy of the “minimal model”

(or “skeleton model”) which approximates a biological system by taking into

account only the relevant mechanisms for an observed dynamical behavior (Hütt

and Lüttge 2007). The minimal model asks the question of which ingredients are

really necessary for the model to reproduce the essential traits of the system’s
dynamics. The approach has an important heuristic value, because as long as one

eliminates elements from the model without affecting the reproduction of actual

experimental system behavior by the model simulation, one knows that these

elements were not basically essential. In our theoretical CAM model, the essential

ingredients were the three pools of internal CO2, of malate in the cytoplasm, and of

malate in the vacuole connected by flows between the pools, the state of order of

lipid molecules in the tonoplast membrane, and the three external control param-

eters atmospheric CO2, irradiance, and temperature (Blasius et al. 1997, 1998; Beck

et al. 2001; Fig. 13). With this we could perfectly reproduce very many experi-

mental observations on the endogenous circadian CAM rhythm in computer

simulations. We started with a discrete hysteresis switch of the tonoplast built in

the model, i.e., switching between two discrete states (Blasius et al. 1997, 1998),

and then advanced to a dynamic hysteresis switch using continuous time differen-

tial equations (Blasius et al. 1999).

Temperature

Vacuole

Cytoplasm

Light

D
ay

N
ight

CO2 external

—

CO2 cytoplasm

Malate cytoplasm

—

Malate vacuole —+

Fig. 13 The biochemical-

biophysical oscillator of

CAM. Modules and flows

according to the minimal

model described in

Sect. 7.3; + and �: positive

and negative feedback,

respectively
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7.4 Temperature and the Lipid Order of the Tonoplast

The absolute value of the upper temperature threshold (Sect. 7.2) below which

rhythmicity can occur depends on the growth temperature of the plants (Grams

et al. 1995). This can be explained by homeoviscous adaptation of membrane

fluidity as we could learn from cooperation with the group of Manfred Kluge

(Kliemchen et al. 1993), who showed that fluidity was reduced and increased in

response to growth at high and low temperature, respectively.

This strengthened our idea that fluidity and the nature and order of membrane

lipids governing permeability for passive efflux of malic acid from the vacuoles

(see Sect. 6.2.1) were decisive parameters of the CAM rhythm. Experimental

support came from observations with K. daigremontiana. The vacuoles had low

malic acid levels and osmotic potential (π) when the rhythm stopped above the

upper threshold of 29 �C, high membrane fluidity facilitating malic acid efflux. The

vacuoles had high malic acid levels and π when rhythmicity stopped below the

lower threshold of 8 �C, low membrane fluidity inhibiting malic acid efflux. The

rhythm was reinitiated by increasing and decreasing, respectively, the temperature

to be within the window of 8–29 �C. When coming from the high temperature, the

rhythm started with increased activity of phosphoenolpyruvate carboxylase (PEPC)
and malate synthesis to refill the vacuole. Vice versa, when coming from the low

temperature, the reinitiated rhythm began with emptying the vacuole (Grams

et al. 1996, 1997a).

With temperature acting on passive efflux of malate from the vacuole, the

theoretical model perfectly reproduced these observations (Grams et al. 1997a).

The advanced model with the dynamic hysteresis switch (Sect. 7.3) showed fixed

points with “empty” and “full” vacuole at high and low simulation temperatures,

respectively, and limit cycle oscillations in between (Beck et al. 2001). We modeled

the order state of the tonoplast with temperature determining the membrane surface

area available for each lipid molecule and with that the osmotic consequences of

malate accumulation. This showed a first-order phase transition with two coexisting

phases of lipid order exhibiting hysteretic behavior (Neff et al. 1998). Taken

together these experimental results and model simulations supported our view

that the tonoplast membrane acts as hysteresis switch explaining the circadian

period by the filling time of the vacuole (Blasius et al. 1999).

An intriguing result from modeling was the effect of noise. It is known that

nonstructured so-called white noise can establish order, e.g., when noise lifts

subthreshold peaks of oscillations above the threshold so that rhythmicity is seen

by overt output at the peaks. This phenomenon is called stochastic resonance (Hütt

and Lüttge 2002). Low noise intensity is not effective, high noise intensity over-

rides the oscillations, but intermediate noise intensity generates overt rhythmicity.

The latter occurred in simulations by the CAM model (Beck et al. 2001). We also

got close to demonstrating this experimentally, but sadly, unfortunate personal

problems of a member of our team prevented us to bring this to maturity for

publication.
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7.5 Synchronization and Desynchronization

7.5.1 Oscillators of Individual Leaf Cells

Reinitiation of the net CO2 exchange rhythm of K. daigremontiana by lowering the
temperature when it had become arrhythmic above the upper threshold requires a

strong temperature signal. Lowering the temperature in small steps failed to

reinitiate the rhythm. This was also seen in the model simulations (Rascher

et al. 1998; Beck et al. 2001). The explanation is that each leaf cell contains its

own copy of the oscillator, with the strong temperature signal serving as synchro-

nizer. This was confirmed by chlorophyll fluorescence imaging of the dynamic

spatiotemporal patterns over single leaves (Rascher et al. 2001; Maddess

et al. 2002; Rascher and Lüttge 2002). These observations also made the synchro-

nizing power of high internal CO2 concentrations, pi
CO2, evident, i.e., during

specific phases of the normal diurnal rhythm, especially in the daytime phase III

with high pi
CO2, and in corresponding phases of the endogenous circadian rhythm,

as already mentioned in relation to mechanisms of cellular coupling (Sect. 3.3).

7.5.2 Oscillating Functions

In the minimal model the flows between pools fulfill three oscillating functions:

(1) CO2 uptake via the stomata linking the control parameter external CO2 to

internal CO2, pi
CO2, (2) CO2 fixation via PEPC leading to synthesis of malate and

its accumulation in the vacuole, and (3) CO2 fixation via ribulose-bisphosphate

carboxylase/oxygenase (RuBisCO) recapturing the CO2 generated by decarboxyl-

ation of the malate after vacuolar efflux of malic acid. These oscillating functions

can be coupled or uncoupled. If an external light rhythm is imposed on the plants

with a period close to the endogenous circadian period, stomatal conductance and

CO2 assimilation are synchronous, but if the period length of the external rhythm is

too short, synchrony between the two is lost and the overt output is arrhythmic

(Bohn et al. 2001, 2003). In the obligate CAM plant K. daigremontiana, C3

photosynthesis carboxylation via RuBisCO may take over from C4 carboxylation

via PEPC while the circadian rhythm is running without any change in the overt

output of the rhythmic net CO2 exchange, i.e., without affecting the stomatal

rhythm (Wyka and Lüttge 2003; Wyka et al. 2004, 2005). C3/CAM intermediate

species, such as M. crystallinum and the tropical tree Clusia minor L., show

endogenous rhythmicity in the state of both modes of photosynthesis (Boxall

et al. 2005; Duarte and Lüttge 2007a). In C. minor we followed the oscillations

of net CO2 exchange; stomatal conductance, pi
CO2; and effective quantum yield of

photosystem II and their correlations. Like in K. daigremontianawe saw that during

endogenous rhythmicity, the plant may change from the CAM mode to the C3

mode. Hence, it is likely that a CAM oscillator based on tonoplast functions hands

over to a C3 oscillator possibly based on RuBisCO (Duarte and Lüttge 2007a).
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By interruption of the gas stream of air with 21 % O2 by pulses of air with only

1 % O2, which causes non-photorespiratory conditions, with C. minor we also

demonstrated for the first time endogenous oscillations of photorespiration (Duarte

and Lüttge 2007b).

7.6 The Biochemical-Biophysical Oscillator of CAM

The molecular structure of the biological clock of plants is currently studied with

great intensity in Arabidopsis thaliana (L.) Heynh. Basic clock genes were identi-

fied with TOC1 (timing of chlorophyll a, b binding protein expression) being active

in the evening and CCA1/LHY (circadian clock-associated 1/late elongated hypo-

cotyl) active in the morning. There are other evening and morning genes and a

plethora of downstream clock-controlled genes (Alabadı́ et al. 2001). TOC1 and

CCA1/LHY are also involved in the circadian rhythm ofM. crystallinum where they

change phases of their expression in C3-CAM transitions (Boxall et al. 2005).

However, for the overt output of the CAM rhythm functions, a specific machin-

ery is needed downstream of the basic molecular clock structure. The active night

form of PEPC serving nocturnal CO2 fixation in CAM is phosphorylated. Expres-

sion of the gene for the responsible enzyme, PEPC kinase, is under circadian

control. This was also considered for some time as the core of the CAM oscillation

machinery. However, the PEPC kinase gene expression turned out to be under

metabolic control mainly by cytoplasmic pH and malate levels, i.e., “by treatments

that affect the content and compartmentation of malate” (Borland et al. 1999, see

Lüttge 2000 for detailed discussion and references). Malate compartmentation

takes us back to the vacuole and the tonoplast. Therefore, with the modules of

our minimal model, which so perfectly simulated many experimental observations

(Sects. 7.3, 7.4, and 7.5.1), we built the biochemical-biophysical functional model

of the CAM oscillator as shown in Fig. 13 in which the tonoplast acts as the master

switch (Lüttge 2000).

8 Physiological Ecology in the Field

8.1 Trinidad: Our Gate to the Tropics

Much of the work described above directly or indirectly has ecological implica-

tions, such as the gland work on nectaries and carnivory, with the inherent impli-

cations of biotic interactions, and on the salt hairs and salt glands active under

salinity stress (Sect. 2). Mineral ion uptake by roots (Sects. 4.1 and 4.2) and

energization of transport (Sect. 5) are also related to ecological interests.
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Particularly the work on CAM (Sect. 6) has ecological relevance because CAM

is an ecophysiological adaptation to limited water supply. CAM saves water as it

much reduces its loss in transpiration. Stomata are opened and CO2 is taken up,

fixed, and stored in the form of malic acid in the vacuoles in the nocturnal dark

period when the evaporative demand driving transpiratory loss of water is low

(phase I of CAM). Stomata are closed during the day when the driving force for

transpiration, i.e., low atmospheric water potential, is high and CO2 as it is

remobilized from the malic acid is refixed internally via RuBisCO (phase III of

CAM). Thus, the work on malate, π, turgor, and water relations (Sect. 6.1.1), the

work on salinity inducing CAM in M. crystallinum (Sect. 6.1.2), and the work on

the V-ATPase as a stress enzyme (Sect. 6.2.3) addressed physiological and bio-

chemical bases of ecological adaptations. Since the biological clock is thought to

bring about alertness to rhythmically changing external conditions, the work on

endogenous rhythmicity of CAM (Sect. 7) may also be listed under the heading of

ecophysiological implications. Under the chairmanship of Manfred Kluge, we even

had a specially funded research group with several teams entitled “Biochemical

bases of ecological adaptations”.

However, at that stage, we did not go to the field where one needs to check the

actual ecophysiological significance of mechanisms studied in the laboratory. This

appeared particularly important regarding the various facets of CAM. It then

developed, once again elicited by chance and serendipity. J. Andrew C. Smith

had joined our laboratories as a postdoctoral fellow for 7 years (1979–1985) of

extraordinarily fruitful, stimulating, and highly rewarding cooperation (see also

Sect. 6.2.2). One day he came up with the request to get a leave for accepting the

invitation to join an expedition of friends from zoology at the University of Dundee,

Scotland, to Trinidad. Howard Griffiths also was a member of the party. But what

should the two plant biologists do in Trinidad? As I was told, it was Barry Osmond,

who happened to be in Dundee for a visit and who suggested that they might study

the expression of CAM among the very many bromeliads on the island. On such

grounds, we could even get a small travel grant for Andrew for the project. Andrew

and Howard picked up Colin Pittendrigh’s list of the bromeliads of Trinidad with

the division into what he had called an exposure group, a sun group, and a shade-

tolerant group (Pittendrigh 1948). The two plant biologists returned with a census of

Trinidadian bromeliads and the relative occurrence of CAM among the three

ecological groups (Griffiths and Smith 1983). The report to the granting agency

(Deutsche Forschungsgemeinschaft) was well received with the suggestion to have

more of such work in the wet tropics, where at that time little ecophysiological field

work was performed. This was one aspect of our good chance. The other one arose

when a panel of reviewers came to Darmstadt on 10 May 1982 to evaluate our

research group. We had asked for some portable gas exchange equipment to take to

the field. However, the requested equipment did not appear to be a very good

choice. Otto L. Lange, chairman of the panel, knew much better instrumentation

(Schulze et al. 1982), which, however, had not yet become public. During the

evaluation, at a time when reviewers obviously still even could upgrade grant

requests rather than only curtailing them, he came up with the suggestion or even
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demand that we should get the better equipment. Hence, we obtained number 4 of

the manufactured series of a newly developed water vapor/CO2 porometer of the

firm of Heinz Walz (Effeltrich, Germany). In February/March 1983, we took the

novel porometer to Trinidad, which became our gate to the tropics with many

subsequent measuring campaigns many times in Venezuela and in Brazil, in the

Virgin Islands, in Ethiopia, in French Guyana, and in Rajasthan, India. Several

books emerged from these campaigns (e.g., Lüttge 1989, 2007a, 2008a).

8.2 Photosynthetic Ecology of Bromeliads in Trinidad

In Trinidad, we obtained on-site field data of the photosynthetic performance and

water relations of 16 different bromeliad species including terrestrial and epiphytic

ones and C3 and CAM plants, and with five manuscripts we eventually filled a

special issue of “Plant, Cell and Environment” (Plant, Cell Environment, 1986).

Regarding the CAM bromeliads, we found that the activity of CAM and the

expression of CAM phases were strongly dependent on short-term and long-term

water availability. Under dry conditions, the start of phase I CO2 uptake was

delayed in the night just as we had seen it before in the laboratory with

K. daigremontiana (Smith and Lüttge 1985). Internal recycling of respiratory

CO2, an aspect of the so-called CAM idling, was increased. We also confirmed

the osmotic consequences of nocturnal organic acid accumulation as we had

worked it out in the laboratory (Sect. 6.1.1), with π increasing during acid accu-

mulation. This drove osmotic uptake of water from dew late in the night period and

also led to a reduced xylem tension.

Ecologically we related the epiphytic bromeliads to annual rainfall, altitude, and

forest types. Very dry deciduous seasonal forest sustains low epiphytic biomass,

and the small number of species occurring is CAM plants. With increasing altitude,

the abundance of the epiphytic bromeliad species is highest in the evergreen

seasonal forest and then decreases again in the lower montane rain forest. The

relative contribution of CAM species among the epiphytic bromeliads decreases as

forests become progressively wet with increasing altitude.

A distinction is made in the literature between synecology and autecology. The

former addresses the synthetic emergence of ecosystem performance from the

biodiversity of its species. Conversely, autecology covers the individual perfor-

mance and adaptation of a plant species based on its traits, mainly physiological and

biochemical ones characterized in the laboratory. Our work in the tropics led us to

the expectation that a physiological synecology could and should also be developed

(Lüttge and Scarano 2004, 2007; Lüttge 2005a). By characterizing the phytogeo-

graphical habitat and ecosystem distribution of the bromeliads based on traits of

photosynthesis and water relations at the regional scale on the island of Trinidad, a

first step was made towards such an aim.
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On the peak of the Mount El Aripo in Trinidad, we also met Clusia intertexta
Britton. We did not pay much attention to it not anticipating that the genus Clusia
would later become a major occupation (Sect. 8.4).

8.3 Physiological Synecology in the Tropics

8.3.1 Alluvial Sand Plain at the Caribbean Coast of Northern

Venezuela

On the way to Trinidad in February 1983 (Sect. 8.1), we had made a stopover in

Caracas and visited Ernesto Medina at the Instituto Venezolano de Investigaciones

Cientificas (IVIC). We undertook an excursion and saw various types of tropical

vegetation including the alluvial sand plain at the Caribbean coast near

Chichiriviche. This elicited a long cordial collaboration with five campaigns for

ecophysiological measurements in the field in Venezuela in November/December

1985, March/April 1986, January/February 1989, February/March 1991, and

February/March 1993 supported by substantial grants for investments by the

Volkswagen Foundation. Our field work, excursions, and stimulating critical dis-

cussions on tropical plant ecology also led to conceiving a book on Physiological
Ecology of Tropical Plants (now Lüttge 2008a), until it stalled exactly after

10 years with the last campaign in March 1993.

The alluvial plain at Chichiriviche was intriguing because it can be flooded knee-

deep by freshwater in the rainy season and present a hypersaline substratum in the

dry season, covered then by a centimeter-thick crust of salt. With a mosaic of saline

and less-saline environments, it houses a great diversity of plant communities

(Medina et al. 1989). Of particular interest are small vegetation islands on the

otherwise bare sand plain (Fig. 14b, c). To understand vegetation-island dynamics

under the highly contrasting seasonal changes, we decided to perform comparative

studies in the wet and dry season, November/December 1985 and March/April

1986, respectively. From 34 species identified along a transect and on the islands

(Medina et al. 1989), we chose ten for close ecophysiological inspection of photo-

synthesis, water, and mineral relations, representing different life forms and modes

of photosynthesis (Medina et al. 1989, Table 3). In this way, we approached our aim

of physiological synecology (Sect. 8.2).

The vegetation islands individually show spatiotemporal nonlinear dynamics of

growth and decline (Medina et al. 1989). There is great physiological plasticity of

the plants which respond differentially to the seasonal environmental challenges

(Table 3). Among the perennial halophilic succulent herbs lining the fringe of the

islands, Sesuvium portulacastrum is prostrate and more inhibited by the dry season

conditions than the upright Batis maritima. Portulacaria rubricaulis is a C4 plant

shedding its leaves in the dry season.

All the CAM plants are salinity stress avoiders. Tillandsia flexuosa and

Schomburgkia humboldtiana are epiphytes not touched by the hypersaline
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substratum in the dry season. They adapt using their plastic CAM options with

variable expression of CAM phases (Sect. 3.3). Bromelia humilis has no functional
soil roots and only adventitious absorptive roots inside its tanks. It simply lies on

the sand plain and on rocks without firm contact. On ramets clonal phenotypes are

produced with large green rosettes under the shade of deciduous woodland shrubs

and small trees, medium-sized pale-green rosettes in semi-shade, and small lemon-

yellow rosettes under full sun exposure on the open sand plain. Individuals

Fig. 14 Coastal vegetation

islands. (a) Coastal Atlantic

restinga of Brazil. (b, c)

Vegetation islands on the

alluvial sand plain at the

Caribbean coast near

Chichiriviche, Venezuela in

the dry season (b) and the

wet season (c)
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differentially use the CAM options. Especially the exposed yellow plants strongly

depend on internal recycling of CO2. Nocturnally, respiratory CO2 is refixed into

malate when stomata are more or less closed (phase I) and remobilized during the

light period for fixation via RuBisCO (phase III). CAM here is coming close to the

mode of CAM idling (see Sect. 8.2) with almost 100 % internal recycling of CO2,

i.e., 87 % during the dry period (see also Fetene et al. 1990; Fetene and Lüttge

1991). Columnar cacti, such as Pilosocereus ottonis, are salt excluders (see also

Lüttge and Nobel 1984; Nobel et al. 1984). They sacrifice their absorptive fine roots

in the dry season and rely on their water storage tissue to overcome by CAM idling,

when stomata are closed night and day and respiratory CO2 is recycled.

Among the mangrove shrubs, Avicennia germinans can work with NaCl excre-

tion via salt glands of the leaves, while Conocarpus erectus can respond with leaf

succulence. Restriction of performance in the dry season is more severe in the

mangrove associate shrub C. erectus than in the true mangrove species

A. germinans.

8.3.2 Richness of Tropical Environments and Major Shift of Vocation

to Brazil

The richness of tropical environments where we performed ecophysiological stud-

ies included:

– The US Virgin Islands’ St. John, where we studied Clusia together with Irvin

Ting (Sect. 8.4)

Table 3 Physiological synecology: species studied ecophysiologically at the Caribbean coastal

alluvial plain in Venezuela

Species Life form

Mode of

photosynthesis References

Batis maritima L.

Sesuvium portulacastrum L.

Portulacaria rubricaulis H.B.K.

Perennial halophilic

succulent herbs

C3

C3

C4

Lüttge

et al. (1989b)

Bromelia humilis Jacq. Terrestrial tank forming

bromeliad

CAM Lee

et al. (1989)

Subpilosocereus ottonis
Backeberg

Columnar cactus CAM Lüttge

et al. (1989a)

Avicennia germinans (L.) Stern
Conocarpus erectus L.

Mangrove shrubs C3 Smith

et al. (1989)

Pereskia guamacho Weber Leaf deciduous shrub Leaves: C3 Lüttge

et al. (1989a)

Tillandsia flexuosa Sw.

Schomburgkia humboldtiana
Reichb.

Epiphytic, tank forming,

leaf succulent

Epiphytic, leaf succulent

CAM Griffiths

et al. (1989)
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– Ethiopia, where we investigated the performance of natural formations and

plantations of trees and effects of facilitation and nurse plants in montane forests

(Fetene et al. 1997; Rascher et al. 2000; Lüttge et al. 2001, 2003) and the giant

rosette plant Lobelia rhynchopetalum Hemsl. in the tropical alpine regions

(Fetene et al. 1997) under the guidance and hospitality of my former Ph.D.

student Masresha Fetene (in Darmstadt April 1988–December 1990) and in

collaboration with Erwin Beck

– India, where we measured the ecophysiological plasticity of Butea monosperma
Taub. in SE Rajasthan as guests of Vinay Sharma at the University of Banasthali

(Kumari et al. 2005; Mikosch et al. 2012)

– French Guiana, where in addition to Venezuela we studied the desiccation

tolerance and performance of cyanobacterial crusts on the surface of granitic

inselberg rocks (Büdel et al. 1994; Lüttge et al. 1995a; Ziegler and Lüttge 1998;

Rascher et al. 2003; Dojani et al. 2007)

However, after 1993, the major vocation for tropical ecophysiology shifted to

Brazil. Augusto C. Franco, who had spent 2 years in our laboratory in Darmstadt

(1989–1991), initiated the cooperation and put it on many shoulders with great

friendship also arising to Eduardo A. de Mattos, Geraldo Fernandes Wilson, and

Fabio R. Scarano. Seven visits with teams for measuring campaigns resulted

between 1993 and 2004. We measured the desiccation tolerance of mosses on an

inselberg Pedra Grande in S~ao Paulo (Lüttge et al. 2008), the performance of

Mimosa naguirei Barneby subject to the parasitism by Pilostyles ingae (Karst.)

Hook. F. (Fernandes et al. 1998), and the photosynthesis of Vellozia species (Lüttge
et al. 2007) on rupestrian fields of the Serra do Cip�o in Minas Gerais, the photo-

synthesis of Araucaria angustifolia (Bertol.) Kuntze in the mountains of the Itatiaia

massive (Franco et al. 2005), and the photosynthesis of savanna species in the

Cerrados (Franco and Lüttge 2002). The major occupation regarded, however, the

coastal restingas (Sect. 8.3.3) and other ecosystems of the Atlantic forest periphery

(Sect. 8.3.4) and monographic studies of the genus Clusia (Sect. 8.4).

8.3.3 Coastal Atlantic Restinga of Brazil

The restinga ecosystems of Brazil occupy sandy coastal plains. They are geologi-

cally young, i.e., of Quaternary origin (3,000–120,000 years BP). These ecosystems

belong to the periphery of the Brazilian Atlantic rain forest (Sect. 8.3.4), from

where most of their vegetation originated due to migration during the relatively

short geological history. The coastal plains can be dry or wet and harbor a mosaic of

plant communities ranging from open formations to forest ecosystems. The

phytosociologically dominant tree is the CAM species Clusia hilariana Schltdl

(Table 4). It forms the so-called Clusia scrub, which is the characteristic physiog-

nomy in the restingas at the northern coast of the State of Rio de Janeiro (Pimentel

et al. 2007). For ecophysiological synecology of the restingas, we studied the plants

listed in Table 4. Most notably like on the alluvial coastal sand plain in Venezuela
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(Sect. 8.3.1), the open restinga consists of vegetation islands of various sizes

surrounded by white sand (Fig. 14a). Creating these vegetation islands, C. hilariana
and also Allagoptera arenaria (Gomes) O. Ktze. are pioneer species functioning as

nurse species for the establishment of other plants. These nurse species give

illustrative examples for the spatiotemporal dynamics of the interactions between

facilitation and competition (de Araujo and Scarano 2007; Lüttge et al. 2012; more

references in Table 4).

8.3.4 Ecosystems of the Atlantic Forest Periphery of Brazil

Many of our field studies in Brazil addressed the various ecosystems at the

periphery of and influenced by the Atlantic rain forest, such as the dry and wet

restingas whose vegetation mostly originated from the Atlantic forest (Sect. 8.3.3).

Table 4 Physiological synecology: species studied ecophysiologically in the coastal Atlantic

restingas of Brazil

Species

Mode of

photosynthesis References

Allagoptera arenaria
(Gomes) O. Ktze.

C3 Scarano et al. (2001), Gessler et al. (2008)

Andira legalis (Vell.
Conc.) Toledo

C3 de Mattos et al. (1997), Scarano et al. (2001),

Gessler et al. (2005a, 2008)

Clusia fluminensis
Planch. et Triana

CAM Scarano et al. (2001, 2005b)

Clusia hilariana Schltdl. CAM Franco et al. (1996, 1999), de Mattos et al. (1997),

Herzog et al. (1999b), Liebig et al. (2001), Berg

et al. (2004), Scarano et al. (2005b), Gessler

et al. (2008)

Clusia parviflora
Saldanha et Engl.

C3/CAM Herzog et al. (1999b)

Mollugo verticillata L. C3 Scarano et al. (2001)

Myrsine parvifolia A.

DC.

C3 Scarano et al. (2001)

Neoregelia cruenta
(Grah.) L.B. Smith

CAM Scarano et al. (2001)

Panicum trinii Kunth C3 Scarano et al. (2001)

Philodendron
corcovadense Kunth

C3 Scarano et al. (2001)

Protium icicariba
(DC) March

C3 de Mattos et al. (1997)

Psittacanthus
dichroos Mart.

C3 Scarano et al. (2001)

Rheedia brasiliensis
(Mart.) Planch. et Triana

C3 Scarano et al. (2001)

Vriesea neoglutinosa
Mart. ex Schult f.

cf Scarano et al. (2001)

42 U. Lüttge



A list of these ecosystems is given in Table 5. They form an array of interrelated

systems at a high scalar ecological level (Scarano et al. 2001, 2005a; Duarte

et al. 2005a). Using our data, especially photosynthesis-saturating irradiance and

maximum photosynthetic electron transport rates based on light saturation curves

(Rascher et al. 2000), we tried to produce matrices of synecological fingerprinting.

Although preliminary, these show that it is possible to separate generalists and

specialists as the former show superior performance in wet-dry gradients and the

latter occupy specific niches (Lüttge and Scarano 2007).

8.4 Clusia, the Only Dicotyledonous Genus with Trees
Performing CAM: A Monographic Treatise

8.4.1 CAM in Dicotyledonous Trees of Clusia

In 1985 Ernesto Medina had brought with him to Chichiriviche the paper by the

Mexicans Tinoco Ojanguren and Vazquez-Yanes (1983) written in Spanish lan-

guage, where they described the performance of CAM by trees of Clusia. Although
some measurements of Alexander von Humboldt in Venezuela in 1800 had already

unveiled some characteristic physiological features of CAM photosynthesis in

Clusia rosea Jacq., especially the absence of gas exchange in the light period

(Faak 2000; Lüttge 2007b), this had never been adequately interpreted and put in

actual context of CAM. Therefore, the paper of the Mexicans was a great revelation

to us, as so far no real dicotyledonous trees were known to perform CAM. Ting

et al. (1985) picked it up in a publication in 1985, and our first respective publica-

tion appeared in 1987 (Popp et al. 1987). An occupation with Clusia arose,

unbroken ever since. From cuttings collected over the years, I built up a large life

collection of more than 20 Clusia species in the Botanical Garden of the Technical

University of Darmstadt which could be copied via cuttings and was established in

several other botanical gardens. We performed laboratory work in growth chambers

and made measurements in the field with a continuous ping-pong-like feedback

between the two, in which Helen J. S. Lee and Augusto C. Franco became most

active when they were postdocs in Darmstadt (1986–1988 and 1989–1991, respec-

tively), and a great collaboration developed with other peers around the world,

Table 5 Studies in ecosystems peripheral to the Atlantic rain forest of Brazil

Ecosystem References

Restinga (dry, wet) Sect. 8.3.3, Table 4

Dry dune forest Gessler et al. (2005a), Scarano et al. (2005b)

Semideciduous dry forest Duarte et al. (2005a), Gessler et al. (2005b), Scarano et al. (2005b)

Swamp forest Scarano et al. (1999), Duarte et al. (2005a)

Inselberg de Mattos et al. (1997), Duarte et al. (2005a)
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namely, Miriam Diaz and Elizabeth Olivares in Venezuela, Eduardo A. de Mattos

and Fabio R. Scarano in Brazil, Irvin P. Ting in California, Marianne Popp in

Austria, Zbigniew Miszalski and Andrej Kornas in Poland, and Arthur Geßler,

Manfred Kluge, and Heinz Rennenberg in Germany. The monograph book (Lüttge

2007a) and a number of reviews (e.g., Lüttge 1999, 2006, 2008b) cover this work

which I shall try to summarize in the following subsections.

8.4.2 Plasticity

About 300–400 species exist of Clusia. Leaves are morphologically and anatomi-

cally very similar, always entire, leathery, and somewhat succulent so that they

constitute one typical morphotype. Diversity arises as many species express differ-

ent life forms, i.e., terrestrial, epiphytic, and hemiepiphytic stranglers (Fig. 15).

However, in physiological and biochemical terms, pants of Clusia are charac-

terized by extraordinary plasticity (Lüttge 2007c). There are C3, CAM, and

C3/CAM intermediate species. Expression of the different CAM phases

(Sect. 3.3) can be very versatile in response to various environmental factors.

Among the C3/CAM-Clusias, C. minor L. proved to be the most astonishing plant

I ever had in my hands. Switches between to two modes of photosynthesis are

rapidly reversible. If one puts the two opposite leaves at one given node in a moist

and a dry atmosphere, they can simultaneously perform C3 photosynthesis and

CAM, respectively (Schmitt et al. 1988). Besides malic acid, Clusia species can

also use citric acid for the nocturnal acid accumulation of CAM. Modifying the

three parameters intensity of irradiance, night temperature, and day temperature,

Angela Haag-Kerwer was able to elicit any kind of behavior in C. minor, viz., C3

photosynthesis and any combinations of malate and citrate accumulation in the

CAM mode (Haag-Kerwer et al. 1992).

8.4.3 Photorespiration and Oxidative Stress

In C. minor we also demonstrated photorespiration during CAM performance

including phase III (Duarte and Lüttge 2007a). The reason for this is that during

intensive photosynthetic CO2 assimilation in phase III behind closed stomata, there

is also intensive O2 evolution. This causes oxidative stress, and notwithstanding

high internal CO2 concentrations photorespiration is not suppressed due to simul-

taneously high internal O2 concentrations (Lüttge 2010).

We studied oxidative stress in Clusia in cooperation with Z. Miszalski and

A. Kornas in Krak�ow. Species of Clusia do get under photoinhibition (Lüttge

2007d; Kornas et al. 2009). Increased irradiance stress alone, i.e., without concom-

itant drought stress, does not stimulate CAM activity, and the xanthophyll cycle

reactions for dissipation of surplus excitation energy are involved in

photoprotection (Kornas et al. 2010). In addition mitochondrial processes are

playing a role. At low light mitochondria contribute to energization, but in the
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CAM state the tricarboxylic acid cycle in the dark period is downregulated to

prevent breakdown of organic acids (Miszalski et al. 2007, 2013).

Fig. 15 (a, b) Clusia rosea Jacq., St. John, US Virgin Islands, (a) hemiepiphytically, (b) strangler.

(c) Clusia multiflora H.B.K. (large leaves) and Clusia minor L. (small leaves) sympatrical,

growing terrestrially in a secondary savanna in Venezuela
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8.4.4 Ecological Amplitude

The ecological amplitude of the genus Clusia covers an enormous range of tropical

ecosystems (Table 6, Lüttge 2007d; Lüttge et al. 2015). Even individual species get

established in many different ecosystems. The C3 species C. multiflora is found in

six, the obligate CAM species C. rosea in four, and the C3/CAM intermediate

species C. minor in five of the ecosystems listed in Table 6. C. hilariana migrated

from the Atlantic forest to the sandy restingas in Brazil, where it functions as a

pioneer and nurse plant (Sect. 8.3.3).

8.4.5 Niche Width and Speciation

There is uncertainty about the numbers of existing Clusia species quoted to vary

between 300 and 400 (Sect. 8.4.2). The uncertainty arises from the many synonyms

found in herbarium collections and in the literature and from the expectation that

many species in the tropics have just not been discovered. This also led to the view

that the rate of ongoing speciation in the genus is high, which is supported by

molecular studies (Gustafsson et al. 2007; Vaasen et al. 2007). The high plasticity

of Clusias may play a role in speciation by allowing increased width of niche

occupation. In fact it is seen in the field that the C3/CAM intermediate species

C. minor does occur in the semi-shade of deciduous forest as well as under full sun

exposure in savannas nearby, whereas the obligate C3 species C. multiflora only

occupies the open savanna (Grams et al. 1997b). Phytotron studies showed that

C. multiflora adapts to the high irradiance conditions during its growth and devel-

opment, while C. minor can rapidly acclimate to exposed conditions using its CAM

option (Herzog et al. 1999a). C. minor can intrude into the sites occupied by

C. multiflora where both species occur sympatrically (Fig. 15c). Hence, the

Table 6 Ecosystems with Clusia species studied and their mode of photosynthesis (after Lüttge

2007d)

Ecosystem Location Mode of photosynthesis

Restingas Brazil C3, CAM

Coastal rocks Virgin Islands CAM

Savanna/cerrado Venezuela, Brazil C3, C3/CAM

Gallery forest—cerrado ecotone Brazil Weak inducible CAM

Semideciduous dry low land forest Brazil CAM, C3/CAM

Secondary shrub forest Venezuela C3, C3/CAM

Dry montane karstic limestone

forest

Venezuela C3, CAM, C3/CAM

Montane (rain) forest Virgin Islands C3, CAM, C3/CAM

Atlantic rain forest Brazil C3, CAM

Cloud forest/fog forest/elfin forest Venezuela C3

Inselberg Venezuela, Brazil, French

Guiana

C3, weak inducible

CAM
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C3-CAM options enable C. minor to cover a larger niche width. Such performance,

if accompanied by the formation of ecotypes prior to segregation and separation,

can drive speciation (Lüttge 2005b, 2007d).

9 Integration and Emergence

9.1 Transport Creating Integration at Many Scalar Levels

Dialectically a general philosophical view of any kind of separation by barriers or

borders is that on the one hand they are absolutely required to allow distinctions and

compartmentalization and that on the other hand there must be ways to overcome

them for controlled interaction to avoid obstruction that would lead to impoverish-

ment. In such a sense life must separate itself from its environment, and at the same

time it must always remain an open system through which a continuous flow of

matter and energy is maintained. Such characteristics of life are dictated by

thermodynamics. Transport processes are ways to overcome borders and to achieve

systemic integration. Integration is required for the creation of new systems from

modules composing them. Integration is a prerequisite for hierarchically higher

systems to emerge, originating from systemic components as they assemble

towards new functional entity. This guided me to consider my work as “Transport

Processes: The Key Integrators in Plant Biology”. My essay documents transport as

an integrative phenomenon at different scalar levels in plants, such as multi-subunit

molecules (Sect. 6.2.2), membranes (Sects. 6.2, 7.4, and 7.6), cells (Sects. 2 and

4–7), tissues and organs (Sects. 3 and 7.5), and whole plants and ecosystems

(Sect. 8). I have covered the integrative power of transport in various books (Lüttge

1969, 1973; Lüttge and Pitman 1976a, b; Lüttge and Higinbotham 1979). More-

over, naturally it would not have been possible to write textbooks overarching the

entire field of plant biology (Lüttge et al. 2010; Lüttge and Kluge 2012) without

considering it as a whole.

9.2 Modules and Emergence

In the literature on plant biology, we find two irritatingly contrasting views about

the life of plants (Lüttge 2012a, b). One of them is purely mechanistic modularity.

Modules are structural and functional building blocks. Plants are considered as

modular organisms whose performance is nothing more than the sum of the module

properties. In this view “a tree is not a tightly integrated organism but a by-product

of its parts” (Haukioja 1991). The other extreme of views advocates far reaching

anthropomorphic homologies of plant intelligence, with individuality, communi-

cation, learning, foresight, and intentions (Trewavas 2003).
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There is a deep crevasse between these two extremes of views which we should

bridge. Interaction and integration of modules at all scalar levels (Sect. 9.1) create

plants’ individuality as unitary organisms. Without doubt, signal perception exists

together with internal management of information including storage and recall

functions of learning and memorizing (Lüttge 2012b; Thellier and Lüttge 2013). I

am grateful to my friend Michel Thellier for letting me participate in developing

thoughts about the general implications of his lifelong work on plant memory.

Related functions are based on a molecular inventory found in all organisms. Such

functions, therefore, are basic features of life and, thus, also operative in plants.

Conversely, although there is signal transduction in plants mediated by chemical,

i.e., hormonal, and hydraulic signals and including electrical action potentials

(Lüttge 2012b), plants evidently do not have nervous systems. There are no neurons

as specialized cells transmitting nerve impulses in plants. Conceiving a “plant

neurobiology” with inference of foresight and intentions in plants surrenders to

the menace of crossing the border between natural science and speculative philo-

sophical extrapolation.

The rescue from the controversy of the two contrasting views of mechanistic

modularity and plant neurobiology, respectively, and casting the bridge between

them comes from the concept of emergence (Lüttge 2012a). Emergence is self-

organization from the modules where the self-organizing unitary entity is more than

the sum of its compounds. The new emergent systems have completely new

innovative properties as compared to those of the modules from which they are

built up. This occurs at all scalar levels, including the inorganic world of the

physical laws (Laughlin 2005) as well as in life (Lüttge 2012a). Emergence is

based on interaction and integration as I have pursued it in this essay on transport

processes as key integrators. That transport creates integration becomes explicit in

the whole-plant perspective, which we had begun to adhere to, stimulated by the

collaboration with Michael Pitman in the 1970s and 1980s. Michel had visited us in

Darmstadt from July 1972 to January 1973, and a long wonderful friendship and the

joint edition of two Encyclopedia volumes on transport arose (Lüttge and Pitman

1976a, b). Michael was one of the outstanding advocates of whole-plant physiology

(Pitman et al. 1974a, b; Läuchli et al. 1978; Lüttge 2012b).

A stimulating idea conceived by viewing emergence from integrated modules is

the holobiont concept. For the development of thinking about it, I am much

indebted to the exchange with my friend Rainer Matyssek and the members of his

group. A holobiont is a host organism with all its associated microorganisms

forming an entity for selection and evolution. In a broader sense, holobionts may

be any regular organisms, regarding both their internal functionality and their

interactions among each other (Matyssek and Lüttge 2013). With this broader

understanding of holobionts, we can scale up integration and emergence. We can

start with endosymbiosis that gave rise to eukaryotic cells and advance to various

symbioses of unicellular and pluricellular organisms and to micro- and macro-

ecosystems from soil crusts to forests and further to biomes. Finally we arrive at the

entire biosphere or Gaia sensu Lovelock (1979) as one supraorganism, the ultimate

emergent system of life (Matyssek and Lüttge 2013). A new writing cooperation
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and friendship with Gustavo M. Souza highlight the importance of the term

“hierarchy.” The integration over the spatiotemporal levels creates hierarchies,

which is an essential aspect of biological systems (Souza et al. 2016). In space

and time, hierarchies operate both as top-down and bottom-up hierarchies. From

interactions based on plasticity, diversity, and complexity of integrated systems,

robustness and system persistence apparently emerge (this series, Souza and

Lüttge 2014).

Mankind is part of this supraorganismGaia, if conceived within the scope of natural

sciences (sensu Lovelock 1979). In such terms, the Gaia concept is relevant to the

question if sustained self-organization and self-maintenance (i.e., as based on intrinsic

repair functions) can keep the biosphere fit for accommodating an increasing human

population on Earth (Lüttge et al. 2012; Lüttge 2013b; Lüttge 2016).

9.3 The Biology of Plants and the Power
of Apprehending Life

After 60 years of studying plant biology, it is extraordinarily disturbing to be

confronted with the opinion that biology might not contribute to the understanding

of life. This opinion was expressed by Viktor von Weizsäcker in lectures presented

in 1919/1920, where he said that with each successful step forward towards

understanding mechanisms, biology diverts more and more from understanding

life and that the mechanistic way of biology unavoidably diverts from life rather

than approaching it, which is its tragedy as a science. (“Denn jeder Schritt, den
diese Biologie tut, und jeder Erfolg, den sie hat, ist ein Nagel zum Sarge des
Lebens,” and “Dass der mechanistische Weg der Biologie zwangsl€aufig vom
Leben fort statt zu ihm hin f€uhrt; daran liegt der Urwiderspruch und eine Trag€odie
dieser Wissenschaft” (pages 73 and 67, respectively, in von Weizsäcker 1954). As

long as this view is resulting from a transcendental perception of life, the scientific

biologist can be reconciled. With a strict methodological dualism of approaches,

philosophy of transcendence and natural science consider conceptually completely

different aspects and reveal qualitatively different types of “truth” (Lüttge and

Mayer 2012). If, however, the argument that current scientific biology fails to

understand life comes from within natural science, as in the writings of Weber

(2010a, b), the disturbance is not relieved.

It is intriguing then that Weber (2010b) says that biology may be at the threshold

of a change of paradigm and that it can provide decisive impulses towards attaining

a holistic attitude. On the one hand, this is neglecting the fact that biology needs

characterization of the modules. The modules always must be understood for

understanding emergence. Moreover, what is an emergent system at one scalar

level can become a module at the next higher scalar level in the emergence of

systems over all the scalar levels up to Gaia. On the other hand, there is no need of a

change in paradigm. Weber’s “new paradigm” is already realized with the
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understanding of emergence in the biological sciences. Even within the methodo-

logical self-constraints of natural science, this advances us from purely mechanistic

and materialistic modularity to holistic comprehension.

I hope that with the consideration of my work under the auspices of transport as a

key integrator, in this essay it is seen that the biological science of plants contributes

to such holistic comprehension of life, even though plants are nonconscious organ-

isms. Emergence of holism casts the bridge and resolves the intrinsic contradiction

within biology as assumed by von Weizsäcker (1954). I am grateful that destiny

allowed me to perform all this work together with so many coworkers and friends. I

think that after all, this work led to an at least humble contribution to the under-

standing of life, without losing sight of the different spiritual qualities of life

separate from natural science (Lüttge and Mayer 2012). A rose is both a complex

emergent biological system and a wonderful flower of overwhelming beauty.

Acknowledgment I thank Manfred Kluge, Rainer Matyssek, and C. Barry Osmond for the

critical reading of my text before publication.
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Ba~nuls J, Ratajczak R, Lüttge U (1994) Solubilization and functional reconstitution of the

tonoplast H+-ATPase from Citrus in liposomes. J Plant Physiol 144:74–79
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Brinckmann E, Lüttge U (1972) Vorübergehende pH-Änderungen im umgebenden Medium
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Escalante-Pérez M, Heil M (2012) The production and protection of nectars. Prog Bot 74:239–261

Etherton B, Higinbotham N (1960) Transmembrane potential measurements of cells of higher

plants as related to salt uptake. Science 131:409–410

52 U. Lüttge
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Fernandes GW, de Mattos EA, Franco AC, Lüttge U, Ziegler H (1998) Influence of the parasite

Pilostyles ingae (Rafflesiaceae) on some physiological parameters of the host plant, Mimosa
naguirei (Mimosaceae). Bot Acta 111:51–54
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Hafke JB, Hafke Y, Smith JAC, Lüttge U, Thiel G (2003) Vacuolar malate uptake is mediated by

an anion-selective inward rectifier. Plant J 35:116–128
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Haschke H-P, Lüttge U (1975b) Stoichiometric correlation of malate accumulation with auxin-

dependent K+-H+-exchange and growth in Avena coleoptile segments. Plant Physiol

56:696–698
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of the CAM plant Kalanchoë daigremontiana. III. Regulation of the ATPase. J Plant Physiol

132:604–607

Hatch MD, Slack CR (1966) Photosynthesis by sugarcane leaves. Biochem J 101:103–111

Haukioja E (1991) The influence of grazing on the evolution, morphology and physiology of plants

as modular organisms. Philos Trans R Soc Lond B Biol Sci 333:241–247
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Klink R, Lüttge U (1992) Quantification of visible structural changes of the V0V1-ATPase in the

leaf tonoplast of Mesembryanthemum crystallinum by freeze-fracture replicas prepared during

the C3-photosynthesis to CAM transition. Bot Acta 105:414–420

Transport Processes: The Key Integrators in Plant Biology 55
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Lüttge U (1962a) Über die Zusammensetzung des Nektars und den Mechanismus seiner Sekretion.

II. Der Kationengehalt des Nektars und die Bedeutung des Verhältnisses Mg++/Ca++ im
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Lüttge U (1964a) Untersuchungen zur Physiologie der Carnivoren-Drüsen. I. Mitteilung. Die an
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Lüttge U, Scarano FR (2007) Synecological comparisons sustained by ecophysiological finger-

printing of intrinsic photosynthetic capacity of plants as assessed by measurements of light

response curves. Braz J Bot 30:355–364

58 U. Lüttge
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Osmond CB, Lüttge U, West KR, Pallaghy CK, Shacher-Hill B (1969) Ion absorption in Atriplex
leaf tissue. II. Secretion of ions to epidermal bladders. Aust J Biol Sci 22:797–814
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Overton E (1899) Über die allgemeinen osmotischen Eigenschaften der Zelle, ihre vermutlichen

Ursachen und ihre Bedeutung für die Physiologie. Vierteljahrschr Naturf Ges Zürich
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Popp M, Kramer D, Lee H, Diaz M, Ziegler H, Lüttge U (1987) Crassulacean acid metabolism in

tropical dicotyledonous trees of the genus Clusia. Trees 1:238–247
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Rascher U, Lakatos M, Büdel B, Lüttge U (2003) Photosynthetic field capacity of cyanobacteria of

a tropical inselberg of the Guiana highlands. Eur J Phycol 38:247–256
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Schmitt AK, Lee HSJ, Lüttge U (1988) The response of the C3-CAM tree Clusia rosea, to light and
water stress. I. Gas exchange characteristics. J Exp Bot 39:1581–1590

Schnepf E, Christ P (1980) Unusual transfer cells in the epithelium of the nectaries of Asclepias
curassavica L. Protoplasma 105:135–148

Schulze E-D, Hall AE, Lange OL, Walz H (1982) A portable steady-state porometer for measuring

the carbon dioxide and water vapour exchanges of leaves under natural conditions. Oecologia

53:141–145
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Ziegler H, Lüttge U (1967) Die Salzdrüsen von Limonium vulgare. II. Mitteilung. Die

Lokalisierung des Chlorids. Planta 74:1–17
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Part II

Revisiting Principles of Plant
Life – Integration of Whole-Plant

Functionality Under Ecological and
Evolutionary Perspective

The conceptual perception of plant life has gained new impetus towards function-

ally understanding the inextricable “eco–evo” interrelationships (Müller 2007;

Gilbert and Epel 2009). For Higher Plants, which are sessile and cannot escape

stress, survival at their sites is a big challenge. They need high plasticity in effective

stress response, higher than in mobile animals. Indeed, response plasticity turns out

in plants to represent a functional regularity on its own (Matyssek et al. 2012; Souza

and Lüttge 2014). High plasticity inherently requires high degrees of internal

functional integration of the plant as a whole, i.e. multi-scale systemic ability of

control. The control is challenged externally and determined by biotic interactions,

i.e. through competition, parasitism, and mutualistic relationships. Multi-organis-

mic associations prove to drive resource allocation and, as a consequence, the

diverse functions of plants (Matyssek et al. 2012).

Evolution teaches us that plants master that challenge at their firm rooting sites

quite successfully. Plant science has been caught in a tradition that tended to

address plants (i) under a more “static” and “modular” perspective than animals

regarding internal functional organization, and (ii) in the field of plant (eco-)

physiological research, in aut- rather than syn-ecological terms. The aut-ecological

emphasis is owed to the analytical research with its reductionist tendency of

reducing degrees of freedom while neglecting the systemic synthesis of evidence

within and across spatiotemporal scales. To take the latter step, one needs to

comprehensively embrace whole-plant functioning in ecologically meaningful

ways, both per se and as part of environmental contexts. Overcoming deficits of

(i) and (ii) requires merging reductionist and systemic approaches. The new impe-

tus of conceptual perception of plant life has gained momentum recently in break-

ing (i) and (ii) related restrictions in understanding whole-plant performance under

ecological and evolutionary perspectives. This present volume 77 of “Progress in

Botany” gathers ten contributions reflecting this recent momentum.

Regarding (i), the contributions by Lüttge (2016a) and Lüttge and Thellier

(2016) each elucidate the highly integrated functional interrelationships at the

level of whole plants, enabling for rapid, variant-rich, and highly differentiated

performance within and responsiveness to the environment. One central means of



functional whole-plant integration are transport processes at various organizational

levels within plants from membranes and cells to organs in the whole plant (Lüttge

2016a). The vitally essential water fluxes at membranes, cells, and tissues and the

pathways of long-distance transport of not only the xylem but also the phloem are

integrated in the functional network of the phenomenon of root pressure (Singh

2016). These transports carry the distribution of nutrients and assimilates within

plants and with that the resource-supply-based information for whole-plant perfor-

mance. For fine-tuned regulation, the transports are the intrinsic platform of

phytohormonal plant-level signalling, beyond electrical and hydraulic signalling.

How is this plethora of signalling evaluated and “distilled” into highly coordi-

nated whole-plant response, as plants do not have a nervous system specialized for

signal pulsing? Neither a central processing unit of information exists. Instead of a

“central processing unit”, a diffuse information-processing network of cells may

serve whole-plant integration. For example, the systemic regulation of photosyn-

thesis in response to light and CO2 operates with the integration of chloroplasts and

green cells at the whole-plant level (Matsuda and Murakami 2016). Hence, the

evolutionary approach would contrast with that of animals but may be similarly

effective, perhaps differentially “tuned” during evolution to the particular ecolog-

ical needs of the life form of plants. Doubtlessly, information storage exists in

plants, as demonstrated by Lüttge and Thellier (2016), and the highly specific and

differential memory of internal and external signalling is controlled by multiple

metabolic mechanisms, including biological clocks that rely on regular matching

with phenological and ontogenetic stimuli. Such kind of memory remarkably is

systemic, mirroring the evolutionary approach in plants of diffuse information

processing.

Regarding (ii), evidence suggests that individual-centred views of aut-ecology

fall short if trying to unveil ecological and evolutionary mechanisms crucial in

promoting adaptability and niching as prerequisites of genotype evolution and

persistence. This has been shown in research on biological invasions (Heger

et al. 2013), in restoration ecology (Zaplata et al. 2013), and during biodiversity

experiments (Allan et al. 2011; Scherber et al. 2010). Rather, evolutionary signif-

icance arises from multi-organismic associations as the ecologically relevant enti-

ties which apparently possess emergent functional features that are conducive to

niche formation as an intrinsic aspect of fitness. Such biological systems are

hierarchically organized. Their irreducibility is explained by the flow of informa-

tion across the various hierarchical levels, where we must abandon the conception

of a one-way hierarchical order and realize that hierarchy works not only top down

but also bottom up (Souza et al. 2016).

Multi-organismic associations comprising a highly evolved host and microor-

ganisms (MOs) have been termed “holobionts”; however, such notion is much more

introduced and functionally understood by means of animal (including humans)

than plant systems (zu Castell et al. 2016). Such holobionts are represented through

their “hologenome”, responding as a functional entity to environmental impact. The

ecological and evolutionary strength of such systems is anchored in the

hologenome responding, via MOs, rapidly and effectively to stress as compensating
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for the sluggishness in host responsiveness. The holobiontic performance is con-

cluded to promote acclimation and adaptation to changing environmental condi-

tions, with the holobiont being the actual platform of selection and (co-) evolution.

Environmental information can be stored and inherited in holobionts not only in the

conventional genetic way, but also through structural and functional changes, e.g.

in the multi-organismic assembly.

Holobiontic principles in plant systems begin to gain attention in ecological

research (Vandenkoornhuyse et al. 2015) and provide the functional grounds of

plasticity in stress response, highlighted above as a crucial feature of plant

persistence.

Souza and Lüttge (2014, last vol.) elucidate functional stability at the plant and

ecosystem level as a phenomenon that emerges—as a new synergistic quality of

system functionality—from the holobiont plasticity in combination with the com-

plexity and diversity of the underlying ecophysiological responsiveness. Lüttge

(2016b) demonstrates such principles as the functional grounds of the natural self-

management of ecosystems and as guidance for stand management in agronomy

and forestry. Such considerations lead us to spatiotemporal scales hierarchically

higher than that of holobionts sensu stricto.
The question arises, if holobiont-like principles are realized in scale-invariant

ways. If so, the holobiont sensu stricto would represent just one variant of

holobiont-like systems (HLS) and its principles of biotic interactions would repre-

sent an intrinsic and generic characteristic of any biological system. Such consid-

erations are further propagated by zu Castell et al. (2016). Respective consistencies

appear to be keys to understanding the systems’ self-organization, pseudo-steady
states, and self-maintenance, perhaps mediated through particular settings of driv-

ing forces, feedback or feed-forward mechanisms, and organismic control compo-

nents. Clearly, we have left the scale now of holobionts sensu stricto, and we may

be inclined of thinking in terms of the conventional hierarchically vertical spatio-

temporal scaling of interaction principles (Souza et al. 2016). However, the hypoth-

esized scale invariance of HLS principles also—and in particular—demands for

functional cross-linking within spatiotemporal scales. The demand reflects adaptive

cycles that are nested one within the other within scales and extending beyond.

For such kind of interrelationships, the term “panarchy” was coined by Holling

(2001) and Gunderson and Holling (2002). The “panarchical” view becomes

compelling in recognizing HLS principles and potential scale invariance to com-

plement and ultimately replace the hierarchical perspective (zu Castell et al. 2016).

To the extent that such overarching principles may substantiate through upcoming

research, a quality of evidence would become available casting new bridges in the

understanding of biotic interaction in the interrelated “eco–evo” research field, i.e.

unifying explorations of ecology and evolution (Müller 2007; Lüttge et al. 2012).

Hence, the new impetus to plant science may turn into a fundamental driver of

theory building about plant life.

A prerequisite towards such goal is a new understanding, however, of “systems

biology” for becoming “syn-ecological” ecosystem biology. For this to be achieved,
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“systems biology” needs to embed molecular biology into ecophysiological, multi-

organismic, and ecosystem-level networking. This means that genomic biology

must also advance to exploring different aspects of plant biology, such as elaborating

the role of genetic diversity (Larra~naga and Hormaza 2016) and its functional

analysis (Fladung 2016) in relation to evolutionary aspects, where the evolution of

flowering has eminent eco–evo implications (Lucas-Reina et al. 2016). We wish the

addressed collection of contributions to this present volume 77 of “Progress in

Botany” to provide a stimulating input towards reaching the outlined goal.
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Abstract Adaptation and acclimation of metabolism and development to environ-

mental conditions at the site of rooting requires nonmobile plants to memorize

information introduced by external signals. These act at various spatiotemporal

levels of structure and function and ecophysiological performance. There are

different types of memory, among which are priming memory, store/recall memory

(STO/RCL), where both the storage and the recall function as well as their combi-

nation have ecophysiological significance, and epigenetic memory. Timing is
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important. Therefore, ultradian, circadian and annual rhythms are underlying mem-

ory functions, where the circadian clock may represent a prominent component.

Memorization associated with adaptation and acclimation needs implementation of

memory as backbone. A plethora of ecological impacts require memory, some of

which will be exemplified and critically examined, namely, molecular aspects of

membrane transport, fitness, photosynthesis, osmotic stress and salinity, pollution

events and priming by volatile organic compounds and by vibrations. Memory is

not an occasional episode but a fundamental property of general importance in the

life of plants.

1 Introduction

Memory is not a straightforward concept. In the basic meaning, the term “memory”

applies to animals (especially higher animals and humans). It is defined as an

“ability to retain and recall information, ideas, images and thoughts” (Sinclair

et al. 1987), and it is based on the activity and interactions of neurones, especially

in the central nervous system (Dudai 2004; Lesburguères et al. 2011). However, the

meaning has now broadened in two ways: (1) it is employed not only to animals but

also to practically any sort of living organism including plants (Thellier et al. 1982)

and prokaryotes (Thellier and Lüttge 2013). (2) It is not necessarily based on

neuronal activity so that one may speak of genetic and epigenetic memories in

living beings, the memory of an instrument (such as a computer or a pocket

calculator) or even the memory of anything involving processes with a hysteretic

behaviour (see the chapter “Hysteresis” in Wikipedia, the free encyclopaedia). The

semantic difficulty is that one single word, “memory”, stands for all these different

aspects. To elude this difficulty, one might say “memory sensu stricto”, i.e. when

routinely speaking, for instance, of human memory, and “memory sensu lato”,

i.e. for memories of any kind within more recent contexts of accepted understand-

ing. However, such terminology would be quite cumbersome, so that we shall rather

continue to use “memory”, as everybody does, although staying aware of the many

different meanings this one notion may have.

A tentative model of the network modules incorporated in the system of oper-

ations of memory is shown in Fig. 1. Its various features shall be revealed as we go

along in this assay, where we aim at unravelling the role of memory in the

autecological and synecological performance of plants. Autecological performance

is determined by adaptation and/or acclimation of given species or individual plants

to their environment, while synecological behaviour is characterized by the inter-

actions of species or individuals among each other and with the environment at the

community level. In two sections we shall first consider the different types of

memory (Sect. 2) and relations to biorhythmicity and the biological clock

(Sect. 3) with an ecological perspective in mind. Then, we shall assess concrete

ecological functions which require memorization and, hence, implementation of
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memory and the biological clock as supporting grounds (Sect. 4). Eventually, we

shall explore the ecophysiological potential of the priming and store/recall forms of

plant memory (Sect. 5). Finally, we shall conclude considering plant memory in
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Fig. 1 Tentative model of the network of modules incorporated in the system of operations of

memory for ecophysiological performance of plants. Stimuli of environmental cues are received

by molecular receptors, and their information is translated into signalling of various forms, such as

electric, hydraulic, phytohormonal/chemical and small RNA (sRNA) signals and Ca2+ waves.

These signals generate molecular effectors either directly or indirectly via the epigenetic memory

or the biological clock. The effectors activate memory genes of priming and of store (STO) and

recall (RCL) functions, where the STO and RCL boxes are independent of each other. With the

operation of the activated priming genes, the instruction inherent in the original stimuli is effective

directly. With the operation of the activated STO genes, the instruction is stored but becomes

effective only via the operation of the activated RCL genes. The effective instruction leads to gene

products of ecophysiological relevance
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relation to that of other organisms as an essential means for persistence in the

environment.

2 Types of Plant Memory

We will only briefly summarize those aspects of memory that are mainly studied in

physics or engineering (computer’s memory and hysteresis). We shall develop in

more detail the biological aspects with particular reference to plants (genetic and

epigenetic memory, priming and store/recall forms of plant memory and the

relations of memory to developmental phenological phases in plants).

2.1 Aspects of Memory Mainly Studied in Physics
and Engineering

Briefly, “a computer’s memory is the part of the computer where information is
stored, especially for a short time, before it is transferred to magnetic tapes or disks”
(Sinclair et al. 1987). “Hysteresis is the dependence of the output of a system not only
on its current input, but also on its history of past inputs; the dependence arises
because the history affects the value of an internal state; to predict its future outputs,
either its internal state or its history must be known; if a given input alternately
increases and decreases, a typical mark of hysteresis is that the output forms a loop”
(see the chapter “Hysteresis” in Wikipedia, the free encyclopaedia; for a possible

application to plant systems, see, for instance, Sect. 4.2.4 or Desbiez et al. 1994).

2.2 Aspects of Memory Common to All Living Beings

2.2.1 Genetic Memory

Genomes reflect the history of organisms because the genotypes are selected in

evolution. In a very broad and general sense, we may therefore think of this genetic

information as being a kind of memory of past events that have affected evolution-

ary selection. In a similar vein we may think of the genomes of sexually produced

organisms, being memory of mother and father having contributed their sets of

chromosomes via the gametes. Reading the genetic information for transcription

followed by translation and then regulating metabolic and physiological responses

could be considered in recalling the genetic information. The processes of the

control of reading genetic information will lead to more specific considerations of

which we shall give examples later, for instance, the activation and inactivation of

operons (Sect. 4.2.1). A dynamic process in reading the genetic information is
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epigenetics, which will lead us to more concrete memory functions in the next

section.

2.2.2 Epigenetic Memory

Epigenetic modifications of the genome are induced by internal and external

signals. They can be stored and affect gene expression beyond cell cycles and

even generations. Therefore, we can speak of an “epigenetic memory” (Thellier and

Lüttge 2013; Kinoshita and Seki 2014). Epigenetic modifications are currently the

best understood molecular mechanism of memory.

Molecular epigenetics is a system of reading the genetic information of DNA

where the structure and conformation properties of chromatin are modulated by

acetylation and methylation, respectively, of DNA and nucleosomal histones. In the

DNA methyl or acetyl groups are attached to the cytosine groups. In the histone

proteins the lysine and arginine residues are post-translationally modified (Yaish

et al. 2011), i.e. by acetylation/methylation (Grunstein 1997; Zhang and Reinberg

2001), ADP-ribosylation (Tanigawa et al. 1984), glycosylation (Cervantes-Laurean

et al. 1996), phosphorylation (Lo et al. 2001) and ubiquitination (Sridhar

et al. 2007). Acetylation allows access of regulator molecules of gene activation

or deactivation due to the larger size of the acetyl group as compared to the smaller

methyl group. Methylation leads to repression of gene transcription, and the genetic

information is silenced (Chinnusamy and Zhu 2009). Under the perspective of

ecological performance of plants, it is important that epigenetic modifications are

triggered by environmental cues (Jablonka and Lamb 1989; Boyko and Kovalchuk

2008; Alvarez et al. 2010; Chen et al. 2010; Yaish et al. 2011; Kinoshita and

Seki 2014). Both histone and chromatin methylation patterns are strongly modified

by environmental stress (Molinier et al. 2006; Bond and Finnegan 2007;

Chinnusamy and Zhu 2009; Adams 2010; Daxinger and Whitelaw 2010; Verhoeven

et al. 2010).

The methylation status is not necessarily reset when the stress is relieved

(Chinnusamy and Zhu 2009). In fact, it can even be transferred through cell

divisions both mitotically and meiotically (Molinier et al. 2006). This means that

the epigenetic memory is retained in somatic cell lines. With this it provides a more

short-term epigenetic stress memory within a given organism. However, epigenetic

memory can even last over generations. For a rather long-term trans-generational

stress memory, it is remarkable that stress-induced methylation changes are not

reset through the germ line and are mostly heritable, so that epigenetic information

relative to stresses received by plants can be transferred through several subsequent

generations (Jablonka and Lamb 1989; Bird 2002; Kakutani 2002; Molinier

et al. 2006; Bond and Finnegan 2007; Saze 2008; Verhoeven et al. 2010). In

brief, the epigenetic memory remains stable when stress is not continuous but

occurs in episodes, and this can last for generations.
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2.3 Memory Capacities in Plants

2.3.1 Plant Sensitivity to Stimuli and Types of Subsequent Response

Plants are sensitive to a variety of stimuli such as wind, rain, touch, drought, cold

shock, heat shock, wounds inflicted by herbivorous animals, attack by fungi,

bacteria or viruses and even electromagnetic irradiation in the approximate range

1–100 GHz (Tafforeau et al. 2002, 2004; Roux et al. 2006; Vian et al. 2006). There

are basically two contrasting types of possible responses to environmental cues

acting as signals or stimuli, namely, a direct immediate response and responses

involving memory.

Usually, plants react almost immediately to a stimulus by generating a “calcium

wave”, i.e. a transient invasion of the cytosol by calcium originating from Ca2+-rich

internal and external pools (Knight et al. 1991; Trewavas 1999). This calcium wave

triggers a chain of events, including the opening of ionic channels, the phosphor-

ylation of existing proteins and changes in the genome expression (Dolmetsch

et al. 1997; McAinsh and Hetherington 1998).

All of that eventually results in a final response that can be a modification of

growth and/or metabolism and sometimes a macroscopic movement (Dionaea
muscipula, Mimosa pudica). The response may be stereotyped and direct,

i.e. independent of the previous history of the plant and involving no more delay

than necessary for the intermediate events required to occur between the perception

of the stimulus and the final response to this stimulus. The rapidity is advantageous

for reacting to rare or unknown stimulations, especially those involving an attack by

an herbivore or a pest.

However, if plants made such a direct, stereotyped response to each individual

stimulus which they perceive, and if they responded with similar intensity to

innocuous and harmful stimuli, erratic metabolic and growth behaviour would

emerge, being unnecessarily costly in energy. Therefore, an apparent requirement

exists for a mechanism that permits plants to adjust their response to the entirety of

stimulations and their dynamics experienced in the past. This is achieved by means

that functionally resemble animal memories, although the underlying mechanisms

are very different (especially since plants neither have neurons nor anything

comparable to a central nervous system).

At the beginning of the 1980s (see Thellier et al. 1982), it was discovered that

plants possess memory capacities, which to some extent mimic our human “mem-

ory”. Since then, a number of publications have been devoted to the occurrence and

characteristics of that memory (for reviews, see, e.g. Thellier et al. 2000, 2013;

Trewavas 2003; Ripoll et al. 2009). It has also been recognized (Trewavas 2003)

that two different kinds of plant memory can be distinguished, namely, “priming”,

which resembles the animal “training” (Bailey and Chen 1983), and “store/recall

(STO/RCL) memory” (resembling the animal “memorization/evocation”).
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2.3.2 Priming Memory

In the priming memory, the first stimulus, or sequence of stimuli, changes the

transduction of subsequent stimuli, thus tending to either diminish or enhance the

intensity of the plant response (observations carried out at the level of the final

response or as early as the generation of the calcium wave).

For instance, in Nicotiana plumbaginifolia seedlings, a wind stimulus causes

cytosolic calcium to rapidly increase, but repeated wind stimuli within very short

periods of time make the plant cells refractory to further calcium signalling for

approximately 1 min (Knight et al. 1992). In Arabidopsis thaliana, cold pretreat-

ments attenuate the increase of cytosolic calcium due to cold shock (Plieth

et al. 1999). Again in Arabidopsis, a hyperosmotic-stress pretreatment increases

the elevation of cytosolic calcium due to hyperosmosis (mimicking drought), while

an oxidative-stress pretreatment reduces it (Knight et al. 1998).

2.3.3 Store/Recall Memory

In the STO/RCL memory, the perception of a stimulus is responsible for storage

(STO) of information within the plant; then, that information may be recalled

(RCL) at a later time. During the lapse of time between storage and recall (mem-

orization time), the stored information remains latent, i.e. without any apparent

effect on the plant behaviour. When an appropriate stimulus or change in internal or

environmental conditions causes the RCL function to be switched from “off” to

“on”, the plant is enabled to recall the stored information and to make it effective in

the control of the its metabolism and growth.

Three experimental systems, which shall be termed here SR1 (Desbiez

et al. 1983, 1987), SR2 (Desbiez et al. 1991) and SR3 (Verdus et al. 1997), have

been mainly used in the basic original studies of STO/RCL memory (Table 1; for

reviews, see, e.g. Thellier et al. 2000, 2013; Trewavas 2003; Ripoll et al. 2009).

With system SR1, Bidens seedlings were stimulated by pricking one or both

cotyledons, which caused the storage of “reduction of hypocotyl growth” informa-

tion, acting as a kind of instruction governing the control of hypocotyl growth.

However, it is only when the plants were grown on a very diluted medium that they

were enabled to recall the stored information/instruction and let it take effect in

reducing hypocotyl growth. (When the pricked and non-pricked plants were grown

in a conventional nutrient solution, the growth of their hypocotyls was not signif-

icantly different). For brevity, see Table 1 for the description of the experiments

with SR1 to SR3. These experiments were designed at the outset of memory

investigations for testing and proving the very existence of memory under strictly

controlled laboratory conditions. Before extrapolating from ecological observations

to the involvement of memory functions in a framework of environmental condi-

tions, the ground laying operation of STO/RCL functions had to be shown in readily

reproducible experimental approaches. These experiments clearly revealed the
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sequence of events relevant for any kind of ecological responses as exemplified in

Sect. 4, i.e.> external stimulus> process of information/instruction storage> state

of information/instruction being stored> triggering induction to put stored infor-

mation/instruction into action (Table 1). The main results obtained from the

compilation of data yielded with SR1 to SR3 are as follows.

The Storage Function

With SR1, it has been observed that a signal migrates from the stimulated area (here

the pricked cotyledons) to the reactive area (here the hypocotyl) where information

storage finally occurs. The rate of signal migration is of the order of one to a few

tenths of a millimetre per second (Desbiez et al. 1983). Electric depolarization

signals in phloem cells are involved in signal migration, but the mechanisms in

action are different from those in animal nerves. At SR3, the application of

pharmaceutical agents blocking calcium movements, during and shortly after the

occurrence of the calcium wave, prevents information storage (Verdus et al. 2007).

This means that these agents have blocked information storage either directly or

indirectly by blocking the migration of the signal from the stimulated to the reactive

area. In any case, the information induced by the initial stimulus becomes firmly

stored in the responding tissue after a few minutes at the most.

When a stimulus has been perceived, the shape, amplitude and duration of the

calcium wave (Dolmetsch et al. 1997; McAinsh and Hetherington 1998; Knight

et al. 1998) and the early and transient modifications of existing proteins or of

genome expression (Tafforeau et al. 2006) are specific of the stimulus perceived.

However, the memory of the stimulus is finally lost and what is memorized is mere

instruction. More precisely, it is a sort of instruction, which addresses the final

Table 1 Summarizing the experimental features concerning the three systems with store/recall

memory

System Seedling

Typical stimulus-

inducing information

storage

Information

stored

Means of induction of the plant

ability/inability to recall stored

information

SR1 Bidens Cotyledon pricking Hypocotyl

elongation

inhibition

Diluted/nutrient medium

SR2 Bidens Cotyledon pricking Specification

of bud

dominancea

Variousb

SR3 Linum Manipulationc Meristem

production

Transient Ca2+ depletion/excess

aSpecify which of the two cotyledonary buds will be the first to start to grow after removal of the

seedling apex
bTime of the day when plant decapitation is carried out, pricking, thermal treatment, etc.
c“Manipulation” consists of transferring seedlings from the germination box to a grid that covers

the vessels containing the growth medium
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response that has to be performed in reaction to the specific stimulus (SR1, SR2

and SR3).

Comparing SR1 and SR2, it appears that the application of the same stimulus

(pricking one of the two plant cotyledons) stores two different pieces of instruction

in the hypocotyl and in the cotyledonary buds, i.e. percentage of reduction of

hypocotyl growth and specification of bud dominance (measured by the percentage

of dominant buds at the axil of the non-pricked cotyledon), respectively. There is an

apparent discrepancy in the storage behaviour in SR1 and SR2 because the per-

centage of reduction of hypocotyl elongation in SR1 is quasi proportional to the

number of pricks, whereas, in SR2, the percentage of dominant buds at the axil of

the non-pricked cotyledon is independent of the number of pricks. It is likely that

this discrepancy can be explained by assuming that, in SR2, the application of a

single prick suffices to saturate the storage capacity of the system, and therefore

delivering one or several pricks has exactly the same effect. The reason is that,

when taking into account much weaker stimuli, such as the small gradients of

temperature or light that inevitably exist in the culture rooms, the behaviour in SR2

is fairly similar to that in SR1. In brief, as long as there is no saturation effect, after a

stimulus the intensity of the stored instruction depends on the intensity of the

stimulus (Thellier 2015).

Once a first stimulus has been perceived and an instruction for a response has

been stored accordingly, subsequent stimuli can modulate quantitatively (i.e. in its

intensity) this programmed response (SR3). Though a direct experimental test is

still lacking, it may be reasonably inferred from the preceding paragraph that the

instruction stored after a first stimulus can also be modulated qualitatively as a

consequence of the perception of subsequent stimuli. This would mean that the very

nature of the information for performance of a response may be modified.

The Recall Function

The recall function can usually be switched “off/on” or “on/off” reversibly, thus

enabling/disabling the plant to recall instruction stored after the perception of a

stimulus. However, cases exist when recall can be blocked in status “on” or in that

of “off”, thus always permitting or preventing, respectively, the plant to recall

stored instruction. There is no universal way to enable/disable a plant to recall

stored instruction: with the three systems studied, enabling/disabling plants to recall

stored instruction was accomplished by (1) using a dilute/normal growth medium

(SR1), (2) decapitating the seedlings at the onset/middle of daylight (SR2) or

(3) imposing a transient Ca2+ depletion/excess (SR3). Stored instruction can be

repetitively recalled (at least twice in SR2 and SR3). Recalling stored instruction,

whether once or at several times, does not seem to alter the stored information. The

functioning of the RCL box is apparently independent of the functioning of the

STO box.
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Hypothetical Mechanism of Functioning

It may be that various substances play a part in the memorization process in plants.

Such substances are “memory metabolites” (Ueda and Nakamura 2006), molecules

involved in the control of the cell cycle (Desbiez et al. 1998) or small bundles of

messenger RNA termed “stress granules” (Alain Vian, personal communication,

Davies et al. 2012). However, it is possible to account for the main facts observed

by interpreting plant memory (especially the “store/recall” type) via an interaction,

involving epigenetics, between a few genes (Thellier 2015). The perception of a

stimulus would modify the histone and/or chromatin methylation patterns (see

Sect. 2.2.2), thus unlocking a few locked genes (and/or locking a few unlocked

genes): this is the storage function, and the genes involved are termed “STO genes”.

However, the unlocked genes would remain silent, until being activated by an

appropriate ligand. Other genes would be unlocked and activated (on perception

of an appropriate stimulus, after an appropriate treatment and/or depending on the

external conditions), and their products would be the activators of the unlocked

STO genes: this is the recall function, and the genes involved are termed “RCL

genes” (for details see Thellier 2015). Hence, only the unlocked and activated STO

genes would be functional, thus permitting the corresponding metabolic pathways

to function, while the metabolic pathways depending on the locked STO gene

would remain non-functional. Thanks to this “store/recall memory”, the plant

would be able to adjust its metabolism to the external conditions and stimuli.

In brief, a change of methylation/acetylation equilibrium means storage (STO)

of stimulus-information. A changed access of transcription factors is modulating

recall (RCL). These are mechanisms of the epigenetic memory (Sect. 2.2.2; Fig. 2

in Thellier and Lüttge 2013), which is one of the possible pathways of signal

transduction in the priming and in the STO/RCL memory (Fig. 1; Fig. 3 in Thellier

and Lüttge 2013; Hütt et al. 2015; Thellier 2015). Moreover, it is likely that

“priming memory” can be interpreted using a similar conceptual model of func-

tioning (Thellier 2015).

2.3.4 Memory and Developmental Phenological Phases

In rhythmic phenomena which normally are oscillations, a phase is a rhythmically

occurring specific point or state be it in developmental cycles or any other shorter

type of oscillation. Phenology relates developmental phases of plants to the times

when they are expressed. Stress treatments in particular phenological phases during

earlier stages of development can become effective at later stages or phases with

transition periods in between such stages. This means that development is not

simply a cumulative expression of genetically preprogrammed events (Amzallag

2002, 2005). Complex links exist between development and adaptation. Evidently

memory is involved. An example is the memory-regulated meristem formation in

flax seedlings particularly active during April through June (Verdus et al. 1997; see

also section “Annual Fitness”). A fascinating challenge is posed for a thorough
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assessment of the role of memory in development as modified by the impact of

environmental signals. Clearly the experience of stress in an early developmental

phenological phase is stored. The signal for recalling it is the transition into a later

developmental phenological phase. The phenomenon has been particularly studied

with NaCl salinity as the stress signal and is of eminent ecological significance

(Sect. 4.2.5).

3 Rhythmicity and Memory

3.1 Ultradian, Circadian and Annual Rhythmicity

Rhythms of plants as of other organisms including man in time can cover a vast

range of period lengths. Basically we define ultradian rhythmicity having period

lengths shorter than the 24 h of the day, diurnal rhythmicity with the period length

of a day and infradian rhythmicity with period lengths longer than a day. When

diurnal rhythms run endogenously, i.e. under constant conditions independent of

external rhythms of environmental parameters, they normally do not have an exact

24 h period length but just a little shorter or longer than that. Therefore, these

rhythms are called circadian rhythms (from Latin circa and dies¼ day).

In the SR2 example of pricking cotyledons of Bidens in Table 1 and looking at

specific bud dominance, an inherent ultradian rhythmicity can be observed. When a

plant is subjected to two successive stimuli (one of which is dissymmetrical,

consisting of pricking only one of the two cotyledons), the RCL function exhibits

a damped oscillation “on/off” according to whether the delay between the two

stimuli is close to 1 h or 8.5 h or larger than 14 h (RCL “on”) or close to 3 h or 12 h

(RCL “off”; Desbiez et al. 1991; and see Hütt et al. 2015 for a theoretical approach).

Again with SR2 under the experimental conditions used, the RCL function is “on”

or “off” according to whether plant decapitation has been carried out in the morning

or in the middle of the day (Desbiez et al. 1986, 1991; Thellier and Lüttge 2013).

Finally, with SR3 (Verdus et al. 1997), when using plants all subjected to transient

Ca2+ depletion, a very significant increase of the production of meristems was

observed to take place in the period of April to June whether these plants were

stimulated or non-stimulated. However, the number of meristems produced

remained at least 5–10 times larger in the stimulated than in the non-stimulated

plants. By contrast, when using plants nonsubjected to transient Ca2+ depletion, the

number of meristems produced was always close to zero, whether the plants were

stimulated or not and whatever the period of the year. From all these data, it may be

inferred that the RCL function is linked (1) with an ultradian rhythm of the plant,

reset by the dissymmetric stimulus, (2) with a circadian rhythm and (3) with an

infradian annual rhythm (Fig. 2).
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3.2 Circadian Clock and Memory

Memory is related to functions of timing. Therefore, it should be expected that the

biological clock is part of mechanisms of memory. What are the relations between

clocks and memory? A clock allows measuring the flow of time. However, as such

this has nothing to do with memory. However, a clock becomes part of the structure

and function of memory if it contains specific points set at a certain time at which

recall functions are alerted. A familiar example of such set points is an alarm clock

set on a specific point in time. It is a reminder because it causes us to remember. In

the biological circadian clocks reflecting the natural day–night rhythms with period

lengths close to 24 h when running free under constant environmental conditions

(Lüttge 2003), genes are involved that label set points. Among the master genes of

the clock CIRCADIAN CLOCK ASSOCIATED (CCA1) and LATE ELONGATED
HYPOCOTYL (LHY) are expressed in the morning (morning genes) and TIMING
OF CHLOROPHYLL a/b BINDING (TOC1) in the evening (evening genes). There

are further morning and evening elements functioning as transcription factors

(e.g. Kikis et al. 2005; Harmer and Kay 2005; McClung 2006; Nakamichi 2011).

Downstream of these genes, a vast number of other genes are controlled by the

clock, the so-called clock-controlled genes (CCGs). A plethora of plant functions

are under the regime of the clock including complex processes such as growth

(Farré 2012). Thus, there is a complex machinery of set points determining phases

in the rhythmic oscillations of the clock.

The set points are affected by storage in the memory. Setting the clock is a result

of entrainment (Dixon et al. 2014) by environmental ecologically relevant factors.

The most obvious example is the exact operation of clock-dependent functions in

the entrainment by the natural 24 h rhythm of the day. When the phases of external

environmental rhythms change, new entrainment will change the set points. The
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recall function of the STO/RCL memory breaking the symmetry of bud growth

after stimulation of cotyledons is dependent on diurnal timing (Table 1).

The molecular basis has to be assessed at the level of genes involved in the phase

relations of resetting the clock. Genes giving phase information (Michael and

McClung 2002) and phase mutants (Onai et al. 2004) have been identified. In

Arabidopsis an OUT OF PHASE 1 gene has been characterized (Salomé

et al. 2002). Phase variations in populations are studied (Darrah et al. 2006).

However, much more work is needed, precisely addressing the links between

memory, clock and environmental responses at the molecular level.

The most relevant signals eliciting phase shifting, entrainment and resetting the

circadian clock in plants are light, temperature and for rhythms of photosynthesis

also CO2 (Lüttge 2003). The responses to the signals in resetting are dependent on

the phase of the rhythms, i.e. it matters at which time during oscillations the phase

shifting signals are applied. This means that there is the so-called gating, i.e. that the

input pathways to the clock are not constantly open over the entire 24-hour period

of the day for the reception of the environmental signals (Edmunds and Tamponnet

1990; Rikin 1991; Johnson 1992; Millar and Kay 1996; Millar 1999; McWatters

et al. 2000; Covington et al. 2001). The predominant light signals are blue and red

light with cryptochrome and phytochrome, respectively, as their photoreceptors

(see Table 2 in Lüttge 2003 with references; Devlin 2002; Wenden et al. 2011) and

green light in Chlamydomonas reinhardtii (Forbes-Stovall et al. 2014). Marking

new set points for the memory by clock resetting under the influence of these

environmental control parameters demonstrates close relations between clock and

memory in ecophysiological performance.

4 Ecophysiological Functions That Require Memory

and Clock

4.1 Adaptation, Acclimation and Memory Functions

In conditioning for ecological and ecophysiological performance of plants, we

distinguish adaptation and acclimation (Wilhelm and Wirth 2015). Adaptation is

a long-term process. It builds up during evolution and is secured in the form of

genetically stored information. Acclimation is based on expression of present

instruction and modulation of phenotype via transcription, translation and the

control by metabolites. This requires induction by perception of signals. If we

accept that acclimation in general includes memory, of course, this leads us to

consider memory as a fundamental quality in ecology. Such a general relation

implies that there will be a plethora of examples for memory in the ecological

performance of plants.

Induction can result in immediate responses by direct activation. However,

induction can also involve the priming and the STO/RCL memory. This evidently
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is a matter of temporal dynamics. An example illustrating this is given by responses

of defence. They can be activated directly upon attack. Then, obviously no memory

functions are involved. Conversely, activation of defence can follow induction and

priming indirectly after a certain lapse of time when an attack of predators,

herbivores or parasites is a later event, but plants appear prepared or acclimatized

to it (Conrath et al. 2001; Conrath 2009, 2011). An example is the cell-content-

feeder Tupiocoris notatus, which by its feeding on tobacco plants elicits greater

mortality of attacking hornworm (Manduca sexta) (Kessler and Baldwin 2004;

Voelckel and Baldwin 2004; Gális et al. 2009). Similarly, chronically enhanced

tropospheric ozone impact can prime against intermittent pathogenic interference,

delaying or reducing infestation under controlled and field conditions in woody

plants, irrespective of ontogenetic stage (Bahnweg et al. 2005; Luedemann

et al. 2005, 2009; Olbrich et al. 2010), as both kinds of stress act through oxidant

release (Matyssek and Sandermann 2003; Matyssek et al. 2008). In such context

authors have also spoken of “immunity” and “vaccination” as a certain kind of

memory.

4.2 Examples of Ecophysiological Performance Requiring
Memory and Clock

In this section we address some specific ecophysiological examples at various

scales beginning with the molecular level. Circadian clock genes act in stress

responses (Kant et al. 2008). The epigenetic memory (Sect. 2.2.2) is explicitly

involved in many ecophysiological functions. While we have seen that memory and

clock can be intimately related (Sect. 3.2), it is noteworthy also to outline their

participation in conveying fitness. Fitness is much more than Darwinian reproduc-

tive success. Among many aspects of plant performance, it also requires compet-

itiveness given by growth (see zu Castell et al. 2016), where timing is essential on

the levels of both diurnal and annual entrainment. Furthermore, other selected

phenomena of memory functions in ecological performance will be addressed.

4.2.1 Examples for the Molecular Level: Induction of Mechanisms

of Membrane Transport

Transport across membranes is of great ecophysiological importance, e.g. for the

acquisition of substrates. A well-known example worked out at the molecular level

is the regulator-operator model of François Jacob and Jacques Monod (Nobel Prize

1965; see textbooks, e.g. Lüttge et al. 2010). When cells of the bacterium

Escherichia coli are grown in the absence of β-galactosides, e.g. lactose, a capacity
to use these as substrate for growth is not expressed. When lactose is added, a

membrane transporter lactose-permease and a β-galactosidase that splits the lactose
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in its hexose moieties glucose and galactose for further metabolism are induced.

This occurs because lactose inactivates a repressor of the operator blocking the

transcription of the genes of the operon coding the permease and the

β-galactosidase. When the substrate lactose is removed, the cells will remember

that they can metabolize lactose for a certain time as seen when the substrate is

added again. The repressor is coded by a regulator gene. In the absence of lactose

after some time, this gene will lead again to the production of active repressor, so

that the previous experience of lactose will be forgotten. Hence, even prokaryotes

have memory. In the eukaryotic cells of Chlorella vulgaris, a memory of glucose

uptake was demonstrated (Tanner 1969; Tanner et al. 1970). The capacity for

uptake is not expressed in the absence of glucose. When glucose was added to

the medium, an uptake was induced within 20 min. When glucose was subsequently

removed, 10 h later glucose-uptake capacity was still active. However, the memory

did not last for much longer. After 13 h glucose-uptake capacity had been forgotten

and needed to be induced again.

Both examples illustrate a molecular memory important for acclimation to the

use of substrates available in the environment. Expression of products of transcrip-

tion (mRNA), translation (proteins, enzymes) and regulatory metabolites consti-

tutes store functions of memory. As long as the respective products are present and

active, the events which led to their production will be remembered. When turnover

results in their disappearance, the functions of induction, priming and storage will

be lost with them.

4.2.2 Examples of Epigenetic Changes in Response to Environmental

Cues and Their Inheritance

Epigenetic modifications of methylation patterns of histone and chromatin and,

hence, the epigenetic memory have been shown to be involved in responses to

stresses by salt (Wang et al. 2010), drought (Bruce et al. 2007; Baek et al. 2011;

Ding et al. 2012; Kinoshita and Seki 2014), heat (Kinoshita and Seki 2014; Li

et al. 2014), nutritional limitation, e.g. nitrogen deficiency (Kou et al. 2011), as well

as herbivores and pathogens each inducing biochemical defences (Gális et al. 2009;

Verhoeven et al. 2010), and virus infection (Kathiria et al. 2010).

The regulation of methylation patterns following stress reception involves

chemical signals such as by phytohormones, electrical signals and calcium waves

(Trewavas 2003; Thellier et al. 2013). These signals may transcribe into particular

RNA signals by stress-induced expression of microRNAs, for example, under

salinity, drought, low relative air humidity, cold and herbivore stress (Matzke

et al. 2001, 2007; Sunkar and Zhu 2004; Gális et al. 2009; Shen et al. 2010;

Yaish et al. 2011; Kinoshita and Seki 2014). Small interfering RNAs (siRNAs) of

a length of 24–26 nucleotides direct DNA methylation and histone modifications

(Richards 2006; Zhang et al. 2006; Bond and Finnegan 2007; Saze 2008; Zhang

2008; Chinnusamy and Zhu 2009). Small RNAs are mobile in the symplast via

plasmodesmata and in the phloem. They can be transmitted within plants and
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function as systemic signals produced by stress (Saze 2008). Rasmann et al. (2012)

demonstrated that Arabidopsis and tomato plants that experienced herbivory were

more resistant to subsequent attack in the next generation. The induction of the

defence process is dependent on the phytohormone jasmonic acid and the biogen-

esis of siRNA priming progeny plants for enhanced resistance.

4.2.3 Fitness

Diurnal Fitness

Logical common sense takes endogenous circadian rhythmicity as being essential

for fitness because it provides preparedness or alertness for regularly changing

conditions in the day–night rhythm. Some studies support this argument. Plants take

advantage from circadian control of photosynthesis and physiological performance

in general (Dodd et al. 2005; Hotta et al. 2007; Yerushalmi and Green 2009). The

advantage of fitness to possess the suitable endogenous period length of rhythmicity

matching with external rhythmicity was suggested by some work using period

mutants showing entrainment of competitive fitness. Golden and collaborators

obtained mutants of the cyanobacterium Synechococcus elongatus PCC7942 hav-

ing different circadian periods of their endogenous clocks. They grew them in

coculture under different external light-dark rhythms. The mutants having the

correct endogenous period, i.e. closest to the imposed external light-dark rhythms,

outcompeted the others during growth in the cultures. This competitive advantage

disappeared in constant environments where the selective pressure of external light-

dark rhythms was removed (Ouyang et al. 1998; Johnson and Golden 1999; Woelfle

et al. 2004). Yerushalmi et al. (2011) crossed Arabidopsis thaliana mutants with

different circadian period lengths and studied the F2 and F3 generations which they

subjected to the selective pressure of altered external light-dark-cycle periods.

Endogenous circadian rhythms that resonated with the environmental ones were

positively selected. Nevertheless, a match of internal circadian period with external

rhythmicity does not appear to be sufficient for guaranteeing positive clock effects

on growth and competitiveness. The relationships are much more complex, which

results from an interplay between the clock and metabolism. Metabolites can affect

resetting of the clock where especially sucrose plays a dual role as signal and

metabolite. In a feedback loop the circadian clock controls metabolism and is

controlled by metabolites (Müller et al. 2014).

Annual Fitness

At latitudes north and south from the equator, the duration of the light period

(or photoperiod) during the 24 h day changes over the year; the phases of the

photoperiod change between short and long days or long and short nights. Changing

entrainment in response of the transition between short days and long days allows

88 U. Lüttge and M. Thellier



flexibility of responses to phases (Dixon et al. 2014). For obtaining annual fitness

plant growth and development, frost hardiness, flowering and seed production are

subject to regulation by the photoperiod. Phase adjustment of the biological clock is

an essential mechanism in photoperiod perception, where phytochrome acts as the

photoreceptor (Frankhauser and Staiger 2002; Roden et al. 2002; Love et al. 2004;

Ogudi et al. 2004; Fujiwara et al. 2008; Lüttge and Hertel 2009; Niwa et al. 2009;

Ibá~nez et al. 2010). The overwhelming evidence for the absolute necessity of the

biological clock for plant fitness is provided by a huge volume of literature on

photoperiodism and phenology. In experiments on epidermal meristem induction in

flax seedlings, it was shown that the STO/RCL memory is involved. A stimulus

induces the storage of meristem-production information (STO function), and a

transient depletion of calcium enables the seedlings to recall stored information

and let it take effect in the promotion of meristem production (RCL function). This

is subject to seasonal modulations. The memory-controlled meristem formation is

particularly active in April to June (Verdus et al. 1997; Sect. 3.1; Fig. 2), suggesting

annual rhythmicity to be involved and ecologically relevant for growth and com-

petitiveness. Hence, overall we can conclude that seasonal phenological memory is

stored in the clock.

4.2.4 Photosynthesis

Photosynthesis is the foremost ecophysiological function of plants under the influ-

ence of primarily the impact of photosynthetically active radiation (PAR) and

secondarily a broad array of almost all other prevailing environmental cues. In

the context of memory in ecology, it is worthwhile to explore the involvement of

memory functions in the ecophysiology of photosynthesis. Photosynthetic memory,

as far as we can see, has not been addressed in the literature, but we can refer to

some phenomena in which priming or storage and recall of information must

obviously be involved.

In general activation–deactivation equilibria of metabolic activities, e.g. of

enzymes, may imply memorization. This is the case if there is turnover with on

and off states, respectively, being stable for some time in the absence of activation–

deactivation elicitors (see also examples of membrane transporters in Sect. 4.2.1).

In photosynthesis ribulose-bisphosphate carboxylase/oxygenase (RUBISCO) may

be an interesting example for exploration in memory studies. The enzyme is active

in the form of RUBISCO-carbamate-Mg2+ and needs carbamylation by binding of

CO2 plus Mg2+ as catalysed by RUBISCO activase (Buchanan et al. 2000; Portis

2003).

When we take a photosynthetically active plant sample from darkness and

subject it to gradually increasing PAR, we can record hyperbolic light saturation

curves of photosynthesis saturating at a certain level of high PAR. When we then

decrease PAR again, we may observe hysteresis where the rates of photosynthesis

are lower during the descent of PAR than at any given PAR during the ascent. The

plant memorizes that it has been at these PARs before but responds in a different
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way. The reason is that it has become subject to photoinhibition at high PAR. This

elicited protective molecular changes within the photosynthetic apparatus (Osmond

and Grace 1995), which may be stable for some time at low PAR and in darkness

reminding to the high PAR experienced before.

Photoinhibition can be acute, i.e. reversible within short periods of time up to the

length of a nocturnal dark period, or chronic, i.e. irreversible or only reversible after

long periods of repair. Chronic photoinhibition at high irradiance is due to

photodestruction. However, not always photoinhibitory reactions are right out

destructive. By contrast, there is a cascade of mechanisms leading to acute

photoinhibition but functioning in protection of the photosynthetic apparatus

under high irradiance (Figs. 10–14 in Lüttge et al. 2010). Some of the

photoprotective mechanisms are based on conformational changes of the photo-

synthetic apparatus, providing acclimation which is subject to turnover. Thus, acute

photoinhibition appears as an instructive case for being viewed under the perspec-

tive of memory, demanding for further unravelling priming and STO/RCL

functions:

– Spill over of excitation from photosystem II (PSII) to photosystem I (PSI) is a

protective mechanism based on the reversible separation of the light-harvesting

complex LHII from PSII and its transfer from the grana thylakoids to the stroma

thylakoids towards PSI. The reaction is mediated by a kinase phosphorylating

LHII. Reversibility and turnover are given by dephosphorylation catalysed by a

phosphatase (Jennings et al. 1986).

– Another mechanism with turnover is aggregation/dissociation of the LHII com-

plex. This is based on the binding of the xanthophyll zeaxanthin replacing lutein,

under involvement of the thylakoid protein PsbS. Conformational changes

modify the structure of LHII so that it switches from a light harvesting to a

heat dissipation state dispersing harmful excess of excitation energy (Bilger and

Bj€orkman 1994; Horton et al. 1994, 1996; Gilmore and Yamasaki 1998; Gilmore

et al. 1996, 1998; Gilmore 1997; Gilmore and Govindjee 1999; Holt et al. 2005;

Horton and Ruban 2005; Goss and Lepetit 2015).

– The D1 protein of LHCII is involved in transferring excitation to plastoquinone.

The protein is damaged and destroyed under harmfully high irradiance. The

repair requires protein synthesis. The protein is under continuous turnover,

although only at low irradiance destruction and repair are balanced. At high

irradiance destruction exceeds repair (Critchley and Russell 1994; Tyystjärvi

and Aro 1996; He and Chow 2003).

A conspicuous example of memory in photosynthesis is the acclimation to light

flecks on the floor of forests. Under the trees the solar irradiance reaching the forest

floor is only a few percent of the irradiance at the upper canopy. However, light

flecks occur when movements of leaves in the wind or the changing angle of

irradiance allow direct light penetration through gaps in the canopy cover for

intermittent periods of time. In tropical rain forests, light flecks may provide up

to 80 % of the total irradiation reaching the forest floor, and their intensity varies

between 10 % and 70 % of that of full sunlight (Lüttge 2008). Ecologically they are
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highly important for photosynthesis of the forest floor vegetation. When a sudden

light fleck arrives after plants were at low-background irradiance, the photosyn-

thetic apparatus must be activated and stomata must open for CO2 uptake. Excita-

tion of the photosynthetic apparatus is immediate, and activation of the electron

transport reactions occurs within seconds to minutes. However, activations of

stomatal opening for CO2 uptake, of the reactions of CO2 assimilation through

RUBISCO and of Calvin-cycle enzymes, and the filling of pools of intermediates

are sluggish with time constants of 10–30 min (Sassenrath-Cole and Pearcy 1992).

The advantage of the slower induction processes is that they also are subject to

slower decay, and this is the mechanism of memory in this case. The use of the

energy from light flecks by photosynthesis accelerates with time when short light

flecks alternate with low-background irradiance. Conditioned or induced leaves

have considerably higher light use efficiency than non-induced ones (Pearcy

et al. 1985; Sassenrath-Cole and Pearcy 1992; Valladares et al. 1997). Such

memorizing of previous light flecks under the dynamic light environment on the

forest floor is essential for the persistence of plants under closed canopies.

4.2.5 Tolerance of Osmotic Stress and Salinity

The clock and memory have been shown to be involved in plant responses to

osmotic stress and salinity. Osmotic stress at the level of barley roots

up-regulated expression of clock genes which control the expression of stress

response genes (Habte et al. 2014). When young seedlings of different species,

such as tomato and Sorghum bicolor, are subjected to sublethal salinity, stress

response will be modulated during subsequent phenophases in development.

Amzallag and coworkers (Amzallag et al. 1993, Amzallag 2005) found that in

S. bicolor, there was a developmental window during the 5th and the 10th day

following germination. After being treated during this particular period with mild

salinity of 150 mMNaCl, the plants remembered this at later stages by proving to be

resistant to 300 mM NaCl. This also changed other aspects of development,

e.g. perturbing reproductive development. Signal and response occurring during a

critical period may be adaptive for some aspects of development and disturbing for

others.

4.2.6 Memory of Pollution Events

Some perennial plants like conifers have been shown to memorize events of

pollution such as the effects of acid rain and ozone on photosynthesis. When

seedlings of loblolly pine (Pinus taeda L.) were exposed to such stress, their

ozone memory was expressed in the following season before they experienced

any further stress (Sasek et al. 1991). Similar memorizing of ozone exposure was

recorded in Pinus sylvestris (L.) and Picea abies ((L.) Karst.). The new flush

appearing during spring after ozone exposure in the previous growing season
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showed visible stress symptoms including premature shedding of needles

(Langebartels et al. 1998).

4.2.7 Signalling by Volatile Organic Compounds

Signalling triggers induction. Both are elements in the functioning of memory.

Among the signals eliciting induction are volatile organic compounds (VOCs) of

plants. There is a large variety of such compounds, including gaseous phytohor-

mones (pheromones) like ethylene and methyl jasmonate, as recently surveyed in a

special issue of “Plant, Cell and Environment” (Loreto et al. 2014). VOCs have

signalling functions between different plant species, between individuals of given

species and even within given individual plants avoiding vascular constraints of

signal transport (Conrath 2009; Gols 2014; Karban et al. 2014). VOC signals play a

prominent role in plant defence. Herbivore-triggered plant VOCs lead to induced

defences (Kessler and Baldwin 2002; Conrath 2009; Dicke 2009; Pierik

et al. 2014). Inducible defences are of eminent relevance in ecological contexts.

In cases of induction of defence genes and “increased accumulation, and/or post-

translational modification of inactive cellular signalling proteins”, a molecular

basis of memory in ecology becomes accessible (Conrath 2009). “Dormant signal-

ling proteins” thus are memory molecules.

4.2.8 Signalling by Vibrations

The VOC systems of long-distance signalling pathways can be complemented by

other signals, e.g. vibrations caused by caterpillar feeding. In Arabidopsis thaliana
such signalling induced the production of increased levels of anti-herbivore com-

pounds such as glucosinolate and anthocyanin when subsequently attacked by

caterpillars. The plants can even distinguish between different specific vibration

signals and discriminate between the chewing vibrations and wind or insect song

(Appel and Cocroft 2014).

5 Ecophysiological Potential of Plant Priming and Store/

Recall Memory

5.1 Potential of the “Priming” Form of Plant Memory

Plants are subject to many signals in their environment that occur repeatedly. Some

of these signals are relatively innocuous, and reactions to them would be quite

unnecessary and detrimental as wasting resources and energy. Thus, an ecological

memory function is to remember irrelevant signals for filtering them out. Priming
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memory is suited to that since the repetition of a stimulus can change the transduc-

tion of subsequent stimuli of the same type in a way tending to diminish the

intensity of the plant response (see the examples of wind stimulus and cold shock

in Sect. 2.3.2). By analogy with the animal case, such a plant behaviour may be

termed “familiarization” or “habituation”. As an example, the leaf-folding behav-

iour of Mimosa pudica elicited by the mechanic signals from trampling herbivores

is thought to be a defensive reflex of the plants to avoid being seen and readily

exposed to the herbivores. However, it is costly because in the folded state,

photosynthesis is drastically reduced. Thus, there is a trade-off between protection

and productivity at low and limiting photosynthetically active radiation (PAR). At

high PAR this may be less inflictive than at low PAR. To test this, Gagliano

et al. (2014) compared the response of plants kept under low- and high-PAR

environments, respectively. They found that the low-PAR plants learned faster to

ignore the stimulus and retained the memory of this longer, i.e. for up to a month

when undisturbed, than the high-PAR plants. For the low-PAR plants, the response

to the stimulus leading to a reduction in photosynthesis is more severely disadvan-

tageous and non-adaptive than for the high-PAR plants.

Conversely, memory is important for remembering grave signals to react more

violently to them (Lodish et al. 2000). Again, priming memory is suited since the

repetition of a stimulus can change the transduction of subsequent stimuli of the

same type in a way tending to increase the intensity of the plant response. See the

example with Arabidopsis, in which hyperosmotic-stress pretreatment amplifies the

increase of cytosolic calcium due to hyperosmosis (Sect. 2.3.2). By analogy with

the animal case, such a plant behaviour may be termed “sensitization”. Many

examples come from priming in defence physiology (Conrath 2009; Pastor

et al. 2013) where the signals are mechanical and chemical injury associated with

herbivory and phytopathology (Baluška and Ninkovic 2010; Bruce 2010; Heil

2010; van Hulten et al. 2010). Defence priming involves enhancement of molecular

mechanisms having many analogies with immunology (Conrath 2011; Rasmann

et al. 2012).

Signals can also become grave when the repetition of stimuli changes the

response to other types of stimuli. The intensity of a reaction to new types of

stimuli can be altered by previous stimuli of another nature. An example is when an

oxidative-stress pretreatment reduces the elevation of cytosolic Ca2+ due to

hyperosmosis (see Sect. 2.3.2).

Thus, the ecophysiological advantage for a plant to possess priming memory is

evident. When such kind of memory is involved, the response is rapid, similar to a

direct response (see Sect. 2.3.1), although negative or positive modulation is

possible. Familiarization-like effects permit the plant to ignore harmless stimuli

and thus to economize the cost of elaborating a full defence response to a

non-dangerous stimulation. Conversely, sensitization-like effects can produce

increasingly rapid and violent responses to harmful stimuli. More sophisticated

effects occur when the perception of a first stimulus modulates the intensity of the

response to a subsequent stimulus of different nature.

Roles of Memory and Circadian Clock in the Ecophysiological Performance of. . . 93



5.2 Potential of the “Store/Recall” Memory Functions

The ecophysiological advantage for a plant to possess store/recall memory lays in

the individual properties of the two functions STO and RCL and their combined

effect.

5.2.1 Ecophysiological Significance of the Storage Function

Concerning the STO box, two facts are of primary importance: (1) that what is

stored after the perception of a first stimulus is a sort of instruction for the response

to that stimulus and (2) that subsequent stimuli will modulate the intensity, and

perhaps also the nature, of the programmed response. The STO/RCL memory can

thus progressively elaborate an integrated, updated programme of response to the

ensemble of stimuli that the plant has perceived during the preceding course of

time. Such integration will be much more efficient than responding separately to

each individual stimulus. It will efficaciously contribute to plant acclimation to the

climatic conditions prevailing at the place where it has rooted.

However, the ecological advantage of the programmed responses to stimuli is

sometimes questionable in systems such as SR1 to SR3 (cf. Table 1). For instance,

what can be the advantage of specifying the dominance between the cotyledonary

buds in response to cotyledon pricking or of responding to manipulation stimulus

by producing meristems in the hypocotyl? The reason is that at the outset of plant-

memory research, simple and strictly controllable conditions had to be used to be

able to prove the very existence of memory and describe its basic functions in view

of the great reservations of many people to accept such a property of plants. Plants

thus have made unexpected responses to unusual environmental conditions,

i.e. differing from natural site scenarios.

Ecologists have stressed the importance for a plant to adjust the allocation of its

(usually limited) resources to its main living activities in order to optimize its

probability of survival and reproduction (Herms and Mattson 1992; Gayler 2010;

Gayler et al. 2006, 2008; Matyssek et al. 2012). We may assume as a working

hypothesis that the stored information, permitting the elaboration of an integrated,

updated response to the variety of stimuli perceived by the plant in the course of

time, is in fact an instruction for an optimized allocation of the plant resources to its

principal living activities. It will be rewarding to explore if stored information

vanishes after each generation or if cases of trans-generational information conser-

vation exist.

5.2.2 Ecophysiological Significance of the Recall Function

Thanks to the RCL function, a stored instruction of response will not be expressed

at any arbitrary time but only when an appropriate stimulus or external conditions
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have enabled the plant to recall the stored instruction and let it take effect. The RCL

function can thus synchronize the release of the memorized response with the

occurrence of a particular environmental event. The RCL function being linked

with ultradian, circadian and annual rhythms of the plant (Sect. 3.1) means that it

can similarly synchronize the release of the memorized response with the occur-

rence of a particular internal event. Since a plant can repeatedly recall a stored

instruction of response, the RCL function is able to synchronize the release of the

memorized response with different external and/or internal events occurring at

different times.

5.2.3 Ecophysiological Significance of the Combined Effect

of the Storage and Recall Functions

We have seen above (section “The Storage Function”) that (1) information storage

induced by cotyledon pricking was corresponding in fact to the storage of a sort of

instruction of growth reduction in the hypocotyl of very young Bidens seedlings and
to the storage of an instruction of dominance specification in the cotyledonary buds

of slightly older Bidens seedlings and (2) the plants were enabled to recall the stored
instructions by being subjected to different external events or conditions. Hence,

same types of stimulus can induce the storage of different instructions of response

in the different plant tissues, so that plants are enabled to recall these stored

instructions of responses at different times in different tissues. A store/recall

memory thus supplies an extreme variety of possibilities to a plant to adjust its

response to stimuli. Hence, the plant can keep track of the progress in internal and

external processes possibly occurring at different times across different tissues.

5.3 Ecophysiological Significance of the Combined Effect
of Priming and Store/Recall Memory

Although published data usually deal with the study of either the priming or store/

recall forms of memory, it is likely that plants operate both forms simultaneously.

In that case, with the priming memory plants would be able to adjust their response

intensity to the dangerousness of the signals perceived. Simultaneously with the

store/recall memory, they could elaborate an integrated, updated response to the

entirety of the environmental stimuli (especially the climatic stimuli) and synchro-

nize the response to any particular internal or external event including ultradian,

circadian or annual rhythms of the plant. Instead of appearing as a sort of cock-and-

bull story, the equipment of plants with priming and store/recall memories could

thus play a major part in optimizing plant response to aggressions and climatic

hazards. Experimental clarification is required for strengthening such interpretation

of plant memory. However, a straight explanation is offered already right now of
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the fact that plants can manage to survive under possibly awkward conditions that

may prevail at rooting sites.

6 Conclusions

Originally, researchers have been mainly interested in proving that memory capac-

ities exist in plants and in unravelling the main characteristics of plant memory

(Thellier et al. 1982). Incidentally, with this work it has been observed early that

these properties of the plant memory enabled them to produce a sophisticated and

efficacious mode of adapting to the conditions at the places of rooting. Now, time

has come to assess specific ecological advantages that the possession of a memory

can confer to a plant for the adaptation and acclimation to the environment.

Exploring such dimensions was the aim of this assay. Plants have a variety of

ways to store ecologically relevant information for memorization. Turnover of

pools of metabolites, of conformation states of individual enzymes or multi-

protein-subunit enzymes and of transcript levels provides mechanisms of memory.

This particularly holds true for the priming memory. The complex STO/RCL

memory involves STO and RCL genes as incorporated in our model of memory

(Thellier and Lüttge 2013), and epigenetic modifications are substantial mecha-

nisms of memory (Fig. 1). The more we survey adaptations and acclimations to

environmental signals and stress which are often stable over non-stressful intervals

and even generations, the more examples we find of memory functions which are

controlling and regulating ecological performance of plants. It is clear that memory

of plants is not an occasional episode but a fundamental property of plant life

governing ecological comportment. This is also a challenge for future research on

specific examples of physiological and biochemical ecology for unravelling molec-

ular mechanisms of memory. The ultimate aim is the understanding of functional

linkages resulting in theory building and computer simulations of plant internal

networks with the functions of memory and the biological clock (Hütt et al. 2015).

Natural selection has equipped animals and plants with memory. The underlying

mechanisms are completely different, based on the existence and lack of a nervous

system, respectively. Strategies of information management are different. Animals

are able to change their location to feed, escape predators and, more generally, look

for environmental conditions suited to their metabolism and mode of life: their

memory helps them to orientate in space and time during migratory explorations.

Evolution yielded sophisticated results as in the case of higher species and humans.

By contrast, plant strategies consist of adapting their metabolism and development

to the environmental conditions at rooting sites. To do that plants must be able (1) to

perceive the stimuli and stresses issued from their environment and (2) to create a

response optimizing probabilities of survival and reproduction, which requires

memorization at various spatiotemporal levels of structure and function. Many

processes at the genetic and molecular, the metabolic and the physiological levels

96 U. Lüttge and M. Thellier



are involved in plant memorization and make up parts of the hardware structure as

well as the operational software functioning of memory.

All living beings that have biomembranes, polynucleotides and proteins have the

molecular basis to develop memory, and this includes prokaryotes (Thellier and

Lüttge 2013). Memory is a fundamental property of all life. Therefore, we should

not be surprised that being equipped with memory is essential for the ecological

performance and persistence of plants in their environment.
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Abstract Water and solutes are essential ingredients of root pressure. For root

pressure to develop, the entry into root cells including xylem tissues of these

ingredients is necessary. Therefore, in the light of latest research findings, the

integrated synthesis of the combined “osmotic” and “energetically driven uphill

water transport” in plants against water potential gradient and the gravity has been

presented with the hope to halt or at least dilute for some time to come the prevalent

legacy of “riddle” or “enigma” of root pressure. Further, various techniques, both

invasive and noninvasive including new ones, have been described focusing on the

factors affecting and consequences and implications of root pressure for agriculture,

horticulture, and forestry.

1 Introduction

The evolution and progression of unicellular to multicellular aquatic plants and to

the present-day giant terrestrial tallest known living tree measuring 115.61 m

(379.3 ft) (Preston 2007) on the Earth essentially call for an interdependency of

their various organs deploying the principle of division of labor to drive their

complex life activities through the integration of different structurally specialized

functions for survival and growth under continually click-by-click changing envi-

ronment since the birth of this planet about 4.5 billion years ago (Darwin 1859;

Chamberlin 1916; Singh et al. 2009a). Obviously and quite understandably, in this

long route of evolutionary journey of progression, the higher plants strategically

through adaptation opted for the formation of two distinct organs, i.e., root and

shoot, to perform interdependent functions translating them into growth and devel-

opment through their mutual negotiations. These negotiations include, in the main,

the supply of water and nutrients by root to the shoot and, in return, the supply of

manufactured food and energy by shoot to the root making the existence of plants

themselves as well as animals and humans possible. However, not surprisingly, we

hear and read more of shoot functionings than those of root—the supplier of basic

ingredients such as water and nutrients, for photosynthesis—the basis of life on this

planet. This discrepancy for root victimization seems to have resulted from the

general principle of human behavior under the rule of a well-known dictum—out of

sight, out of mind—roots being invisible to human eyes due to their hidden habitat

beneath the soil. However, of late, the increasing demand for food to feed the ever-

rising population, both the diminishing availability of water and the restrictions

imposed on the increasing use of fertilizers to provide nutrients to agricultural crops

in the main, has attracted the attention of most plant biologists including physiol-

ogists, agronomists, geneticists, breeders, biotechnologists, and biometricians

toward root research vis-a-vis shoot research worldwide (Barber and Bouldin

1984; Kirk 1994; Baluska 1995; Singh and Singh 1999, 2000; Singh et al. 1999;

Henry 2013; Eshel and Beekchman 2013; Ahmed et al. 2014). Among root studies,
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the investigations on the physiology of uptake and transport of water and nutrients

by roots have been in the past and the present time too the topic of great interest

among plant physiologists on account of their economic and ecological significance

for achieving global ecosystem sustainability (Jackson et al. 2000; Javot et al. 2003;

Draye et al. 2010; Maurel et al. 2010; Aroca et al. 2012; Lobet et al. 2013). In this

context, however, it has long been recognized that water and solute absorption by

roots may either result from forces arising up in the leaves due to transpiration pull

and transmitted to the roots and nearing soil solution (Steudle 2000, 2001; Tyree

2003a) or from forces developed down in the roots themselves called root pressure
visibly evidenced by stem stump exudation or guttation or bleeding (Renner 1915,

1925; Kramer 1945; Singh and Singh 2013; Singh 2013, 2014a, b).

Pertinent to the present topic, there appear no variant opinions that it was

Stephen Hales who first discovered the phenomenon of liquid exudation from the

heavily pruned grapevines (Vitis vinifera) as early as 1727 and ascribed this event to
some kind of force arising in the root which propelled the liquid up to exude from

the cut surfaces terming this force as root pressure. Since then, it has engaged the

mind of experimental botanists and plant physiologists who began to investigate

this curious, complex, and intriguing physiological phenomenon, albeit with long

intervals between investigations (Pfeffer 1881; Sachs 1887). It was only in the first

quarter of the twentieth century that some definitive experimental data were

provided to explain this phenomenon (Renner 1915; Priestley 1920; Overton

1921; Bose 1923; Kramer 1932) which followed, with the passage of time drawing

the twentieth century to close, its detailed and accredited accounts written by a

number of workers (White 1938; White et al. 1958; Lundegardh 1944; Kramer and

Currier 1950; Stocking 1956; Davis 1961; Barrs 1966; O’Leary 1966; O’Leary and

Kramer 1964; Singh and Singh 1989; Zholkevich 1991) leaving much scope for

further work at the experimental front to explain the unresolved phenomenon of

root pressure for this and perhaps, as it appears, the next century as well. Accord-

ingly, the dawn of twenty-first century witnessed some illuminating studies advanc-

ing the concepts of “two-compartments,” “three-interphases” (Pickard 2003a, b),

“plant heart theory” (Kundt and Gruber 2006), “pushing water upward-like mech-

anism” (Singh et al. 2009a), and very recently proposed energetically driven uphill

“water co-transport theory” (Wegner 2014) to explain the mechanism of root

pressure. The problem of how plants manage to lift their water from the soil to

their leaves has been with biologists at least since 1726, when Stephen Hales

discussed it in the first edition of the Proceedings of the Royal Society of London.
So much has been thought about it that present-day scientists often believe that the

problem has been solved long ago or that there was no problem at all with mentions

of osmotic suction, capillary forces, transpiration, and coherence. For plants, this

supply problem is not answered in the biological textbooks, at least not satisfacto-

rily so leaving the mechanism unresolved (Pickard 2003a, b; Kundt and Gruber

2006; Zholkevich et al. 2007; Wegner 2014).

I, therefore, in efforts to getting as close to the bottom of this physiological

phenomenon as possible, have attempted to organize this chapter in various heads

and subheads in the light of new and novel research findings which have led to the
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formulation of modern thermodynamically sound physical, physiological, meta-

bolic, and molecular concepts and explanations based on the art-of-the-state tech-

nology of the techniques and instrumentation, to account for “pushing” the sap up in

plants under “positive pressure” of roots in the absence or reduced transpiration

which otherwise “pulls” the water up under “negative pressure” generated by

cohesion–tension on the water present in the leaves at the cost of solar energy.

2 Definition of Root Pressure

The hydrostatic pressure developed in the roots of plants, causing exudation of sap

from cut stems and/or guttation of water from uninjured leaves, is known as root
pressure. This phenomenon is also known as “root exudation pressure” or “stump

exudation pressure” or simply “sap pressure.” It is inclusive of “radial cell pres-

sure” as well as “axial xylem pressure.” The pressure is assumed to be generated in

combination by osmotically and energetically driven uphill transport of water

across the plasma membrane of xylem parenchyma cells possibly taking advantage

of the free energy gradients of ions and sugars (Wegner 2014).

3 Taxonomic Distribution of Root Pressure

Root pressures in temperate climate most frequently develop during warm nights

though most of water transport occurs during daytime. Significant and consistent

root pressures are developed in a wide range of plant species. Moreover, root

pressure develops not only in the herbaceous species but in deciduous trees as

well. Both dicotyledonous and monocotyledonous species have been reported to

exhibit root pressure (Zachary 2009). Among dicots, prominent examples include

several important agricultural plants such as tomato (Solanum lycopersicum)
(White 1938), grapes (Vitis vinifera) (Sperry et al. 1987), sugar maple (Acer
saccharum) (Sperry et al. 1988), birch tree (Betula cordifolia) (Sperry 1993), oak

tree (Quercus robur and Q. petraea) (Steudle and Meshcheryakov 1996), walnut

tree (Juglans regia) (Ameglio et al. 2001), sunflower (Helianthus annuus)
(Dustmamatov et al. 2004), kiwifruit tree (Actinidia spp.) (Clearwater

et al. 2007), and Betula lenta L. and B. populifolia Marsh. (Miller-Rushing and

Primack 2008). However, in many of the above dicots, the observed root pressure

was seasonal, being synced with the onset of spring. Such pressures are demon-

strable in the spring before the buds open, but once the leaves have expanded and

rapid water movement through the plant begins, root pressure can no longer be

detected.

Further, a group of recent studies found root pressure in 61 of 109 tropical vine-

like species despite the lack of freezing temperatures, much higher percentage of

species with positive xylem pressures than those reported earlier by Ewers
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et al. (1997), suggesting this to be a regular, if not daily, occurrence (Fisher

et al. 1997), both monocotyledonous and dicotyledonous vines evinced the phe-

nomenon. These studies imply that root pressures are less common in lianas than in

more herbaceous climbers and that certain families may have a strong tendency for

root pressures, including the monocotyledonous family Araceae (ten of ten species)

and the dicotyledonous families Vitaceae (ten of ten species) and Dilleniaceae

(three of five species) (Fisher et al. 1997). In contrast to dicotyledonous lianas,

the climbing fern Lygodium venustum and the viny bamboo Rhipidocladum
racemiflorum also exhibit root pressures that might be adequate to refill embolized

vessels throughout the entire plant. In addition, significant daily root pressure has

been observed in herbaceous dicots (Milburn and McLaughlin 1974; Kramer and

Kozlowski 1979), palms (Davis 1961), and banana (Davis 1961; Lu et al. 2002).

Grasses in particular have widely demonstrated a daily pattern of root pressure,

including Rhodes grass (Chloris gayana Kunth) (Ogata et al. 1985), corn (Zea
mays) (Miller 1985; Tyree et al. 1986), sugarcane (Saccharum spp.) (Tyree

et al. 1986; Neufeld et al. 1992), the vine-like bamboo (R. racemiflorum) (Cochard
et al. 1994), rice (Oryza sativa) (Stiller et al. 2003), and several others (Phleum
pratense and Festuca pratensis) (Macduff and Bakken 2003).

Davis (1961) reported positive root pressures in ten species of palm trees and in

banana (Musa sapientum) but a lack of root pressure in five dicotyledons as trees

and in a cycad. Root pressure, therefore, appears to be intimately linked to the

hydraulics of plants, and it was suggested that monocotyledons, and other taxa with

reduced or absent secondary growth for the production of new vascular tissue in

their stems, may often depend on root pressures for water transport. Thus, far from a

rare phenomenon, root pressure appears to be a widespread, if not common, factor

in sap flow. It is, however, generally agreed that root pressures are not directly

important for the high-volume daytime transpiration in vascular plants, as was

implied by Davis (1961) for monocotyledons though Kundt and Gruber (2006)

argue for a bigger role of root pressure in upward transport of water both in tall and

short plants.

4 Quantification of Root Pressure

Root pressure is one of several important plant activities which serves a number of

purposes required for growth and development. It is, however, affected by chem-

ical, physical, environmental, edaphic, and genetic factors. Its quantification and

determination of sap composition are essential for ecological, physiological,

genetic, and metabolic studies on the one hand and for agricultural, horticultural,

and forestry research on the other. It can be measured both invasively and nonin-

vasively directly and computed and quantified indirectly as well.
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4.1 Direct Measurements of Root Pressure

4.1.1 Invasive Techniques

Manometric Method

Stem Stump Method

Root pressure may be demonstrated and measured by attaching a mercury manom-

eter by vinyl tubing to the cut end of the stem called stump. Within a short time, the

level of mercury rises up indicating upward movement of sap due to root pressure.

Bubble manometers can also be used to measure xylem pressure by attaching them

to branch stumps (Ewers et al. 1997). The manometers made from glass tubes

(1-mm internal diameter) are sealed at the distal end by flame. The distal half is

filled with air, while water fills the basal half. The base is connected to the stump by

a tight fitting of vinyl tube and hose clamps. Prior to attachment, the freshly cut

stump is shaved with a new razor blade to permit unobstructed fluid flow between

the stump and manometer. Each evening the cut stumps are reshaved and the

manometers reattached. After allowing for equilibration overnight, the bubble

length (Lpd) in the manometer is measured at predawn. The vinyl tubing is then

cut and the bubble length (Latm) immediately remeasured at atmospheric pressure.

The xylem water pressure (Px in kPa) is calculated from a relation derived from the

ideal gas law:

Px ¼ 100 Latm=Lpd
� �� 1
� �

;

when Lpd is >Latm (including situations where all the water from the manometer is

absorbed by the shoot), the Px is recorded as negative, though manometers gener-

ally are not able to accurately measure the negative pressures that can occur in

plants. The bubble manometers give Px values near those often recorded by

electronic pressure transducers (Cochard et al. 1994) and are used as such because

they cost much less for especially surveys involving many species. Observations

may be repeated three consecutive mornings at predawn.

Excised Root Method

Root exudation of an individual root may be quantified by excising the root at the

base under water and inserting it 10 mm into a glass capillary (diameter¼ 0.55 mm)

and sealing the capillary with a drop of super glue. The root is bathed in nutrient

solution from the pot in which the plant had grown. The rise of xylem sap in the

capillary may be recorded at time intervals (arbitrary) of 5 min for 1 h, and osmotic

flow rate (Qros) may be calculated from the linear part of the flow vs time plot. At

the end, the exudate in the capillary may be collected with a hypodermic needle

attached to a syringe. The exudate may be analyzed for osmolality using picoliter

osmometry separately.

110 S. Singh



Root Pressure Probe Techniques

Stem Stump Method

For measuring the root pressure by this technique which can be deployed on stump

after cutting off the stem just below the first leaves, the remaining stump is fixed to

the probe, a miniature pressure sensor “root pressure probe” with a rubber seal

(Steudle and Jeschke 1983; Steudle et al. 1993). The pot with the root system is

supplied continuously with nutrient solution or water as the case may be. With some

root systems, root pressure could be recorded for several days. Curves may be

digitized using a digitizing tablet.

Excised Root Method

The individual seminal roots are excised at their base under water. The root is fixed

to the root pressure probe using a cylindrical silicon seal made from liquid silicon

material (Knipfer and Fricke 2010). Seals are tightened using a screw, which

compresses the seal and the root cortex. The root is then bathed in the same medium

in which the plant had been grown. The medium is circulated with the aid of a

peristaltic pump to ensure the uniformity of bathing medium. When a stable root/

xylem pressure is ensured to have been reached (after 0.5–2 h), pressure relaxations

are induced. Hydrostatic pressure relaxations are produced by turning the metal rod

of the probe rapidly to induce a hydrostatic pressure pulse (0.05 MPa) in the root

xylem. Osmotic relaxations are induced by adding 20 or 25 mM NaCl to the root

medium. Root hydraulic conductivity is calculated from the halftimes of overall

hydrostatic (T1/2hy) and osmotic pressure (T1/2os) relaxations. Root radial hydraulic
conductivity (LpHYP and LpHOP, in m s�1 MPa�1) is related to hydrostatic and

osmotic T1/2 as follows:

Loge2=T1=2 ¼ LP � Ar � β

The elastic modulus of the measuring system (β, 5.1� 10�9 MPa m�3) is deter-

mined by inducing step changes of volume and measuring the resulting changes in

root pressure. The total root surface area (Ar) is calculated from root length and

diameter including lateral roots. The reflection coefficient (r) for NaCl during

osmotic pressure relaxations is calculated by relating the measured maximum

decrease in root pressure caused by addition of NaCl to the expected decrease in

pressure (20 or 25 mM NaCl; 0.1 or 0.125 MPa).

Root Vacuum Perfusion Method

Individual roots are excised under water. The excised root is inserted at its base into

a 10-mm-long glass capillary (diameter¼ 0.55 mm), which is fixed to the bottom of

a 100-mm-long water-filled glass capillary (diameter¼ 0.4 mm). The root is pushed

through the small capillary piece until the root base protruded into the water-filled
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capillary. The root is sealed with a drop of super glue on the outer surface between

the root and the capillary. The water-filled capillary is connected to a vacuum pump

via rigid silicon tubing and is held by a clamp attached to a stand in such a way that

the weight of the root is supported by the stand and does not contribute to the weight

of nutrient solution in which the root is bathed. The beaker containing nutrient

solution is placed on a balance, and root water uptake is measured gravimetrically

as the decrease in weight with time. Before the application of hydrostatic pressure

gradients, the osmotic flow rate Qros is measured from the linear part of the water

uptake vs time plot. The driving force for this osmotic water flow is the difference in

osmotic pressure (Dp, MPa) between root xylem and medium multiplied by the

corresponding reflection coefficient for solutes (a value of 1.0 is used). Water loss

from the beaker as a result of evaporation (Qeva) is generally negligible and is

corrected accordingly. To measure the hydrostatic flow rate Qrhy, a partial vacuum

of 20, 30, 40, 60, and 80 kPa is applied at the open end of the capillary in succession

for 10 min each. Qrhy is determined from the linear part of the water uptake vs time

plot after Qeva and Qros had been subtracted (Knipfer and Fricke 2010).

Externally Applied Pneumatic Pressure Method

This method also involves cutting off stem with a sharp razor blade above the

ground level and allowing it to exude freely for some time. Then the cut end of the

stump is attached to a vinyl or tygon thick-walled tubing sealing with silicon glue or

parafilm properly as described earlier on the one end and to a pressure applying

system equipped with a pressure gauge on the other. Subsequently, the pressure is

gently applied to stop the exudation confirming it by viewing through a hand lens.

At this point of time, the magnitude of pressure applied is noted which is interpreted

to be equal to the root pressure.

4.1.2 Noninvasive Techniques

The minimally invasive measurements in the xylem of trunks remain the greatest

challenge. Knowledge of the forces and flows in this compartment are crucial to

unearthing the truth about water lifting because branches, twigs, and petioles may

be segmented and separated from the main stream in the trunk. However, indepen-

dent of the outcome of such experiments, in the light of the evidences reviewed

here, it is obvious that nature has developed a broad spectrum of complementary

strategies for water transport against gravity to cope with various water deficiency

situations without the necessity of developing incredibly negative pressures

(Zimmermann et al. 1995). Various noninvasive techniques are briefly described

hereunder.
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Isopiestic Method

This is a noninvasive technique for measuring root pressure. By adapting this

technique, the root pressure can be measured isopiestically in intact plants by

applying solutions of different concentrations separately of non-penetrable

osmoticum such as polyethylene glycol (MW� 4,000) to the root medium with

the observations on the guttation process (Klepper and Kaufmann 1966; Steudle

and Jeschke 1983; Zhu et al. 1995). The magnitude of the osmotic potential

(negative) of the solution that stops the guttation is considered equal to the root

pressure (positive).

Xylem Pressure Probe Method

The xylem pressure probe method allows the direct measurement of diurnal and

seasonal changes in xylem pressure, xylem flow, and solute composition in intact

plants (Balling and Zimmermann 1990). Briefly, the xylem pressure probe is filled

with denucleated water and incorporates a water-wettable pressure transducer. The

microcapillary of the probe is advanced through the tissue (Fig. 1).

Penetration is stopped immediately when the transducer registers a pressure

below atmospheric. In order to verify that the probe is placed in a vessel, the

microcapillary is loaded with a dye/water mixture prior to insertion. This results

in staining of the penetrated vessel. Furthermore, injection of volume pulses into a

probed vessel by appropriate displacement of the metal rod results in a rapid

dissipation of the pressure provided that the tip is unobstructed and placed in the

lumen of a large vessel. The probe can accurately read both the negative and

positive pressures. Clearwater et al. (2007) measured root pressure using pressure

transducers that were installed inside the xylem of kiwi roots. To my knowledge,

this is the only existing nondestructive continuous method to measure root pressure

Pressure transducer

Metal rod

Micrometer 
    screw

Pressure chamber

Motor regulation

Fig. 1 A schematic

diagram of the xylem

pressure probe [Source:
Balling and Zimmermann

(1990)]
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in a herbaceous plant. However, the application of this method on herbaceous plants

with limited root and stem diameters such as tomato may be difficult, if not

impossible, because this method requires installation of the system 10–15 mm

inside the xylem.

Cell Pressure Probe Method

For this purpose, a cell pressure probe is used to measure hydrostatic pressure of the

intact root cortical cells (Azaizeh et al. 1992). An oil-filled capillary (outer tip

diameter, 4� 0.7 mm) is attached to a pressure chamber which contains an elec-

tronic transducer (silicon chip). The probe is fixed on a micromanipulator which

allows insertion of the tip into individual cells. Cells may be probed at distances

between 30 and 100 mm from the apex of roots grown in any growth medium. Thus,

by using the pressure probe, the hydrostatic pressure of individual cells may be

measured directly. However, the primary limitation of this method is that some

cells are too small to measure. Furthermore, some cells tend to leak after being

stabbed with the capillary, and others plug up the tip of the capillary, thereby

preventing valid measurements. By measuring the depth of insertion of the tip in the

cortex, the location of punctured cells could be measured. Prior to insertion into

root tissue, the pressure probe is completely filled with silicon oil. When a cell is

punctured, a meniscus is formed between oil and cell sap, and this meniscus is kept

at a certain position. The pressure transducer converts the pressure signal into a

proportional voltage. Pressure/time curves are recorded on a chart recorder. Hap-

pily, other hydraulic traits such as turgor, hydraulic conductivity, and elastic

modulus can also be quantified by this method. For processing the data on such

traits, recorder strips are digitized using a digitizing tablet. Cell elastic moduli are

evaluated from changes in cell volume which caused changes in cell turgor

pressure.

Axial and Radial Root Growth Confinement Method

A method was developed by Misra et al. (1986) for estimating radial root growth

pressure of intact seedlings. Under this method, each root of desired seedling is

confined both in the axial and radial directions in a cylindrical chalk sample at a

constant water potential. In doing so, the root exerts radial stress which causes

tensile failure in a proportion of the chalks. The measurement of tensile strength of

duplicate chalks enables estimation of the maximum radial pressure exerted by the

roots. The axial and radial root growth pressures measured in this manner were, for

example, of comparable magnitudes registering 497, 289, and 238 kPa for pea,

cotton, and sunflower seedlings of similar size, respectively (Misra et al. 1986).
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4.2 Indirect Measurements of Root Pressure in Intact Plants

4.2.1 Root Pressure Computation by Difference in Leaf Thickness

Under Different Relative Humidities

Recently, a technique was developed to measure the root pressure in which mea-

surements of leaf thickness are compared with predictions of it using a mechanistic

model (De Swaef and Bleyaert 2012). This model predicts diurnal variations in leaf

thickness based on variations in transpiration and a concept of growth in relation to

turgor. The principle is that when measurement of leaf thickness exceeds the

predictions during the night, this difference could be attributed to root pressure. If

this difference is not present, the diurnal differences in leaf thickness are entirely

explained by the transpiration and growth concepts present in the model, and root

pressure is expected not to be present. Thus, the difference between measured and

predicted leaf thickness could mathematically be translated into an absolute value

for root pressure. The leaf patch clamp pressure probes can also be used for this

purpose (Zimmermann et al. 2008; Lee et al. 2012). The practical implication of

these methods is that these can be used to relate the occurrence of tip burn in lettuce

head to the occurrence of root pressure by manipulating nighttime relative humidity

around the plant (De Swaef and Bleyaert 2012).

4.2.2 Root Pressure Computation by Using Sap Flow and Stem

Diameter

Very recently, a nondestructive estimation of root pressure using sap flow, stem

diameter measurements, and mechanistic modeling was developed by De Swaef

et al. (2013). The magnitude of the root pressure destructively measured using a

manometer installed on excised tomato stems has been found to agree well with the

model-based estimations made by these authors. Under this technique, however,

destructively measured root pressure showed a decrease during the night, presum-

ably as a result of decreasing substrate temperature, whereas estimated root pres-

sure in intact leafed plants showed an increasing pattern toward the end of the night.

It is therefore hard to relate diurnal dynamics of destructively measured root

pressure to diurnal dynamics of transpiring plants, because the excised stems did

not transpire during the day; root pressure enhanced during the day because of the

higher temperature in the greenhouse, whereas root pressure is not allowed to

develop in transpiring plants. With critical considerations concurrent with the

root pressure-induced nighttime increase in diameter, it might be expected that

water flow must increase. This was, however, not always visible in the experiments

conducted by the above referred authors but could be clarified by the model

calculations. The measured nighttime diameter increase corresponds approximately

to a calculated maximum water mass inflow of approximately 250 mg h�1 for an

8-m-long tomato stem, which is 400 times smaller compared with daytime water
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flow rates. Because of the low vapor pressure deficit at the end of the nights, plant

water loss via transpiration could be neglected in such cases. It is, therefore,

hypothesized that nearly all of the upward pushed water flow in the xylem is stored

in the plant itself and thus results in the increase in diameter. However, the

sensitivity of the heat balance sensors may not always allow detection of these

low amounts of water flow (van Bavel and van Bavel 1990). The approach

described above was validated in an extra experiment on tomato plants in which

relative humidity of the air was manipulated to be high during the night. The same

model was used for the forward simulation using sap flow as input variable and

shows comparison between measured and simulated diameter for the forward

simulation. The resulting estimates of root pressure were then compared with actual

measurements of root pressure on excised shoots.

From the foregoing discussion, it is clear that no single method is available

which is applicable to all situations. Therefore, depending upon the plant species

and their age, different strategies are required for the measurement of root pressure

which need to be noninvasive, simple, easy to use, cheap, and dependable.

5 Magnitude of Root Pressure

The exudation of liquid water from passive hydathodes, such as in Colocasia, and
the secretion of water and solutes from wounds show that the roots of many plants

under certain conditions can develop considerable pressure displaying a daily

rhythm and a yearly rhythm: the mechanisms seem to be working only when

required in an unspectacular way (Kramer and Kozlowski 1979; Kundt and Gruber

2006). The magnitude of pressures also depends upon the techniques used. For

example, pressures measured by root pressure probe were higher (in the range of

0–0.5 MPa) than the values produced by the pressure chamber, although new

experiments have recently been conducted with the pressure probe (Wei

et al. 1999) and were found to agree with the pressure chamber. Over seven decades

ago, White (1938) recorded pressures of 600–700 kPa in excised tomato roots. A

pressure of 700 kPa, though capable of causing a flow of water in the xylem of tall

trees, in view of existence of resistance to flow, cavitation, etc., may not be

sufficient to push the water in most of the tallest trees. However, such magnitudes

of root pressure would certainly be no problem for either agricultural and horticul-

tural crops (Singh and Singh 1989; Tanner and Beevers 1999, 2001; Singh

et al. 2009a) or woody as well as vine-like lianas (Fisher et al. 1997) and bamboos

(Zachary 2009) or deciduous forest trees (Feild et al. 2005; Feild and Arens 2007)

acting as supplementary device to the cohesion–tension mechanism (Steudle 2001)

for upward movement of sap. A root pressure in the root xylem/stele has been

typically found within the range 0.1–0.4 MPa (Steudle et al. 1987; Knipfer

et al. 2007) and attributable to active solute uptake and subsequent passive water

inflow. Actually, plants depending upon their habitat require an excess pressure

inside a plant, not to be established by suction, which can amount to 0.6 MPa in the
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tomato, 1 MPa in grass stalks, or even 6 MPa in certain desert plants studied since

many decades (White et al. 1958; Kundt and Gruber 2006). Positive xylem pres-

sures in the stems of plants usually are attributed to “root pressure,” i.e., the osmotic

water uptake caused by solute uptake into roots (Tyree et al. 1994; Ewers

et al. 1997; Fisher et al. 1997). The water flow caused by root pressure is normally

much less than that caused by transpiration pull. Apparently, when transpiration is

high, the osmotic force causing root pressure tends to disappear but not nonexistent

because solutes are diluted by an influx of soil water in the xylem. Thus, root

pressure is highest when transpiration is minimal, such as predawn and during

rainstorms (Cochard et al. 1994).

Data for Tetracera recorded by Cochard et al. (1994) are similar to results of

Scholander et al. (1957) for this genus at the same site, where they found xylem

pressures of 10–80 kPa. However, as noted by Scholander et al. (1957), the root

pressure values need to be considered in the context of the height of the plants. The

measured values of root pressure near the base of the stems of Dilleniaceae

(a maximum of 64 kPa in Doliocarpus major) was modest considering that those

plants reached the canopy height of 18 m. Based on the above argument and these

data, Ewers et al. (1997) concluded that the root pressure of 64 kPa would be

adequate, given enough time, to refill embolized vessels of the roots and lower

stems, at maximum height of just 7.1 m. L. venustum with 7.5-m height exhibited

root pressure values up to 66 kPa, suggesting that xylem pressures might be quite

adequate for refilling of the tracheids even in the upper parts of the leaves. On the

other hand, R. racemiflorum climbed to only 4.5 m but it had xylem pressure values

up to 120 kPa. Furthermore, Cochard et al. (1994) found positive root pressure

values even at the most distal part of the stems in this species, suggesting that root

pressures could serve to refill embolized vessels throughout the shoot. Further,

tropical palm trees whose saps are used as beverages have been reported to have

root pressures sufficient to pump water up to heights as large as 12.5 m (Davis

1961), and there is evidence that at least some tropical lianas have positive water

pressure in their stem xylem at certain times (Scholander et al. 1957; Putz 1983).

Since the wide vessels of tropical liana stems remain conductive for many years, it

has been suggested that they might be refilled (reversal of air embolism) as a result

of root pressure sufficient to dissolve emboli in vessels (Putz 1983; Ewers

et al. 1991). It is, therefore, clear from the foregoing discussion that the root

pressure phenomenon is of common occurrence and that its magnitude may vary

in space and time and go up to generally 0.6–0.8 MPa depending upon the plant

species and their habitat. Occasionally, root pressures amounting up to 6 MPa

(White et al. 1958), sufficient to satisfy the need for refilling the freeze- and

drought-induced embolism in plants (Tyree 2003a, b; Kundt and Gruber 2006;

Holbrook and Zwieniecki 1999; Zwieniecki and Holbrook 2009), seem to establish

and signify their existence as necessary mechanism for upward water transport in

plants.
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6 Morphology and Structural Anatomy of Root Per Se

and Root Pressure

Undoubtedly, in recent years, our understanding of water uptake and transport

within plant roots has been substantially improved by new tools, which operate at

the molecular, cell, tissue, organ, plant, and ecosystem levels. Techniques such as

cell and root pressure probes, stopped flow, and the use of transgenic plants and of

stable isotopes provided a fast progress in water transport research (Steudle 1993,

2001; Kramer and Boyer 1995; Maurel 1997; Steudle and Peterson 1998; Tyerman

et al. 1999, 2002; Ehleringer et al. 2000). A better understanding of the mechanisms

of water uptake by plant roots should be vital for improving water-use efficiency in

agriculture, horticulture, and forestry. The morphological and anatomical features

of the roots, such as their diameter or length, the cell layer from exodermis to

endodermis, and the degree of their suberization and the radial and axial water

transport pathway have a great influence both on the hydraulic conductivity and

root pressure. The recent works highlight the progress for those who want to update

their understanding of basic mechanisms of root hydraulics and plant water rela-

tions (Zhao et al. 2004; Aroca et al. 2012; Lobet et al. 2013).

6.1 Distribution of Root Systems in Soil and Collection
of Water and Solutes

Root morphology and root pressure are intimately linked to each other. The spatial

distribution of roots in soil determines the ability of plants to take up soil water and

nutrients in order to sustain plant growth and development (Fig. 2). Water uptake by

plant roots is controlled or is even regulated by different physical and physiological

processes. Water supplied to plants by their roots has a major influence on root

pressure, hence the shoot water status, influencing plant growth and development

(Meister et al. 2014). A large number of studies confirm that deeper root systems

enable plants to access and collect water not available to shallow rooted plants and

to pump into the main stem or trunk. Coarse as well as fine regulation may coexist

for water uptake. Coarse regulation is physical in nature and strongly depends on

root structure. These regulations mainly involve minimizing water loss and maxi-

mizing water uptake. Water uptake, on the other hand, is maximized by adjusting

the allocation pattern, namely, increasing investment in the roots, enhancing root

depth, or extending root system distribution (Fig. 2). Since root hairs are unicellular

functional units of root system architecture, modulating root hair number and length

is an alternative to improving root function depending on the soil type. The

development of Arabidopsis root hairs (type 3 striped pattern) differs from rice

root hair development due to the asymmetric cell division (type 2). The known root

hair loci in rice share homology to Arabidopsis genetic counterparts. These include
the auxin-regulated OsWOX3A, which negatively regulates root hair number and
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length but is a positive regulator of lateral root number, and a putative mannosyl-

oligosaccharide glucosidase (OsMOGS), controlling both initiation and elongation

of root hairs (Zhao et al. 2004; Baluska et al. 2000; Baluska and Mancuso 2013).

Root hairs are an important component of root system architecture since they

increase the surface area for uptake of water and nutrients and are one of the sites

for plant–microbe interactions as well. Since the ontogeny of root hairs varies

between species, know-how regarding how cell fate is specified will shed light on

the ways to achieve epidermal cell type independent of root hair differentiation and

whether it benefits productivity (Baluska et al. 2000; Baluska and Mancuso 2013).

Fine regulation of water flow is achieved by aquaporins by phosphorylation and

dephosphorylation or indirectly by regulating protein kinases and phosphatases or

gating (Maurel et al. 2008).
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Fig. 2 Morphology and anatomy of root systems and water and solute collection and transport. (a)

Whole plant with root and shoot [Source: O’Toole and Chang (1978)]. (b) Root system (Source:
http://www.greenmanspage.com/guides/logistics.html). (c) Prolific root hairs (Source: https://

www.pinterest.com/pin/506232814336189676/). (d) Magnified view of root hairs (Source:
http://www.daviddarling.info/encyclopedia/T/trichome.html). (e) Radial flow of water and solutes

in roots (Source: http://www.pleasanton.k12.ca.us/avhsweb/thiel/apbio/labs/plant_transport.html)
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6.2 Conduction of Water and Nutrients

Xylem is specialized for the conduction of water and mineral substances in the plant

body. It is a heterogenous tissue made up of four different types of cellular elements

such as xylem tracheids, xylem tracheae, xylem fibers, and xylem parenchyma. Of

these, the tracheids and the tracheae are described as essential elements since they

are directly involved in the translocation of water and mineral substances. Xylem

fibers and xylem parenchyma are described as associated elements, since they are

only supporting structures. The tracheids, the trachea, and the xylem fibers are

nonliving components, while xylem parenchyma represents the only living com-

ponent of the tissue. Xylem is commonly described as a dead, complex permanent

tissue. Secondary xylem (wood) performs many functions, but chief among them is

long-distance transport and mechanical support of the canopy. The studies on the

comparison of the inter-conduit pits between angiosperm vessels and gymnosperm

tracheids showed that the different torus–margo structure of conifer pit membrane

was 60 times more efficient at water conduction than the homogenous pit mem-

branes between angiosperm vessels and equally as safe against air seeding. The

more efficient pits of conifers compensate for the shorter length of the single-celled

tracheid. Consequently, a single-celled tracheid has approximately the same

conducting capacity as a multicellular vessel of the same diameter (Tyree and

Zimmermann 2002). In addition, perhaps the circulation of water and sugars via

the phloem also seems to contribute to building up root pressure (Wegner 2014).

6.2.1 Physiological Anatomy of Root Pressure

Normally, it is not only water in the soil that is of significance to plant life, but

nutrients are of vital importance, too. Soil consists of particles that contain masses

of elements in solid form; these are not available to plants unless they are dissolved

in the soil solutions (Fig. 2e). Chemical and physical erosion and fertilizers release

elements from the soil particles, so making them available to plant. Also, soil

particles, which normally have a negative electric charge, bind positively charged

soil ions to their surface. Plant roots have developed an ingenious strategy to release

these absorbed ions. Roots extrude protons through specific proton-ATPase com-

plexes on the plasma membrane. These released protons are exchanged to the

nutrient ions bound on the soil particles, since protons have a higher affinity to

the soil particles than other ions. It is often thought that plants take up nutrients

from the soil with the flow of water from the soil to the roots. This is not so. Charged

nutrient ions cannot pass the plant plasma membrane; they have to be taken in

through protein pores or channels in the membrane along an electrochemical

gradient (Palmgren 2001). If they are taken in against a concentration gradient,

the transport consumes energy, which is available in the form of the proton gradient

formed by the proton-ATPase pump or by direct involvement of ATP in the

transport process (Pedersen et al. 2007).
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The water and solutes intake in the roots can follow two ways, i.e., apoplastic

and symplastic with plasmodesmata (transcellular) linking the protoplasts from cell

to cell. Movements in relation to the route of the epidermis to the endodermis of the

root are called radial water transport (Fig. 3). The relative importance of these

pathways is still a cause of much discussion, but there is some evidence for the

suggestion that plants displaying low transpiration activity predominantly witness

symplastic transport, while those displaying high transpiration activity witness a

greater proportion of apoplastic transport (Boyer 1985; Steudle 2001). Another

important detail in relation to these different pathways is relevant only in the outer

layers of the root tissue, because in the endodermis, the water apoplastic flow is

limited due to the Casparian strip. In this hydrophobic barrier, the radial and

transverse endodermal cell walls are impregnated with lignin, suberin, structural

wall proteins, and wax. In many plants such a barrier also occurs in the epidermal

cells, forming a double-layered hydrophobic barrier in the roots (Enstone

et al. 2003). It is important to note that the Casparian strip does not always establish

a barrier that is totally impermeable to water and solutes coming from the soil. This

can be observed, for example, by the development of young roots where pericycle

growth can break parts of the endodermis and allow free access to water until the

reconstitution of the tissue.

Apoplast Pathway

Here water passes from root hairs to xylem through the walls of intervening cells

and middle lamella without crossing any membrane or cytoplasm. The pathway

provides the least resistance to movement of water. However, it is interrupted by the

Plasmodesmata

Epidermis Cortex Endodermis Pericycle

Xylem

Casparian stripCell wall

= Apoplast

= Symplast

  Plasma
membrane

Fig. 3 Apoplastic, symplastic, and transcellular movement of water and solutes finally reaching

the xylem of roots (Source: http://bankofbiology.blogspot.com/2014/07/comparison-between-

active-absorption.html)
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presence of impermeable lignosuberin Casparian strips in the walls of endodermal

and exodermal cells.

Symplast Pathway

In the plasma membrane, there are at least two pathways along which water is

believed to move. One is diffusion through the lipid bilayer, a process which

depends on the thermal motion of the membrane lipids, and the other is conduction

through water channels which are established by polypeptides of the aquaporin

type. Flow through these two pathways may be independently regulated (Henzler

and Steudle 1995; Steudle and Henzler 1995). When considering water flow across

a structure as complex as a root, the principal resistance in the pathway is often

envisaged as being due to plasma membranes of cells in the pathway. A common

view is that the plasma membrane of the endodermis having Casparian band may

contribute the major part of this resistance, but there are different opinions about

this matter (Kramer and Boyer 1995; Steudle and Peterson 1998). Water passes

from cell to cell through their protoplasm with water and solutes also entering

vacuoles en route. As mentioned earlier, the cytoplasms of the adjacent cells are

connected through bridges called plasmodesmata. For entering into symplast, water

has to pass through plasmalemma (cell membrane) at least at one place. It is also

called transmembrane pathway. Symplastic movement is aided by cytoplasmic

streaming of individual cells (Baluska et al. 2000; Baluska and Mancuso 2013). It

is, however, slower than apoplastic movements. Both the pathways are involved in

the movement across the root. Water flows via apoplast in the cortex, finally getting

into the pericycle from where it enters the xylem. Mineral nutrients also have the

same pathways as that of water. However, their absorption and passage into

symplast mostly occurs through active absorption (Palmgren 2001; Pedersen

et al. 2007). There exist numerous reports in the literature that show that radial

uptake of water and that of solutes are uncoupled from each other (Munns 1985)

and which suggests that ions (Na+ and Cl�) are transported across roots along the

symplast (Lauchli et al. 2008). Once inside the xylem, the movement is purely

along the pressure gradient, but there is different opinion about it too (Enns

et al. 2000).

Pickard (2003a, b) presented a model of water flow through roots which incor-

porates hydrostatic pressure-driven flow through plasmodesmata. If turgor pressure

in endodermal cells is in the range of pressures in other plant cells (0.4–1 MPa), a

gradient in hydrostatic pressure should exist between the xylem/stele and the

endodermis and enable water flow into the xylem even during endosmotic hydro-

static pressure relaxations. We cannot rule out the possibility that this water flow,

being part of the cell-to-cell path and not mediated through aquaporins, contributes

to slightly shorter halftimes in hydrostatic compared with osmotic experiments.

However, the observations of Knipfer and Fricke (2010) emphasize membranes

(and aquaporins) as control points for radial water transport in roots. The results

also question the generally accepted idea that a special apoplastic, low-resistance
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pathway of water movement driven by hydrostatic gradients is required in roots to

meet the transpirational water demand of the shoot. Since the present review is

concerned with the “push-driven water ascent” in plants, the issue of “pull-driven

water ascent” including the composite model of water transport (Steudle 2001)

which has fallen under criticism requiring its revision (Zimmermann et al. 2004;

Kundt and Gruber 2006; Knipfer and Fricke 2010) will not be discussed further.

6.2.2 Ultrastructural Anatomy of a Root Cell Per Se, Root-to-Shoot

and Vice Versa Signaling, and Root Pressure

This section relates to the regulation of transport of water, nutrients, food, organic

substances including hormones, and signaling between roots and shoots. After the

upward transport, water is again required for taking the photosynthesis products

from the leaves through the phloem to all sites of growth, in the buds, branches,

stems, roots, blooms, and fruits. Water must therefore permanently circulate

through every plant parts, as sap with dissolved materials of varying concentrations.

Emphasizing the intricate relation between root and shoot, Kundt and Gruber

(2006) opined that the “overlapping double saw-cut” experiment proves that a

tree does not die when all its xylem vessels are severed (Preston 1952; Zimmer-

mann et al. 2004), giving the theory of xylem functioning for water transport in

isolation a deadly blow. The same is true for phloem’s functioning when a young

maple tree, whose stem was cut all the way around its periphery some 10 years ago,

has continued growing ever since (Kundt and Gruber 2006). This proofs the strong

interconnectivity between xylem and phloem. Although root pressures are gener-

ally the mechanism for embolism reversal in most of the studied plants (Tyree and

Sperry 1989; Ewers et al. 1997; Fisher et al. 1997; Tyree and Zimmermann 2002;

Tyree 2003a, b; Voicu et al. 2008), however, these may not be the only mechanism

by which embolisms can be reversed in the xylem. Because xylem cavitations are

largely a product of winter freezing (Cobb et al. 2007) and drought stress (Stiller

et al. 2003; Singh et al. 2009a), the seasonal occurrence and species variation in root

pressure are believed to function as a mechanism to repair cavitations in most of

forest trees and crop plants. A recent study indicates that in the evergreen shrub

Laurus nobilis xylem embolism can be reversed in the absence of positive root

pressures, even at xylem water potentials of 30 kPa (Salleo et al. 1996). For that

species, phloem transport through inter-trafficking between xylem and phloem

appears to be essential to the refilling process, although the exact mechanism of

refilling is unknown.

At the cellular level, the results of fluorescence resonance energy transfer

(FRET) imaging in living maize protoplasts co-expressing plasma membrane

intrinsic proteins 1 (PIP1s) and 2 (PIP2s) further support a model in which

aquaporins of the two classes directly interact, very likely by heterotetramerization,

to facilitate PIP1 trafficking. Whereas interaction-dependent trafficking of PIP1s

and PIP2s offers a broad range of combinatorial regulations, a future challenge is to

determine to what extent this process can dominate the expression of PIP1 or PIP2
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homotetramers. Similar to other membrane proteins, PIP2 aquaporins are subjected

to constitutive cycling. Their endocytosis is clathrin-dependent (Dhonukshe

et al. 2007) and reduced by auxin (Siefritz et al. 2002). Export of PIP2 aquaporins

from the endoplasmic reticulum is also critically controlled, and the role of a

diacidic motif contained in the N-terminal tail of PIP2s was recently uncovered

in maize and Arabidopsis (Fig. 4) (Maurel et al. 2008). The cellular mechanisms

that determine aquaporin trafficking and their subcellular relocalization in response

Fig. 4 The multiple cellular functions of plant aquaporins. The figure illustrates the variety of

transport functions achieved by aquaporins in various subcellular compartments. The different

aquaporins subclasses or isoforms are identified below the illustration in distinct colors. Isoforms

of the plasma membrane intrinsic protein 1 (PIP1) and PIP2 subfamilies are thought to follow the

secretory pathway, which carries cargo from the endoplasmic reticulum (ER) toward the plasma

membrane through the Golgi apparatus. PIPs also undergo repeated cycles of endocytosis and

recycling through endosomal compartments before being eventually targeted to the lytic vacuole

through the multivesicular body [Source: Maurel et al. (2008), for further explanation, see Maurel

et al. (2008)]
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to stimuli will surely fuel intense investigations in the coming years. Additionally,

the interplay of phytohormones produced in the roots and shoots in long-distance

signaling evidenced by variations in xylem sap cytokinin concentrations, shoot

auxin level, auxin transport, and auxin response seems to be operative for induction

of root pressure. For instance, chemical signals, altered under and originating from

roots, play an important role in the root-to-shoot communication in the movement

of water from soil layers through roots and shoots to sustain plant growth. There-

fore, the manner, not yet fully understood, for the initiation and control of root

pressure is important in root-to-shoot signaling and vice versa. For example,

expression of AtNCEDs, AtABA2, and AAO3 genes in phloem companion cells

and xylem parenchyma cells of turgid plants is probably the main site of ABA

biosynthesis in unstressed plants and ABA, and its precursors might be synthesized

in vascular tissues and transported to target cells such as stomata, hydathodes, and

sites of root pressure (Koiwai et al. 2004). ABA by way of its presence in vascular

bundles, roots, and leaves might influence gating of aquaporins resulting in

increased permeability to water hence its increased transport pressing the water to

exude from stump and guttation.

7 Mechanism of Root Pressure

Till the last date of writing this review paper, there was no unanonymous agreement

about the mechanism of root pressure in plants. Here, I am presenting a synthesis of

osmotic and metabolic including biophysical and molecular aspects in an integrated

manner stressing the need for both the water and solutes entering the plant roots to

account for the mechanism of root pressure. The presence of solutes constitutes the

osmotic aspect, but their uptake along with energy-driven uphill uptake of water

and transport constitutes the metabolic including biophysical and molecular aspects

(Dustmamatov et al. 2004; Zholkevich et al. 2007; Wegner 2014).

7.1 Osmotic Aspect of Root Pressure

The most generally accepted explanation of root pressure is based on active

accumulation of solutes by root cells, their secretion into the xylem, and the

subsequent osmotic movement of water along the water potential gradient thus

established (Bai et al. 2007; Zhu et al. 2010). Thus, the “osmometer model”

considers the tissue separating the xylem sap from the external medium as a

semipermeable transport barrier or “membrane”; alternatively, the root symplast

is accepted as a third, transitory compartment. At night, when there is almost no

transpiration, root cells continue pumping mineral ions into the xylem of the stele.

Meanwhile, the endodermis and exodermis help prevent the ions from leaking out.

The resulting accumulation of minerals lowers the water potential within the stele.
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Water flows in from the root cortex, generating root pressure, a push of xylem sap.

In brief, the development of root pressure seems to follow or accompany an active

transport of salt into the xylem conducting system, where the osmotic value (more

negative osmotic potential) rises above that of the external solution. Thus, water so

withdrawn from the external solution will depend on the difference between the

osmotic pressure of the latter and that of the xylem vessels after intervening cells

have reached full turgor. Since the parenchyma within the endodermis, being

confined, is limited in extensibility on account of the structure of the endodermal

cells, a strong hydrostatic pressure will therefore develop in this core of cells,

sufficient to cause an excretion of water and solutes into the xylem vessels so long

as the osmotic gradient persists. When the water and solutes enter the xylem, they

are free to move upward in the vessels. Water may leak backward as far as the

endodermis but no further on account of the suberized walls of the endodermis,

which structure has been shown to prevent such a backward leakage. Priestley

(1920) showed that the apical region of the root did not permit a backward leakage.

7.2 Molecular Mechanism of Root Pressure

There is a very strong group of Russian workers headed by Zholkevich who

proposed the metabolic concept of root pressure apart from the osmotic concept

discussed above which could not justify fully the uptake and upward movement of

water and solutes implicated in root pressure (Dustmamatov et al. 2004; Zholkevich

et al. 2007; Dustmamatov and Zholkevich 2008). Actually, it is the isotonic water

flow or even radial water flow against an osmotic pressure gradient between the

external medium and the guttation fluid or the exudate secreted by the root stump

which paved the path for the involvement of metabolic process in root pressure

(Oertli 1966; Zholkevich 1991; Schwenke and Wagner 1992; Enns et al. 2000;

Pickard 2003a, b). It was Oertli (1966) who first proposed active water transport in

plants taking place at the expense of metabolic energy defining the process char-

acterized by the increased water potential, and this gain, he explained, must depend

on the decrease in free energy in some metabolic process. This followed the work of

Ginsburg (1971) on active water transport in a corn preparation who stated that

water flow had two components, one osmotic and one non-osmotic. The

non-osmotic flow was inhibited by cyanide. No correlation was found between

water flow and solute flow suggesting that active water transport occurred in the

root pressure. The Russian workers headed by Zholkevich at the K. A. Timiryazev

Institute of Plant Physiology, Moscow, went steps further ahead accumulating a

huge amount of data which suggested the involvement of metabolic process

triggered by G-proteins during stimulatory action of neurotransmitters such

as adrenalin and noradrenalin in root exudation, water transport, and creation

of the root pressure (Mozhaeva and Pil’shchikova 1972; Zholkevich 1991;

Dustmamatov et al. 2004; Zholkevich et al. 2007; Dustmamatov and Zholkevich

2008).
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Now, very recently has come the work of Wegner (2014) on the horizon of root

pressure research who has proposed an energetically driven “uphill water

co-transport hypothesis” integrating osmotic and metabolic mechanisms with

aquaporin-facilitated water transport within xylem parenchyma taking advantage

of the free energy gradients of ions and sugars. In fact, the energy source for such

pumping (ultimately ATP) was not exhausted for several days after supplies of

photosynthate and reducing power from the shoot. The source of ATP must have

been from substrate reserves and from tissue degradation. If the latter was signif-

icant, the author explained, it was also remarkable that the integrity of membranes,

critical in maintaining the diffusion barrier between the xylem and the outside

solution, was preserved for so long. This process could drive volume flow “ener-

getically uphill” against the free energy gradient of water. According to the model

of co-transport of water, solutes released by xylem parenchyma cells are subse-

quently retrieved from the sap at the expense of metabolic energy to maintain the

concentration gradient that drives the water secretion (Fig. 5a, b). The salt release

by co-transporters is an electroneutral process (Zeuthen and McAulay 2012) and

would not interfere with K+ reuptake by ion channels that require a membrane

potential more negative than the Nernst potential of K+, which is maintained by

proton pump activity (Fig. 5a). Evidence for “simultaneous” uptake and release of

K+ has indeed been obtained for root tissue, using refined radioactive tracer

techniques (Britto and Kronzucker 2006). Rapid, seemingly “futile cycling” of

ions is apparently a common phenomenon at root membranes that was found for

K+, Na+, and Cl� and becomes more prominent at elevated concentrations of these

ions. Futile cycling consumes metabolic energy, but its benefit for the plant seemed

to be elusive and so far has remained an open question. Water secretion may be part

of the answer. In his quantitative biophysical analysis of coupled ion and water

transport by cation–chloride co-transporters type (CCC type), the framework of the

thermodynamics of irreversible processes was conveniently applied to arrive at a

quantitative expression for the hypothesis on root pressure developed by Wegner

(2014). Overall volume flow across the plasma membrane of xylem parenchyma

cells can be described as the sum of two separate components, namely, volume flow

driven by the chemical potential of water and volume flow driven by the CCC

transporter (Teakle and Tyerman 2010). Transporters of the CCC type known to

mediate water secretion in mammalian cells have also been found in Arabidopsis
and in rice. The mechanism proposed here for root pressure could also explain

refilling of embolized vessels and contribute to long-distance water transport in

trees when the cohesion–tension mechanism of water ascent fails. Possibly, several

pathways for co-transport of water and ions (solutes) may coexist in the membrane

to achieve the required rate of water secretion under various conditions, as previ-

ously also described for epithelia (Zeuthen 2010), though the reality is even more

complex. However, the present hypothesis needs rigorous testing and verification in

plants of different habitats and statures. Embolism repair requires vessels to be

filled with xylem sap secreted by adjacent cells. It is generally believed that some

overpressure has to be built up in a vessel during the refilling process in order to

dissolve residual inclusions of gas completely; removal of cavitation nuclei
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appeared to be a prerequisite for a vessel to regain functionality (Holbrook and

Zwieniecki 1999; Zwieniecki and Holbrook 2009; Nardini et al. 2011; Secchi and

Zwieniecki 2011; Brodersen and McElrone 2013). Usually refilling occurs over-

night when transpiration is low and little or no tension prevails in adjacent,

functional vessels. This issue has been taken into account by this mechanism of

root pressure.

8 Factors Affecting Root Pressure

Several factors such as drought, salinity, soil compaction, flooding, low tempera-

tures, and light intensity; a number of mechanosignals such as pressure, wind,

gravity, mechanical loading, etc.; and the nutritional status affect the hydraulic

conductivity of the tissues, hence root pressure. The root pressure keeps on fluctu-

ating generally within a range of 0.05–0.3 MPa and often goes up to 0.8 MPa or

even 6 MPa (White et al. 1958; Kundt and Gruber 2006) varying with species,

growing conditions, environmental and edaphic factors, etc. accompanied by sea-

sonal and diurnal periodicity. Therefore, more than one cause of root pressure can

Fig. 5 (continued)
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Fig. 5 (a) Hypothetical interplay of membrane transporters in the plasma membrane of xylem

parenchyma cells for water secretion. Coupling between water and ion transport occurs in a

potassium–chloride co-transporter type (KCC type) that translocates K+ and Cl� together with a

fixed number of water molecules. Note that this transport is electrically silent. The ions are at least

partly recycled via a K+ inward-rectifying channel and a Cl��2H+ symporter, respectively. These

processes are energized by the activity of a H+ ATPase that maintains the H+ gradient and

hyperpolarizes the membrane to values more negative than EK+. Aquaporins may to some extent

short-circuit co-transport-driven water flow if their activity is not downregulated. Note that all

transporters have been demonstrated to coexist in the plasma membrane of root stelar cells.

ΔVM¼membrane potential of xylem parenchyma cell. EK+¼Nernst potential for K+ [Source:
Wegner (2014), for more details, see Wegner (2014)]. (b) Alternative model for water secretion

that makes use of different water–ion coupling ratios in outward- and inward-rectifying K+

channels. Arbitrarily, the K+ outward rectifier is thought to carry three water molecules together

with one K+ ion, whereas the inward rectifier transports water and K+ on a 1:1 basis. Both rectifiers

operate alternately, coordinated by membrane potential oscillations. In this way, futile K+ cycling

is organized that drives a net water flow from the cytosol into the apoplast. Note that this K+

cycling consumes metabolic energy when the membrane potential is hyperpolarized by proton

pump activity. ΔVM¼membrane potential of xylem parenchyma cell. EK+¼Nernst potential for

K [Source: Wegner (2014), for more details, see Wegner (2014)]
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perhaps be effective in sap exudation, bleeding, or guttation due possibly to

increased root pressure (Raleigh 1946). As described earlier, with regard to water

absorption control in the roots, plants also present a family of water channel

proteins, called aquaporins. These proteins have a critical role in water absorption,

reducing the resistance to the water flow along the transcellular path. The number of

these proteins available for the root surface is variable throughout the day. The

aquaporins are controlled by many endogenous and exogenous factors of the roots

including environmental factors that interfere in hydraulic conductance along the

water flow by the plant (Siefritz et al. 2002; Maurel et al. 2008; Heinen et al. 2009).

8.1 Chemical Factors

At the molecular level, factors affecting directly the gating of aquaporins include

phosphorylation, heterotetramerization, pH, cations, solute gradients, etc. apart

from the kinetic energy of water molecules (Maurel et al. 2008; Benga 2009). In

addition, the permeability of water channel proteins is influenced by nutrient stress,

plant hormones, and attack by pathogens. The phosphorylation sites are located in

the N-terminal and C-terminal segments and also in loop B. Calcium-dependent

protein kinases are involved in phosphorylation that results in the pore opening.

Hydroxyl radicals also induce a marked (�90 %) and reversible inhibition of water

transport in Chara cells, which was interpreted in terms of direct oxidative gating of

aquaporins (Henzler et al. 2004). On the other hand, cytosolic proteins decrease the

water permeability of PIPs and tonoplast intrinsic proteins (TIPs). A coordinated

inhibition of PIPs and, as a consequence, a general block of root water transport

during anoxic stress (resulting from soil flooding) was attributed to closure of the

channel after cell acidosis.

8.2 Nutrient Stress Factors

An unexplained interaction between cell and root hydraulic conductivity and the

supply of certain mineral nutrients has been described in many species. At the

cellular level, NO3
� deprivation decreased hydraulic conductivity of cortical cells

in cotton roots to a period of 4 days (Radin and Matthews 1989). At the whole-plant

level, it decreased by a similar extent grown in P-deficient conditions (Radin and

Eidenbock 1984) and by 20 % of control values over a 4-day period in SO4
2�

deprived barley roots (Karmoker et al. 1991). Short periods of oxygen starvation

(Birner and Steudle 1993; Else et al. 1995) and variation in the supply of nutrients

(N, P, S) and of NaCl (high salinity) are all characterized by marked changes in the

hydraulic conductivities of roots or root cells. In the future, it will be an obvious

challenge to find out how the diurnal variation in root hydraulic conductivity and
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aquaporin expression fit into the broader picture of variable root pressure which has

been known for a long time.

8.3 Physical Factors

Physical pressure has been shown by “patch clamp” technique very clearly to cause

prevention of ion transport across the membrane affecting turgor pressure of cells.

Wind, gravity, touch, sound, snow loading, etc. have been found to affect

aquaporins gating, hence water transport, affecting root pressure (Telewski 2006).

8.4 Genetic Factor

As described earlier, the phenomenon of root exudation occurs in a wide range of

plant species which include herbaceous mesophytes, shrubs, and woody trees in

angiosperms (Singh 2014b). Though there is lack of information on genotypic

differences in root exudation among field and horticultural crops yet, the rate of

root pressure differs among rice varieties (Lafitte and Courtois 2002). Similar

varietal and species responses to root pressure were observed in tomato, orange,

and watermelon (Mitchell et al. 1991; Dorais et al. 2001). Fujii and Tanaka (1957)

examined the difference in the guttation and bleeding of seedlings of various

varieties of rice. The increased guttation of the late-maturing varieties as compared

to early-maturing ones was possible due to increased root pressure on account of

efficient root metabolism. Recently, Singh et al. (2008, 2009b) also found large

genotypic variability in guttation rate among modern rice cultivars which was

correlated with their panicle sink potentials. This could also be due to perhaps

increased root pressure though this trait was not quantified. Obviously, the genetic

basis of variation in root pressure is not known and so is the case with ion channel

types. Therefore, our knowledge is hampered by the lack of such information.

8.5 Aquaporin Factor

Globally, there appear to be eight major research centers, three in Germany, one

each headed by Steudle (sadly, he died a few years ago), Schaffner, and Kaldenhoff,

respectively, Maurel in France, Tyree in the USA (though he assumes multinational

locations), Chaumont in Belgium, Tyerman in Australia, and Maeshima in Japan

engaged in groundbreaking research in discovering, characterization, localization,

structural chemistry, mechanism of action, and physiological role of aquaporins in

fine-tuning of water uptake and transport in plants influenced by a number of

chemico–mechanosensors for their survival and productivity in changing
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environment (Maurel et al. 2008; Maeshima and Ishikawa 2008; Kaldenhoff

et al. 2008, 2014; Vandeleur et al. 2009; Heinen et al. 2009). Evidently, Steudle’s
laboratory has been the hub of attraction for aquaporin research in plants where

scientists from all corners of the world tended to converge at one time or

another, for example, Lafitte from IRRI, Tyerman from Australia, Chaumont

from Belgium, Bohnert from the USA, Maurel from France, and Smith and

Clarkson from England can be seen in a number of publications under joint author-

ships. By this narration, however, under no circumstances I mean to undermine the

significance of excellent work currently being done in other laboratories as well

(Benga 2009) which have been duly credited and described as and when necessary

in this chapter.

The first water channel protein (WCP), called today aquaporin 1 (AQP1), was

discovered in the red blood cell (RBC) membrane by Benga’s group in 1985 in

Romania (Benga et al. 1986a, b) followed by the first evidence regarding the

existence of a WCP in plant membranes (Wayne and Tazawa 1990). In 1993, a

protein from the vacuolar membrane (tonoplast) of Arabidopsis thaliana was

identified as a WCP by Maurel and coworkers in France. Aquaporin activity is

regulated at both the transcriptional and the posttranslational levels. Aquaporins are

encoded by genes which display a remarkable degree of conservation across taxa

and kingdoms, the most obvious homology stems from two loops that both harbor

the signature amino acid motif Asn–Pro–Ala (NPA) (Maurel et al. 2008; Heinen

et al. 2009). Based on structural studies with mammalian aquaporins, the NPA

loops are presumed to form the pore which confers permeability to water driven by

osmotic or hydraulic gradients across the membrane (Jung et al. 1994).

It is noted that responses to a change in environmental conditions can also be

realized by other mechanisms, including aquaporin gating influenced by kinetic

energy of water molecules, translocation of aquaporins into the membrane, and

interactions of membrane proteins (Hedfalk et al. 2006; Zelazny et al. 2007; Maurel

et al. 2008; Aroca et al. 2012). Finally, aquaporin functions need to be further

integrated in the whole-plant physiology. This will first require a better understand-

ing of how the various transport activities of aquaporins are coupled with those of

other transport proteins. The chains of events that lead to control of aquaporin

functions by hormones, local or long-distance signals, in response to

mechanosensory stimuli, will also have to be elucidated. Finally, although the

field of aquaporin research has already enlarged considerably, we may not be at

the end of our surprises because of novel primary functions as diverse as cell

proliferation. Although much has been learned about the possible physiological

roles of aquaporins in plants, many questions remain unanswered (Baiges

et al. 2002; Aroca et al. 2012).
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8.6 Environmental Factors

The environmental conditions in general affect root pressure, but because of genetic

differences related to internal cellular sensing networks, responses vary between

plants in terms of the effect on root pressure. Which is why, conditions that

discourage root pressure such as cold, dry aerated soil, etc. also reduce guttation

which itself is the expression of root pressure. The change in humidity brings about

variation in aquaporin activities. Thus, the change in humidity resulted in an

accumulation of water channel proteins, and those proteins were still present 24 h

later. This conclusion is supported by immunolabeling experiments, which revealed

that PIP1 protein remained highly abundant in root cross-sections 28 h after the

transfer to lower humidity. How exactly changes in the aboveground environment

are transmitted to and sensed by roots remains unknown. The most parsimonious

hypothesis is that root cells sense xylem pressure pulses (McElrone et al. 2007) or

changes in water potential (Levin et al. 2009), and/or cell turgor (Hill et al. 2004),

which all would correspond to changes in hydraulic conductivity affecting root

pressure. Future work is required at unraveling the nature of this signaling process

as how the signal is perceived by root aquaporins.

8.7 Soil Factors

8.7.1 Soil and Root Temperature

Root pressure being an energy-dependent process as discussed earlier, root tem-

perature plays a dominant role in its regulation. Pedersen (1993, 1994) showed by

measuring the rate of guttation, which is the manifestation of root pressure, that in

submerged aquatic plants Sparganium emersum and Lobelia dortmanna, the acrop-
etal water transport is clearly an active process confined to the roots. The flow is

stopped by cooling the root compartment to 4 �C, and lowering the temperature

from 15 to 10 �C reduced the guttation rate fivefold. This indicates that the water

transport is dependent on root metabolism and that the driving force is restricted to

the roots. Although periodicity in bleeding appears to be automatic in origin, a

sharp increase in temperature will determine the time of occurrence of the maxima

and minima (Fujii and Tanaka 1957). Under spring conditions, soil temperatures

may remain several degrees higher than air temperatures at night. Here, intense

radiation may warm the soil during the day, and a rapid cooling of the air at night

produces optimal conditions for root pressure to occur (Frey-Wyssling 1941).

Tropical areas with humid night air and warm soil also are particularly favorable

for rapid root exudation. Thus, the phenomenon of root pressure does appear to be

affected significantly by prevalent soil and root temperature suggesting the involve-

ment of metabolic control of minerals uptake via membrane ATPases on the one

hand and functioning of aquaporins for water influx into the roots, on the other.
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8.7.2 Soil Moisture

Root exudation is very common during warm humid nights in plants growing in

high soil moisture. These conditions favor low transpiration and high root pressure.

Even at night after periods of water stress, absorption may not completely replace

the water deficit in the plant, and then actual pressures would not be developed in

the xylem (Stocking 1956). Thus, no root exudation was observed under conditions

of soil moisture stress (Kramer and Boyer 1995). The root pressure mechanism, as

measured by exudation, ceased in Coleus, sunflower, and tomato plants growing in

sandy soil when about 45 % of the moisture available to intact plants still remained

in the soil. It appears that root pressure probably is not developed in plants growing

in soil containing less than about 45 % of the moisture in the range from moisture

equivalent to permanent wilting percentage (Zaitseva et al. 1998). If in these

instances water is added to the soil, root exudation soon follows. More recently,

Singh et al. (2009b) have provided quantitative data on the relationship between

soil moisture stress and guttation caused by root pressure in rice. The volumes of

guttation fluid, an indirect measure of root pressure, were 19 μL, 56 μL, and 93 μL
at leaf water potentials of �1.0, �0.5, and �0.2 MPa (watered), respectively.

Lowered water potentials of roots seem to affect the gating as well as distribution

of various isoforms of aquaporins (Katsuhara et al. 2008; Heinen et al. 2009)

inhibiting the entry of water becoming not enough to cause hydrostatic pressure

in the roots on the one hand and cause cavitation and embolism in plants on the

other (Holbrook et al. 2001; Brodribb and Holbrook 2006).

9 Consequences and Implications of Root Pressure

The ascent of water in terrestrial transpiring plants, both tall and short, has been

extensively studied and explained to occur in response to increasing water potential

gradient between top and bottom of the plants, a concept popularly known as

“cohesion–tension” mechanism (Dixon and Joly 1894; Scholander et al. 1965;

Tyree 2003a). However, the upward movement of water in the absence or reduced

transpiration, for example, in seedlings emerging through soil crust (Misra

et al. 1986), upward movement of water and nutrients in submerged aquatic plants

wherein no transpiration takes place (Pedersen 1993, 1994), nocturnal ascent of sap

in tall bamboos (32–40-m high) (Zachary 2009; Cao et al. 2012), climbing forest

vines (Ewers et al. 1997; Fisher et al. 1997), rice plants (Singh and Singh 1989;

Singh et al. 2009a), and cracking of pavements and walls by grasses and tree roots

(Grabosky et al. 2011) are known to take place due to positive hydrostatic pressure

in roots. Water rises in plants not only during sunny daytime but also at night,

during dry epochs, and in winter, before the leaves have unfolded. It also rises at the

bottom of rain forests—manifested by guttation where transpiration is prevented by

100 % air moisture and almost complete darkness, as well as in plants kept locked
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up in closed glass containers for a whole season. In all such thirsty intervals, plants

depend uniquely on their root pumps (Kundt and Gruber 2006). The significance

and implications of root pressure in various fields of studies are briefly described

hereunder.

9.1 Agronomic Significance

The phenomenon of root pressure has a number of practical and agronomic

significance which will be briefly described here. It is a crucial factor to control

tipburn in head lettuce by optimizing its magnitude in polyhouses (De Swaef and

Bleyaert 2012). The radial and axial pressure components of root pressure of

emerging seedlings help in reducing and overcoming resistance of compacted and

sodic soils (Misra et al. 1986; Bengough and Mullins 1990) leading to proper

seedling growth and optimum plant density. The roots exert radial as well as

axial stress which causes tensile failure in significant magnitude helping the

emergence of seedlings through the hard and compacted soils. The axial and radial

root growth pressures measured in this manner were, for example, of comparable

magnitudes registering 497, 289 and 238 kPa for pea, cotton, and sunflower

seedlings of similar size, respectively (Misra et al. 1986). Obviously, this excess

pressure allows plants to penetrate into the ground, split rock, lift concrete plates,

and push away obstacles. Shoots from coconuts pierce their tough enclosing shells

on account of high magnitude of hydrostatic pressure developed in the shoot and

root of emerging seedlings. Root pressure helps in root growth causing its turgor-

induced elongation through soil matrix. It also helps in pushing soils apart facili-

tating proper soil aeration which is essential for nutrient uptake and root respiration

leading to proper root growth and its metabolism. Further, by pushing the soils

apart, root pressure also enlarges pore spaces in soils increasing their water storage

capacity, hence increasing the soil moisture content. Root pressure has also been

implicated in some plant diseases (Johnson 1936). Further, due to increased root

pressure, bursting of cells allows pathogens such as Botrytis andMycosphaerella to
infect the damaged tissue and spread around in the plant. Failure of refilling

embolized tissues can lead to crown dieback disease.

Root pressure also aids in inter-trafficking of xylem and phloem saps. Recently,

xylem and phloem saps have been reported to carry a number of proteins including

transport proteins, enzymes, amino acids, and hormones apart from inorganic

compounds (Singh and Singh 2013). The distribution of these chemicals is facili-

tated through inter-trafficking by root pressure and by circulating in the entire plant

system to be utilized in organs they are required most (Burkle et al. 2003). Out of

these two processes, the former is undoubtedly regulated by root pressure, at least

under the conditions of the absence or reduced transpiration facilitating inter-

trafficking of organic and inorganic substances through these conducting tissues.

Therefore, root pressure is an essential component of inter-trafficking of chemicals

required for proper plant growth and yield.
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9.2 Horticultural Significance

In the wake of global warming and climate change, the reduction of energy use has

become an important issue in glasshouse cultivation. It is, therefore, imperative to

develop a modified crop management and new energy-efficient climate strategies

that may create conditions favoring the buildup of optimum root pressure. Because

the occurrence of excessive root pressure may cause considerable damage to the

harvestable product (Heuvelink et al. 2008), the technique developed by De Swaef

et al. (2013) could be of direct significance to growers, as an indicator when root

pressure-associated problems might occur. Because these new energy-efficient

technologies allow better glasshouse climate control, potentially unfavorable con-

ditions could be avoided using an intelligently managed compromise between

energy saving and optimal growing conditions. Because some important physio-

logical problems in horticulture such as watery fruits in tomato, watermelon,

muskmelon, etc. (Mitchell et al. 1991; Johnson et al. 1992; De Swaef et al. 2012)

and glassiness in lettuce (Maaswinkel and Welles 1986) are currently attributed to

excess root pressure, a critical level at which root pressure becomes undesired

should be determined.

To date, the main problem for investigating this critical level, as well as the

environmental factors driving root pressure, is the lack of appropriate systems for

determining root pressure. Therefore, a nondestructive technique could allow root

pressure to be estimated continuously while imposing a wide range of growing

conditions. Recently, Clearwater et al. (2007) unraveled a correlation between the

rootstock affinity to build up root pressure and the scion vigor after grafting in kiwi.

For tomato, it is known in practice that rootstocks have an important effect on scion

vigor and on the occurrence of root pressure-related problems. The noninvasive

technique could be used to select rootstocks quantitatively with a different affinity

for root pressure. As a result, better combinations of rootstocks and productive

grafts could be made. Root pressure is also expected to play a beneficial role in the

distribution of calcium to the leaves of cabbage and lettuce (Palzkill and Tibbitts

1977).

9.3 Use of Root Pressure in Physiological Investigations

9.3.1 Use of Root Pressure in Measuring Hydraulic Properties

The phenomenon of root pressure can be used for a number of physiological

research investigations. Accordingly, the root pressure can be used as a tool to

measure the hydraulic properties of the whole-plant system (Liu et al. 2009) in

deciding the nature of root water flow, i.e., apoplastic or symplastic, in a number of

crop plants of economic importance (Knipfer and Fricke 2010).
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9.3.2 Use of Root Pressure in the Determination of Reflection

Coefficients

The reflection coefficients may be determined by using root pressure as a tool.

Deviation of the reflection coefficient from 1.0 may be attributable to a nonperfect

semipermeability of the water uptake pathway between the medium and the xylem

or to bypass flow at the endodermis (Steudle et al. 1993; Steudle and Peterson

1998). However, one should be cautious as the possibility of induction of some

artifact may change the interpretation.

9.3.3 Use of Root Pressure in the Determination of Nutrients

and Hormones Movement in Various Plant Organs

The root pressure can be used for tracing the path, velocity, and quantum of

different nutrients, injurious heavy metals, pesticides, and hormones in plant organs

at various growth stages for deciding their fate (Singh and Singh 2013). A convec-

tive viscous mass transport system can move nutrients in a bulk flow of water from

root to shoot. Such a mass transport of water could be driven by root pressure which

has been demonstrated in a wide range of terrestrial (Sperry 1983; Singh and Singh

1989; Zholkevich 1991; Dustmamatov et al. 2004; Feild et al. 2005; Singh

et al. 2009a) and submerged aquatic plants (Pedersen 1993, 1997; Pedersen and

Sand-Jensen 1997). Under moist or saturated soil conditions with high relative

humidity of the atmosphere, the root systems of plants like rice, tomato, potato, etc.

absorb excess of water by active uptake giving rise to the buildup of root pressure.

Palzkill and Tibbitts (1977) and Dieffenbach et al. (1980) used successfully the root

exudation carrying plant nutrients as a way to track the flow of water and mineral

ions from the roots. It thus appears that the water transport in the xylem, brought

about by root pressure, is in itself sufficient for long-distance mineral supply and

that transpiration is not required for this function (Tanner and Beevers 2001). Root

pressure-directed water transport, distributing required inorganic nutrients and

phytohormones, both derived from the roots, ensures optimal plant growth in the

absence of a transpiration stream.

Further, the important natural plant hormones such as auxins, GAs, cytokinins,

and ABA have been characterized in xylem saps, hence transported to the sites of

their requirement for regulating growth, development, and fruiting by root pressure

(Fletcher and Mader 2007). The abovementioned physiological effects attributed to

root pressure indicate the need to investigate this intriguing phenomenon further in

depth. However, currently a “bottleneck” in root pressure research is the lack of a

system that allows continuous and nondestructive measurements, especially for

herbaceous plants.
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9.3.4 Use of Root Pressure in the Maintenance of Shoot Water Storage

Undoubtedly, root pressure is a mechanism to “push” xylem sap up the plant. The

contribution of root pressure giving rise to guttation in the maintenance of leaf

water potential has been realized (Barrs 1966; O’Leary 1966), because within the

vascular bundles, pressure pushes water into the main space available in the vessels,

repairing embolisms caused by water stress (Singh and Singh 1989; Holbrook

et al. 2001; Brodribb and Holbrook 2006; Singh et al. 2009a). Observations of

strawberry plants suggest that the presence or absence of root pressure-generated

guttation is related to plant water status (Takeda and Glenn 1989). Leaves with

guttation had a predawn leaf water potential (PLWP) higher than �0.1 MPa, and

those without guttation had PLWP lower than �0.1 MPa. Also, root pressure

supplies water to the shoots of rice (Singh et al. 2009a), bamboos (Zachary

2009), and other trees as well (Sperry et al. 1987) during spring when plants are

devoid of leaves, left with no provision for pulling water up by transpiration. Hence,

it saves trees and crops from collapse due to water deficits (Sperry et al. 1987;

Clearwater et al. 2007).

9.3.5 Use of Root Pressure in Developing Drought-Resistant Cultivars

This trait has been found to be associated with the amount of sap exuded from

single cut tillers of rice, and initial analyses indicated lower root pressure to be

linked with drought sensitivity (Lafitte and Courtois 2002; Lian et al. 2004). Xylem

vessel cavitation was observed, and nighttime root pressure was hypothesized to be

important for refilling of cavitated xylem vessels (Stiller et al. 2003). Cavitation-

resistant juniper continues gas exchange during drought, extracting more water

from the soil. But in doing so, the juniper eventually nevertheless suffers consid-

erable cavitation, making it less competitive for water after the next rain. In this

context, understanding the extensive mortality of pi~non pine across the Southeast-

ern USA in recent years is imperative (McDowell et al. 2008).

9.3.6 Use of Root Pressure in Enhancing Production of Recombinant

Proteins, Allelochemicals, and Chelatins

Guttation is the best-known phenomenon attributed to root pressure which has a

number of agricultural and pharmaceutical implications (Singh and Singh 2013;

Singh 2014a, b). Recently, plants have emerged as one of the most promising

general production platforms for pharmaceuticals and are now gaining widespread

acceptance for the large-scale production of recombinant proteins (Komarnytsky

et al. 2000). These problems have been addressed by engineering two related

tobacco plant production systems in Raskin’s laboratory in the USA to continuously

secrete recombinant proteins from their roots called “rhizosecretion” into a simple
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hydroponic medium (Borisjuk et al. 1999). There is also leaf secretion called

“phyllosecretion” which is caused by increased root pressure (Komarnytsky

et al. 2000). Undoubtedly, these processes of nondestructive secretions are

governed by root pressure. Apart from these, secretions of organic acids and

transport of heavy metal chelatins (Sears 2013) and allelochemicals (Xiao

et al. 2006) from roots are also regulated by root pressure. Therefore, the optimi-

zation of root pressure can play a significant role in the noninvasive production of

pharmaceuticals, allelochemicals, and heavy metal chelatins which are of immense

economic importance.

9.4 Ecological Significance

Ecological adaptation has enabled desert plants to even achieve root pressures of

6 MPa. They require an excess pressure inside the plant body, not to be established

by suction (White et al. 1958; Kundt and Gruber 2006). Further, lianas (woody

vines) are much more common in tropical than temperate ecosystems, but the

reasons for this are unknown (Gentry 1991). Lianas have long been known to

have thin stems and a high ratio of leaf area to transverse stem area (Putz 1983;

Ewers and Fisher 1991). Wide xylem vessels, which in temperate areas are quite

prone to freezing-induced embolism (Cochard and Tyree 1990; Sperry and Sullivan

1992; Sperry et al. 1994; Tyree et al. 1994), are also one of the characteristic

features of tropical lianas (Berger 1931; Ewers and Fisher 1991). It is not known

whether the wide vessels of tropical vines usually avoid embolism throughout the

life of the stems or if they become embolized and are periodically refilled. If a

perennial plant such as a liana could not refill its embolized vessels, its distribution

might be limited to environments where embolism induction would be minimal. For

instance, some species might be limited to environments with a very consistent

water supply and without freezing temperatures. However, more is required to be

known about the vulnerability of lianas to embolism and about the possibility of

embolism reversal by means other than root pressure as well (Lens et al. 2013). In

terms of global distribution, there is a strong inverse correlation between latitude

and liana abundance. Thus, root pressure appears to play an important role in the

distribution of plant species suiting to prevalent environment. Also, nocturnal

refilling in bamboos is another example of ecological significance. Positive root

pressure is the primary mechanism for hydraulic movement in Guadua angustifolia
(Zachary 2009). Nocturnally pumped sap is stored within internodal cavities for

daily use. Differences among tissue sap flow profiles suggest that root pressure-

induced sap flow is mediated by internodal tissue, while subsequent distribution to

leaves and branches is carried out by nodal tissue. The evolution of sophisticated

micro-valves in gymnosperms is crucial to the success of this lineage and helps

conifers compete effectively for water with angiosperms (Pittermann et al. 2005).

Hydraulic lift, also a consequence of root pressure which adds moisture to
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otherwise dry soils, dramatically alters the microenvironment and influences com-

munity composition (Jackson et al. 2000; Meinzer et al. 2001).

10 Concluding Remarks and Future Perspectives

It has been very exciting to see the progress made over the past about 15 years in

elucidating the molecular mechanisms of water uptake, transport, and the root

pressure. Modification of root function should continue to be a productive area

for future applications to agriculture, horticulture, and forestry which may eventu-

ally enhance yield and quality of these crops under sustainable ecosystem. To

ensure success in this area, we will need to more fully understand how to best

regulate the expression of water co-transporters and their substrates to create more

efficient plants for water use that do not have any soil and yield penalties. The

combination of continuous measurements of water flow and stem diameter and the

mechanistic water flow and storage model allowed elucidation of the effects on

mechanisms other than the C–T theory, such as root pressure, which is as yet

difficult to measure noninvasively in situ. Therefore, the techniques described in

this chapter could have important implications both in practice and in future root

pressure research.

The study of roots has advanced to the point where modifications can be made to

both architecture and function using molecular tools. However, a challenge will be

to find the winning combination of shoot and root traits that can be successfully

combined to benefit the whole-plant growth and productivity by optimizing root

pressure. The development and use of noninvasive quantification of root pressure

and high-throughput techniques such as pressure probe, radioactive tracer isotopes,

fluorescence resonance energy transport, magnetic resonance imaging, computed

tomography, X-ray crystallography, knockout gene transfer technology, etc. have

helped elucidate the mechanisms involved in root morphology and physiology.

However, for stress-induced embolism in plants of economic importance, simple,

cheap, and dependable techniques are required for use in laboratory and field.

Although a link has been established between root hydraulics and expression and

function of aquaporins, the knowledge of cell-specific expression, specified loca-

tion, and function of root aquaporins is largely lacking, mainly due to the high

diversity of aquaporin isoforms in plants. In the future, analysis of single knockout

aquaporin mutants will hopefully provide evidence for the multiple functions of

aquaporins in water transport, their distribution, and root pressure development

affecting growth and development of plants and in their adaptive response to

chemical, physical, environmental, edaphic, and genetic factors. Further investiga-

tions are necessary to determine the molecular structure of the water pores and the

mechanisms of their selectivity and gating. There are, to date, no novel approaches

to estimate the relative contribution of the two water transport pathways (e.g.,

apoplastic and symplastic) to the overall water and solute uptake and hydraulic

conductivity of roots. With respect to having a clear picture, models of water uptake
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by root systems are still only semiquantitative and require completion. In order to

set up good quantitative physical models, we must combine mathematical princi-

ples and computer technology with biological principles, including some biophys-

ics and biochemistry. Studies of root physiology and of key genes that regulate

water transport and root pressure should complement traditional studies of shoot

physiology and stomatal control of water loss, fundamental for the understanding of

plant water balance and overall productivity.

Many researchers have contributed a large amount of valid work in the mech-

anisms of water uptake by roots. Yet, there are still a lot of aspects which need

perfection and improvement. Intense research is under way in different laboratories

to clarify mechanisms of plant hydraulics. Therefore, the future promises to see a

much clearer picture of the basic mechanisms for water uptake by plant roots and

root pressure. Since roots play an essential role in the acquisition of water and

minerals from soils, modifying root traits such as root pressure in crops for

enhanced agricultural, horticultural, and forest produce is imperative. The future

for the modification of crop plant roots for water and nutrients collection for

optimizing root pressure looks promising, but there are important challenges too,

though examples have emerged showing that modifications to roots result in higher

yield, enhanced quality of roots, and increased water productivity. Using combined

“patch clamp” and “biosensor” techniques to determine the uptake and movement

of ions in roots from the soil solution as well as within the roots could provide novel

tools. How dynamic aboveground changes are perceived by roots and how root

aquaporins are subsequently regulated is not well understood. Although much has

been learned about the possible physiological roles of aquaporins in plants, many

questions remain unanswered. It is hoped that the combination of aquaporin

genetics integrated with plant physiology and energetics of root pressure will

provide critical insights into the hydraulic conductance architecture in response to

chemico–mechanosensory systems for the induction of root pressure.

While closing the chapter, I believe that the materials presented in this review

would contribute significantly to a future solution of root pressure and its implica-

tions in the wake of advancing biotechnological and nanotechnological innovations

and arrest, at least temporarily for some time to come, the legacy of the use of such

terms as “riddle” and “enigma” of root pressure.
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Abstract Plant leaves do not only sense and respond to their local environment but

also the environment experienced by the other leaves within the same plant. This

long-distance signaling is involved in the systemic regulation of various

photosynthesis-related phenotypic features of leaves. Here, we summarize the

recent research on light- and CO2-dependent, leaf-to-leaf systemic regulation. In

the short term, leaves can pre-acclimate to excess light at the transcriptional level,

in response to systemic signals from other leaves. Several substances, including

reactive oxygen species and phytohormones, have been suggested to play key roles

in the signaling pathway. In the long term, the light and CO2 environment around

mature leaves systemically regulates stomatal development, anatomical structure,

and photosynthetic characteristics of young leaves. Possible mechanisms underly-

ing the systemic regulation and the potential importance of systemic regulation in

horticultural crop production are discussed.
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1 Introduction

Light and CO2 are the two driving forces of photosynthesis. Plants respond to light

intensity (photosynthetic photon flux density, PPFD), light quality (spectral distri-

bution of light), and CO2 concentration, via changes in various physiological and

developmental characteristics. Recent evidence has indicated that leaves do not

only sense and respond to the local environment around the leaf itself but also the

environment to which other leaves of the plant are exposed. Thus, such kind of

response system must involve signals that travel between leaves. This long-distance

signaling, i.e., systemic regulation, has attracted increasing attention as a novel type

of acclimation to environmental change. Accumulating research has revealed that

diverse phenotypic features of leaves, such as tolerance to excess light (EL),

stomatal development, anatomical structure, and photosynthetic characteristics,

are systemically regulated in response to specific environmental factors.

In this review, we mainly focus on light- and CO2-dependent, leaf-to-leaf

systemic regulation of plant responses that are closely related to photosynthesis.

Recent findings on systemic regulation that occurs in both the short term (minutes

to hours) and the long term (days to weeks) are summarized, including possible

mechanisms involved in the regulatory pathways. In addition, we briefly discuss the

potential significance of systemic regulation from a horticultural viewpoint. There

have been many studies on wound- and pathogen-induced systemic acquired

resistance (SAR), which is beyond the scope of this article. However, recent review

articles on this topic are available (Dempsey and Klessig 2012; Spoel and Dong

2012; Shah and Zeier 2013).

2 Short-Term Systemic Regulation

2.1 Systemic Acquired Acclimation to Excess Light

Although light is the energy source for photosynthesis, EL can be harmful to

photosynthetic organisms. Light energy in excess of that required for CO2 assim-

ilation leads to over-reduction of the photosynthetic electron transport chain and

accelerates the generation of reactive oxygen species (ROS) (Bowler et al. 1992;

Niyogi 1999). ROS include the superoxide anion radical (O2
�), which can be

further converted to hydrogen peroxide (H2O2) and the hydroxyl radical (•OH)

(Asada 1999), and singlet state oxygen (1O2) (Asada 2006). Generation of ROS can

bring about direct oxidative damage to photosystem II (PSII) (Vass et al. 1992;

Miyao et al. 1995; Keren et al. 1997) and/or inhibit the repair of damaged PSII

(Nishiyama et al. 2006). The resulting reduction of the photosynthetic rate repre-

sents photoinhibition. Leaves have several protective systems to avoid excess light

absorption and cope with oxidative stress (Ort 2001; Takahashi and Badger 2011).

For example, the ROS scavenging system involves multiple enzymes and
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antioxidants, including superoxide dismutase and ascorbate peroxidase (APX),

which catalyze the disproportionation of O2
� to H2O2 and the reduction of H2O2

to water, respectively (Asada 1999).

It was reported that EL triggers cytosolic defensive reactions against ROS

generation. The expression levels of genes for cytosolic APXs, APX1 and APX2,
in Arabidopsis thaliana, were rapidly upregulated within 15 min of EL exposure at

a PPFD of 2,000 μmol m�2 s�1 (Karpinski et al. 1997). Furthermore, such

upregulation of defense reactions does not only occur in directly exposed leaves

but also in distal unexposed leaves. Exposing some portion (one-third) of the

foliage to EL (2,700 μmol m�2 s�1 PPFD) while maintaining the remaining portion

under weak light (200 μmol m�2 s�1 PPFD) increased the expression of APX2,
associated with an increase in H2O2 content, in both EL-exposed and EL-unexposed

leaves (Karpinski et al. 1999). The PSII of unexposed leaves was relatively tolerant

to subsequent exposure to EL, and only slight reductions occurred in the maximum

quantum yield of PSII (Fv/Fm) and the coefficient of photochemical quenching (qp).
However, the leaves directly exposed to EL showed significant reductions in the

chlorophyll fluorescence parameters after prolonged exposure (Karpinski

et al. 1999). This acclimative EL tolerance in distal leaves was termed systemic

acquired acclimation (SAA) (Karpinski et al. 1999), and similar responses have

been observed in several subsequent studies using Arabidopsis (Fryer et al. 2003;
Mateo et al. 2004; Rossel et al. 2007; Mühlenbock et al. 2008; Szechyńska-Hebda

et al. 2010; Gordon et al. 2013). In addition to EL, high- and low-temperature

exposure is also reported to induce similar systemic acclimation responses

(Gorsuch et al. 2010; Suzuki et al. 2013).

The SAA to EL in distal unexposed leaves is associated with various transcrip-

tional changes (Rossel et al. 2007; Mühlenbock et al. 2008). The gene for the zinc

finger transcription factor, ZAT10, reportedly plays a pivotal role in modulating the

expression of SAA-regulated genes (Rossel et al. 2007; Gordon et al. 2013). A

PPFD as low as 250 μmol m�2 s�1 suffices to induce SAA in Arabidopsis, with the

extent of SAA depending on the PPFD level (Gordon et al. 2013). Recent studies

have shown that SAA induction by EL is affected by the wavelength spectrum of

EL (Szechyńska-Hebda et al. 2010; Gordon et al. 2013; Karpiński et al. 2013). In

addition, SAA induced by local EL exposure is interrelated to other environmental

factors, including air temperature and relative humidity around the plant (Gordon

et al. 2013). Under natural conditions, sunlight exposure varies among the leaves of

a plant. Therefore, SAA is thought to play a role in the pre-acclimation of shaded

leaves in a plant to subsequent full sunlight exposure (Karpinski et al. 1999; Rossel

et al. 2007; Gordon et al. 2013). To improve our understanding of the importance of

SAA in nature, further research is needed to quantify the contribution of SAA to

plant performance under realistically fluctuating environmental conditions.
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2.2 Signal Transduction in Systemic Acquired Acclimation

Although the whole signal transduction pathway in SAA has not yet fully been

understood, involved mechanisms have been suggested, which include starting

points, signaling routes, signaling substances, and signal propagation systems. A

key starting point for the signal transduction pathway in SAA is suggested to be the

redox state of the plastoquinone pool in the photosynthetic electron transport chain

(Karpinski et al. 1997, 1999; Mullineaux and Karpinski 2002; Mühlenbock

et al. 2008). EL-induced APX2 expression and H2O2 accumulation were particu-

larly observed in bundle sheath cells of the vascular tissue, which may indicate

local and systemic signaling via the vasculature (Fryer et al. 2003). Several

candidates have been suggested to be involved in signal transduction of SAA to

EL, including ROS, such as H2O2 (Karpinski et al. 1999; Fryer et al. 2003; Mateo

et al. 2004; Rossel et al. 2007; Ślesak et al. 2007; Mühlenbock et al. 2008; Miller

et al. 2009; Mittler and Blumwald 2015) and phytohormones, such as abscisic acid

(ABA) (Fryer et al. 2003; Rossel et al. 2007; Suzuki et al. 2013; Mittler and

Blumwald 2015) and jasmonate (JA) (Rossel et al. 2007). The systemic signaling

pathways likely interact with other known signaling pathways (Pogson et al. 2008;

Kangasjärvi et al. 2009). Systemic signal propagation systems that have been

proposed, to date, include photoelectrophysiological signaling, which induces a

specific pattern of changes in the electrical potential of plasma membranes

(Karpinski and Szechynska-Hebda 2010; Szechyńska-Hebda et al. 2010; Karpiński

et al. 2013), and the ROS waves, i.e., cascade of cell-to-cell communication events

triggered by the initial burst of ROS (Mittler et al. 2011; Suzuki et al. 2013; Baxter

et al. 2014). The signaling pathway of SAA is also likely to be closely linked with

that of SAR (Mateo et al. 2004; Mühlenbock et al. 2008; Karpiński et al. 2013).

The dependence of SAA induction on the light spectrum (Szechyńska-Hebda

et al. 2010; Gordon et al. 2013; Karpiński et al. 2013) may suggest photoreceptors

to be involved. Red light is more effective in inducing systemic APX2 expression

than blue light (Szechyńska-Hebda et al. 2010), while ZAT10 expression rather was
induced by blue light (Gordon et al. 2013). However, Arabidopsis double mutants

deficient in photoreceptors, cryptochromes (cry1/cry2), phototropins (phot1/phot2),
and phytochromes (phyA/phyB), performed SAA, suggesting indirect secondary

regulation of photoreceptors in SAA (Szechyńska-Hebda et al. 2010). Alterna-

tively, the different light absorption spectrum between PSII and photosystem I

(Evans 1986, 1987; Chow et al. 1990; Hogewoning et al. 2012) might cause the

spectrum-dependent induction of SAA, because imbalanced excitation of the two

photosystems causes changes in the redox state of the plastoquinone pool (Wagner

et al. 2008). Detailed analysis of spectrum-dependent SAA induction is required

with focus on photoreceptors and photosystem excitation balance.
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3 Long-Term Systemic Regulation

3.1 Stomatal Development

Both CO2 uptake from the atmosphere to the intercellular airspaces of leaves and

water loss from plants predominantly occur through stomatal pores. Leaf gas

exchange is largely determined by the extent of stomatal opening and stomatal

density (SD, number of stomata per unit leaf area). Stomatal opening and closure

are fast (in the order of seconds to minutes) in response to external environmental

factors, including PPFD, light spectrum, CO2 concentration, and atmospheric water

vapor pressure deficit (Zeiger 1983; Assmann 1993; Schroeder et al. 2001). ABA

plays an important role in instantaneous stomatal closure under water stress (Kim

et al. 2010). Stomatal development in the leaf epidermis primarily occurs during

leaf expansion, also being affected by environmental impact (Casson and

Hetherington 2010). It is well documented that SD and/or stomatal index (SI,

percentage of the number of stomata to the total number of stomata plus epidermal

cells; Salisbury 1928) change when whole plants are placed in physically different

environments (Casson and Gray 2008). The molecular mechanisms of stomatal

development during leaf growth have extensively been studied and summarized in

other review articles (Bergmann and Sack 2007; Nadeau 2009; Peterson et al. 2010;

Pillitteri and Torii 2012).

Schoch et al. (1980) reported that shading of the expanded mature leaves only in

cowpea (Vigna sinensis) decreased the SI in developing young leaves, compared

with that in young leaves of unshaded plants. Such a decrease in SI was not

observed when only young leaves were shaded. Studies in other species, including

Arabidopsis (Lake et al. 2001; Coupe et al. 2006), tobacco (Thomas et al. 2003),

and sorghum (Jiang et al. 2011), on this light intensity-dependent systemic regula-

tion of stomatal development found decreased SD and/or SI in young leaves in

response to shading of mature leaves. Besides light intensity, CO2 concentration

also has a systemic effect on stomatal development. Using gas-tight leaf cuvette/

chamber systems that allowed mature leaves to be kept at a CO2 concentration

different from that of young leaves, it was shown that an elevated CO2 concentra-

tion around mature leaves decreased the SD and/or SI in young leaves, whereas

CO2 enrichment around young leaves did not in Arabidopsis (Lake et al. 2001,

2002; Coupe et al. 2006) and hybrid poplar (Populus trichocarpa�P. deltoides)
(Miyazawa et al. 2006, 2011). Determining stomatal development in young leaves

by monitoring the CO2 concentration around mature leaves may be ecologically

meaningful, because young leaves still enclosed in buds may not sense the CO2

concentration around the plant reliably (Lake et al. 2002).

ROS, phytohormones, sugars, and signals from photoreceptors have been pro-

posed as candidates that can mediate the light- and CO2-dependent systemic

regulation of stomatal development. Arabidopsis mutants, fatty-acid desaturase-

deficient fad4, ABA-deficient aba1, ethylene-insensitive ein2, and ascorbate-

deficient vtc1, all showed altered CO2-dependent systemic stomatal development,

Light- and CO2-Dependent Systemic Regulation of Photosynthesis 155



suggesting the possible involvement of the JA, ABA, ethylene, and ROS signaling

pathways in long-distance CO2 signaling (Lake et al. 2002). Pathways of sugar and

phytohormone signaling were also suggested to be involved in systemic regulation,

based on transcriptomic analysis (Coupe et al. 2006). Note, however, that shading

and elevated CO2 have opposing influences on the net photosynthetic rate of mature

leaves and thereby the amount of sugars exported to young leaves, whereas both

treatments negatively affect stomatal development in young leaves. Indeed, SI in

young leaves was not correlated with net photosynthetic rate in mature leaves of the

hybrid poplar (Miyazawa et al. 2006). It is therefore unlikely that sugars simply act

as positive or negative regulators of systemic stomatal development (Casson and

Gray 2008). More recently, the involvement of phytochrome B in light-dependent

systemic regulation of stomatal development has been demonstrated in Arabidopsis
(Casson and Hetherington 2014). They showed that SI in young leaves of the

Arabidopsis phyB-9 mutant did not decrease in response to shading only of the

mature leaves, whereas such a decrease was observed in the Arabidopsis wild type.
Lake and Woodward (2008) found that SD alterations in young leaves of

Arabidopsis in response to CO2 concentration and relative humidity were quanti-

tatively explained by the change in whole-plant transpiration rate. The change in

SD was also positively correlated with changes in the leaf endogenous ABA

concentration. Such quantitative relationships were seen in some hormonal

mutants, but not so in the ABA-deficient mutant aba1 (Lake and Woodward

2008). Such results may indicate a connection between the ABA-mediated short-

term response of stomatal aperture and the long-term systemic regulation of

stomatal development. Based on the results, models have been proposed that

describe the interactive effects of transpiration, environment (light, CO2, and

humidity), and ABA signaling on stomatal development in young leaves (Lake

and Woodward 2008; Chater et al. 2014). Such models can integrate the complex

effects of environmental drivers on systemic regulation of stomatal development,

through altered transpiration and thus water supply and demand in a plant. How-

ever, in the hybrid poplar, SI in young leaves was better correlated with stomatal

conductance than with transpiration rate in mature leaves (Miyazawa et al. 2006).

Roles of transpiration rate and stomatal conductance in systemic regulation of

stomatal development demand for clarification.

3.2 Leaf Anatomical Structure

During development, leaf anatomy changes in response to PPFD. In general, leaves

grown under high PPFD (sun leaves) have intensely developed palisade tissues and

are thus thicker relative to those grown under low PPFD (shade leaves) (Bj€orkman

1981; Yano and Terashima 2004). The thick sun leaves are considered to be

advantageous to photosynthesis under high PPFD, via a larger mesophyll surface

area per unit leaf area and thus a higher mesophyll conductance to CO2 per unit leaf

area (Terashima et al. 2001, 2006). Sun leaves also have chloroplasts with fewer
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grana thylakoids than shade leaves (Boardman 1977; Bj€orkman 1981). The light

environment of expanded mature leaves was demonstrated to systemically regulate

part of the sun- and shade-type anatomy of developing young leaves.

Yano and Terashima (2001) studied the effects that variable PPFD exposure of

young and mature leaves had on the anatomical characteristics of young leaves in

an annual herb, Chenopodium album. It was demonstrated that cell differentiation

in young leaves was determined by the PPFD on mature leaves, rather than by that

on the young leaves: When mature leaves were shaded, young leaves showed

shade-type anatomy (less cell layers in the palisade tissues, resulting in thinner

leaves), irrespective of the PPFD experienced by the young leaves. A similar PPFD-

dependent systemic effect on leaf anatomy was also seen in a C4 monocotyledon-

ous plant, sorghum (Jiang et al. 2011). In sorghum, shading of whole plants or only

mature leaves caused shade-type leaf anatomy in young leaves, with thinner leaves

and a smaller contact area between the bundle sheath and mesophyll cells, whereas

shading of only young leaves or full exposure did not (Jiang et al. 2011). Murakami

et al. (2014) also reported that shading of only mature leaves led to a decrease in

leaf mass per area in young leaves of common bean (Phaseolus vulgaris). This
decline implies changes in the anatomy of young leaves, such as decreases in leaf

thickness and/or the volumetric density of mesophyll cells.

Chloroplast ultrastructure in young leaves is, in contrast to leaf anatomy, depen-

dent on the local PPFD on the leaves themselves, rather than that on mature leaves.

Chloroplasts in young leaves developing in the shade showed more developed

grana thylakoids, regardless of the PPFD on mature leaves (Yano and Terashima

2001; Jiang et al. 2011). Thus, leaf-level and chloroplast-level morphological

characteristics seem to be regulated differentially in response to changes in light

environment.

CO2 concentration also has systemic effects on leaf anatomy. Elevating the CO2

concentration around mature leaves of the hybrid poplar to 720 μmol mol�1

decreased both the fraction of mesophyll cells to total leaf volume and the meso-

phyll cell density of young leaves (Miyazawa et al. 2011). Unlike PPFD, the local

CO2 concentration around mature leaves did not influence leaf thickness of young

leaves.

Some studies have pointed out that, within a leaf, vertical differences exist in

anatomical sensitivity to systemic light and CO2 signals. In sorghum, adaxial

mesophyll thickness in young leaves was more sensitive to the shading of mature

leaves than was abaxial mesophyll thickness (Jiang et al. 2011). In contrast, in

young leaves of the hybrid poplar, abaxial spongy tissues were more influenced by

systemic signaling of CO2 than were adaxial palisade tissues: Elevated CO2 con-

centration around mature leaves increased the thickness and decreased the cell

density of spongy tissues without significantly affecting palisade tissues (Miyazawa

et al. 2011). Thus, notwithstanding different intra-leaf sensitivities to systemic

signals, the anatomical response seems to depend on environmental stimuli (light

versus CO2) and/or species.
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3.3 Photosynthetic Characteristics

Numerous studies have examined changes in leaf photosynthetic characteristics

when the whole plant is exposed to different PPFD levels or CO2 concentrations. In

general, shade leaves exhibit lower photosynthetic capacity under saturating PPFD,

lower dark respiration rate, and a lower leaf nitrogen (N) content than sun leaves

(Boardman 1977; Bj€orkman 1981). Biochemical changes in photosynthetic com-

ponents were also observed: Shade leaves have more light acquisition components,

i.e., chlorophylls and light-harvesting complexes, and less light-use components for

electron transport, ATP synthesis, and the Calvin cycle, such as ribulose-1,5-

bisphosphate carboxylase/oxygenase (Rubisco), than have sun leaves (Boardman

1977; Terashima and Evans 1988; Makino et al. 1997; Hikosaka 2005). On the

other hand, CO2 concentrations above 390–400 μmol mol�1, the current level of

ambient air, often lead to downregulation of photosynthesis, associated with

decreasing N and increasing carbohydrate contents in leaves (Stitt 1991; Makino

and Mae 1999; Long et al. 2004).

Some studies have examined CO2- and light-dependent systemic regulation of

photosynthetic characteristics. Sims et al. (1998) studied the systemic effects of

CO2 concentration on photosynthetic characteristics. CO2 concentration around

two out of three young leaflets of soybean was controlled independently from that

around the rest of the plant. They found that the in vivo maximum carboxylation

capacity of Rubisco (Vcmax; Farquhar et al. 1980; von Caemmerer and Farquhar

1981) and the amount of Rubisco in the two young leaflets were unaffected by the

local CO2 concentration, but lowered when the rest of the plant was exposed to high

CO2 concentration. Similar results were reported by Araya et al. (2008), who

constructed a local environment control system in which CO2 concentration and

PPFD of mature primary leaves of common bean could be controlled independently

from those of young trifoliate leaves. They showed that treating mature primary

leaves with high (1,000 μmol mol�1) and low (150 μmol mol�1) CO2 concentra-

tions while maintaining young trifoliate leaves at 400 μmol mol�1 CO2 caused the

net photosynthetic rate of the young leaves to decrease and increase, respectively.

The changes in the young leaves were mainly attributed to changes in the initial

slope of the response curve of the net photosynthetic rate to the intercellular CO2

concentration, which reflects Vcmax. These two studies indicate that elevated and

reduced CO2 concentrations around mature leaves can lower and enhance the

photosynthetic capacity of young leaves, respectively, which is associated with

the changes in Vcmax. Miyazawa et al. (2011) reported that in young leaves of the

hybrid poplar, leaf N content per unit leaf area decreased following the exposure of

mature leaves to elevated CO2. This may be related also to elevated CO2-dependent

systemic downregulation of photosynthesis; as in general, N content positively

correlates with the photosynthetic capacity of C3 leaves (Evans 1989). In contrast,

Coupe et al. (2006) observed no changes in chlorophyll fluorescence parameters,

namely, actual quantum yield of PSII (ΦPSII) and qp, in young leaves of

Arabidopsis when mature leaves were exposed to elevated CO2.
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The effect of light environment on systemic regulation of photosynthesis appears

to vary across experiments. Coupe et al. (2006) tested the effect of shading of

mature leaves in Arabidopsis and found no changes in chlorophyll fluorescence

parameters. They suggested the absence of systemic photosynthetic response in

young leaves to shading or CO2 enrichment of mature leaves. However, shading of

mature primary leaves revealed increase in the net photosynthetic rate of young

trifoliate leaves in common bean (Araya et al. 2008). In contrast, two studies

reported shading of mature leaves to decrease the net photosynthetic rate of

young leaves in sorghum (Jiang et al. 2011) and common bean (Murakami

et al. 2014). Thus, although some plant species show systemic regulation of

photosynthesis in response to light environment, the resulting responses of young

leaves cannot be generalized. It is possible that the developmental stage of young

leaves at which mature leaves are treated is important. Leaves in their early

developmental stages may be more responsive to signals from mature leaves than

those of later stages, as suggested by Murakami et al. (2014).

Shading decreases and elevated CO2 increases photosynthetic rates and thereby

the amount of sugars exported from leaves. Such light- and/or CO2-dependent

alterations in the export of sugars can be related to systemic regulation. It was

proposed that an individual leaf senses its “photosynthetic status” relative to other

leaves within the plant by monitoring its sugar concentration, because sugar

concentration in the leaf is the result of the balance in demand by other leaves

versus the leaf-internal production (Ono et al. 2001). Sucrose, the major sugar

transported between leaves, does not only play a role as a substrate of energy and

carbon metabolisms but also as a signaling molecule involved in leaf development

and gene expression of metabolic processes (Wind et al. 2010; Tognetti et al. 2013).

Photosynthate exported from mature leaves is therefore suggested to be a systemic

signal regulating anatomical structure (Yano and Terashima 2001) and photosyn-

thetic properties (Araya et al. 2008) of young leaves. Additionally, the redox state in

the photosynthetic electron transport chain is suggested to participate in the sys-

temic regulation of photosynthesis (Araya et al. 2008), as in the case in SAA.

Given that photoreceptors with different spectral sensitivities might play a role

in light-dependent systemic regulation, a study recently attempted to investigate the

relative contributions of PPFD and light spectrum to systemic regulation of photo-

synthetic characteristics (Murakami et al. 2014). Recent technological advances in

light-emitting diodes (LEDs) have enabled us to irradiate small areas with mono-

chromatic light at relatively high PPFD. Using handmade small LED panels

(Fig. 1), the effects of PPFD and light spectrum employed to mature leaves on

the photosynthetic characteristics of young leaves in common bean were examined.

The results indicated that overall, PPFD had a greater effect on the amounts of

leaf N, chlorophyll, and Rubisco than had light spectrum (Murakami et al. 2014).

However, blue-light irradiation on mature leaves seemed to have a specific effect,

increasing the Rubisco content of young leaves, compared with other wavebands

tested. In general, blue light-containing irradiation tends to increase photosynthetic

capacity when irradiating the whole plant during growth, compared with blue light-

deficient irradiation (Goins et al. 1997; Matsuda et al. 2004, 2007, 2008;
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Hogewoning et al. 2010). Further, blue light increases the amounts of biochemical

components of photosynthesis, including Rubisco (Eskins et al. 1991, L�opez-Juez
and Hughes 1995; Matsuda et al. 2004). Although the involvement of some blue-

light photoreceptors (CRY1, CRY2, and PHOT1) in such photosynthetic responses

to blue light is unlikely (Weston et al. 2000), the action of blue light on local and

systemic regulation of photosynthesis should be further explored.

4 Potential Effects of Systemic Regulation in Greenhouse

Plant Production

Systemic regulation could potentially affect horticultural plant production in some

specific cases. In fruit vegetable production in greenhouses, supplementary assim-

ilation lighting using artificial light sources can be employed to promote dry matter

productivity. Conventionally, supplemental lighting is applied at the top of the plant

canopy using high-intensity discharge lamps, such as high-pressure sodium lamps.

In closed canopies, the PPFD of supplemental lighting exponentially decreases with
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canopy depth, as does that of natural sunlight (Monsi and Saeki 2005). A consid-

erable vertical gradient of PPFD is generated within the canopy, probably resulting

in reduced efficiency of the supplemental lighting (Trouwborst et al. 2010). To

generate a more uniform PPFD profile, intracanopy lighting has been developed for

cucumber (Hovi et al. 2004; Hovi-Pekkanen and Tahvonen 2008; Pettersen

et al. 2010; Trouwborst et al. 2010, 2011), tomato (Gunnlaugsson and

Adalsteinsson 2006), and sweet pepper (Hovi-Pekkanen et al. 2006) production,

where artificial light sources are placed within the canopy, so that the mature leaves

are mainly irradiated. This intracanopy lighting may affect photosynthesis at the

plant level, not only through improvement of the light environment within the

canopy, but also through light-dependent systemic regulation of physiological and

morphological characteristics of young leaves, as suggested by Trouwborst

et al. (2010). LEDs are a promising light source for intracanopy lighting, because

of their low operating temperature, low operating voltage, and physical robustness

(Trouwborst et al. 2010). The spectrum of supplemental light created by different

types of LEDs influences the photosynthesis of irradiated mature leaves (Murakami

et al. 2013) and possibly young-leaf characteristics through systemic regulation.

Further evaluation may be needed for optimizing PPFD and light spectrum of

intracanopy lighting with LEDs, taking into account systemic regulation.

5 Conclusions and Future Perspectives

In the short term, leaves can pre-acclimate to EL that has been applied to other

leaves within the same plant. In the long term, stomatal development, anatomical

structure, and photosynthetic characteristics of young leaves are systemically

regulated by environmental stimuli to mature leaves, including light and CO2.

Although part of the signaling mechanisms underlying this systemic regulation

has been unveiled (Fig. 2), understanding still is limited. One question is about the

extent to which signaling pathways of the short-term SAA and the long-term

systemic regulation overlap. As described above, key players comprise ROS and

ABA, probably acting in both pathways. ABA-mediated stomatal response is

suggested to play an important role in both SAA (Mittler and Blumwald 2015)

and systemic regulation of stomatal development (Lake and Woodward 2008;

Chater et al. 2014). The light spectrum may have a regulatory role in EL-induced

SAA (Szechyńska-Hebda et al. 2010; Gordon et al. 2013; Karpiński et al. 2013) and

in light-dependent systemic regulation of stomatal development (Casson and

Hetherington 2014) and photosynthetic characteristics (Murakami et al. 2014).

Photoreceptors may partly be involved in the regulation. In addition to working

with mutants and transformants of various signaling pathways, local environment

control systems should be emphasized in analysis to broaden knowledge on sys-

temic regulation. Systemic regulation in plant performance deserves attention both

under natural conditions and in view of greenhouse horticultural production.
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Mateo A, Mühlenbock P, Rustérucci C, Chang CCC, Miszalski Z, Karpinska B, Parker JE,

Mullineaux PM, Karpinski S (2004) LESION SIMULATING DISEASE 1 is required for

acclimation to conditions that promote excess excitation energy. Plant Physiol 136:2818–2830

Matsuda R, Ohashi-Kaneko K, Fujiwara K, Goto E, Kurata K (2004) Photosynthetic characteris-

tics of rice leaves grown under red light with or without supplemental blue light. Plant Cell

Physiol 45:1870–1874

Matsuda R, Ohashi-Kaneko K, Fujiwara K, Kurata K (2007) Analysis of the relationship between

blue-light photon flux density and the photosynthetic properties of spinach (Spinacia oleracea
L.) leaves with regard to the acclimation of photosynthesis to growth irradiance. Soil Sci Plant

Nutr 53:459–465

Matsuda R, Ohashi-Kaneko K, Fujiwara K, Kurata K (2008) Effects of blue light deficiency on

acclimation of light energy partitioning in PSII and CO2 assimilation capacity to high irradi-

ance in spinach leaves. Plant Cell Physiol 49:664–670

Miller G, Schlauch K, Tam R, Cortes D, Torres MA, Shulaev V, Dangl JL, Mittler R (2009) The

plant NADPH oxidase RBOHD mediates rapid systemic signaling in response to diverse

stimuli. Sci Signal 2:ra45

Mittler R, Blumwald E (2015) The roles of ROS and ABA in systemic acquired acclimation. Plant

Cell 27(1):64–70. doi:10.1105/tpc.114.133090

Mittler R, Vanderauwera S, Suzuki N, Miller G, Tognetti VB, Vandepoele K, Gollery M,

Shulaev V, Breusegem FV (2011) ROS signaling: the new wave? Trends Plant Sci 16:300–309

Miyao M, Ikeuchi M, Yamamoto N, Ono T (1995) Specific degradation of the D1 protein of

photosystem II by treatment with hydrogen peroxide in darkness: implications for the mech-

anism of degradation of the D1 protein under illumination. Biochemistry 34:10019–10026

164 R. Matsuda and K. Murakami

http://dx.doi.org/10.1105/tpc.114.133090


Miyazawa SI, Livingston NJ, Turpin DH (2006) Stomatal development in new leaves is related to

the stomatal conductance of mature leaves in poplar (Populus trichocarpa�P. deltoides). J
Exp Bot 57:373–380

Miyazawa SI, Warren CR, Turpin D, Livingston NJ (2011) Determination of the site of CO2

sensing in poplar: is the area-based N content and anatomy of new leaves determined by their

immediate CO2 environment or by the CO2 environment of mature leaves? J Exp Bot

62:2787–2796

Monsi M, Saeki T (2005) On the factor light in plant communities and its importance for matter

production. Ann Bot 95:549–567
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Ślesak I, Libik M, Karpinska B, Karpinski S, Miszalski Z (2007) The role of hydrogen peroxide in

regulation of plant metabolism and cellular signalling in response to environmental stresses.

Acta Biochim Pol 54:39–50

Light- and CO2-Dependent Systemic Regulation of Photosynthesis 165



Spoel SH, Dong X (2012) How do plants achieve immunity? Defence without specialized immune

cells. Nat Rev Immunol 12:89–100

Stitt M (1991) Rising CO2 levels and their potential significance for carbon flow in photosynthetic

cells. Plant Cell Environ 14:741–762

Suzuki N, Miller G, Salazar C, Mondal HA, Shulaev E, Cortes DF, Shuman JL, Luo X, Shah J,

Schlauch K, Shulaev V, Mittler R (2013) Temporal-spatial interaction between reactive

oxygen species and abscisic acid regulates rapid systemic acclimation in plants. Plant Cell

25:3553–3569
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Abstract Hierarchy is considered as a central and essential aspect of systems

biology. In a theoretical section on hierarchy, considerations include discussion

of the simultaneous spatiotemporal operation in both top-down and bottom-up

modes. Emergent biological systems are not reducible to their parts or modules.

Reactions to signals may be different and even opposite at different integrated

hierarchical levels. Therefore, the top-down and bottom-up flow of information

through hierarchically organized systems is an essential feature supporting
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Paulista “Júlio de Mesquita Filho” (UNESP), Rio Claro, Brazil

U. Lüttge
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robustness and stability of the hierarchical systems. In an empirical section, exam-

ples are collected spanning scalar levels from electrons and whole plant physiology

up the ecosystems. Analysis of hierarchy is appropriate for establishing systemic

understanding models of the complex interactions between plants and their chang-

ing environment. However, the search for unique indicators that can be used to

determine or predict a global plant behavior in response to environmental cues may

be, actually, a search for a “holy grail.”

1 Hierarchy: Theoretical Aspects

Seeing different worlds in the same world: epistemological considerations.

Because of the enormous complexity of nature, science attempts to build simplified

models that allow some understanding of natural phenomena that is compatible with

the technological level of data acquisition. Construction of heuristic models enables

the simulation and prediction of certain aspects of nature. The basis of this scientific

method was forged by René Descartes (1596–1650) in his “Discourse on the

Method” in which he proposes the analysis or the decomposition of a problem into

smaller parts. The parts should be more understandable separately, and once a

consistent knowledge of the parts is obtained, integration of them accomplishes

the synthesis reaching the solution of the problem initially proposed. All this is

naturally immersed in a mechanical model of the universe, where all of the parts are

linked in a linear way, and the whole is the sum of these parts (Mitchell 2009). This

general theoretical model of thought, and its corresponding scientific method,

allowed the development of a successful reductionist science, founded on the belief

that the full understanding of complex phenomena would be embedded in the

understanding of its constituent parts. However, accomplishing this is somewhat

unlikely.

Biological systems are irreducible systems, showing emergent properties that

arise from interactions among their components, which are strongly affected by the

surrounding environment (Mazzocchi 2008; Sheth and Thaker 2014; Lüttge 2013;

Souza and Lüttge 2014). This was already presented in Aristotle’s philosophy by

the aphorism “The whole is more than the sum of its parts.” Therefore, it would be

nearly impossible to reduce the observations on a particular scale of a system to a

lower scale, since each particular scale of a system has its own properties. Now, a

new class of models and epistemology has shown that many fundamental properties

of complex systems, especially the biological ones, are emerging properties. Such

properties would be, in general, those properties that are observed on a larger scale

of the system (high hierarchical level) and that cannot be observed or inferred from

the smaller scales of observation of the same system (low hierarchical level)

(Mitchell 2009; Lüttge 2012). Actually, hierarchy seems to pervade all natural

organizations (Corominas-Murtra et al. 2013).
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Nevertheless, what exactly does “more than the sum of its parts” mean? What

kind of effect would cause phenomena attributed to the emergence of nonreducible

systemic properties? Supposedly, these properties come from the interactions

between the different components of the system that alter the simple product of

the parts as a linear sum of the particular characteristics of each component. Based

on this principle, it must be assumed that the relationships between these compo-

nents are not linear, so that interactions can generate complex self-organized

behavior not directly inferred from specific properties of each component. There-

fore, the key aspect in emerging phenomena lies in the interactions between the

components of the system.

In general, in allowing the proposition of a generalizable model, we can take any

type of interaction (chemical, physical, or biological) as an exchange of information

between elements occupying a given space-time. In this broad context, one can

assume that the interactions between the different scales of the system are also

provided by exchanges of information. This review will discuss how information

flows from one element to another and between scales, building systems based on

complex hierarchical networks that, as a whole, are the essence of the system itself.

In the following, the basics of the theory of hierarchy will be presented. In

sequence, the possibility to measure hierarchical properties on the basis of infor-

mational aspects is assessed (Corominas-Murtra et al. 2010), as it may allow a

better understanding of emergent phenomena between different ecophysiological

scales.

1.1 General Theory of Hierarchy: Bottom-Up Versus
Top-Down Hierarchy

The Oxford Encyclopedic English Dictionary takes “hierarchy” as “a system in

which grades of classes of status or authority are ranked one above the other.”

“Authority” primarily alludes to hierarchies in sociology. In a more formalistic

vein, however, we may consider hierarchies quite generally in a terminology of

systems leading to various classifications. With ranking of “one above the other,”

we have the choice of looking at hierarchy bottom up or top down. Whereas the

hierarchical view of nestedness, like Chinese boxes or matryoshka dolls, allows

understanding topological aspects of the system’s structure, by representing them as

graphs (Fig. 1), the “authority” view allows understanding the flow of information

throughout a cascade of signaling affecting the functionality of the system

(Corominas-Murtra et al. 2010), like in molecular signaling networks (Dietz

et al. 2010) or ecological networks (Blonder et al. 2012).

Hierarchical systems are either or both topological (meaning, in fact, physical,

chemical, or biological) or functional (meaning all phenomena of behavior) (Pattee

1970; Chauvet 1993). Although structure and function appear non-dissociable from

each other because a biological function cannot be conceived without a structure to
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support it, the generation of functional organization involves hierarchical systems

that do not necessarily coincide with corresponding structural systems (Chauvet

1993). The stability of a system, e.g., when it is subjected to a perturbation, results

from the stability of both its topological and functional features.

Thus, hierarchies are also a matter of scaling and of structure–function relation-

ships. Hierarchical ranking is not static but subject to spatiotemporal dynamics. In

spatial dimensions, ranking may involve going through different scalar levels. In

temporal dimensions, bottom up and top down often are not separated and can

operate in accord. In Sect. 2 of this review, we shall collect a number of examples

from plant biology at various scalar levels, i.e., at the atom level, at the molecular

level, at the anatomical/morphological level, at the functional/physiological level,

and at the ecological level.

1.2 Hierarchy and Information: Explaining
the Irreducibility in Biological Systems

According to Simon (1962), a complex system can be defined as nested hierarchical

networks of components organized as interconnected modules. Thus, in natural

self-organized systems, hierarchy seems to be a pervasive and fundamental feature.

Throughout the continued history of matter, new levels are superimposed on the

individual units by the organization and integration of these units into a single

hierarchical system (Novikoff 1945; Matyssek and Lüttge 2013). From the cell to

the biosphere, the biological integration or “nestedness” culminates when we

consider the entire biosphere of Earth as one supraorganism (Lüttge 2012; Ahl

and Allen 1996) or, in accordance with the Lovelock (1979) concept, as “complex”

Gaia. This means that Gaia represents the self-organizing and self-sustaining

emergence (Lüttge 2012).

Hierarchy also seems to pervade a pattern of organization that allows decreasing

the costs related to reliable information transmission, supporting, for instance, the

a b c

Fig. 1 Different hierarchical network organizations. (a) Ideal hierarchy seen as a treelike

feedforward graph; (b) Antihierarchical structure as an inverted pyramid, such as drainage

networks in river basins; (c) Hierarchical network with cycles in the feedforward graph
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efficiency of genetic and metabolic control in cellular networks (Corominas-Murtra

et al. 2013; Ravasz et al. 2002).

Because hierarchy is a polysemous word, Corominas-Murtra et al. (2010, 2013)

have proposed a formalism in order to both define and measure hierarchy. Thus,

firstly, hierarchy is defined as a pattern of relations in a morphospace where, ideally,

there is no ambiguity in who controls whom with a pyramidal structure in which the

few control the many. A directed graph properly represents such treelike hierarchi-

cal structure (Fig. 1). Secondly, the morphospace where the graphs are embedded is

a metric space defined from three coordinates: treeness (T), feedforwardness (F),

and orderability (O). Treeness weighs how pyramidal is the structure and how

unambiguous is the chain of command (T ranging from �1�T� 1, where T¼ 1 is

an ideal hierarchical pyramidal structure (Fig. 1a) and T¼�1 is an antihierarchical

structure (Fig. 1b)). The T values correspond to the measure of the entropy

associated with the minimum information required to follow a path starting from

some node in a top-down (forward entropy, Hf) or bottom-up (backward entropy,

Hb) direction; when Hf>Hb, the system is considered hierarchical (Corominas-

Murtra et al. 2013). Feedforwardness (F ranging from 0� F� 1) is a measure that

weighs the impact of cyclic modules on the feedforward structure (Fig. 1c). The

closer the cyclic modular is of the top of the network, the lesser is the hierarchical

order of the system. Finally, orderability accounts for how orderable is the graph

under study. O (ranging from 0�O� 1) is defined as the fraction of the nodes of

the graph that do not belong to any cycle, taking part of the network that can be

actually ordered, i.e., a hierarchy where the components of the system have causal

relations between each other (ordered pairs) in a feedforward structure (Corominas-

Murtra et al. 2013).

Corominas-Murtra et al. (2010) have shown how information theory provides a

suitable framework to evaluate hierarchy in causal structures. Taking into account a

pyramidal ordered tree structure as an ideal hierarchy (Fig. 1a), the authors derived

a measure evaluating how far is a structure from this ideal model. This framework

assumes that we have a hierarchy if there is no ambiguity in the chain of “com-

mand” from the top to the bottom in a network (the same would be valid for nested

structures). However, natural networks do not match perfectly with such ideal

hierarchy, often showing reversible feedback relationships. Roughly, this measure

captures the trade-off between the complexity of the causal structure with the

uncertainty related to the reversion of causal paths. In other words, hierarchy is a

measure of complexity against the reversibility of the structure. Specifically, using

two different measurements of entropy (mutual information and structural entropy),

according to Corominas-Murtra et al. (2010), “it is considered the balance between
the richness of causal paths following the flow of causality (a top-down view) versus
the uncertainty generated by the multiplicity of pathways connecting one element
with the set of top nodes when trying to reverse a given causal flow (a bottom-up
view)”.

This framework provides a rationale to understand why reductionism is limited

when trying to explain emergent properties (high scale) from the components of the

system (low scale). Assuming that biological systems are essentially complex

Hierarchy and Information in a System Approach to Plant Biology: Explaining. . . 171



hierarchical systems, properly represented by causal structures (but not ideal, since

biological networks often present feedback loops—see Figs. 4 and 6), the access to

the high properties of the system from its basic components is a very “entropic”

strategy. In other words, the irreducibility of the biological emergent properties is,

at least partially, explained by the uncertainty associated to the pathways in a

bottom-up direction (scaling up the system).

1.3 The Role of Hierarchical Organization in System
Stability

As stressed by Souza and Lüttge (2014), stability is an emergent phenomenon from

interactions among plasticity, complexity, and diversity throughout plant ecophys-

iological scales. Therefore, the hierarchical organization of the system performs a

fundamental role on the whole system stability. The stability of the system that is

subjected to a perturbation results from the stability of the topological and func-

tional features of the system. Subsequently, the problem is to determine how the

system stays stable, while it grows and reproduces by restructuring both the levels

of organization and distribution of functional interactions.

The more complex the system becomes, the more efficient and robust it is under

the stable conditions, to which it is adapted. This is achieved via simultaneous fine-

tuning of all the regulatory mechanisms to the parameters of the environment

(Rojdestvenski et al. 1999). Once the system subunits are grouped spontaneously,

this increases the stability of the subsystems at smaller scale, but the overall

stability of the system is never fully achieved since new hierarchical levels may

be added (or nested) indefinitely (Korn 1999; Ahl and Allen 1996). The upper levels

of the system work as a framework for entities of other levels (Ahl and Allen 1996).

The subunits of a self-organizing biological system are susceptible to changes in

the environment or “noise.” However, the biological system is not too sensitive,

because with that it could not have evolved to its present state (Perry 1995).

Systems are self-organized when they are away from thermodynamic equilibrium

that optimizes the flow of matter, energy, and information. The greater the envi-

ronmental variability, the greater is the entropy of the system (Rojdestvenski

et al. 1999). However, the hierarchical organization of the systems has the ability

to optimize the use of energy by reducing losses and dissipating the entropy

efficiently (Schneider and Kay 1994).

The effect of environmental heterogeneity (random fluctuations of physical

factors of the environment), which interferes with plant responses to specific

environmental factors, is making it difficult to forecast and understand the physi-

ological processes of an organism as a whole (Bertolli and Souza 2013; Mittler and

Blumwald 2010). Additionally, even if it were possible to place organisms in an

environment perfectly constant, they would remain influenced by noise, because the

noise is also originating inside the organisms themselves (Wagner 2005). The main
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cause of internal noise is thermal movement caused by heat, increasing the tem-

perature inside the system. This internal noise affects, for example, the folding of

macromolecules such as RNA and proteins. Thus, at temperatures beyond the

physiological optimum, reactions of the body’s metabolism may be severely

constrained (Wagner 2005). As shown by Bertolli and Souza (2013), the level of

environmental noise can significantly affect the physiological responses of plants to

specific potential stress factors. Additionally, according to Atlan (1979), the obser-

vation of a disruptive noise at a lower hierarchical level can become an organiza-

tional factor at the global level or vice versa.

More peripheral subsystems, near the interface with surroundings, may act as a

buffer against environmental disturbances and minimize the disruptive influence

through the whole system (Ahl and Allen 1996). Moreover, to generate an adequate

robustness, decoupling mechanisms of different regulatory processes must exist,

such that the interactions between subsystems are substantially weaker than the

interactions within the subsystem. Thus, changes in one subsystem cannot signif-

icantly affect the other subsystems (Rojdestvenski et al. 1999). The weak links

between subsystems act as a buffer smoothing the noise propagation throughout the

system hierarchy, improving overall stability (Csermely 2006).

2 Hierarchy: Empirical Examples

2.1 Electrons and Atoms

Hierarchical systems are built from modules, and they always are associated with

emergence where modules are integrated and merge into new systems with novel

properties and this can go through spatial scales from, e.g., sub-atom particles to the

entire planet (Laughlin 2005; Lüttge 2012).

An example starting with electrons and atoms is a piece of metal iron. Atoms can

be considered as stable modules or subunits that form the level below the whole

piece of metal. The behavior of the lower-level atoms and their parts with their rate

of vibration dissipates the condition of iron solidity. Solidity is an upper-level

emergent property that is not itself a feature of the individual atoms at the lower

level. Although at the upper level completely novel properties are expressed, the

properties of the modules at the lower level influence the upper-level behavior

(Trewavas 2006). Biological examples can be taken from photobiology where

quanta of light, i.e., photons and electrons, are involved and on higher levels of

integration complex processes are emergent, such as the phenomena of vision,

photosynthesis, light-regulated morphogenesis, etc.
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2.2 Hierarchical Principles in Molecular Structures

In his book “From the big bang to cyberspace”, K€ohler (2009: “Vom Urknall zum

Cyberspace”) explicitly talks about the hierarchical principle in molecular struc-

tures. He shows that the hierarchy from bottom to top starts with the order of atoms

in molecules. Molecules become monomers or modules in macromolecules. Within

macromolecules there are substructures of domains as we find it especially in

proteins. Macromolecules can form aggregates as again it is particularly observed

with proteins (Fig. 2). All of these hierarchical integrations are always associated

with emergence of new properties and functions on the respective next higher scalar

level (Lüttge 2012). The aggregation of subsystems as multienzyme complexes and

calcium/calmodulin dependent enzymes creates the simple emergent properties of

novel enzyme activities (Trewavas 2006). Tubulin or actin polymerization in the

test tube raises the emergent behavior of isolated microtubules or filaments.

According to a dogma of biology, in complex systems emergence starts with

deoxyribonucleic acid (DNA) where the required information is stored. DNA is

Fig. 2 Hierarchies of

molecular structures
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itself a starting point of hierarchies at increased scaling levels. It is forming the

genes that can be clustered in sections of chromosomes embedded in entire chro-

mosomes (Fig. 3). According to K€ohler (2009), a major advantage of such bottom-

up hierarchies is that there are only a small number of categories at the top. This

should provide robustness. In molecular biology, these top categories are poly-

nucleotides (ribonucleic and deoxyribonucleic acids, RNA and DNA), proteins,

polysaccharides, and lipids, i.e., the major constituents required by cells at the next

higher scalar level. We agree with K€ohler that robustness given by the limitation of

top categories is effective against moderate changes of the elements of the top

categories maintaining top-down hierarchical order in the system. The analogy with

social hierarchies is evident. However, this analogy implicitly teaches that the

top-down hierarchy is also vulnerable. An ecological example, which we shall

consider below, is the breakdown of the top “category” canopy with creation of

gaps in forests and the dynamics of new hierarchies (Sect. 2.5.3).

Fig. 3 Hierarchies of

genomic structures
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Within the top-category scalar level of macromolecules, we have functional

hierarchy (Fig. 4). Via transcription DNA hands down to RNA, which via transla-

tion hands down to proteins that in turn via biosynthesis generate organic molecules

or metabolites. However, quite evidently, this is not a top-down—or as it is named

in molecular biology “down-stream”—hierarchy. We know that by upstream feed-

back metabolites and proteins can affect the DNA level and regulate transcription

exemplifying bottom-up hierarchy. Reverse transcription is upstream feedback

from RNA to DNA. There is not a DNA dictatorship but a panel of governors at

the hierarchical top. With its approaches of “omics”, namely, genomics (DNA),

transcriptomics (RNA), proteomics, and metabolomics, systems biology has

opened a wide field of approaching the dissection of hierarchical organization

and order within living organisms.

The development from “dictator” to “panel of governors” or the division of

responsibilities is seen in the evolution of the top categories (Figs. 4 and 5). It is

widely accepted that originally there was an RNA world where RNA fulfilled the

three central functions (1) of storage of information, (2) of transfer and flexibility of

using this information, and (3) of molecular tool or action molecule (catalyst or

enzyme)-steering structures and functions. Reverse transcription and catalytic

functions of RNA, which we know from the ribozymes, are extant reminiscence

of that. Then there was a first division of labor where proteins took over the role of

molecular catalyst tools. Finally the function of information storage was transferred

to the DNA, which is a more stable molecule due to the loss of one OH group on the

ribuloses in the macromolecule, while the role of information transfer and flexibil-

ity was retained by the RNA. Thus, the three top categories of the molecular

hierarchy, i.e., RNA, DNA, and proteins, evolved as we know them now (K€ohler
2009, Fig. 5).

Fig. 4 Functional

hierarchy within the level of

macromolecules
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2.3 Cytology, Anatomy, and Morphology

There is a cooperative interaction of cellular organelles to the pattern of organiza-

tion by which cells obtain their structure and function (Nederbragt 1997). Ravasz

et al. (2002) showed that the metabolic network of compartments of cells is

organized by integration of many small, highly connected topological modules

that combine in a hierarchical manner into larger, less cohesive units, with their

number and degree of clustering following a power law. This level of organization

is much more complex. Understanding how its emergent properties are constructed

is the important issue of systems biology (Trewavas 2006; Lüttge 2012).

Fig. 5 Evolution of

division of labor of the

macromolecules RNA,

DNA, and proteins
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Similar and analogous considerations can be made at the higher scalar levels

above cells. The activity of cells is influenced by the activity of molecules produced

by other cells of the body (Novikoff 1945). Cues, signals, and information are

exchanged in building bottom-up and top-down hierarchies, thus influencing the

entire organism. An illustrative example of top-down hierarchy is the apical

dominance in the growth and gestalt of plants. The phytohormone auxin produced

in apical organs (cells of buds) causes the elongation of stem cells and inhibits the

outgrowth of lateral buds. As soon as after decapitation the hierarchical dominance

of the apical bud is removed, a bottom-up effect gets in operation. Lateral buds are

germinating and putting up branches in a race of which one is going to win the game

and to establish a new top-down hierarchy (Fig. 34-11 in Lüttge et al. 2010).

2.4 Whole Plant Physiology

Despite of the molecular biology mainstream, recently an integrated view of the

plants has been developed based on multi-scale network models, linking molecular

networks to whole plant development (Lucas et al. 2011; Weston et al. 2012). Such

perspective is particularly important when accessing plant responses to

environmental cues.

In temporal dynamics of physiological performance, the observation of a dis-

ruptive noise at a lower hierarchical level can become an organizational factor at a

higher level and vice versa. For instance, the responses of two plant species of

different photosynthetic metabolisms (C3 and C4) were dependent of the scale level

considered in relation to water deficit (Bertolli et al. 2014) or high temperature

(Vı́tolo et al. 2012). On a top scale (i.e., parameters of growth), high temperature

was limiting to the plants, while on a low scale (i.e., parameters of photosynthesis)

high temperature was stimulating. This shows hierarchical level-dependent physi-

ological adjustment (Vı́tolo et al. 2012). It is an illustrative example of the simul-

taneous temporal bottom-up and top-down flow of information in a hierarchical

system. Thus, there is no simple and linear rule for the information fluxes among the

different levels of organization of plants under a changing and constraining envi-

ronment (Bertolli et al. 2014; Souza and Cardoso 2003).

Interestingly, however, there seems to be a regular relationship between meta-

bolic energy and body mass (M) in all living beings (from unicellular to

homeothermal organisms). According to Fujiwara (2003), the metabolic energy

rate and the life span of the organisms is proportional to M0.75 and to M0.25,

respectively. These simple scaling rules are achieved because, essentially, the

same molecules, with similar internal energy, activation energy and free energy,

compose all organisms. Thus, we suppose that the pervasive hierarchical patterns in

biological systems are also underlying such a pervasive stable relation between

energy and body mass of organisms, allowing organisms to stay stable under

different environmental conditions.
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2.5 Spatiotemporal Dynamics of Bottom-Up and Top-Down
Hierarchies in Plant Ecology

Outstanding as well as apparently contrasting hierarchical functions in ecology are

competition and facilitation. Hierarchical scalar levels are ecosystems, niches, and

the species and individual plants (Fig. 6). The ecosystem level is usually charac-

terized by heterogeneity, i.e., a large habitat complexity with a number of species

and a certain species diversity. Complexity and diversity are somewhat lower in

specific structural and functional niches. At the level of species and individual

plants, we approach homogeneity.

2.5.1 The Bottom Level

The bottom level of species and individual plants is characterized by pair-wise

interactions that may be both competition and facilitation. Competitions are direct

interactions of species or of plants of the same species. An example of a hierarchy

on a given scalar level and between individuals of a given species is the intraspe-

cific hierarchy of dominant and suppressed trees in a forest stand. Based on the

biological criteria of crown development and tree height, Kraft (1884) has

Fig. 6 Bottom-up and

top-down hierarchies in

ecological systems
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distinguished five social classes of (1) predominant trees, (2) dominant trees,

(3) low-dominant trees, (4) dominated trees, and (5) entirely overtopped trees

(Pretzsch 2010). This is a hierarchy of social classes among the trees as the outcome

of competition. The system of hierarchic classes is a qualitative estimate of the

competitive status of individual trees within a stand. On the one hand, it is a

sophisticated handout for application of the practice of thinning in silviculture.

However, as Pretzsch (2010) shows in the detailed fascinating treatment in his

book, on the other hand, it is also the basis for understanding the natural process of

self-thinning in relation to competition and the availability and allocation of

resources. Social hierarchy operates by regulating the relationship of death and

survival. This follows the laws of exponential power rules with a declining number

of trees per unit area versus an increase of average diameter, size, or weight

(Pretzsch 2010).

For facilitation McIntire and Fajardo (2013) quote the definition of Bronstein

(2009): “. . . an interaction in which the presence of one species alters the environ-

ment in a way that enhances growth, survival and reproduction of a second

species”. In this definition facilitation is a matter between individual plants or

species, i.e., an event at the bottom level. We will have to extend this view

below. However, there is a wealth of examples fitting the narrower form of the

definition as given by Bronstein. There are individual plants that can function as

pioneer plants on barren sites and facilitate the establishment of other plants under

their protection. An example is Clusia hilariana. It stems from the Atlantic rain

forest of Brazil and migrated into the coastal sandy plains, known as restingas,

which were formed during the Quaternary Period (Scarano 2002, 2009). As a

pioneer plant on the bare sand, it starts in vegetation islands and exerts facilitation

generating denser vegetation (see review Lüttge et al. 2012). Plantations of Euca-
lyptus species are often sterile monocultures. However, with appropriate silvicul-

tural management, which involves regular coppicing the Eucalyptus plants, the

Eucalyptus trees can become facilitators under which a forest with high species

diversity can develop (Feyera et al. 2002; Fetene and Beck 2004; Lüttge 2008; see

review Lüttge et al. 2012). A prominent example of a pair-wise interaction of

species is the germination of plants within the tanks formed by the leaves of

bromeliads. Often one finds seedlings of the woody plant genus Clusia growing

in those tanks (Scarano 2002). In these cases we can call the facilitators nurse plants

(see review Lüttge et al. 2012). As the Clusia seedlings grow up to shrubs and trees,

they outcompete and even kill the bromeliads, their facilitators and benefactors.

The Clusias then become facilitators themselves. The shrubs create vegetation

islands (see above) from which also forests may develop. We can consider this as

bottom-up hierarchy. However, it actually shows characteristic aspects of a suc-

cession. We may wish to distinguish both and to caution here for clarity of

terminology. Successions are replacement of systems in time, one after the other,

while hierarchies are interactions of coexisting systems in space.

Questions of successional patterns and causalities have been the central concerns

of ecologists. Being aware of these mechanisms, Pickett et al. (1987) extended the

concepts of models proposed by Connell and Slatyer (1977) using standards of
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hierarchy theory. Notwithstanding the quest for distinguishing succession and

hierarchy, it remains interesting that Pickett et al. (1987) suggest a more complete

enumeration of the succession causes and place them in a higher, i.e., a third

hierarchical, level. The high levels within a hierarchy define the general and

universal conditions under which the succession occurs: (1) availability of open

space, (2) differential availability of species, and (3) differential performance of

species at the site. The third hierarchical level is required to elucidate the mecha-

nisms of succession at particular sites. Recognizing the appropriate level(s) in the

hierarchy is critical for the successful explanation of successions, to design exper-

iments and to elaborate detailed predictions, to construct models and to develop

general theory.

Both competitors and facilitators can be considered as “condition modifiers”

(McIntire and Fajardo 2013). They affect the distribution and allocation of all kinds

of resources, such as nutrients, water, CO2, light, and space. They modify biotic

interactions, such as with herbivores, pathogens, pollinators, and diaspore dis-

persers. Facilitation and competition are often not strictly separated processes.

They interchange and interact in time and space, i.e., there is a sophisticated

balance between them (see review of Souza and Lüttge 2014; this series and

references therein).

2.5.2 Bottom-Up Hierarchies

Bottom-up or scaling-up hierarchy is inherent in the approach of considering

emergence (Lüttge 2012) by moving from microscopic symbiotic, i.e., mutualistic

or parasitic, interactions, through ecosystems of different sizes up to zono-biomes

and eventually the entire biosphere as increasingly integrated systems of holobionts

(Matyssek and Lüttge 2013). The bottom-up hierarchy from the species and plant

level upwards is effective in the creation of new niches by competition and

facilitation (see review of Souza and Lüttge 2014) (Fig. 6). There is competition

for niches. However, the creation of niches by facilitation is a predominant effect.

In ecosystems facilitation has been widely underestimated as compared to compe-

tition. This is due to the long dominance of our thinking by the evolutionary

selection theory of Charles Darwin and Alfred Russel Wallace.

2.5.3 Top-Down Hierarchies

Thus, at the top hierarchical ecosystem level in Fig. 6, facilitation appears to be the

major interaction. The heterogeneity and biodiversity supports ecosystem function-

ing and stability (Souza and Lüttge 2014), where species can perform as “ecosys-

tem engineers” eliciting hierarchical top-down effects from the ecosystem level to

the niche and plant levels (Fig. 6).

Individual tree species can be at the bottom of facilitation hierarchies as we have

seen in Sect. 2.5.1. Planting potential nurse trees can be considered
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anthropomorphic applied facilitation. Similarly silvicultural facilitation can be

established at the top level with a diversity of planted trees as in the National

Park of Mount Entoto at the rim of Addis Ababa at 2,600–3,100 m above sea level,

where half a dozen of native tree species (Acacia abyssinica, Hagenia abyssinica,
Juniperus procera (syn. J. excelsa), Olea europaea, Podocarpus falcatus, Prunus
africana) are used (Ethiopian Heritage Trust, eht@ethionet.et). Bottom-up and

top-down strategies can match for the same end in anthropogenic silviculture and

in natural ecological progressions.

A hierarchical top-down dominance develops in forests. We can see it in the

tropical rain forests with their high tree diversities (Lüttge 2008). Seedlings on the

forest floor grow extremely slowly. They constitute a nursery of small plants whose

growth is suppressed by the densely closed canopies of the mature trees. The

hierarchical dominance is lifted when a gap is created. Then the seedlings of

light-demanding pioneer species begin vigorous growth. There is fierce competition

which is followed by a homeostatic phase. Then there is death of pioneer species,

and another fierce competition sets in until late successional species take over in a

new homeostatic phase (Jacobs 1988; Lüttge 2008). In the overall process, there are

highly dynamic temporal changes of social hierarchies. The most important factor

modulating these hierarchies is light. Light may act via temperature effects, espe-

cially diurnal temperature alternations. Canopy gaps lead to greater fluctuations of

soil surface temperatures due to direct insolation. The major effect of closed

canopies, however, is on light quality which regulates plant development via the

red (R)-/far red (FR)-responsive phytochrome system of the plants. A higher

proportion of R activates phytochrome and elicits phytochrome-regulated

morphoses. A higher proportion of FR deactivates the phytochrome and the

morphoses. The photosynthesis of closed canopies predominantly absorbs the red

wavelengths of the penetrating light so that the R/FR ratio of the light is reduced to

0.5 as compared to the ratio of 1.2 of full sunlight (Vázquez-Yanes and Orozco-

Segovia 1993).

A common approach to ecological hierarchy is the association of organisms in

populations and of populations in communities (Guttman 1976; Nederbragt 1997).

Communities or ecosystems may be either large or small. The physical processes

that ecological systems must obey are strictly scaled in time and space (Allen and

Hoekstra 1990). This leads to the recognition that even for the ecosystem level itself

we can meet with hierarchical scaling up and scaling down. Scaling up is where

communities and small ecosystems build larger systems and landscapes. An exam-

ple of scaling down is where inside the larger ecosystem of a forest a dead

organism, e.g., a fallen tree, forms an entire smaller ecosystem in the rotting log.

Thus, scaling allows ecosystems occurring within ecosystems. Therefore, only with

a very limited number of explanations, we can propose all the richness of ecological

systems and their phenomena. Nevertheless, the communities and ecosystems have

wave interference patterns between processes and organisms. Interfering with and

accommodating each other, even though they occur at different scales in the

landscape, they have different periodicities in their waved behavior of their

bottom-up and top-down hierarchical dynamics.
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In landscape ecology one often considers the ecological effects of spatial

heterogeneity on the scale of large areas (Havelka 1997). By observing patterns

in heterogeneous environments, ecologists can gain insight into how ecological

processes are integrated over a range of scales bottom up or top down. Studies

conducted at several scales may offer the best resolution of domains and patterns

and their determinants (Wiens 1989). Patterns of fractal geometry are scale invari-

ant (Liebovitch 1998). Analyses of landscape ecology over different fractal geo-

metrical measurement scales have been used as a tool for understanding the

vegetation structures (Johnson et al. 1995), the relations between species (Thistle

et al. 2010) or between species or resources (Olff and Ritchie 2002). Thus, the

fractal distributions may offer the quantification of the degrees of relation (positive

or negative) between different entities that are distributed in a fractal manner.

3 Conclusions

Often models and the corresponding methods of study lie in understanding of

components or modules, and the importance of hierarchical orders and emergent

properties of systems are not implicated (Lüttge 2012). However, the responses of

entire integrated systems to information (e.g., environmental perturbation) depend

on the subsystem sensitivity, bearing in mind that subsystems may respond differ-

entially to environmental perturbations (Souza and Cardoso 2003). The observation

of different levels of organization or modules of an organism can reveal changes in

the differential responses and leads to varying interpretations of the state of the

organism as a whole (Souza and Cardoso 2003; Vı́tolo et al. 2012; Bertolli

et al. 2014). This fact limits our understanding of the overall behavior of the

systems based on limited target datasets. Moreover, as stressed in Sect. 1.2, because

of the uncertainty associated to the pathways in a bottom-up direction of a non-ideal

hierarchical system, as often the biological ones are, the full understanding of the

high properties of the system from its basic components is unlikely.

Realizing these shortcomings, we may propose some issues to be addressed in

the future. (1) Is there a specific or single organizational level that could represent

the whole organism response to environmental cues? (2) What kind of dataset

would allow us to capture the actual organism status? (3) If we consider that two

hierarchical levels with at least one degree of separation (i.e., structural or func-

tional) respond similarly or antagonistically to a disturbance, what is the biological

meaning of this observation? (4) Are the conclusions of a multi-scale study, derived

from partial datasets, “wrong” or “limited”?

Such questions are not easy to address. The reductionist approach of analysis of

individual subsystems or modules as potentially providing varying interpretations

about the effects of perturbations in cells, organisms, and ecosystems hampers an

overarching diagnosis and deeper understanding of the interactions between sys-

tems and their context. Therefore, some studies have used a multivariate analysis

through scales as a tool for the evaluation of the cross-scale relations in systems
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such as a whole integrated plant (Lüttge 2012; Vı́tolo et al. 2012). This analysis is

an appropriate method for establishing models of systemic understanding of the

complex interactions between plants and their changing environment. In short, the

search for unique indicators that can be used to determine or predict a global plant

behavior in response to environmental cues may be, actually, a search for a “holy

grail” as argued by Vı́tolo et al. (2012).
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Bertolli SC, Souza GM (2013) The level of environmental noise affects the physiological

performance of Glycine max under water deficit. Theor Exp Plant Physiol 25:36–45

Bertolli SC, Mazzafera P, Souza GM (2014) Why is it so difficult to identify a single indicator of

water stress in plants? A proposal for a multivariate analysis to access emergent properties.

Plant Biol 16:578–585

Blonder B, Wey TW, Dornhaus A, James R, Sih A (2012) Temporal dynamics and network

analysis. Methods Ecol Evol 3:958–972

Bronstein JL (2009) The evolution of facilitation and mutualism. J Ecol 97:1160–1170

Chauvet GA (1993) Hierarchical functional organization of formal biological systems: a dynam-

ical approach. I. The increase of complexity by self-association increases the domain of

stability of a biological system. Philos Trans R Soc Lond B Biol Sci 339(1290):425–444

Connell JH, Slatyer RO (1977) Mechanisms of succession in natural communities and their role in

community stability and organization. Am Nat 111:1119–1144

Corominas-Murtra B, Go~ni J, Rodrı́guez-Caso C, Solé R (2010) Hierarchy and information in
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Lüttge U (2013) Whole-plant physiology: synergistic emergence rather than modularity. Prog Bot

74:165–190
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Abstract Plants tend to occupy any suitable space available on Earth. They shape

the inorganic terrestrial environment in a dynamic way through the geological ages.

They affect the climate. They impact—with manifold kinds of biotic interactions—

on the evolution of animals and microorganisms. They are the dominating primary

producers of biomass on Earth and feed the other organisms. The Gaia concept of

James Lovelock considers the entire biosphere as a supraorganism and postulates

self-sustained stability. Plants play a major role in such self-management of nature.

Natural self-management is juxtaposed with anthropogenic management, the for-

mer tending to sustain, the latter to exploit the biosphere. Anthropogenic manage-

ment comprises agriculture and forestry. With relations to plants, the greatest

challenge is intensified agriculture to feed 9.6 billion people by the year 2050.
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U. Lüttge et al. (eds.), Progress in Botany, Progress in Botany 77,

DOI 10.1007/978-3-319-25688-7_6

187

mailto:luettge@bio.tu-darmstadt.de


Faced with limited and declining resources, pollution, exploratory land use, socio-

political ideologies, and by unavoidably contributing to some of these problems

itself, agriculture is running into vicious cycles. Can agriculture and forestry learn

from ecology? To which extent can ecological principles be introduced to them for

securing sustained stability of productivity? Man assumes he “is the possessor of

the planet, if not the owner,” rather than the “tenant.” Conversely, “the Gaia

hypothesis implies that the stable state of our planet includes man as a part of, or

partner in, a very democratic entity” (Lovelock, Gaia: A new look at life on Earth.
Oxford University Press, Oxford, 1979). Can natural self-management and anthro-

pogenic management be harmonized, given that mankind learns to conceive itself

as part rather than owner of nature?

1 The Outset: Plants Modulate Physical Features

of the Earth’s Surface

Without the green photosynthesizing organisms, cryptogams and phanerogams, the

terrestrial surface of the Earth would be barren land. Plants shape the physical

features of the Earth’s surface. Space is an essential resource for plants (Grams and

Lüttge 2011), and plants tend to occupy any available surface. We can witness it in

manifold ways when we observe plants colonizing apparently forbidding extreme

sites such as cracks of rocks, the bare sand of dunes and deserts, coastal and inland

salinas (Medina et al. 1989), and lava fields (Lüttge 2010). Even on wires of fences

and electricity and telephone lines in the tropics, we may find populations of higher

plants, so-called atmospheric bromeliads (Lüttge 2008; Grams and Lüttge 2011).

As pioneers on such extreme sites, plants can create conditions around them which

are suitable for other organisms, and new niches for the establishment of life are

formed. For example, on sand plains such as the salinas at the Caribbean north coast

of Venezuela (Medina et al. 1989) and the coastal restingas of Brazil (Lacerda

et al. 1993; Duarte et al. 2005), vegetation islands can build up, inciting succession

toward increasingly dense vegetation. We shall come back to this in this essay when

we consider repair functions of plants with facilitation and successions (Sects. 2.5

and 2.6).

In global terms plants shape vegetation zones. A broader concept is that of the

nine zonobiomes by Walter and Breckle (1984) which in addition to plants com-

prise all living beings. Let us run through them from the equator to the poles:

1. Equatorial zonobiome with evergreen wet tropical forests

2. Tropical zonobiome with summer rain and various types of tropical forests and

savannas, with evergreen to deciduous vegetation

3. Subtropical arid zonobiome with desert climate

4. Mediterranean zonobiome with winter rain and evergreen laurel-like hard leaf

and deciduous forests

5. Warm temperate zonobiome with temperate rainforests
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6. Temperate nemoral zonobiome (from Latin nemus¼ grove) with summer-green

deciduous broadleaf forests

7. Arid temperate continental zonobiome with steppes and prairies, i.e., grasslands

subject to frost

8. Cold-temperate boreal zonobiome (from Latin borealis¼ northern) with the

taiga of evergreen coniferous forests

9. Arctic and Antarctic zonobiome with the tundra dominated by evergreen and

deciduous shrub species

We can see that wherever we may place ourselves on the globe, we can

characterize the site by typical vegetation.

In the continents of Eurasia, Africa, and Northern and Southern America, the

boundaries of these zonobiomes run approximately parallel to the latitudinal cir-

cles. Evidently the prime factor determining the zonobiomes is the climate. Con-

versely, plants also affect the climate. This is long known for local microclimate.

However, recently also large-scale interactions of vegetation with climate have

increasingly been zoomed into the focus of consideration. Such interactions include

carbon budgets, the release of water vapor to the atmosphere due to transpiration,

the cycling of nitrogen, and albedo functions of the vegetation. By photosynthesis,

the vegetation functions as a sink for the greenhouse gas CO2 that causes global

warming (Pan et al. 2011), and especially forests constitute a large carbon store

(Luyssaert et al. 2008). Transpiration supports cloudiness. The albedo effects

determine reflection of radiation that otherwise would warm up the global climate.

All of these effects are relevant to the problem of global change and are major

aspects affecting sustainability.

With their photosynthesis, plants are the primary producers of biomass on Earth,

and hence, they feed other organisms with organic substrates and energy. Table 1

exemplifies primary productivity on Earth and global energy relations. The

immense extraterrestrial and quantitatively non-limiting energy source is the radi-

ation of the sun. Energy incorporated by plants in gross primary productivity via

photosynthesis is just a minute fraction of extraterrestrial availability. Primary

productivity may be seen as “harvesting the sun.”

For sustainability of global equilibria, it is essential that primary productivity by

the plants remains stable. A particular aspect of this is agriculture needed to keep

feeding a growing global population of 9.6 billion people as predicted for the year

Table 1 Global primary productivity and energy relations (rounded; after Lüttge et al. 2010)

Oceans Land surface Total

Primary productivity (� 1015 g dry matter per year) 55 125 180

Input of solar energy to the Earth (� 1021 J per year) 1,600 700 2,300

Energy content of primary productivitya (� 1021 J per year) 1 2 3

Human energy consumption (� 1021 J per year) 0.3

Contribution of agriculture (� 1021 J per year) 0.015
aAssuming for the calculation that all dry matter produced is glucose and using the calorimetric

energy content of glucose as 2.8� 106 J/mole

Plants Shape the Terrestrial Environment on Earth: Challenges of Management. . . 189



2050 (Sect. 3.1). This is an existential challenge for mankind. Hence, in the

following two major sections of this essay, I shall juxtapose the sustaining natural

self-management by nature (Sect. 2) versus the exploitive anthropogenic manage-

ment of nature (Sect. 3).

2 Natural Self-Management

2.1 The Self-x Concept of Speck

According to the self-x concept of Speck (Masselter et al. 2012; Speck et al. 2013a,

b), living organisms possess a remarkable variety of self-supported self-x properties

and self-x capacities. x can stand here for adaptation, organization, healing, and

sealing of mechanical and functional injuries and for other repair functions. In

bionics these self-x properties provide an amazing variety of bio-inspiration for the

technical development of biomimetic materials and structures by engineers. Adap-

tation and self-repair as aspects of self-organization are also eminently important on

large-scale complex, highly integrated systems like ecosystems. Here the x can be

sustainability enabling persistence as an emergent feature. As we shall see, self-

sustainability of ecosystems may be an important capacity of natural self-

management.

2.2 The Network: Plasticity–Diversity–Complexity–Stability

Plasticity, diversity, complexity, and stability are interconnected with each other in

a network which Souza and Lüttge (2014) called a quadruped. Stability enabling

persistence in time is in the center of it. It is equivalent to sustainability. With

stability we do not mean fixed steady states or thermodynamic equilibria because

all organisms and any systems composed of organisms are open systems through

which a continuous flow of material and energy is taking place. Hence, organisms

and their systems constitute dynamic equilibria or pseudo-steady states.

Maintaining such dynamic equilibria is the essence of stabilizing life in a way

sustaining it (Souza and Lüttge 2014), i.e., warranting the persistence of life.

Plasticity is at the top of the quadruped. Plants cannot exert a choice on the

conditions they are exposed to by escaping spatially; rather, they are bound to

respond to the varying conditions at their site rooted. On such grounds, plasticity in

stress response has been favored as a predominant feature of the evolution of plants.

Flexibility of performance has allowed the occupation of the land by the plants

(Sect. 1). Plastic responses can directly strengthen the persistence of individual

plants and ecosystems in natural self-management. Plasticity can support stability

via functional diversity and species diversity. Where plasticity supports niche width
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and niche occupation followed by segregation, it accelerates speciation and there-

fore diversity (West-Eberhard 1986, 1989, 2003; Solbrig 1994; Lüttge 1995a, b,

2000; Gehrig et al. 2001).

Considering the role of diversity, we may distinguish two hypotheses, the

diversity–sustainability and the diversity–productivity hypothesis (Tilman

et al. 1996). The latter is relevant for the assessment of the promises ecological

principles may provide to agriculture (Sect. 4). There is much evidence of the role

of diversity in stabilizing ecosystems (Tilman et al. 1996; Schläpfer and Schmid

1999). The contribution of diverse species (or genetic diversity in general terms)

with different individual performances stabilizes ecosystems (Cottingham

et al. 2001). Different requirements and performances are also accumulated with

species constituting different functional groups (Hooper and Vitousek 1998). Com-

pensation of losses of species and their functions in ecosystems under stress is more

likely when there is large species diversity (Davies et al. 2012). Species without any

obvious important functions for an ecosystem can be hidden in a large diversity and

may take over and protect an ecosystem under new conditions given by environ-

mental stress (Scherer-Lorenzen et al. 2005; Caprez et al. 2012; K€orner 2012; Huck
et al. 2013). Stabilizing effects of diversity are most prominent in grassland-type

ecosystems (Schläpfer and Schmid 1999). Diversity sustains ecosystems in a

multitude of ways. Species diversity can cause so-called portfolio effects named

after the stock exchange when a broadly scattered portfolio in which different

stocks oscillate non-synchronously prevents extreme losses or gains. Various facil-

itation effects are involved (Sect. 2.6), e.g., in resource allocation including mobi-

lization of nutrients in the soil (Sect. 2.6), control of insect pests (Andow 1991;

Altieri 1999), and pollination success (Fründ et al. 2010; Blüthgen and Klein 2011;

Weiner et al. 2011). Hence, portfolio effects mitigate risk.

Diversity implies complexity. In systems reflecting functional biodiversity, the

various species communicate in network pattern-type interactions, and the larger

the richness of species, the higher is the complexity in communication and struc-

ture. Interactions in networks always comprise positive and negative feedbacks

(Hütt and Lüttge 2005; Souza et al. 2009). There are alternatives via different

pathways of connections of knots via edges. Thus, one-sidedness or dichotomy of

options hardly exist, rather the multitude of possible reactions stabilizes network

systems. This also involves redundancy in networks which buffers systems against

external perturbations (Amzallag 2001; Edelman and Gally 2001).

2.3 The Biosphere/“Gaia” Concept of Lovelock:
Self-Sustained Stability?

The scientific concept of Gaia was developed by the environmentalist James

Lovelock in the 1960s to 1970s (Lovelock 1979). The ancient Greek goddess

Gaia, the broad-breasted mother Earth, metaphorically stands for the entire

Plants Shape the Terrestrial Environment on Earth: Challenges of Management. . . 191



biosphere comprising all life on Earth harbored by the lithosphere, hydrosphere,

and atmosphere on its surface as seemingly caring for itself. In a grand optimistic

vein, Lovelock (1979) considered Gaia “as a short-hand for the hypothesis [. . . . . .]
that the biosphere is a self-regulating entity with the capacity to keep our planet

healthy by controlling the chemical and physical environment.” Providing condi-

tions supportive of life via feedback coupling mechanisms, the biosphere visualized

as Gaia arrives at being one single living being, a self-regulating supraorganism.

One critique that was raised against the self-sustained persistence of Gaia,

conceptually claiming life to stabilize itself on our planet, focused on the large

structural and functional fluctuations among life forms which have evolved during

the geological ages. In such terms history of life on Earth seems to prove biosphere

to vary to an extent that does not allow talking of stabilization or equilibrium, as

repeated waves of massive extinction of organisms had occurred throughout geo-

logical ages (Table 2). However, life is never static. Indeed, the extinction waves

Table 2 Geological ages with the five most massive extinction waves of species and the

corresponding plant ages

Numbers indicate million years in the past
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elicited the appearance of new forms of life granting further evolution under such

cataclysmic conditions (see “exaptation traits” below). Most prominent ones were

the appearance of the dinosaurs and later the proliferation of the mammals after the

disappearance of the dinosaurs. Hence, as argued in more detail by Matyssek and

Lüttge (2013), we find that Gaia’s self-sustainment in geological times applied to

life as such and not to specific forms of life. All sustainment of systems of life arises

from highly dynamic processes.

Some more specific examples of nature’s natural self-management and self-

sustainment will be given below in Sects. 2.5 and 2.6. Can such examples keep us

optimistic? In Lovelock’s biosphere/Gaia concept, we meet the ultimate extrapo-

lation of the idea (1979). In the present essay, I juxtapose natural self-management

to anthropogenic management. The latter interferes with the former. In acknowl-

edging this interference, Lovelock has become much less optimistic 30 years after

introducing the Gaia concept (Lovelock 2009).

2.4 Dynamic Self-Sustainment of Vegetation on Earth:
The Plant Ages

Major extinction waves are mainly defined by the coming and going of animal

species (Sect. 2.3, Table 2). It is often wrongly implied that because of their high

plasticity, plants are not subject so much to extinctions. Plants began their conquest

of space on terrestrial land with the psilophytes and the genus Rhynia 400 million

years ago. The entire land mass of the Earth at that time was one conglomerate of

the huge continent Pangaea before continental drift separated the current individual

continents. The land was forbiddingly barren extreme desert. However, this was the

beginning of plants shaping the geological terrestrial environment and making it

suitable for their own and other life. Nevertheless, plants were also subject to

extinction. After having started terrestrial life, the psilophytes already disappeared

again in the Upper Devonian after the geologically relatively short period of

40 million years. Besides the geological ages, we encounter the plant ages of the

Palaeophytic, the Mesophytic, and the Neophytic where the pteridophytes, gymno-

sperms, and angiosperms followed each other in dominance (Table 2). The green

cover of the planet over the ages has proved to be very dynamic.

2.5 Repair Functions

The natural self-management of vegetation is obvious in many cases where we

witness its acquisition of new land. Such is the case on coastal sand plains where

some plants start small vegetation clumps or islands on the pure sand surface which

in successions develop larger vegetation units and even forests. An example is
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Clusia hilariana creating a new diverse community in the coastal restingas of Brazil

(Dias and Scarano 2007; Scarano 2002, 2009; Lüttge et al. 2013). Other examples

are maritime volcanic islands, such as the geologically older islands of Hawaii

(70 million years old) or the Galapagos archipelago (5 million years old) or the

younger famous Indonesian island Krakatau. The latter emerged in 1883 and

3 years later already accommodated 30 species of tropical vegetation. At the

south coast of Iceland in November 1963, the island of Surtsey with currently

1.4 km2 originated from submarine volcanic activities. In 1965 it already carried

bryophytes and lichens, and in the first 20 years, 20 species of higher plants were

growing on it (Magnússon et al. 2009).

Similarly degenerated land can be spontaneously recovered by vegetation, and in

this case we observe the repair functions of plants. In the Brazilian Amazon region,

bauxite washing tailings discharged into a lake created a new repelling habitat.

Then spontaneous regeneration by native species, subsequently also supported by

seedling-plantation management, reestablished vegetation (Scarano et al. 1998;

Dias et al. 2012; Lüttge et al. 2013). In Germany in the Ruhr area, a large

postindustrial landscape of 450 km2 has been recovered for agriculture (40 %),

forests (20 %), human settlements, and recreational purposes. The area has been

called an “industry culture.”1 2 Spontaneous vegetation has integrated itself in the

process. These are promising examples of the self-sustainment of the biosphere

(sensu Gaia).

The participating plants can be named pioneer species, nurse plants, or ecosys-

tem engineers. Neophytes or invaders may also be involved. The nurse plant

syndrome comprises facilitation (Sect. 2.6) when plants shelter seedlings and

young and adult individuals of other species throughout their ontogeny and enhance

fitness, survival, and growth of associated species (Franco and Nobel 1989;

Callaway et al. 2002; Bruno et al. 2003; Brooker et al. 2008). When the nurse

plant effects reach beyond facilitation and modulate the physical space where other

species live, and such direct effects last longer than the lifetime of the nurse plants

themselves, we can call such nurse species ecosystem engineers (Hastings

et al. 2006). Invaders are species that newly arrive in existing ecological systems

(Elton 1958). They are not so welcome by ecologists, as they get established in their

new host systems by outcompeting resident species, and thus, disturbing and

modifying host systems.

These types of species are characterized by carrying what Gould (2002) calls

exaptations. Exaptations are not traits explicitly selected in evolution for adaptation

and for serving a special function under the conditions here and now. Rather,

exaptation traits are “structures co-opted for utility from different sources of origin

. . . . . . . . . and not directly built as adaptations for their current function” (Gould

2002, p. 43). Under new environments with different challenges, the nonadaptive

property of exaptations can bring with them exaptative surprises. Stem cells in the

1www.emscherlandschaftspark.de
2 http://www.metropoleruhr.de/tr/freizeit-sport/natur-erleben/route-industrie

194 U. Lüttge
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center of meristems in plants have various degrees of potency and are often

totipotent (Weigel and Jürgens 2002). They have amazing regenerative power

and repair functions. In analogy to the stem cells at the anatomical level in a

previous essay in this series “Progress in Botany,” we have suggested to name

plants “stem species” (Lüttge et al. 2013). The term applies, when they have an

exaptative pool of dormant traits which provide them with the potency to exert

repair functions at the ecological level.

2.6 Competition and Facilitation

The repair functions discussed above often involve nurse effects and these are based

on processes of facilitation. Competition and facilitation present a pair of strategies

in biotic interactions which at a first glance are obviously counteracting each other.

At closer inspection we shall see, however, that they are intimately related.

The mechanism of competition of plants is growth. There is a self-accelerating

cycle between growth and competition. Competition for water and nutrients

(Schenk 2006; Novoplansky 2009; Hodge 2009, 2010; Cahill 2013), under certain

conditions for carbon, for light (Küppers 1989; Grams and Lüttge 2011; Cahill

2013), and even for space as a resource (Grams and Lüttge 2011; Grams et al. 2012;

Grams 2013), supports growth while limiting neighboring plants. Vice versa growth

is the dominant strategy of competition. This applies not only to interspecific but

also to intraspecific competition. In a forest stand, individuals of the same tree

species as an outcome of competition can form different social classes which were

early defined by Kraft (1884) as follows: (1) predominant trees, (2) dominant trees,

(3) low-dominant trees, (4) dominated trees, and (5) entirely overtopped trees

(Pretzsch 2010). Originally this definition was meant for anthropogenic manage-

ment as a handout for employing thinning in silviculture practice. However, much

more than that, it is the basis for understanding an illustrative example of natural

self-management of vegetation, namely, the process of self-thinning in relation to

competition and the associated reallocation of resources available upon thinning. It

regulates the relationship of death and survival, where the laws of exponential

power rules relate a declining number of trees per unit area to the competition

parameters of growth, such as increase of average diameter, size, or weight

(Pretzsch 2010).

Facilitation is given when cohabiting species support each other as a result of an

integrated outcome from more or less complex interactions reversing competition.

This can reach as far as particular species providing nurse services to other species

for getting established in the vicinity (DaSilva et al. 1995; Feyera et al. 2002;

Grams and Lüttge 2011; Grams 2013). There is a plethora of examples for facili-

tation in a large variety of ecosystems as surveyed in a comprehensive review by

Callaway (1995). Positive interactions among plants appear to be the rule rather

than exceptions in most biomes. Facilitation enhances ecosystem functions and

increases diversity and productivity.
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Mechanisms of facilitation are manifold and can be complex multi-faceted

modifications of the immediate local environment, having the capacity for creation

of new ecological niches (Callaway 1995). A major aspect is resource modification,

such as of light and temperature, of soil moisture, and of soil nutrients. Soil

moisture is improved for shallow rooting species via “hydraulic lift” by more

deeply rooting species which take up water from lower soil levels and lose it

from their fine roots higher up (Richards and Caldwell 1987; Caldwell and Richards

1989; Williams et al. 1993). “Nutrient pumping” is associated when nutrients from

deep soil levels taken up by deep rooting plants are released to the soil surface via

litter-fall and through-fall (Richards and Caldwell 1987). Some species are more

and others less capable of chemically mobilizing otherwise unavailable nutrients

such as phosphorus, iron, zinc, and manganese. The former facilitate nutrient

supply to the latter (Li et al. 2014). Such mobilization-based facilitative interactions

enhance productivity and also can be an important benefit in agricultural strategies

of intercropping (Sect. 4). Biological fixation of atmospheric nitrogen also belongs

to the mechanisms of mineral-nutrient facilitation. In Ethiopia it was estimated that

about 40 trees of N2-fixing Acacias per hectare provide sufficient N-fertilization to

support pasture or crops in agroforestry (Lüttge 2008). “Plant defense guilds”

(Atsatt and O’Dowd 1976) control herbivory with the facilitative effects of shel-

tering against or hiding from predators (Callaway 1995).

Competition and facilitation do not operate in isolation but are correlated

through a continuum of feedback processes, as part of networks of comportment;

they occur simultaneously within the same community (Callaway and Walker

1997; Callaway 1998, 2013; Lin et al. 2012; del Rio et al. 2014). With time

facilitation can shift to competition when the beneficiaries grow up and outcompete

their benefactors (Callaway 1995; Callaway and Walker 1997). Nurse plants may

eventually be eradicated by their beneficiaries, e.g., when saplings of the tree genus

Clusia germinating and growing in the tanks of bromeliads grow up to shrubs and

trees (Dias and Scarano 2007). There may also be a sophisticated balance between

competition and facilitation. The stress-gradient hypothesis (SGH) predicts that

facilitation dominates in harsh and stressful environments of abiotic and/or biotic

factors, whereas competition prevails in fertile resource-affluent environments

(Bertness and Callaway 1994; Callaway and Walker 1997; Dangles et al. 2013).

Often the balance is delicate, including temporal dynamics. In mixed-species

forests of Central Europe, facilitation shifts to competition from growth-limiting

to non-limiting years (Pretzsch 2013; del Rı́o et al. 2014).
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3 Anthropogenic Management

3.1 Agriculture Challenges: Feed 9.6 Billion People
on Earth by the Year 2050

3.1.1 Anthropogenic Management and Human World Population

Anthropogenic management of vegetation originated 10–12 thousand years ago

with the beginning of agriculture when the first groups of Homo sapiens changed
from hunter-gatherers to growers of plants to reduce risk in the provision of food. At

the same time, anthropogenic land use was initiated. Nowadays, the challenge of

feeding people and the control of land use have become problems of existential

dimensions in view of the excessive growth of human population on our globe

(Table 3). For feeding a population of 9.6 billion people predicted by the year 2050,

agricultural production of food would have to be increased by 2 % each year.

Population may be controlled in a humane way by family planning and birth

control. If not successful, horrible human tragedies may add to it, e.g., natural

catastrophes multiplied by local overpopulation, famine, epidemics such as AIDS

and Ebola, and wars. In his more recent and more pessimistic view of the self-

sustainment of Gaia (Sect. 2.3), A Final Warning: The Vanishing Face of Gaia,
Lovelock (2009) writes “Mankind may survive but possibly with not more than a

few hundred million people,” which is the global population size of the year 1700.

Table 3 Human population on Earth: past, present, and predicted

Year Number of people (billions) Comments

1700 0.6 Historical

2015 7 Current; 1 billion suffering hunger, in sub-Saharan

Africa 30 % of the population

2050 12.8 With current reproductive fertility

9.6 Supposed that family planning will continue to

succeed

2100 10.9 Global

Africa

India

China

Asia (rest)

Latin America

Europe

North America

Oceania

100 %

39 %

14 %

10 %

19 %

7 %

6 %

4.4 %

0.6 %

Prediction made in 2014 by the United Nations
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3.1.2 Land Uses of Agriculture

Arable land on Earth currently covers about 14� 106 km2. 17 % are irrigated and

carry 30–40 % of the global food production. Losses due to erosion, degradation,

sealing, and urbanization are 104 km2 per year. Losses are also due to agriculture

itself under irrigation regimes. Due to evaporation leaving dissolved salt behind,

even if the best freshwater is used for irrigation in arid regions, salinity is a great

problem (Lüttge et al. 2010; von Braun 2011; Lüttge 2013), amounting to a land

loss of 2� 103 km2 per year. This is one of the vicious cycles of intensified

agriculture. The acquisition of new arable land is problematic; it is limited and

destructive. Encroachment into natural landscape is in full progress, largely at the

expense of savannas and forests especially in developing countries where the

population growth and the demographic pressure are large (Table 3). Nevertheless,

availability of arable land in absolute terms is stagnating at the global scale

(Matyssek et al. 2013a) even though forested area continues to decline (Knoke

and Hahn 2013). In view of the current problems of greenhouse gas emissions and

global warming and the biodiversity and productivity crisis, the consequences of

the change of land use by new acquisition of arable land for agriculture—if feasible

at all—are not foreseeable (Lüttge 2013). Arable land is a most precious and

limiting resource.

3.1.3 The Plant/Soil System: Water, Carbon, and Minerals

For plants on terrestrial land, water is the crucial resource for life. The water

requirement of crops is high (Table 4). Thus, water use is an outstanding aspect

of anthropogenic management. In agriculture water availability can become a

problem (Sect. 3.1.2). Water use is intimately coupled with land use and plant

growth not only in agriculture but also in establishment of recreational areas, sport

fields, and other civilizing infrastructure. The water reserves of the oceans appear to

be immense and almost infinite but are salty, whereas the available freshwater

especially from rain and soils amounts to a fraction of less than 0.01 % of the global

reservoir (Table 5). Techniques for gaining freshwater from seawater are very

energy demanding. This is challenging energy politics in view of required increases

in agricultural output, as resources vanish (also see minerals below) and pollution

continues (Sect. 3.1.4).

Table 4 Requirements of

water for some crops
Crop Liter H2O per kg C

Maize 700

Sugar beet 900

Wheat 1,050

Compiled from Haberl et al. (2012)
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The quantities of carbon in the soil are higher than in the terrestrial vegetation

and in the atmosphere (Table 6). Soil carbon is depleted by agricultural conversion

and repeated soil disturbance related to harvests. Soil organic matter is essential for

soil life and quality, so that soil carbon needs maintenance to sustain soil biota

(Matson et al. 1997).

The debate of managing agricultural productivity for feeding mankind is often

carbon centered. However, for the productivity of ecosystems in general, it is

necessary to consider—aside from water resources—mineral nutrients in addition

to photosynthetic primary productivity. In agricultural ecosystems nutrition deter-

mines both the quantitative aspects of yield and the quality of products. It is

mandatory to consider the carbon cycle in intimate relation to the nutrient cycle

(K€orner 2013).
The dominating macronutrients are nitrogen and phosphorus. Natural resources

of fertilizers are vanishing. With the Haber–Bosch technique, nitrogen fertilizer can

be obtained from the N2 reserves of the atmosphere. The planet’s atmosphere

contains about 80 % N2. Its reduction to ammonia to produce fertilizer, however,

is highly energy demanding, technologically mediated through temperatures of

500–600 �C and pressures of 250–350 bar, as well as by consuming the energy-

carrier gas H2 as reductant. Currently, the Haber–Bosch process uses 1.4 % of the

world’s energy consumption. The most economically exploitable reserves of phos-

phorus minerals are estimated to be exhausted in about a century (Cisse and Mrabet

2004; Cordell et al. 2009; Bünnemann et al. 2011; Vance and Chiou 2011). At

present 95 % of P-rock mined is used for agriculture. Access to new reserves will

Table 5 Water reserves of the planet Earth

Volume (million km3) % of total

Total global water 1,400 100

Freshwater 35 2.5

Glaciers and snow 24 1.7

Fresh groundwater 10.5 0.75

Ground ice and permafrost 0.3 0.02

Rain 0.1 0.007

Lakes 0.09 0.006

Soil 0.02 0.001

Atmosphere 0.01 0.0007

Wetlands 0.01 0.0007

Rivers 0.002 0.0001

Compiled after http://www.theglobaleducationproject.org/earth/fresh-water.php

Table 6 Global carbon pools Pool � 109 t Carbon

Atmosphere 820

Terrestrial vegetation 800

Soil 1,600 (to 2,100)

Compiled from Haberl et al. (2012)
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consume high amounts of energy. Projects of recycling phosphorus excreted by

livestock and humans back to agricultural land need to be developed (Oberson

et al. 2011). The bottlenecks of mineral nutrition add to the expectation that

intensified agriculture will increase still largely unforeseen but very likely chal-

lenges to energy politics.

3.1.4 Vicious Cycles: Agriculture and Pollution

The need to increase the output of agriculture for feeding a growing mankind leads

into several vicious cycles where agriculture itself elicits negative feedback effects

on its own sustainability. Increased erosion, reduced soil fertility, and lowered

biodiversity are among such effects (Matson et al. 1997). Another important vicious

cycle is between agriculture and pollution. The major atmospheric pollutants are

listed in Table 7 (see also Matyssek et al. 2013b). Where high-technology agricul-

ture requires energy, it contributes to production of the major greenhouse gas CO2.

Noteworthy is the close correlation between global growth of mankind and use of

fossil energy sources, both skyrocketing since the early nineteenth century, which

causes anxiety in view of the upcoming energetic bottleneck (H€o€ok et al. 2011). By
cultivation of rice in wet paddy rice fields and by cattle farming, agriculture

contributes directly to the production of the very effective greenhouse gas CH4.

Intensive agriculture with nitrogen fertilizers leads to production of another effec-

tive greenhouse gas N2O. Matson et al. (1997) estimate that only 40–60 % of the

applied N is used by the crop plants and the rest remains in the soil or is leached out

of the ecosystems (e.g., Durka et al. 1994). Some of the negative effects of these N

compounds have feedback on agricultural productivity.

Table 7 Major atmospheric gaseous pollutants

Pollutant

gas Origin

Climate

effectiveness

Anthropogenic

climate effect (%)

Carbon

dioxide

CO2

Fossil sources of energy, deforestation 1 50

Methane

CH4

Cattle farming, cultures of rice, new energy

sources, marine methane clathrates

21 13

Nitrous

oxide N2O

Intensive agriculture, nitrogen fertilizers 206 5

Ozone O3 Secondary pollutant originating from outputs

of traffic, industry, and agriculture

2,000–16,000 5–12

All of them are greenhouse gases and cause global warming. In addition ozone is a strong oxidant,

causes oxidative stress, and is an inhibitor of life functions especially in plants. The climate

effectiveness of CO2 is defined as 1 and the other gases are related to this. The anthropogenic

climate effect is dependent on the concentration of the gases in the atmosphere and is given in per

cent of total. After data of Matyssek et al. (2010)
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Ozone needs a special comment. The current public debate on environmental

challenges mostly focuses on CO2 problems and O3 is largely overlooked. How-

ever, O3 in the troposphere is a major and dominating problem; it is the most

significant phytotoxic pollutant in our atmosphere (Ainsworth et al. 2008; Matyssek

et al. 2013a; b; Weigel et al. 2014). It is a secondary pollutant gas, being produced

in atmospheric chemistry from other pollutants, such as CO, CH4, and volatile

organic compounds (oxygenated hydrocarbons, isoprene, monoterpenes, sesquiter-

penes) especially at strong solar irradiation and with nitrogen oxides as catalysts.

Increased atmospheric CO2 interacts with O3 pollution (King et al. 2013) where

warming, reduced cloudiness, and increased radiation accelerate O3 formation. O3

as a greenhouse gas feeds back on warming effects (Matyssek et al. 2013c). Inhi-

bition of life functions of plants by O3 amounts to several tens of percent (Table 8).

Impacts of O3 on vegetation can have long-term adverse effects on ecosystems as

reviewed in last year’s volume of this series (vol. 76: Weigel et al. 2014). In general

after increments in the second half of the twentieth century, the yield of crops is

now declining and model predictions are alarming (Table 9). This is due to various

factors such as vanishing resources, warming, and pollution. The comparison of

Tables 8 and 9 shows that with an effective control and reduction of O3 pollution

alone, we could make a huge step forward to being capable of feeding the growing

mankind.

Table 8 Examples of effects of O3 on growth and yield of plants: reductions in %

Leaf area Stem productivity (DM) Root biomass (DM) Radial growth Yield

Beecha 44

Birchb 14 10 19 15

Poplarb 19 17 24 14

Wheatc 2–59

Ricec 7–55

DM dry matter
aGrünhage et al. (2013)
bOksanen et al. (2013)
cPandey et al. (2013): observations for India

Table 9 Vanishing advance

of the development of crop

yields: global gains (+) and

losses (�) of yield in percent

Period Wheat Rice Maize and soybean

1987–1997 +20 +17

1997–2007 �1 +2

Model predictionsa �30 to �46

�63 to �82

After Schlenker and Roberts (2009), Long and Ort (2010), Lüttge

(2013)
aDepending on the global warming scenario applied
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3.1.5 Sociopolitical Ideologies and Wishful Thinking

In view of the threatening apocalypse of not being able to feed humankind in the

future, several sociopolitical ideologies need to be checked. The question is not if

they might not be wishful, but if we can afford them. Among them are issues such as

a sexual moral against birth control, preferences of energy sources, and increasing

meat consumption. A more direct pertinence to the green plant cover of the planet is

given by “bio-agriculture,” “energy plants,” and the hostility against “genetically

modified organisms.”

“Bio”-agriculture

We can distinguish three different levels: (1) biodynamic agriculture, (2) organic

farming, and (3) agroecology. (1) This is anthroposophic occultism. (2) This is

highly controversial. It appears sympathetic to increasing populations. It has grow-

ing markets for its products. It occupies 1 % of the world’s total farmland and 8 % in

Europe (Maeder et al. 2002). However, it often has low yield (Stanhill 1990) while

demanding increased land use. Without application of fertilizers it may exhaust

nutrients of the soil. It can become destructive for soils and agroecosystems and

may not be sustainable (Lüttge 2013). (3) This is a scientifically and socioeconom-

ically serious interdisciplinary approach applying ecological principles to agricul-

ture and promising sustained functioning of agroecosystems. It generates rewarding

questions and urgent needs for intensified agronomic research (see Sect. 4).

“Energy Plants”

The slogan “food or fuel” (Cassman and Liska 2007) is addressing the dilemma that

the growth of crops for production of bioenergy interferes with the challenge of

being able to feed humankind. Even if not directly food crops are used for

bioenergy, as it is actually the case currently, any growth of energy plants of

whichever species will always expand anthropogenic management of land use. It

will compete with the use of arable land as one of the most scarce resources

(Sect. 3.1.2) or it will lead to further destruction of cultured land and remaining

natural ecosystems. Tropical rain forest is presently destroyed at a large scale

especially in Indonesia to grow oil palms for satisfying the growing demand of

the market of so-called “renewable” energy from plants. However, there is nothing

renewable about that; it is an environmental disaster, as the destroyed rain forests

are not renewable.

An example from temperate zones is the cultivation of maize for energy. In

Germany maize covers 26� 103 km2 of which 9� 103 km2 are for production of

biogas. The visual aspect of extended landscapes has been changed by the cultiva-

tion of maize. The output is not convincing. The overall costs of bioenergy
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comprise the amount of energy invested (energy input) during biomass production

and processing to technically usable forms of energy. The relations can be quanti-

fied by the factor of EROI, meaning energy return on investments. The EROI

factors of energy from maize are compared with some other energy sources in

Table 10. Among the plant sources, solid firewood is by far superior. Solar cells of

photovoltaics are very often changing land use, as one can see it in the landscapes.

Covering large areas with solar cells may also have effects on the climate, e.g., by

affecting the albedo. However, their EROI is far better than that of energy plants.

As compared to energy from biomass, the same amount of energy can be gained

from solar cells with a hundredth of consumption of area (Schulze and K€orner
2012). Maize cultures have negative effects on the environment and will not be

sustainable at the long run. The monocultures dramatically reduce biodiversity.

Maize is shallow rooting and has dramatic demands on the soil. It is susceptible to

drought and needs a lot of water and fertilizers with all the disadvantages especially

related to the anthropogenic pollution associated with the nitrogen cycle (e.g., N2O;

Sect. 3.1.4).

Given the very important limitations of bioenergy, its chances must be seriously

questioned (Leopoldina 2012).

Genetically Modified Organisms

Conventional breeding remains essential for improving the performance and pro-

ductivity of crop plants. However, it is limited by the amount of genetic diversity in

the germplasm of crop species (Century et al. 2008). Conversely, the rapid progress

in the identification of genes offers a broad array of opportunities for improving

crops by genetic engineering (Table 11; Century et al. 2008). Plants genetically

modified by recombinant DNA technology (genetically modified

organisms¼GMOs) provide a great potential for handling the problem of feeding

the growing mankind (Lüttge 2013). In some countries, such as many countries of

Europe (Germany, France, and others) and in Japan, there is a pronounced hostility

against GMOs. In other countries, such as the USA, Canada, India, and China, the

mood is favorable. Hostility is mainly emotional rather than rational. The benefits

Table 10 Factors of energy

return on investments (EROI)

for energy products from

maize and some other sources

Energy source EROI factor

Maize

Bioethanol

Bio-butanol

Biogas

1–1.6

<1

1.4–4.8

Firewood 10

Photovoltaics 7

Wind turbines 18

Hydropower �100

Compiled after Haberl et al. (2012). A factor of 1 corresponds to

equal costs and gains of energy
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of GMOs (Table 11) include improved resistance to biotic and abiotic stresses,

control of diseases, more efficient resource use, increase of yield, and better quality

and nutritional value of crops. The latter is essential because food security is not

only a quantitative but also very much a qualitative problem.

Very ambitious projects are making C3 photosynthesis more effective and

introducing C4 photosynthesis into C3 crops. A target for manipulating C3 plants

is ribulose-bisphosphate carboxylase/oxygenase (RUBISCO) with the aim to sup-

press the oxygenase activity in relation to the carboxylase affinity and, thus, reduce

losses due to photorespiration (see Lüttge 2013). The most ambitious aim is to

introduce features of C4 photosynthesis with its two times higher rates of CO2

fixation than that of C3 photosynthesis into C3 crop plants such as rice and wheat. It

is vigorously pursued by several working groups (Surridge 2002; Mitchell and

Sheehy 2006; Hibberd et al. 2008; Reynolds et al. 2009; von Caemmerer and

Evans 2010; Westhoff and Gowik 2010; Sage and Zhu 2011). Some are optimistic

that this may succeed, while others are skeptic.

Techniques of genetic modifications need up to 5 years until new crop plants are

available if one gene is the target, e.g., with many examples in Table 11 and

RUBISCO. Where the complexity of multigene cascades is involved, the difficul-

ties are tremendous, and unfavorable side effects in the engineered plants may arise.

This is the major reason of skepticism in view of the potential success of introduc-

ing the C4 syndrome into C3 crop species. Nevertheless, plants with multiple

transgenic traits, so-called stacked gene hybrids, are already cultivated, e.g.,

maize hybrids with multiple genes for insect control (Que et al. 2010; Bruns

2014). The progress cannot be halted; cultivation of GMOs is occupying increasing

areas of arable land. Currently, the major GMO crops are maize (Zea mays), sweet
maize (Zea mays var. rugosa), canola (Brassica napus), cotton (Gossypium
hirsutum), soybeans (Glycine max), papaya (Carica papaya), sugar beet (Beta
vulgaris), and squash (Cucurbita pepo). They cover 1 million km2. Some benefits

Table 11 Potential benefits from genetically modified organisms

• Increase yield in various ways

• Develop new crops resistant to stresses, such as of temperature, drought, nutrient limitation,

salinity, high irradiance, toxic metals, and oxidative stress in general, and therefore suitable for

growth on less favorable land, thus helping to acquire new arable land and to economize

fertilizers

• Reduce losses to pathogens and herbivores, thus helping to reduce the use of pesticides,

where an important already realized modification provides transgenic crop plants expressing the

gene for the toxin of Bacillus thuringiensis (Bt) against the larvae of insects

• Increase the resistance to viruses, e.g., the realized development of virus-resistant Papaya

• Minimize often very considerable postharvest losses, e.g., the already achieved development

of tomato with disturbed ethylene biosynthesis and better ripening control

• Increase food quality by increasing contents of essential minerals (such as iron and selenium)

and vitamins (such as β-carotene for vitamin A by the introduction of “golden” rice) or by

decreasing contents of unhealthy saturated fatty acids (as in genetically engineered soybean

(Glycine max), or colza (Brassica napus))
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of GMOs are listed in Table 12. The time needed for multigene engineering may

last from 10 to 20 years. Thus, the time runs short for being prepared for food

supply of larger populations by the year 2050 (Long and Ort 2010). GMO research

needs to be accelerated now for the rescue from future catastrophes of hunger. We

cannot afford hostility against GMOs.

3.2 Forestry Challenges

Globally forests occupy 40� 106 km2, and they cover about 30 % of the land

surface of our globe. Natural or seminatural forests amount to 93 % of this, and 7 %

are tree plantations. Forests contribute ca. 50 % of the terrestrial net primary

production (tropical forests 33 %) and contain ca. 45 % of the entire terrestrial

carbon (tropical forests 25 %, temperate forests 10 %) (Bonan 2008). The annual

destruction of forests is 130� 103 km2, and this contributes 12–15 % of the annual

carbon emissions, with the greenhouse gas CO2 causing global warming (Knoke

and Hahn 2013). Hence, an essential issue for climate change mitigation and

sustained management of the global heritage is the reduction of carbon emissions

from deforestation and degradation, especially in the tropics. Increasing again the

cover of our globe by forests is another challenge of forestry. We distinguish

reforestation, which is the reestablishment of forests on land that has been covered

by forests before, and afforestation, which is planting new forests on degraded land.

Reestablishment of forests appears essential for global sustainability. However,

the interactions of forests and climate are highly complex and simple linear

conclusions are not justified. Counteractions of the benefits are increased dangers

of disturbances by fires and insect calamities (Canadell and Raupach 2008). In

tropical forests strong evapotranspiration contributes to relative cooling and the

increase of cloudiness. Vegetation and especially forests have a low surface albedo,

i.e., low reflection of solar irradiation, which causes warming. In tropical forests

this effect is offset by the effects of evapotranspiration. However, in boreal forests

the trees transpire less but much reduce the high albedo of snow cover and may

therefore contribute to global warming (Bonan 2008). Socioeconomic implications

add to the complexity (Canadell and Raupach 2008). The challenges on forestry for

sustainable management are formidable and require intensified research and orga-

nizational/administrative skills.

Table 12 Environmental

benefits of biotechnology-

engineered crops

Reduced pesticide application 224� 106 kg

Reduced environmental pesticide impact 14 %

Reduced liberation of CO2
a 960� 106 kg

Data of Brookes and Barfoot (2006), quoted from Ainsworth

et al. (2008)
aCa. 0.01 % of the current annual anthropogenic CO2 production

of 8� 1012 kg/year
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Besides these quantitative aspects, our view on the shaping of our environment

by plants must also consider the qualitative aspects of afforestation and reforesta-

tion. Biodiversity is a key property of forests in this respect (Sect. 2.2). Plantations

on degraded pasture and range lands especially in the tropics frequently use exotic

tree species such as Eucalyptus, Acacia, Casuarina, Cupressus, and Pinus (Feyera
et al. 2002). In monocultures of these trees, biodiversity is suppressed including the

undergrowth of the artificial forests. These monocultures do not really affect

rehabilitation of the degraded land as they have pronounced disadvantages for the

land, e.g., the enormous water demand of Eucalyptus. Some other disadvantages are

listed in Table 13. However, this need not necessarily be so, because the use of the

exotic trees also brings advantages with it, which appropriate management can

benefit from. Some of these properties are also listed in Table 13. For management

the major advantage is the fact that forestry has accumulated experience with

propagation and silviculture of exotic tree species so that the facilitation effects

exerted by these trees can be used to establish increasing biodiversity. A most

important factor for the regeneration of undergrowth is the penetration of light

(Geldenhuys 1997). Thus, mixing with tree species of contrasting canopy architec-

tures, phenologies and belowground demands as well as careful thinning are

essential management options supporting natural processes of succession (van

Wyk et al. 1995). High biodiversity of up to more than 175 species can be

established in various plantations similar to native forests (Table 14) (Parrotta

1993, 1995; Da Silva et al. 1995; Geldenhuys 1997; Keenan et al. 1997; Feyera

et al. 2002; Grams and Lüttge 2011).

Table 13 Comparison of advantages and disadvantages of exotic tree plantations (Lüttge 2008)

Disadvantages Advantages

Management Harmful effects on physical,

chemical, and biological soil

properties, increasing the danger

of forest fires

Experience with propagation and

silviculture

Productivity and

diversity

Displacement of local native

vegetation

Initial fast growth and wood

production

Community

relations

Susceptibility to epidemic diseases

and pests

Facilitation effects

• Microclimate

• Reduction of erosion

• Enhancement of litter and

humus production

Table 14 Naturally regenerating native woody

species (number of stems/ha) in a plantation of

Eucalyptus saligna in relation to plantation age and

in an adjacent native forest in Ethiopia with a light

penetration of 12–51 % in the plantation and 1–77 %

in the native forest (Feyera et al. 2002; Lemenih and

Teketay 2004; Lüttge 2008)

Plantation

11 years

22 years

27 years

3,575

10,100

18,650

Native forest 9,658
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A remarkable case study is the regeneration of a forest of the native tree

Podocarpus falcatus out of a plantation of Eucalyptus saligna in the Munessa-

Shashemene Forest at Degaga in the eastern escarpment of the great rift valley of

Ethiopia. The forestry management applies regular coppicing of the Eucalyptus in
about 7-year rhythms. This supplies the local population of farmers with timber and

with logs to build their huts and thus also takes care of acceptance and essential

socioeconomic aspects. It ascertains light penetration (Feyera et al. 2002; Grams

and Lüttge 2011). Seeds of P. falcatus are imported by birds. Ecophysiological

measurements show that the photosynthetic capacity of P. falcatus is not much

inferior to that of the Eucalyptus but the Eucalyptus uses much more water. Its

evapotranspiration is up to six times higher than that of Podocarpus (Lüttge

et al. 2003; Fetene and Beck 2004). Thus, as the coppicing gives the Eucalyptus a
certain handicap versus the Podocarpus, a natural forest can regenerate.

Eucalyptus monocultures can perturb water relations of entire landscapes with

adverse effects on agriculture and challenging the water supply of cities. In the

National Park of Mount Entoto at the rim of Addis Ababa in Ethiopia at

2,600–3,100 m a.s.l., foresters therefore have begun an endeavor of reforestation

replacing Eucalyptus with a diversity of more than half a dozen of native tree

species, such as Acacia abyssinica, Hagenia abyssinica, Juniperus procera, Olea
europaea, Podocarpus falcatus, and Prunus africana (Ethiopia Heritage Trust,

eht@ethionet.et; Lüttge et al. 2013).

When primary forest is destroyed, we can never restore it again in its previous

originality and diversity. Above- and belowground complexity of the diversity of

participating organisms is much too large to reconstruct it after it is lost. However,

with the approaches alluded to above reforestation can establish secondary forest of

high biological value. This is actually not so new. In the German terminology

sustainment or sustainability is “Nachhaltigkeit” and the term in fact originated

from forestry. It was coined 300 years ago in 1713 by the Saxon forester Hans Carl

von Carlowitz in a crisis of supplies of energy and materials when the European

forests were recklessly exploited and when he wrote: “Therefore the greatest art,

science, diligence and industriousness in this country will be in establishing a

sustained conservation and plantation of the wood so that it gives continuous,

maintained and sustained utility, because it is an indispensible matter without

which the country in its essence may not continue to exist”3 (von Carlowitz

1713). Currently Germany carries much more forest than at the times of von

Carlowitz.

3Wird derhalben die gr€oßte Kunst, Wissenschaft, Fleiß und Einrichtung hiesiger Lande darinnen

beruhen, wie eine sothane Conservation und Anbau des Holtzes anzustellen, daß es eine

continuirliche beständige und nachhaltende Nutzung gebe, weiln es eine unentbehrliche Sache

ist, ohne welche das Land in seinem Esse nicht bleiben mag.
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4 Ecological Principles in Agriculture and Forestry:

Can Natural Self-Management and Anthropogenic

Management of Nature Be Harmonized?

In ecology the distinction is made between autecology, considering the ecological

performance of individual plants or species, and synecology, referring to the

community level of biocenoses. Aiming at sustainability the great challenge is

that we might become able to apply the self-management principles of natural

ecosystems to agriculture and forestry. Autecological evaluations in fact are always

applied, when agriculture considers relations of individual crop species or their

cultivars to resources, such as water, mineral nutrients, CO2, light, or space, and to

predators and pests. Genotype improvements by traditional breeding and molecular

engineering aim at enhancing the ecophysiological performance of cultivated plants

(Sect. 3.1). Another question is if we can extend management of ecological

agriculture and forestry by employing synecological principles to them. Physiolog-

ical ecology in general so far has mainly considered the autecological performance

of plants. However, an extension to physiological synecology has been suggested

(Lüttge and Scarano 2004, 2007; Lüttge 2005).

A key aspect of synecology is biodiversity. The role of diversity for sustainment

has been addressed as an important issue (Sect. 2.2). The diversity–productivity

relation (Tilman et al. 1996) will be of essential interest in ecological agriculture

and forestry. This includes soil biota and their highly diverse communities of

microorganisms and animals (Matson et al. 1997). Authors have repeatedly stressed

that “biodiversity . . . effects that are beneficial to humans were found in a wide

range of ecosystem contexts” (Schläpfer and Schmid 1999) and “loss of biodiver-

sity from local communities may be detrimental to the ecosystem goods and

services on which humans ultimately depend” (Hector et al. 1999). A meta-analysis

without doubt showed biodiversity although not under all circumstances but in

principle to have manifold beneficial effects (Schläpfer and Schmid 1999). Another

major source of interference with sustainability is the currently dominating land-use

policy, e.g., by the monocultures of maize for biofuels (section “Energy Plants”)

and forest burning for land conversion. Managed cultures of crop plants or forestry

oriented at natural biodiversity can essentially foster risk diversification and miti-

gation (Knoke and Hahn 2013).

Intercropping or cocultivation, e.g., of cereal and legume species (Bedoussac

and Justes 2010) or mixed stands of forest trees (Scherrer et al. 2011; Pretzsch 2013;

Pretzsch et al. 2013; Del Rı́o et al. 2014) often only have the very low “diversity” of

two species (Richards et al. 2010). Nevertheless, over-yielding can be observed

even with only two tree species, e.g., in mixed growth of spruce and beech as

compared to monocultures (Grams et al. 2012; Pretzsch et al. 2014). However,

agricultural ecosystems with higher crop diversity are of utmost interest (Altieri

1999) for increasing sustainability of ecosystem services and productivity

(Balvanera et al. 2006; Tilman et al. 2006). Hooper and Vitousek (1998) assessed

the role of species and functional-group diversity in the use of the soil resources of
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mineral nutrients and water. They studied four functional groups in a grassland

which were distinguished by their seasonal performance in using soil resources at

maximum intensity. A significant positive relationship resulted between diversity

and relative resource use, because of the complementarity of the seasonal perfor-

mance of the different groups during the year.

The diversity–productivity hypothesis has been confirmed in studies of species-

rich grasslands (Tilman et al. 1996, 2001; Hector et al. 1999) with facilitation

(Sect. 2.6) playing a foremost role. Over-yielding as compared to monocultures has

been found to be related to species number per se and not only to the presence of

functional groups, such as legumes fixing atmospheric nitrogen (Tilman

et al. 2001).

Is ecological agriculture a promising approach to the great challenge of avoiding

the threatening apocalypse of not being able to feed increasing humankind on Earth

(Sect. 3.1)? In many cases—although not generally—ecological agriculture might

bring about some immediate or short-term reduction of productivity. However, a

trade-off must not be overlooked which offers profitable long-term return by

minimizing degradation and sustaining of productivity over prolonged periods

of time.

5 Conclusions

Plants cover the Earth with a green mantle. They modify the global heritage of

geological processes. Without the plants there would be no other advanced life. The

terrestrial land on Earth would have remained a barren desert. In geological history,

plants shaped the terrestrial environment dynamically, as waves of geological plant

ages, the Palaeophytic, the Mesophytic, and the Neophytic, followed each other.

Vegetation zones characterizing latitudinal zonobiomes now determine the image

of our globe much more than the inorganic geological background. Vegetation

depends on global climate and exerts feedbacks that influence the climate. The

ecological services of plants and vegetation to life on Earth are fundamental as a

consequence of the self-sustained internal organization and regulation of the natural

plant-dominated ecosystems.

Natural self-management is driven by plasticity, diversity, and complexity,

which is extrapolated in the grand Gaia hypothesis of James Lovelock to the entire

biosphere as a self-organizing, self-sustaining supraorganism. Self-management is

very dynamic and complex on various scalar levels of bio-systemic organization. It

involves competition and facilitation among plant species, functional groups, and

guilds. Sustainability is supported by comportment of plants carrying repair

functions.

Humankind is depending on the natural plant-mediated ecosystem sustainability,

but exploiting this. Anthropogenic management is juxtaposed to the natural self-

management. Large-scale interference by agriculture and forestry as well as abiotic

land use is unavoidable given the huge and expanding human population of the
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globe. Ever-increasing demands on intensified agriculture initiate vicious cycles of

gains and losses challenging sustainability.

Natural self-management and anthropogenic management of nature are oppos-

ing each other. The question if they can be reconciled is existential for humankind.

Man should not counteract natural self-management. Man should not assume that

he “is the possessor of the planet, if not the owner,” rather than the “tenant”

(Lovelock 1979). By contrast humankind should accept to be part of nature as

Lovelock writes that “the Gaia hypothesis implies that the stable state of our planet

includes man as a part of, or partner in, a very democratic entity.” Thus, the

question is if ecological principles of natural self-management can be merged

with anthropogenic management of nature. It appears that this is not only possible

but mandatory. Tremendous efforts of scientific research and sociopolitical evolu-

tion are urgently required.
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Abstract Acknowledging the fact that organisms never evolve in isolation, Zilber-

Rosenberg and Rosenberg emphasized the concept of the holobiont, comprising a

host organism together with all of its associated microorganisms. Considering the

holobiont as being a unit of selection, the hologenome theory of evolution then

leads to incorporate Lamarckian aspects into the cycle of adaptation and selection.

Nevertheless, the concept of the holobiont carries an implicit temporal dependency.

Similar contingencies can be identified for other ideas, e.g., the notion of a

supraorganism. Building on ideas from computational thermodynamics and infor-

mation theory leads to the concept of a holobiont-like system. This notion aims at
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capturing the essentials of a system of interacting biological agents, being driven by

an evolutionary algorithm. The concept can be applied upon several scales,

allowing to consider the holobiont sensu stricto as well as full ecosystems. It nicely

frames within the metaphor of the adaptive cycle and, thus, leads to deeper insights

into sustainability of biological systems.

1 The Holobiont Sensu Stricto

Natural organisms never evolve in isolation. Every individual is part of a rich

network of interacting organisms determining the course of the individual’s devel-
opment. In particular, higher plants and higher animals are accompanied by an

enormous variety of microorganisms which altogether form a coenobitic (i.e.,

symbiotic1 sensu stricto) association. In the diversity of living organisms, we

observe results from adaptation to a dynamically changing environment. The

process realizing adaptation in natural systems is evolution taken in an algorithmic

sense (see Dennett 1996). Evolution as a process is anchored in three crucial

components: variation, heredity, and differential reproduction (Mayr 2002). Thus,

evolution inherently operates on multiple scales ranging between the level of genes,

being the carrier of heritable information, and that of populations of phenotypes

unfolding the information. Although it is widely accepted that natural selection is

intrinsic to evolution, there is quite some debate on what is the effective biological

level of selection. Growing insights into epigenetic mechanisms reveal a deeper

interrelationship between genes as one mode of coding information combined with

environmental specifications (Goldberg et al. 2007).

Acknowledging the observation that selection extends beyond the level of the

individual within coenobitic associations, Zilber-Rosenberg and Rosenberg (2008)

formulated the hologenome theory of evolution. The central concept within this

theory is the holobiont, originally defined as close association, temporal or perma-

nent, of members of different species of organisms (Margulis 1993). Through the

later use of the term by Rosenberg et al. (2007), a holobiont today is to be

understood as the functional entity consisting of a “host organism” with all its

associated symbiotic microorganisms (cf. Rosenberg et al. 2007). Hereby, Zilber-

Rosenberg and Rosenberg deliberately advance beyond the conventional concept of

coevolution. It is the genetic potential of the full association (see Fig. 1) which is

subject to selection, and this potential changes throughout the life cycle of the host,

i.e., via amplification or acquisition of microorganisms. Note that the classical

definition of a holobiont focuses on host-microbe interactions, thereby neglecting

1We use the word “symbiotic” in the original sense of de Bary, i.e., in a neutral sense. Thus,

symbiotic relations include mutualistic, commensalistic, and parasitic relationships.
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other associations, which also shape the host organism, particularly when consid-

ering plants.

According to Zilber-Rosenberg and Rosenberg (2008; Rosenberg et al. 2010),

the hologenome theory is based on four general principles:

1. All animals and plants establish symbiotic (sensu coenobitic; see above) rela-

tionships with microorganisms.

2. Associated microorganisms are transmitted across developmental stages of the

holobiont.

3. The association between host and microorganisms as an entity determines the

fitness of the holobiont within its environment.

4. The hologenome is subject to variation through changes in the host and/or its

microbial associates.

Interestingly, the last principle carries some Lamarckian aspects since variation

in the holobiont can occur via additional mechanisms which operate beyond the

level of the gene. These are amplification of existing microorganisms within the

holobiont and acquisition of novel strains from the environment as well as aban-

donment of strains through horizontal drift (Rosenberg et al. 2009) as a conse-

quence of information gained (i.e., “experience learnt” ) from environmental stress,

just to name some examples.

Considering the three basic components of mutation, heredity, and selection, the

four stated principles are well rooted in evolution theory, addressing the question of

the representative unit of selection. Starting with neo-Darwinism, the gene-centered

perspective on selection (Dobzhansky 1937; Mayr 1942; Dawkins 1976) aimed at

explaining evolutionary adaptation solely on the level of the gene, since this is the

level at which heritable information is transmitted to the next generation through

the gametes. Somewhat more precise, adaptation is considered as a process chang-

ing the frequency of genetic alleles—more general chromosomal DNA—within a

population. Opposing the gene-centric view, Wilson and Sober (1994) introduced a

theory of multilevel selection, embracing the debate on group selection (Wynne-

Edwards 1962, 1986; Wilson and Wilson 2008) versus kin selection (Fisher 1930;

Fig. 1 The holobiont sensu

stricto being defined as a

host organism (larger
ellipse) and all its associated
microorganisms (smaller
ellipses) together with all

their interactions. Note that

the boundary defining the

system is contingent on the

perspective of the observer
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Haldane 1955; Hamilton 1963, 1964). Both approaches aim at clarifying the puzzle

of explaining cooperative behavior of social insects via Darwinian selection.

Whereas kin selection is based on the concept of inclusive fitness, expanding the

notion of fitness beyond the individual by taking fitness of related individuals into

account, critics argue that the phenomenon could likewise be explained by

accepting the point of view that natural selection reinforces traits that are favorable

for a group of organisms in general. In some sense, the hologenome theory follows

the gene-centric paradigm, considering the hologenome as the sum of inheritable

information of the holobiont. Since associations among individuals, however,

incorporate associations among individuals of the same kind, the concept of

group selection is included to some extent.

Although being compelling, the hologenome concept raises questions. One of

them results from the conceptual challenge regarding heredity. For example, the life

cycles of eukaryotic and prokaryotic associates typically vary, proceeding at dif-

ferent timescales. Hence, what are the generations being addressed in the second

principle stated above? The obvious answer, i.e., generations being defined by the

host sensu Zilber-Rosenberg and Rosenberg, reinforces a bias already immanent in

the definition of the holobiont. The so-called host, i.e., the dominant eukaryont,

would be singled out from the association. This is an arbitrary choice made by the

observer studying a particular type of complex system. Considering plants and

associated mycorrhizal fungi, there is no logical necessity to rule out one over the

other. Changing perspective in host-mycorrhiza interaction supports our view.

While originally mycorrhiza has been considered to mainly unlock soil resources

for the plant, there is growing evidence that the plant plays a major role in shaping

the mycorrhizal community (Rennenberg et al. 2009; Pena et al. 2010).

Second, there is another inherent dependency on timescales. What exactly is

considered as being an association—and what is “one generation” of an associa-

tion? Do we enclose short-term events, e.g., infections through bacterial pathogens?

We probably should, because if exemplifying the human immune system, being

strongly path dependent, i.e., contingent on a unidirectional cause-effect chain, its

development results from all contacts with microbial components (Eberl 2010).

Thus, we argue that the host-centric view within the common definition of the

holobiont (sensu Zilber-Rosenberg and Rosenberg) is a choice made by the

observer, resulting from the paradigm of observer dependence. The latter is an

inherent property of any complex system (see Kay 2008) and, thus, conceptually

unavoidable. Second, widening the concept of heredity beyond transmission of

information across discrete generations (typically defined by meiotic cycles of

individuals, maybe synchronized within populations), in particular through the

incorporation of Lamarckian aspects (Rosenberg et al. 2009; Gilbert 2011; see

above), there is no need to restrict the concept of the holobiont to the level of

organisms. Such a claim gains further support by the argument that the notion of an

organism is an intrinsically human concept, in particular when considering micro-

organisms (Ruse 1989; Rossell�o-Mora and Amann 2001; Pepper and Herron 2008).
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Similarly, other concepts of multi-organisms also carry intrinsic scale depen-

dencies. A supraorganism2 is defined as “a collection of single creatures that

together possess the functional organization implicit in the formal definition of

organism” (Wilson and Sober 1989, p. 339). The definition implicitly refers back to

the scale of the organ level. Although there might be no consistent definition of an

organ (see Ruse 1989), the commonly accepted concept of an organ implies some

kind of local boundary. Thus, individuals comprising an organ-like component of a

supraorganism are intrinsically assumed to be within spatial vicinity.

Both objections, i.e., the host-centric view and the gene-centric concept of

heredity, thus are particular instances of scale dependency, scale being taken here

in a spatiotemporal sense. Contrasting with both approaches, i.e., holobiont and

supraorganism, we aim for a concept which is scale invariant, both in the temporal

and spatial sense. It is through implicit scale dependency that difficulties arise

which lead to controversy and conflicting debate. In order to derive such a scale-

invariant concept, we employ ideas from information theory and computational

thermodynamics. Neither aspect is new in ecology (see, e.g., Jørgensen and

Svirezhev 2004). Through employing abstraction, we are able to extract essential

characteristics of biological processes. Abstraction creates the grounds to us for

recognizing relevant characteristics at various scales and in different scenarios, i.e.,

irrespective of scale-related process specificities.

After presenting a formal definition of our concept, we will introduce the major

biological definitions needed from the perspective of computational thermodynam-

ics in the following section. We will then proceed with arguing in favor of the

suitability of the proposed concept. Finally, we will provide some hypotheses and

show how they can be deduced from the theoretical foundations laid out in the

preceding sections.

2 Defining a “Holobiont-Like” System

We propose the concept of a holobiont-like system, an evolving system of

interacting agents. Agents are understood to be biological units (e.g., organs,

individual organisms, or populations) that interact with each other and their

(local) environments (e.g., soil structure, chemical neighborhood, other organisms

within close vicinity). It is assumed that no single agent or group has a controlling

function or “full view” of the system. It is through the interactions that the

association of agents becomes observable as a system (see Fig. 2). Although,

from the point of view of the observer it might seem like one associate or group

2Note that etymologically, the Latin word “supra” means “higher” in the sense of ordination,

whereas “super” implies a spatial order. Thus, in contrast to the mainly used notion of “superor-

ganism,” we prefer to stay with the notion of a “supraorganism.”
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is controlling the system, we consider systems lacking the prescribed role of a

central conductor.

The second characteristic property of a holobiont-like system is its ability to

adapt within a dynamic environment. We will consider evolution in a rather

abstract, algorithmic sense. Hereby, adaptation is understood to be the generic

property of a system to internally capture information (i.e., experience) and adopt

actions based on the derived state of information. Therefore, adaptation is to be

understood as the generic property of the system to react upon changes in its

environment.3 Generally speaking, adaptation of a system “may be at the individual

level through learning, or it may be at the population level through differential

survival and reproduction of the more successful individuals” (Axelrod 1997, p. 4).

The kind of adaptation we are interested in is adaptation through evolution in a

generic sense. In order to be able to consider evolution in a generic way on multiple

scales, we employ the concept of information, being a measure for the internal

entropy of the system. Information can be coded in various ways, e.g., within genes,

structures, community composition, more generally any kind of pool, or in form of

epigenetic modifications, and can be passed on through varying time resolution.

Generic evolution then is the process of adaptation resulting from the interaction of

three subprocesses:

1. Generic mutation: a process leading to transmissible random changes in the

informational representation of a system, e.g., mutation or changes in the

abundances of agents.

2. Generic heredity: the process of transmission of information over time, e.g., in

genomes of agents through reproduction, in the abundances of agents, or

structure.

Fig. 2 The holobiont-like

system as being defined as a

system of interacting

biological agents (ellipses)
adapting through generic

evolution. In contrast to the

holobiont sensu stricto, no

agent is singled out. The

concept naturally allows

being applied recursively,

leading to a nested set of

systems

3 Therefore, “natural adaptation” in the genetic context of the theory of evolution is one example of

adaptation of a system.
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3. Generic selection: an autonomous process that uses the outcomes of local

interaction to enhance a subset of components.

Clearly, this definition needs some explanation. The process of evolution of a

holobiont-like system can be built on a reformulation of Lewontin’s conception of

the principles underlying evolution (Lewontin 1970):

1. Interacting agents in a population have different morphologies, physiologies,

and behaviors, thus comprising phenotypic variation.

2. Different phenotypes have different rates of survival and different mechanisms

to persist in variable and dynamic environments, leading to differential fitness.

3. The correlation between the predecessors and successors of individual agents in

the contribution of each to future generations of the system, i.e., fitness

(expressed through the proportion of the number of offspring within a popula-

tion), is heritable.

Note that information can be transmitted through various channels, e.g., spatio-

temporal fluxes of matter or energy between pools, signaling, reproduction, and

organismic diversity. Within a dissipative system, any type of pattern, i.e., infor-

mation, has a certain likelihood to emerge from pure noise (i.e., transmission

without net outcome of informational structure). Hence, some patterns persist

longer than what can be expected by randomness. Such persistence above random

average can be observed. Heredity describes the process which leads to persistence

of certain patterns. In the interesting case of genetic heredity, information stored in

the gene code of a genome can persist beyond the life cycle of the individual and

thus pass on to future generations. Thus, on the level of genes, information persists,

both within the gene code as well as in epigenetic modifications, while on the level

of the individual information, i.e., structure, resolves into entropy.

In a similar way, we are forced to carefully rethink our concept of fitness. A

posteriori, we are able to observe persistence of a certain clustering of genes longer

than what would be expected from random fluctuations. In biological terms, we are

talking about the persistence of genetic traits over generations. Fitness is then often

measured in terms of success of reproduction, i.e., success in preserving certain

clusters of genes and hereby overcoming the spatiotemporal constraints of the

individual. Similarly, fitness in asexual reproduction might be quantified via the

amount of propagules being produced. Fitness thus turns into a characteristic of a

group of genes. Dealing with groups of agents, with every agent carrying its own

genetic information, we do not have such an obvious gene versus individual

hierarchy anymore. Therefore, we cannot exploit the time discretization given

through the life span of an individual in order to define fitness, e.g., in terms of

frequency of a certain trait within generations. Fitness thus becomes the integration

of system properties that allow the consortium to maintain its internal structure

beyond the random fluctuation of entropy.

The core of Darwin’s idea of evolution through natural selection is thus con-

served in the proposed conceptual framework. Variation among the agents consti-

tuting a holobiont-like system gives rise to variation in the degree of interaction
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among the individuals. At the same time, variation of agents allows for the initiation

of differing phenotypes with differential reproductive success. Hence, also another

fundamental component of Darwin’s idea is fulfilled. Both components give rise to

diversity in network interaction, both internally and externally with the environ-

ment (Holland 1995; Levin 1998). As such, the potential for internal variability

gives rise to the plasticity of the system in its ability to adapt to dynamically

changing environmental conditions (Levin 1998).

Conversely, external variations—via selection—shape the ability of the associ-

ate network to persist longer than possible by pure chance. From the point of view

of information, the system builds up regularities based on its “experience,” i.e.,

preceding history in the flow of information. The selectively derived regularities

then impact the future performance of the system, which feeds back into the system

as the environment continues to pass through dynamic changes (see, e.g., Gell-

Mann 1994). It is the persistence of the system over a certain period of time which

gives the system its specific “character.” Note that this again involves the observer.

Recognizing a system as functional entity relies on our modes of perception which

are highly scale dependent and intrinsic to human perception capacities, both in

spatial and temporal terms (Kay 2008). Survival of a system then means that the

functional entity we are observing manages to persist both spatially and temporally

above the level of noise (with also the latter being defined by the perception of the

observer).

Finally, adaptation within a persistent functional entity needs mechanisms to

capture information within the system (Gell-Mann 1994). In principle, this can be

achieved directly via some recognition process of factorial alterations, e.g., learn-

ing, or indirectly through reinforcement by repeated action. The classical concept of

heredity refers to persistence of an organism as a type, not as an individual. This

means, the captured information can be passed on, overcoming the temporal limits

of the individual while guaranteeing system persistence on the level of its concep-

tual type, e.g., the species. It is the interplay of prevalent long-term patterns on

various levels of biological organizations which the debate on the level of selection

is all about. As such, there is further accordance with driving questions of ecolog-

ical theory, although the latter are typically considered at short-term timescales.

3 Theoretical Foundation

Let us start with discussing some fundamental concepts of biological sciences

within the framework of computational thermodynamics. Living systems clearly

persist in a state of lower entropy compared to their environment. Thus, according

to the second law of thermodynamics, such systems cannot exist without a flow of

energy, which allows the system to establish and maintain its lowered internal

entropy. The continuous flow of energy on Earth allows for the existence of

structures, which consume energy, while augmenting the entropy of the universe.

Schr€odinger coined the notion of “feeding through negentropy” (Schr€odinger
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1944). Therefore, living systems locally alter the flow of energy within their

environment and thus create an impact on other living systems in their vicinity.

As such, any form of interaction influences the local energy landscape. Organisms

persisting within this continuous energy flow are phenotypes expressing features

which optimize some implicitly given function4 of the local energy flow (Bar-Yam

1997). In this way, living organisms create what is called the coupled fitness
landscape5 (Kauffman and Johnsen 1991).

The potential of an organism to survive in a dynamically changing environment

depends on its ability to utilize the local nonequilibrium conditions within its

environment for maintaining its state of low entropy. Evolution on Earth has

resulted in a variety of ways that make energy available to organisms, so that the

informational content of the system may be sustained, e.g., upon fixation of energy

from solar energy by means of photosynthesis. Following Bar-Yam (1997), living

organisms reflect a local optimization of their usage of the variation in energy flow.

It is not the absolute amount of free energy being used which determines the level of

adaptation of the system, but the capability of the system to deal with dynamic

variation of the local energy flow. Thus, fitness can be interpreted as the cost

function resulting from the various optimizations performed by the organisms

within a given proximity in the space-time continuum. Note that through this

interpretation, fitness is a local concept. It cannot be decoupled from the spatio-

temporal vicinity of the acting system.

Such a physical interpretation of fitness also decouples natural selection from the

mechanism of organismic replication and, in particular, from any quantitative

description of reproduction. Conserved information is one particular instance of

order. Thus, conserving information means maintaining the state of low entropy.

Therefore, fitness also depends on the ability of a system to adaptively persist

through mechanisms of conserving information beyond the reproductive mecha-

nisms, e.g., through ecologically successful niching. It is in this latter sense that

heredity matters across all levels of biological organization.

With the given interpretation in mind, evolution can be understood as being a

computational process (see Dennett 1996). Evolution is “a theory of information

transfer, describing the process of transmitting messages containing biological

information, with mutation a phenomenon of information change and a source of

variation” (Zenil et al. 2012, p. 2174).

As mentioned above, persistence is ultimately linked to structural and temporal

patterns constituting the entities we observe as being persistent. Patterns emerging

from interaction of agents can have several sources. For example, nonlinear

4 “Function” to be understood in the (abstract) mathematical/physical sense not as biological

function. To be precise, the term “function of a variable” is used for a mapping of the variable

into some space, without the need to further specify the concrete nature of the mapping.
5 The landscape is “coupled” since it results from the superposition of the local fitness landscapes

of each individual organism.
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dynamics commonly leads to structures of self-similarity.6 Similarly, patterns of

coherence emerge from autonomous interaction in complex systems. However, as

being local, patterns are contingent on a certain temporal and spatial scale. Thus,

using the notion of a pattern implies observer dependency.

Following the ideas of generative science (Epstein 1999), we can take on a

modeling perspective providing analytical tools to study nature. Therefore, in order

to provide a formal definition of the systems we aim to analyze, we employ

concepts from computational theory. A multi-agent system (MAS) is defined as

the collection of a set of autonomous agents which interact through a set of rules,

which is defined for each agent independently, thus implementing a local view for

each agent (Wooldridge 2002). An agent itself is a persistent7 object carrying a

state. What exactly the state consists of results from the act of modeling. As such it

depends on the observer or—more precisely—on whatever is considered worth of

being represented.

MAS have been introduced to study decentralization in decision making and

bottom-up solution strategies (Wooldridge 2002). Through their interactions, the

agents change their states. The rules of the system as a whole result from the

interaction of the agents. MAS have shown to produce complex interaction patterns

(see, e.g., Hogeweg and Hesper 1983; Reynolds 1987; Palmer et al. 1994; Helbing

et al. 2000). Within this context, complex can be defined in an etymological way as

being hard to separate into parts (see Gershenson and Heylighen 2005). The

essential characteristic of MAS is self-organization. Since each agent only has a

local perspective, there is no governing system, determining the behavior of the

system as a whole. Thus, the functionality and, as such, the character of the system

as an entity emerges via self-organization through the interactions of its agents (see

Heylighen 2013). “Self-organization establishes a relation between the behavior of

the individual components and the structure and functionality of the system as a

whole: simple interactions at the local level give rise to complex patterns at the

global level. This phenomenon is called emergence” (Heylighen 2013, p. 121;

highlighted in the original).

Note that in classical MAS, the rules of its agents are fixed (e.g., Conway’s
Game of Life, see Gardner 1970 for further details; swarm robotics, Şahin and

Winfield 2008). Once we allow the rules of the agents to change through, e.g., some

process of learning (i.e., in a sense of recognizing environmental change and storing

recognition), we obtain a complex adaptive system (CAS). Holland (1992, 1995)

defines a complex adaptive system8 as a (typically large) collection of agents that

interact and adapt. Through the possibility of the agents to adapt, the system shows

self-similarity.9 However, by doing so, the system inherently shows path

6Note in passing that self-similarity is one of the defining properties of fractals.
7 In contrast to volatile.
8 Holland uses the notion of constrained generating procedures.
9 “Self-similarity” in the sense that the agents in both their states and their rules adapt as well as the

system as a whole adapts in its composition of agents and their interactions.
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dependency, i.e., the state of the system depends on the states the system has been

going through in the past. Path dependency clearly can be conserved in the agents’
memory, if they have anything like memory (i.e., in physical terms, not necessarily

consciousness). For the particular example of plant memory, the reader is referred

to Thellier and Lüttge (2013), Lüttge and Thellier (2016). Memory merely may be

conserved in the system’s structure. For example, the morphology of the skeleton of

vertebrates results from their common evolutionary ancestor and, thus, conserves

the lateral symmetries and essential characteristics resulting from the selection

process the ancestor has been subject to. It is important to note that path dependency

thus introduces a concept of memory which can be passed on during the further

development of the system. We note in passing that path dependency comes along

with intractability (Nikolic and Kasmire 2013). This means that the shortest model

describing the system is the system itself. From intractability then follows

unpredictability at least for all purposes of prediction and controllability.

Holland (1995) summarizes four basic properties which complex adaptive

systems are showing:

1. Complex adaptive systems develop inhomogeneities in the way their basic

elements are organized. Thus, aggregation can be observed, leading to patterns

in space and time.

2. Complex adaptive systems evolve.10 Through the process of adaptation, chance

events are reinforced leading to nonlinearity.

3. The capability of responding to unforeseen changes in the environment is only

possible if diversity is maintained.

4. Since interactions are commonly instantiated through energy flows, complex

adaptive systems exhibit a homeostatic nature, in particular keeping flows of

energy in balance.

As adaptation obviously is the key feature within the idea of a CAS, we need to

take a closer look at this concept in the context of biological systems. Adaptation

can be realized through several mechanisms, one of which is evolution. As men-

tioned above, the key components of evolution are mutation, heredity, and selec-

tion. Applying the abstract framework, we consider (generic) evolution in a broad

sense, comprising three generic subprocesses. Evolution is based on variation

which is provided by the diversity of agents comprising a system. Additional

variation within the system is created through transmissible random changes in

the informational representation of the system. This process is called (generic)

mutation. While in classical neo-Darwinism chance has been claimed to be the

major source of variation, recent contributions stress a dualism of chance and

determinism (Buiatti and Buiatti 2008). Therefore, variation can be generated

both through deterministic and random processes. For example, we have Mendel’s
Laws of Inheritance explaining frequencies of alleles in populations in a determin-

istic way. To generate variation within the genetic potential of a population, chance

10 In the sense of adaptation through absorption of information (i.e., experience).
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acts via mutation or sexual reproduction. The importance of chance results from the

necessity to stabilize the system and counterbalance effects from energy dispersal

(cf. Buiatti and Longo 2013).

(Generic) heredity describes a process of transmission of information over

time. Thus, heredity leads to temporal persistence which can be observed. But

heredity is more than just an occasional, temporal persistence. In order for an

algorithm to optimize through variation and selection, information gained through

the interaction of the system with its environment has to be captured within the

system. Evolution on Earth resulted in highly optimized organisms which managed

to adapt to specialized ecological niches. The successful “strategy” for searching

through the virtual space of possible solutions requires a mechanism of maintaining

information and thus introducing directedness in time. Without heredity, the simple

trial-and-error strategy would be highly inefficient. However, through the transmis-

sion of information over time, “experience” gained through exploring the conse-

quences of recent adaptations in the informational representation of the system will

increase overall adaptiveness. The idea of generalizing the neo-Darwinian concept

of heredity has gained growing interest with recent work in molecular biology, in

particular in epigenetics (Bossdorf et al. 2008; Richards 2006; Lüttge and Thellier

2016). Jablonka and Lamb (2005) introduced the concept of evolution in four

dimensions. Next to genetic evolution, comprising the classical neo-Darwinian

concept, epigenetic inheritance, social learning, and symbolic communication are

added as additional dimensions of transmission of information (cf. Jablonka and

Lamb 2005)—with the last two dimensions representing outcome from the cultural

evolution.

The third subprocess is selection. We can consider (generic) selection as an

autonomous process that uses outcomes of local interaction to enhance a subset of

components. Being an autonomous process, selection emerges from the interaction

of systems with each other.

Note that the algorithmic nature of evolution does not lead to explanations why

things are the way we see them. But the algorithm allows us to understand how

things evolved over the course of time (Nikolic and Kasmire 2013). The gain in

using an algorithmic approach lies in the ability to define essential biological

concepts independent of temporal or spatial scales (see also Zenil et al. 2012),

rather than giving an interpretation in a teleological sense. Thus, the interpretation

of evolution as an algorithmic concept within the framework of adaptation in

systems of interacting agents provides a conceptual definition conducive to analyz-

ing holobiont-like principles on various scales.
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4 Arguing for an Extension Beyond the Holobiont Sensu

Stricto

Let us recall the definition of the holobiont as the functional entity of a “host

organism” together with all its associated microorganisms (Sect. 2). Clearly, such

an entity is a system of interacting agents, each of which acts without external

control. Interactions can be manifold. There is no a priori assessment concerning

the nature of the coenobitic relationships. Which of the interactions we consider as

being part of the holobiont is up to the choice of the observer. The subjective

perspective extends to the nature of the relationship between host and microbes.

Whether a certain relationship can be termed mutualistic or parasitic, it “requires a

clear appreciation of the spatial, temporal and taxonomic context in which these

systems operate” (Herre et al. 1999, p. 49). Altogether, it is the observer assigning

some purpose to the system (see also Gershenson and Heylighen 2003).

The holobiont operates within a certain environment which the entity of agents is

exposed to. As such, the system is subject to adaptation. To give an example,

consider vertebrates. There are many examples of species-specific bacteria which

are essential for the maturation of the immune system (e.g., Mazmanian et al. 2005;

Weiss et al. 2011; Buffie and Pamer 2013). Even parasites can contribute to

increasing fitness (e.g., Herre et al. 1999). Thus, coenobitic relations affect the

fitness of the system, i.e., the “holo-immunome” (cf. Dheilly 2014). Analog mech-

anisms also exist for plants, e.g., priming (Pozo and Azc�on-Aguilar 2007) and

induced resistance (Jung et al. 2012; Zamioudis and Pieterse 2012). Therefore,

variation in abundances of microbiota through amplification and acquisition/aban-

donment and variation in the modes of interaction (altogether promoting ecological

niching) have an effect on the ability of the holobiont to keep its overall level of

internal entropy, i.e., its organization. “The theoretical framework provided by

considering not only the host but also the parasite as a holobiont revealed that

some interactions have been underestimated and others have not yet been explored”

(Dheilly 2014, p. 1). For the example of the holobiont sensu stricto, classical

selection leads to the enhancement of holobiontic associations. Concerning hered-

ity, we should consider the broader setting of generic heredity. As mentioned in the

introduction, the holobiont shows, next to genetic inheritance, additional modes of

transmission of information, e.g., the community assembly as such. Information can

be passed on vertically to the next generation, e.g., via gametes, as well as

horizontally to accompanying individuals through interaction. For bacteria this

could be quorum sensing, the capability of bacteria to sense their local cell density

(Bassler and Losick 2006), just to give an example. Both vertical and horizontal

transmissions thus change the informational representation of the holobiont. This

can also be traced on an evolutionary timescale. For example, genome reduction

may result from long-term symbiosis of bacteria with their symbiotic host

(McCutcheon and Moran 2012) or the development of a highly specialized meta-

bolic repertoire as in the case of the human gut commensal Bacteroides

Shaping Theoretic Foundations of Holobiont-Like Systems 231



thetaiotaomicron (Benjdia et al. 2011). Summarizing, the holobiont can be seen as

the prototype of a complex system adapting through an evolutionary process.

The general observations in the previous section clarified holobiont characteris-

tics to be twofold: (1) On the ontological side, there is an association of biological

agents together with their biotic–abiotic interactions. The association is taken to be

a functional entity within a certain environment. (2) On the epistemological side,

the evolutionary process drives the development of the system within its environ-

ment. The essential principles underlying this process can be directly deduced from

the hologenome theory. Furthermore, interaction with microbes can affect epige-

netically induced plasticity of plants on an evolutionary scale, although not being

the only factor shaping epigenetic plasticity. Intrieri and Buiatti (2001) claim that

introgression of genes from Agrobacterium rhizogenes had a major impact on the

development of the genus Nicotiana. Thus, compared to the holobiont sensu stricto,

the perspective of a holobiont-like system opens up a broader context. Buiatti

concludes that the “data from plants suggest that selection operates at several levels

of the hierarchical organization of life, and that fitness is determined by the effects

of both epigenetic and genetic factors. I suggest that, since at every level (cell,

organism, population, species, ecosystem) there are internal and external factors

that affect fitness, there is a need for organisms to coordinate the networks of

interactions that occur at the different levels” (Buiatti 2011, p. 257). Again, we

stress that neither genetic nor epigenetic mechanisms provide the only modes of

transmission. We deliberately aim to transcend beyond both of these dominantly

gene-oriented modes.

Let us consider a second example. An ecosystem is the prototype of a complex

adaptive system. The system is defined through a network of organisms as interacting

with their biotic and abiotic environment at a denoted spatial location (cf. Tansley

1935). Current extensions include further aspects which are characteristic for a

holobiont-like system. For example, Ellenberg et al. (1986) additionally concede to

the system a limited capacity of self-regulation. Furthermore, some authors claim that

emergent properties have to be viewed as characteristic for an ecosystem (see, e.g.,

Jørgensen and Müller 2000; Matyssek and Lüttge 2013; Lüttge 2016).

Coming back to the thermodynamic approach to ecosystem theory (see, e.g.,

Jørgensen and Svirezhev 2004), Aoki (1995) interprets ecological succession of a

lake as evolution from oligotrophy to eutrophy and approaches succession via

studying an increase of entropy. The entropy principle in living systems he proposes

claims that entropy production in biological systems passes through at least two

phases. An early phase in which entropy production increases over time is followed

by a later period, where production decreases (cf. Aoki 1995). The concept has been

picked up later, adding approaches to estimate entropy production in ecological

systems such as food webs (Meysman and Bruers 2007).

Through the utilization of natural resources, organisms within an ecosystem

interact, leaving an impact on the space of possible actions of neighboring species.

Independently of being limiting or upon excess, changing resource availability

implies interaction. Food webs constitute one example of structure emerging

from the interaction of species within an ecosystem.
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Species composition itself is capturing information about the ecosystem. Evolv-

ing from selection, speciation, dispersal, and drift (Vellend 2010), the community

conserves information about the evolution of the system. “Experience” is preserved

in existing ecological niches created through the actions/interactions of the individ-

uals comprising the system. Adaptive fitness of the ecosystem as an entity depends,

among others, on the species diversity the system attained to maintain as a result of

successful ecological niching. Also other environmental aspects, e.g., spatial frag-

mentation, are captured within species composition. The latter aspect has been

described by metapopulation theory (Hanski 2004; Alexander et al. 2012), although

not without debate (Baguette 2004). It is the ability of an ecosystem to make natural

resources available for the species constituting the system, which creates variation

within the set of existing ecosystems. The Lamarckian aspects of transmission

(Rosenberg et al. 2009) inherent in the hologenome theory will apply at the general

ecosystem level. Microbial systems provide a particularly instructive example, since

horizontal gene transfer and hereditary symbioses in eukaryonts provide mecha-

nisms reaching beyond classical neo-Darwinian heredity (cf. Sapp 2011).

In contrast to standard definitions of an ecosystem, the view of the entity as a

holobiont-like system includes the aspect of adaptation and/or evolution of the

system as a whole. Thus, we emphasize the characteristics of the system to enhance

its adaptive abilities and thus, contrasting more traditional, static perspectives.

Dennett’s view of evolution as an algorithm has deep consequences. Through

generic heredity, i.e., transmission of information, the system evolves over time,

allowing to build on gained “experience.” As such, evolution is a realization of the

principle of competence without comprehension (Dennett 2009). It defeats the

traditional concept that any higher competence cannot be achieved without an a

priori understanding. Evolution as an algorithm has been powerful enough to create

all complex life on Earth through the combination of simple subprocesses. As such,

the evolution of ecosystems has a direction, too. Ecosystem development moves on

in cycles which proceed toward higher modes of “order” and complexity. Succes-

sion of pioneer species toward climax species reflects an increasing level of

organization from rapid capturing toward retaining of resources, as reflected by

refined ecological niching and increasing specialization (see Burkhard et al. 2011).

Let us briefly come back to the scale independency inherent in the definition of a

holobiont-like system. There is system nestedness in multiple ways. Patterns

emerging from the interaction of agents lead to structure on the level of the system

and thus create the suite of actions for the behavior of the system as an entity. While

providing stability, structure also limits the behavior of the agents on lower levels

(downward causation) (see Gershenson and Heylighen 2003). Additionally, the

choice of the observer to define the system boundaries creates dependencies in a

horizontal sense. Boundaries of open systems need to be delimiting and penetrable

at the same time. Therefore, there is always some fuzziness, since precise, (eco-)

physiological boundaries can hardly ever be defined. Such kind of fuzziness is a

prominent ecosystem feature. This feature is innate to the fact that systems need to

be open in their energy exchanges with their environment, which forms the pre-

requisite for confining entropy.
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Systems provide context for other systems. Thus, systems form nested sets with

vertical as well as horizontal relationships. Classically, ecosystem theory knows

two phases of system development. First, there is an r-phase of exploitation of

resources (where r stands for the rate in the standard model of population dynamics)

followed by a K-phase of specialization and conservation of the attained structure

and order (K refers to the capacity constant in the population dynamical model).

The idea of an r-/K-phase generalizes the concept of r-/K-strategies, as introduced

by MacArthur and Wilson (1967) in a natural way. Gunderson and Holling (2002)

added two additional, typically shorter phases leading to an adaptive cycle of

exploitation (see Fig. 3), conservation, release, and reorganization. Cells divide

and die, individuals grow and vanish, species appear and disappear, and ecosystems

evolve, persist, and collapse. Holling (2001) coined the notion of panarchy11 as a
metaphor to describe such interrelated sets of adaptive cycles (Fig. 4; see also

Gunderson and Holling 2002). Through their development over time, systems pass

through a sequence of adaptive cycles of exploitation. Evidently, cycles on hierar-

chically low levels are running on faster timescales compared to cycles on high

levels of system organization. This conceptual background clearly applies to the

Fig. 3 The adaptive cycle

(according to Gunderson

and Holling 2002)

consisting of a phase of

exploitation (r-phase),

followed by conservation

(K-phase). Once the effort

to sustain the state of high-

level order raises too much,

the system will switch into a

phase of release (Ω-phase)

followed by a period of

reorganization (α-phase)

11 The authors argue for the invention of a new term: “Since the word hierarchy is so burdened by

the rigid, top-down nature of its common meaning, we prefer to invent another term that captures

the adaptive and evolutionary nature of adaptive cycles that are nested one within the other across

space and time scales. We call them panarchies, drawing on the image of the Greek god Pan—the

universal god of nature” (Gunderson and Holling 2002, p. 74).
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concept of holobiont-like systems. Emerging through the interaction of agents,

adaptive cycles of the holobiont-like system are determined by the adaptive cycles

of the agents, which themselves constitute holobiont-like systems, too. It is inter-

esting to note that through the association between eukaryotes and prokaryotes,

these cycles become interlinked, reflecting a continuum in time and space for

holobiont-like systems to exist (see Holling 2001).

It is thus reasonable to analyze a given holobiont-like system as being part in a

panarchy of other systems. Disregarding these dependencies leads to skewed

argumentation and debates hard to settle. Considering ecosystems as holobiont-

like systems emphasizes the dynamic evolution of the system. The need to go

through the full adaptive cycle follows from the algorithmic principle of evolution.

In order to evolve, i.e., search through the (hypothetical) space of conceivably

stable ecosystems, the evolutionary algorithm needs to instantiate examples and

expose them to the process of selection. The collapse of the ecosystem ends this

exposure. The information being transmitted to the “next generation,” i.e., along the

dimension of time, through generic heredity guarantees the evolutionary “experi-

ence” (see above) to be captured. Thus, a new status or even variant of ecosystem

can develop through building up on the functions and performances being captured

in previous rounds of the adaptive cycle (see also Burkhard et al. 2011).

Going downward on the biological scale, we can consider holobiont-like sys-

tems on the organ level. A prototype would be the human immune system. It is

indeed questionable to consider the immune system as being an organ, since it is

hard to localize the immune system within an organism. On the other side, the

immune system has organ-like properties. It is built up from various cell types of

different speciation, e.g., phagocytes, natural killer cells, lymphocytes, or T cells.

Fig. 4 The panarchy metaphor (Gunderson and Holling 2002) builds on the idea of the adaptive

cycle. Systems passing through the cycle interact with other systems (horizontally) which might be

within a different phase of the cycle. At the same time, systems are parts of other systems and

consist of systems on a lower scale (vertical interaction). Thus, a nested set of horizontally and

vertically interacting systems arises, forming a panarchy
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Through those cells, tasks are shared, e.g., building the innate and the adaptive

immune system. Information is passed along through the system by direct cell–cell

communication, the development of pattern recognition receptors and antigens, all

reflecting the interaction of the immune system with its environment. The immu-

nological memory is conserved in the diversity of B and T cells (Janeway

et al. 2001). Persistent differences in adaptability of the system provide the foun-

dation for current hypotheses in the development of autoimmune diseases, e.g., the

Hygiene Hypothesis (Okada et al. 2010) or the Old Friends Hypothesis (Rook and

Brunet 2005). Mutation is directly evoked through mechanisms such as somatic
hypermutation (see, e.g., Janeway et al. 2001). Furthermore, the complex interplay

of the innate with the adaptive immune system provides further sources of variation

via proliferation of immune cells. Selection is also immediately present due to the

interplay of inflammatory and anti-inflammatory mechanisms.

Another informative example can be a branch of a tree. The agents are given by

different tissue types and/or microorganisms being present. As for generic muta-

tion, we have classical genetic mutation within cells, as well as drift and dispersal of

microorganisms. Furthermore, phenotypic modifications, e.g., plant gall, introduce

further variation. Apart from the obvious modes of transmission, generic heredity at

the organ level in this example includes spatial persistence through morphological

structure. In a similar way, morphology adds to selection through, e.g., shading or

restriction of water supply.

Although all classical modes of evolution on the genetic scale are still applicable

within the context of holobiont-like systems, the generic counterparts of the evo-

lutionary subprocesses typically comprise further modes of biological interaction.

Thus, the concept of the holobiont-like system does not render the traditional

neo-Darwinian concepts dispensable, but reaches beyond the gene-centric perspec-

tive, embracing a wider range of nongenetic mechanisms.

5 Hypotheses for Experimental Analysis

After all, do we actually need another concept? Focusing on both, system properties

and scale independency opens a new view onto biological systems. In particular, the

characteristic property of adaptation inherent in the definition of the holobiont-like

system incorporates a perspective of evolutionary theory into ecological analysis.

Conversely, the idea of nested adaptive systems developing and evolving over

space and time allows explicitly addressing the different scales involved in com-

mon evolutionary theory and ecology.

An overarching hypothesis thus states that the view of plants as parts of

holobiont-like systems improves the possibilities for explanation and prediction

of ecological and evolutionary patterns and processes. Following the scale-

independent view, we expect this hypothesis to hold across spatial and temporal

scales. A gene-centered, evolutionary approach falls short in addressing the com-

plexity of processes and mechanisms, determining the effectiveness of the
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phenotype when being confronted with the competitive situation within an ecosys-

tem of interacting organisms. Improved knowledge in molecular biology has

elucidated a variety of interacting functions, enfolding the potential lying in the

gene. “No longer can the gene be thought of as inherently stable, discrete stretch of

DNA that encodes information for producing a protein, and is copied faithfully

before being passed on. [. . .] The stretch of DNA that is a ‘gene’ has meaning only

within the system as a whole. And because the effect of a gene depends on its

context, very often a change in a single gene does not have a consistent effect on the

trait that it influences” (Jablonka and Lamb 2005, p. 7).

Theory building in plant sciences has traditionally been rooted in an autecolog-

ical perspective. Shortcomings of, e.g., the Growth-Differentiation-Balance Theory
(Herms and Mattson 1992; Matyssek et al. 2012a), address plant-internal resource

allocation as a trade-off between the demands of growth versus stress defense. More

precise, the trade-off between investments in primary versus secondary metabolism

is associated with ecological costs. The latter might differ with changing environ-

mental conditions. In contrast, experiments demonstrate the plant to possess enor-

mous plasticity in regulating its resource allocation under dynamically changing

ecological scenarios (Matyssek et al. 2012b). The concept of a holobiont-like

system naturally frames the conceived plant system within a hierarchy of interac-

tions, thus incorporating a systems biology perspective. Hereby, there is no limit on

the considered level of biological organization. The panarchy metaphor locates

adaptive cycles of proteins within cells, life cycles of cells within tissue, tissue

within organisms, and the life span of the organisms itself within an ecosystem. The

mechanisms shaping these adaptive cycles, enabling to preserve released free

energy within the supra-system, will be different on each level. Nevertheless,

generic factors driving the mechanisms as well as underlying principles are antic-

ipated to be universal. Preservation of free energy may even appear as one ther-

modynamic reason in evolution toward advancing complex adaptive systems in

biology, eventually linked within horizontally and vertically nested hierarchies.

Pattern organization within a hierarchy is a natural consequence of self-

organization of systems of autonomously interacting agents: “Aggregation and

hierarchical assembly are not imposed on complex adaptive systems, but emerge

from local interactions through endogenous pattern formation” (Levin 1998,

p. 432). Essential ingredients to enable self-organization within dissipative systems

are a certain level of diversity, dynamically adapting interactions among agents, as

well as effectiveness of an autonomous process counterbalancing the creation of

diversity through selection (cf. Levin 1998). Thus, the subprocesses defining

generic evolution within the holobiont-like system provide the basis for emerging

patterns of self-organization. The perceived directedness of system development,

passing through the adaptive cycle from the simple to the more complex, i.e., from

an r-phase of exploitation toward a K-phase of specialization and conservation

(cf. Gunderson and Holling 2002; Burkhard et al. 2011), can be explained through

the action of an underlying evolutionary algorithm. Via hereditary processes,

information is kept within the system. It is accumulated during various runs through

the adaptive cycles on lower levels. Being embedded within a hierarchically upper
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adaptive cycle, information is persistently transmitted within the system. Various

indicators and ecological orientors (Fath et al. 2004) can be employed to identify

the state of the system at the various scales (see, e.g., Burkhard et al. 2011).

The idea of transmission of information both horizontally among biological

units and vertically within the system is deeply rooted in biological theory. In

particular, “change through use and disuse” (cf. Jablonka and Lamb 2005) is not

foreign to Darwin’s theory of evolution via natural selection. Although the histor-

ical development has defeated Lamarckism on the basis of lack of grounds for an

hereditary mechanism transmitting acquired information, recent insights in, e.g.,

epigenetic functions, horizontal gene transfer, transmission of microorganisms,

etc., have led to reconsider inheritance beyond the single gene (see, e.g., Jablonka

and Lamb 2005; Zilber-Rosenberg and Rosenberg 2008).

Likewise, ecological theory has adopted a more dynamical perspective. Consid-

ering an ecosystem to be an adaptive system shifts the focus from individual

organisms to organismic interactions. Thermodynamic ecosystem theory

(Prigogine et al. 1972; Jørgensen and Svirezhev 2004) has been proposed as well

as approaches based on network analyses (Fath and Patten 1999), just to give some

examples. The aspect of adaptation across scales has been presented, among others,

by Aoki (1995), who uses the term “evolution” to denote the development of

ecosystems. Holling (1986) and Gunderson and Holling (2002) considered direct-

edness in the evolution of ecosystems across scales while introducing their

panarchy concept.

Acknowledging directedness in ecosystem development will also provide new

perspectives. For example, the consideration of ecosystem maintenance has to be

modified (see also Lüttge et al. 2016). Considering an ecosystem as proceeding

through the adaptive cycle from less organized to higher complexity, the system

cannot be maintained in a highly evolved state forever. The longer the system

remains in a low-entropy state, vulnerability will rise under small, unforeseen

perturbations, shifting the system into the following phase of release

(cf. Burkhard et al. 2011). Thus, maintenance of ecosystem functions needs to

warrant the constant flow of entropy at any level of self-organization.

Through the systems perspective, ecosystem functions emerge from the interac-

tion of the organisms forming the system. One level further down the scale, these

interactions are subject to dynamic change, too. The Stress-Gradient Hypothesis
(Bertness and Callaway 1994; Brooker et al. 2008) postulates that beneficial

organismic interaction increases along gradients of progressively limiting abiotic

stress. On a broader perspective, interactions among certain organisms take place

within the concerted action of many organismic associations. Maintenance of

system functionality on the larger scale, however, imposes selective pressure on

single interactions. Further on, selective pressure enforces a dynamic process on the

set of interactions which might change the character of a particular single interac-

tion, e.g., from mutualistic to parasitic. Thus, qualifiers such as “mutualistic” or

“parasitic” might change during system development just because of the dynamic

change of the state of the system.
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From the overarching hypothesis stated at the beginning of the section, several

sub-hypotheses can be deduced. First of all, we can study the holobiont-like system

as a conceptual model and analyze its suitability in fostering ecological or evolu-

tionary understanding. An important aspect of the model is the claim that emergent

properties can be observed on the system level. Generic properties of complex

adaptive systems can thus be studied in a scale-independent manner. We anticipate

properties such as resilience, redundancy, or robustness to be universal on all scales.

The holobiont-like system provides straight forward hypotheses for these functions

to be realized. For example, resilience is postulated to be the consequence of the

diversity of agents, buffering the system against various types of stress. In addition,

agents might be partly exchangeable, allowing system functionality to remain

unchanged although single agents might be lost. Accordingly, robustness is

expected to result from the network of interactions, increasing beyond the robust-

ness of the single agent.

Studying holobiont-like systems as evolutionary systems, multilevel selection

theory is intrinsically integrated. Interactions are expected to be found within one

level as well as among levels. Processes of selection acting upon those interactions

comprise a conceptual part of the definition. Appealing to the panarchy of system

nestedness, it might be speculated that positive feedback of selection at a lower

level relates to adaptation on the higher level. General principles like the one just

stated are claimed to be scale independent.

We have already highlighted ecological hypotheses to be addressed through the

concept of holobiont-like systems. Abstracting from the Stress-Gradient Hypothe-
sis (SGH), we claim that dynamic rather than static environments favor holobiont-

like systems. Whereas the SGH postulates a change in the characteristics of

interactions along a stress gradient, we can generally ask for determinants of the

set of interactions of a holobiont-like system. Generally, it is the dynamic interac-

tion of the agents as well as with their environment which forces each agent to

constantly adjust its rules of involvement and adapt upon gained experience.

Without dynamics in the environmental processes, stable trajectories will be

found, leading the system to rest in its current state. In contrast, within dynamically

changing environments, the autonomous process of selection will enfold its selec-

tive potential on the set of interactions which currently define the system.

Counterbalancing the selective pressure, variation created within the system will

lead to new potential, providing the basis for evolution to occur.

6 Conclusion

Timely developments both in ecological theory and in the theory of evolution have

reached a state of maturation which begins to overcome the initially separating,

apparent exclusiveness of each theory. In parallel, advancing insight into biological

mechanisms and functioning has never ceased to unveil an ever growing richness

and diversity. Historical claims that life on Earth may eventually be fully
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understood and ready for control and maintenance by man have turned out repeat-

edly to be falsified soon after being postulated (see, e.g., the 1988 fires in Yellow-

stone National Park, Turner et al. 2003, or the Exxon Valdez oil spill, Harwell and

Gentile 2006). As the concept of the organism still has its scientific value in

systemizing and classifying the richness of life on Earth, it encompasses limits of

understanding as we leave the autecological perspective, which indeed is needed

when striving for comprehension of the complex ecological cause-effect relation-

ships as the mechanistic drivers of evolutionary processes. Evidently, ecology and

evolution are intrinsically woven. In fact, such a move opens the conceptual

dimension for grasping intellectually the ways in which life is actually self-

perpetuating.

Various theoretical tools have in the meantime been introduced to ecological

theory, enhancing insights into ecosystem functioning. Nevertheless, we are still far

from understanding critical states in ecosystem functioning to an extent that may

enable us to sustain such systems as well as their ecological services to mankind

with its various perspectives and demands. We must learn that ecology and evolu-

tion represent dynamic and, hence, “progressive” rather than “conservative” phe-

nomena. Such a perception imperatively requests the observer—in the shape of a

researcher—to conceive crucial functionality of any kind of biotic systems in terms

of multiply nested interaction networks.

We propose merging two conceptual frameworks so far mostly associated either

with ecological or evolutionary research by introducing the integrative concept of

holobiont-like systems. Reaching beyond the scale-limiting definition of the

holobiont sensu stricto, we still adopt its natural focus on the interaction of

autonomous agents as well as its implicit concept of hereditary transmission. As

advancement, we gain scale independency, which allows incorporating evolution-

ary development as driven by ecological mechanisms into all levels of biological

organization. The holobiont-like system thus becomes the conceptual core for

exploring scale independency of biotic interaction networks. As a result, revelation

of the multiple nestedness of informational control cycles is approached as envis-

aged by the panarchy metaphor. The latter allows comprehension of the operational

grounds by which systems ensure persistence while allowing for advancement. On

such grounds, hypotheses can be posed, as pointed out in this account, the assess-

ment of which through empirical evidence and informational analysis will help to

functionally explain the integrated “eco-evo” foundations of biotic interaction

networks.
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Abstract Critical advances in the application of molecular tools to analyze genetic

diversity in annual and perennial crops have taken place in the last two decades.

Although in most cases the new technologies are first developed in annual crops,

some particularities of most fruit crops, such as their perennial nature, long gener-

ation time, large individual size, or vegetative propagation, make the advantages of

using these new approaches even more relevant in these species. In this work, the

information available on the different strategies used to analyze genetic diversity in

temperate and tropical fruit tree species using molecular approaches is reviewed.

Special attention is given to the potential of next-generation sequencing and the

combination of genomic tools with geographic information systems.
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1 Introduction

Conservation and sustainable management of crop genetic resource diversity is the

key for guaranteeing food security for future generations since this will determine

the ability of populations and crops as a whole to adapt to environmental changes.

This is becoming increasingly important in the current scenario of global climatic

change where conserving genomic pools that will allow the development of resil-

ient cultivars to a wide range of biotic and abiotic stresses is an increasing necessity.

In this sense, it is important to keep in mind that conservation of plant genetic

resources worldwide has been concentrated on a small group of species. Thus, from

about 7,000 plant species that have been indeed used by humans (Hammer 2003),

currently about 30 species contribute to more than 90 % of human nutrition

globally, and just three cereals (wheat, rice, and maize) account for about

two-thirds of human dietary needs (Cassman 1999). Moreover, in order to be

effective in the long term, this conservation effort should also include crop wild

relatives that can be source of interesting genes (Ford-Lloyd et al. 2011).

Of the 30 most important crops in terms of production worldwide, only five can

be considered as fruit crops (bananas, oranges, grapes, apples, and mangoes)

(Faostat 2014) although perennial crops account for about one-eighth of the

world cultivated area (McClure et al. 2014). However, there are hundreds of

neglected and underutilized fruit crops that are important in specific local markets

and which cultivation can be extended in the future. As an example, it is considered

that less than 5 % of the edible tropical fruit trees are cultivated commercially

(Wijeratnam 2000) and just five species [banana (several species of the genus

Musa), mango (Mangifera indica), pineapple (Ananas comosus), avocado (Persea
americana), and papaya (Carica papaya)] comprise more than 90 % of the export

of tropical fruits of those countries. In many cases, especially for underutilized fruit

tree crops, most of the extant diversity is present in developing countries, and,

consequently, the long-term conservation of their genetic resources is at risk since

the capacity for studying and managing germplasm collections, including qualified

personnel, is generally directly related to the degree of economic development of

the country where the collection is situated.

Common characteristics of most fruit crops compared to domesticated annual

crops are their perennial nature, long generation cycles, and long juvenile periods

that often limit breeding programs and hinder genetic conservation efforts. Addi-

tionally, most fruit crops are highly heterozygous and usually propagated vege-

tatively favoring the cultivation of a few clones of selected cultivars. As a result,

often the genetic diversity found in most of the commercially cultivated fruit tree

crops is low (McClure et al. 2014). However, while most annual crops have been

domesticated over a long period of time, only very few woody perennial tree

species can be considered as truly domesticated. Consequently, most are separated

by few generations from their wild relatives which can become interesting sources

of additional genes.
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The significant loss in biodiversity during the last decades has resulted in an

increasing interest worldwide in conservation of plant genetic resources as shown

through different national/international agreements and treaties such as the Con-

vention on Biological Diversity in 1992 (http://www.cbd.int/history/) or the Inter-

national Treaty on Plant Genetic Resources for Food and Agriculture in 2001

(http://www.planttreaty.org/), among many others. Genetic diversity, which can

be defined as the amount of genetic variability among individuals of a variety,

population, or species (Brown 1983), can be preserved through the conservation of

germplasm. This can be performed both in situ and ex situ, two complementary

approaches that, especially for the in situ component, should be integrated into a

sustainable development strategy in the regions where biodiversity is present. In

situ conservation of agricultural biodiversity can be carried out through the preser-

vation of protected wild areas and/or the preservation of traditional cultivated fields

(“on farm” conservation). The latter also includes the accompanying traditional

agricultural methods and knowledge of local farmers and preserves interaction that

takes place in ecosystems and, thus, the coevolution between all the elements that

generate new diversity. Ex situ conservation programs preserve isolated genotypes

(e.g., vegetative field collections, seeds, or in vitro culture banks). Most current ex

situ germplasm collections show important limitations in the number of accessions

and in the genetic variability and quality of the samples conserved. This situation is

aggravated for certain species with recalcitrant seeds, such as many fruit trees,

where conservation is not performed through seed collections but in living field

collections which are very expensive to maintain. At least two complementary

approaches can be envisaged to reduce maintenance costs in perennial fruit tree

species. One approach involves the development of core collections that represent

most of the diversity conserved in a small number of genotypes (van Hintum

et al. 2000; Escribano et al. 2008). Another approach is based on a shift toward

on-farm management of agrobiodiversity as a form of in situ conservation for the

use of plant genetic resources in a dynamic production system (Hammer 2003). In

any case, the establishment of appropriate measures for the conservation of the

extant diversity in any crop species requires the availability of appropriate infor-

mation on the distribution and structure of its current diversity.

Characterization of conserved and existent but as yet still unexplored genetic

diversity is necessary to preserve the genetic resources of crop species for a

sustainable use by future generations. The optimization of the management of

genetic resources requires not only a precise identification and evaluation of the

accessions already conserved but also to establish where hot spots of diversity exist

in order to provide guidelines for future conservation of as yet non-collected

variability. Recent advances in molecular genetics and the application of geo-

graphic information systems could represent new opportunities both for the man-

agement of biodiversity in situ and for the conservation of biodiversity in ex situ

germplasm collections.

In this chapter we will focus on the most popular approaches used in recent years

to study genetic diversity of fruit trees, with special attention to molecular tech-

niques and the application of spatial analysis tools.
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2 Molecular Markers and Genetic Diversity in Fruit Tree

Crops

Traditionally, genotype identification and diversity studies in cultivated plant

species including fruit trees have been carried out through morphological markers

and phenotypic trait characterization. However, this is a slow and expensive

process that limits the number of genotypes that can be studied as well as the

accuracy of the observations. Some of those observations, like those related to

phenological characters, need to be analyzed late in development, and some can

affect other morphological characters or agronomical traits due to pleiotropic gene

action (Le Corre and Kremer 2003). Although these observations can still be very

useful tools to match phenotype with genotype and a good phenotyping is ulti-

mately needed to link molecular markers with traits of interest, genotype charac-

terization and genetic diversity studies in plants require research strategies that

complement phenotypic characterization and estimation of diversity such as mole-

cular techniques (Wünsch and Hormaza 2002). During the last two decades, fast and

important advances in the methods used to study nucleic acids in both animals and

plants have taken place resulting in the continuous development of different types of

genetic markers. These allow reliable estimations of allelic richness reflected in the

number and distribution of alleles per locus, which is the main parameter to measure

genetic diversity. This information can be used to analyze the population structure

of in situ and ex situ germplasm collections and wild stands of cultivated species

and crop wild relatives in order to develop appropriate strategies to optimize the

conservation of genetic diversity.

2.1 Main Types of Molecular Markers Used in Genetic
Diversity Analyses in Fruit Trees

Molecular markers can be biochemical or based on DNA sequences. Biochemical

markers involve the separation of proteins (allozymes and isozymes) into specific

banding patterns by electrophoresis. They are codominant, and their main dis-

advantage is that the number of available enzymes is limited and, thus, their power

to analyze diversity is reduced (Mondini et al. 2009). They have been used since the

1970s to analyze genetic diversity in plants (Brown 1978), but they can still provide

valuable information for diversity studies in fruit trees shown in some recent works

in apple (Wagner et al. 2014), hazelnut (Leinemann et al. 2013), or Arbutus unedo
(Takrouni et al. 2012).

DNA-based markers, commonly known as molecular markers, have been conti-

nuously developed since the 1980s and can be associated or not to a functional trait;

they can, in general terms, be classified into dominant (such as RAPDs or

AFLPs) or codominant (such as RFLPs, microsatellites, or SNPs) markers

depending on whether heterozygous and homozygous genotypes can be
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distinguished. RFLPs, widely used since Alec Jeffreys discovered the poly-

morphism in the fragment size after treating the DNA with restriction enzymes

(Jeffreys 1979), have been applied in numerous works to assess fruit tree diversity;

although due to the availability of new molecular approaches their application for

genetic diversity studies is in disuse, some recent examples can still be found in

fruit tree crops (Garcia-Ruiz et al. 2013).

Since the development of PCR in the mid-1980s by the Noble Prize winner in

Chemistry 1993, Kary Mullis (Mullis et al. 1986), different types of PCR-based

molecular markers have been developed. Among those routinely used in ecological,

evolutionary, taxonomic, phylogenetic, and genetic diversity studies are randomly

amplified polymorphic DNAs (RAPDs), in which fragments of genomic DNA are

amplified using a decamer primer of random sequence and where polymorphism

depends upon the presence or absence of an amplification product. They started to

be used in different organisms in the late 1980s (Williams et al. 1990) and have

been used extensively in a wide range of fruit tree crops; recent examples include

pomegranate (Mansour et al. 2015), olive (Brake et al. 2014), apricot (Yilmaz

et al. 2012), or mango (Samal et al. 2012). Amplified fragment length poly-

morphisms (AFLPs) (Vos et al. 1995) combine RFLP and PCR techniques. They

have also been used in studies of diversity of different plant species (Mba and

Tohme 2005); recent examples in fruit trees include Prunus mira (Li et al. 2014a),

date palm (Sabir et al. 2014), or kiwifruit (Li et al. 2014b). Simple sequence repeats

(SSRs) or microsatellites (Litt and Luly 1989), based in the presence of repetitive

DNA sequences in eukaryote genomes flanked by specific conserved regions that

allow their amplification by PCR, became the markers of choice for fingerprinting

and diversity analyses in recent years (Ellegren 2004; Kalia et al. 2011; Arias

et al. 2012). Some recent examples of their use for diversity studies in fruit trees

include grapevine (Basheer-Salimia et al. 2014), apricot (Raji et al. 2014; Martin

et al. 2011), chestnut (Beghe et al. 2013), litchi (Madhou et al. 2013), or pear (Sehic

et al. 2012). Additional PCR-based markers used to some extent are inter-simple

sequence repeats (ISSRs), applied, for example, in fig (Amel et al. 2004, 2005;

Ikegami et al. 2009) or clementine (Breto et al. 2001); cleaved amplified poly-

morphisms (CAPs) used, for example, in Citrus spp. (Amar et al. 2011); sequenced

characterized amplified regions (SCARs) used, for example, in persimmon (Cho

et al. 2013); or sequence-tagged sites and expressed sequence tags (STS and ESTs,

respectively) used, for example, in Musa acuminata (Passos et al. 2012) or

Actinidia spp. (Crowhurst et al. 2008). Other less used molecular markers include

start codon targeted polymorphisms (SCoT) that uses single primers designed to

anneal to the flanking regions of the ATG initiation codon on both DNA strands and

has been used in Mangifera indica (Gajera et al. 2014; Luo et al. 2011) and SRAP

and TRAP, which stand for sequence-related amplified polymorphism and targeted

region amplified polymorphism, respectively, that have been used in several fruit

tree species. In the case of SRAP, recent works in fruit trees include apricot

(Li et al. 2014c), persimmon (Jing et al. 2013a), or almond (Jing et al. 2013b),

and, in the case of TRAP, apple (Guo et al. 2009). Another group of markers is

based on mobile elements; examples include inter-retrotransposon amplified
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polymorphism (IRAP) that has been used in Musa spp. (Nair et al. 2005) or

Diospyros spp. (Du et al. 2009a, b), the retrotransposon-microsatellite amplified

polymorphism (REMAP) that has been used in Diospyros spp. (Du et al. 2009a, b)

or Prunus mume (Shen et al. 2011), retrotransposon-based insertion polymorphism

(RBIP) in Pyrus pyrifolia (Kim et al. 2012), or the retrotransposon-based sequence-

specific amplification polymorphism (SSAP) in Anacardium occidentale (Syed

et al. 2005) or Diospyros spp. (Du et al. 2009a, b).

More recently, simple nucleotide polymorphisms (SNPs), which are variations

of single nucleotides which do not change the overall length of the DNA sequence

in the region and occur throughout the genome, are being increasingly used (FAO

1997; de Vicente et al. 2004) especially due to the increasingly more economic

availability of next-generation sequencing methods (see next section).

Whereas the previous markers usually target nuclear DNA, chloroplast and

mitochondrial DNA can also be used to some extent to estimate genetic diversity

although they are more useful at the interspecific level due to the usually low level

of intraspecific polymorphism. Chloroplast and mitochondrial DNA analysis are of

common use in barcode and phylogenetic studies in plant and animals, respectively,

and they can be useful tools to assign unknown sample to the correct species and

avoid errors that can affect the results obtained in genetic diversity analyses

(Larra~naga and Hormaza 2015).

2.2 Evolution of the Use of Different DNA-Based Markers
for Diversity Analyses in Fruit and Nut Crops

Although genetic diversity studies in annual crops clearly outnumber those in

woody perennial crops, a great number of studies have been published on the

application of molecular markers to study genetic diversity in temperate and

tropical fruit tree crops. Thus, a basic search in the ISI web of knowledge for the

seven most common types of markers (AFLP, ISSR, RAPD, SSR, RFLP, SNP

+EST, and NGS), with the keyword “diversity”, and 32 important genera of

temperate and tropical tree fruit crops (Actinidia, Anacardium, Annona, Averrhoa,
Carica, Carya, Castanea, Citrus, Cocos, Cydonia, Dimocarpus, Diospyros,
Eryobotria, Ficus, Juglans, Litchi, Malus, Mangifera, Musa, Olea, Passiflora,
Persea, Phoenix, Pistacia, Prunus, Psidium and Vitis) provides the following

results as of February 2015: 1,229 studies for SSRs, 776 for RAPDs, 418 for

AFLPs, 236 for RFLPs, 193 for ISSRs, 159 for SNP+EST, and 25 for NGS.

These results are represented in Fig. 1 by year to show the variation in the number

of studies with time. It is interesting to note that, although new molecular marker

technologies are being developed continuously, some of the ones used 20 years ago

(such as RAPDs) are still being used.

Molecular markers have been mainly used in fruit tree species commercially

important at a global level; those include, for example, Prunus spp., Malus spp.,
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Citrus spp., Vitis vinifera, or Theobroma cacao. However, some works have also

been performed in crops that can be considered as “neglected” or “underutilized”

species such as the Ethiopian banana, Ensete ventricosum (Birmeta et al. 2004);

highland papayas, Vasconcellea sp. (van Droogenbroeck et al. 2004, 2006); cheri-

moya, Annona cherimola (Escribano et al. 2007; van Zonneveld et al. 2012); guava,
Psidium guajava (Coser et al. 2012); or baobab, Adansonia digitata (Munthali

et al. 2013). An additional set of studies have also focused on fruit tree crop wild

relatives (CWR) such as Rubus idaeus (Graham et al. 2003); Pistacia khinjuk and
Pistacia atlantica (Shanjani et al. 2009); Olea europaea subsp. cuspidata
(Koehmstedt et al. 2011);Malus sylvestris,M. orientalis, andM. sieversii (Cornille
et al. 2013); or Citrus macroptera (Malik et al. 2013). The characterization and

conservation of genetic diversity in CWRs is becoming of increasing interest

especially in the current context of climate change since they can be useful to

incorporate into crops a range of useful genes to increase resiliency and productiv-

ity (Warschefsky et al. 2014). Clearly, additional resources and international

cooperation networks should be devoted to address diversity studies and germplasm

conservation programs in those two last groups, neglected and CWR species (Ford-

Lloyd et al. 2011; Mba et al. 2012).

2.3 Interpretation of the Results Obtained: Parameters
and Software Tools

The variances or polymorphisms shown by the different molecular markers can be

analyzed with a range of different diversity parameters based (i) on the number of

variants (number of percentage of polymorphic loci or allelic richness, i.e., mean

number of alleles per locus) or (ii) on the frequencies of the alleles obtained

(effective population size, expected and observed heterozygosities, or fixation

index). Genetic diversity between different (sub)populations/collections is based

on significant differences in allele frequencies among the different groups that can
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be estimated with F-statistics, Rst, Gst, or AMOVA, among others. In addition,

graphic representation of genetic distances and cluster analyses are usually

performed to visualize relationships among the different genotypes studied.

Although this is starting to change due to the increasing availability of new

generation sequencing technologies, usually just a small portion of the genome is

explored in most genetic diversity studies, and, thus, the selection of a correct

amount of individuals and loci to be analyzed is of great importance to make

reliable extrapolation from the estimators to the natural populations or germplasm

collections (de Vicente et al. 2004; Mondini et al. 2009; Porth and El-Kassaby

2014). Different software packages have been developed in the last two decades to

obtain these genetic diversity measures; among them, some of the most commonly

used are Genepop (Raymond and Rousset 1995), Popgene (Yeh et al. 1997),

Arlequin (Excoffier et al. 2005), PowerMarker (Liu and Muse 2005), Ntsys-pc

(Rohlf 2008), GenAlEx (Peakall and Smouse 2012), and Mega (Tamura

et al. 2013). In addition, several software packages based in R (www.r-project.

org) also allow the analysis of marker data for genetic diversity studies; among

them, the most commonly used are Hierfstat (Goudet 2005), Adegenet (Jombart

2008), and DiveRsity (Keenan et al. 2013). The genetic structure of populations can

be assessed using a method developed by Pritchard et al. (2000) implemented in the

software program Structure. The program assigns probable individual haplotypes to

multiple clusters relying on the allele frequencies at each locus identifying clusters

of individuals on the basis of their genotypes at multiple loci using a Bayesian

approach.

3 Perspectives of Next-Generation DNA Sequencing (NGS)

for Studies of Genetic Diversity

3.1 Next-Generation Sequencing

During the 1970s, two different sequencing methods were developed by Frederick

Sanger and Allan Maxam and Walter Gilbert, respectively (Sanger et al. 1977;

Maxam and Gilbert 1977). The first became widely used for more than 25 years. In

2001, when the first draft of the human genome project was released, the scientific

community started to look for cheaper and other approaches not based on cloning

fragments (Mardis 2008). It was not until 2004 that next-generation DNA sequenc-

ing methods, sometimes classified in second and third generation automatic

sequencers, depending whether prior amplification of the DNA template is needed

(Glenn 2011), appeared in the market. These technologies provide several advan-

tages and have revolutionized many areas in biology since they allow genome-wide

characterization and profiling of mRNAs, small RNAs, transcription factor regions,

structure of chromatin and DNA methylation patterns, microbiology, and

metagenomics (Ansorge 2009). The main characteristic of these techniques is the

252 N. Larra~naga and J.I. Hormaza

http://www.r-project.org/
http://www.r-project.org/


possibility of performing massive sequencing in a parallel manner, which means

that the number of sequences obtained in a single run is much higher than before.

But probably the most important fact that is making possible the widespread use of

these technologies is their continuously decreasing prices. Generally studies based

on NGS have been applied to a single or to a small number of samples although

multiplexing is allowing the application of NGS to larger data sets (Harrison and

Kidner 2011).

Although the sequencing biochemistry differs among the different methods, the

basic steps of most of the next-generation sequencers are similar, involving DNA

fragmentation, in vitro adaptor ligation, generation of clonally clustered amplicons,

and cyclic sequencing (Shendure and Ji 2008). Massively parallel scale of data

production requires enormous computational analysis that includes image analysis,

signal processing, background subtraction, base calling, and quality assessment to

produce the final sequence reads for each run (Mardis 2008). Magi et al. (2010)

reviewed several available software packages for the alignment of sequence reads

to a reference, base-calling and/or polymorphism detection, de novo assembly from

paired or unpaired reads, structural variant detection, and genome browsing.

3.2 Applications of NGS in Fruit and Nut Tree Crops

These NGS techniques are allowing to obtain sequences of entire genomes.

Although the number of sequenced genomes is much higher in annual crops,

there are some examples of published whole genome sequences in fruit tree crops

such as grapevine (Vitis vinifera, Jaillon et al. 2007), papaya (Carica papaya, Ming

et al. 2008), apple (Malus domestica, Velasco et al. 2010), date palm (Phoenix
dactylifera, Al-Dous et al. 2011), cacao (Theobroma cacao, Argout et al. 2011;
Motamayor et al. 2013), peach (Prunus persica, Arus et al. 2012; Verde et al. 2013),
Japanese apricot (Prunus mume, Zhang et al. 2012), banana (Musa acuminata,
D’Hont et al. 2012), Chinese white pear (Pyrus bretschneideri, Wu et al. 2013),

orange (Citrus sinensis, Xu et al. 2013), or wild banana (Musa balbisiana, Davey
et al. 2013), and the number of species will surely increase dramatically in the

next years.

NGS technologies are permitting to reach every nucleotide on a genome and,

thus, variants, common and rare, can be discovered with the appropriate sequencing

read coverage and algorithm methods to identify them (Koboldt et al. 2013). In

other words, these methodologies allow to detect genomic variation on a wide scale,

from single nucleotide polymorphisms (SNPs) to copy number variations in large

sequences blocks (Mardis 2008), being a technology with huge potential to allow

the study of genetic/genomic diversity, even in non-model species (Garvin

et al. 2010). In this sense, one of the most promising recent uses of new generation

sequencing technologies is the genotyping-by-sequencing (GBS) approach that

provides a high-throughput and cost-effective tool for a genome-wide analysis of

genetic diversity (Spindel et al. 2013; Peterson et al. 2014). One of the main
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advantages of this approach is that it does not require a reference genome and

allows the development of thousands of SNPs becoming an excellent tool espe-

cially for species in which genomic data are limited, such as most fruit tree crops.

Deschamps et al. (2012) reviewed the applications of this technology in plant

science.

Recently, new generation sequencing approaches have started to be used for

diversity analyses in some fruit tree crops. Thus, in date palm (Phoenix dactylifera),
nine different varieties were analyzed using NGS technologies, and 3.5 million

polymorphic sites were found, including more than 10,000 genic copy number

variations (Al-Dous et al. 2011). Kaya et al. (2013) analyzed the transcriptome and

genome of five different olive genotypes (Olea europaea) obtaining 126,542,413

reads of cDNA. After assembling, SNPs were filtered and 2,987 high-quality

putative SNPs were identified. From three European pear (Pyrus communis) culti-
vars, using NGS technologies, a subset of 1,096 SNPs were developed into infor-

mative markers by combining them with a set of 7,692 apple SNPs (Montanari

et al. 2013).

Initiatives like the Genome Database for Rosaceae (GDR) (http://www.rosaceae.

org/node/1) which is a curated and integrated web-based relational database that

provides centralized access to Rosaceae genomics, genetics and breeding data and

analysis tools to facilitate basic, translational, and applied Rosaceae research should

be extended to other groups of fruit trees in the next future. In this sense, Russell

et al. (2014) have recently developed an open-access, online database, tropiTree

(http://bioinf.hutton.ac.uk/tropiTree). Here, simple sequence repeat (EST-SSR)

markers for a range of 24 tropical tree species, encountered by bar-coded

multiplexed paired-end Illumina NGS, are available to new genetic diversity

studies. The sequences developed could also be used for SNP discovery. In fact,

sequences already uploaded to databases could serve for developing this promising

genome-wide genotyping application; for instance, Sun et al. (2013) downloaded

sequences of two Prunus mume cultivars and developed SNPs, indels and SSRs

from them.

4 Use of Geographic Tools and Landscape Genetics

in the Study of Genetic Diversity

4.1 Geographic Information Systems

Spatial considerations have to be taken into account in order to understand evolu-

tion and, consequently, the development and maintenance of distinct genotypes,

population differentiation, and, thus, diversity analysis and conservation (Jarvis

et al. 2005). Understanding the spatial patterns of the genetic diversity and popu-

lation structure of a species can contribute to improve knowledge of temporal and

spatial dynamics (Thomas et al. 2012) and optimize diversity conservation and

management projects by providing information on how diversity is distributed.
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Guarino et al. (2002) stressed the importance of geographic information systems

(GIS) as a tool to handle spatial data in graphic form like the location of the

presence points and related different set of nonspatial data, such as species name

and morphological, agronomical, or molecular data. GIS can then complement the

information obtained from molecular markers to assess the influence of the envi-

ronment on the presence of specific alleles providing new insights on genotype x

environment interactions. GIS and ecogeographical analysis can then be applied for

planning efficient germplasm collection, conservation, characterization, or man-

agement. The availability of increasing desktop processing power and the wide-

spread use of GPS receivers allow a detailed study of the spatial components of

diversity. There are several software packages available that can handle this type of

information, and, besides allowing a spatial visualization of the data, they allow

performing multiple statistical analyses. Among the free programs available online,

some widely used are QGIS (http://www2.qgis.org/es/site/), DIVA-GIS (http://

www.diva-gis.org/), or Grass (http://grass.osgeo.org/), whereas among those that

require a license, the most popular is ArcGIS (https://www.arcgis.com/features).

Several recent works analyzing genetic diversity of fruit trees have used a spatial

approach for obtaining different diversity indexes both with morphological or

molecular data: Annona cherimola (van Zonneveld et al. 2012) or Theobroma
cacao (Thomas et al. 2012). The information obtained can be useful to propose

different approaches for establishing priorities in conservation based on that diver-

sity as has been shown in Annona cherimola (van Zonneveld et al. 2012) or Prunus
africana (Vinceti et al. 2013).

4.2 Landscape Genetics

A step forward would be the application of landscape genetics, an approach that

combines landscape ecology and population genetics to provide information about

microevolutionary processes, such as gene flow and genetic drift and selection

(Manel et al. 2003; Manel and Holderegger 2013). The main goal of this new

approach is to combine the high resolution obtained from molecular information

with spatial data and a variety of statistical methods to evaluate the role that

landscape variables play in shaping genetic diversity and population structure

(Storfer et al. 2007). A recent and thorough review (Storfer et al. 2010) has

described the different topics that have been so far addressed by landscape genetics

which include identifying specific barriers to dispersal, quantifying diversity,

inferring the effects of landscape change, identifying migrants in relation to land-

scape conditions, estimating source-sink dynamics, predicting spread of disease or

invasive species, and comparing observed genetic patterns between contemporary

and historic landscapes. According to Holderegger et al. (2010), three different

approaches are currently the most used to assess genetic flow, landscape distance/

resistance, the overlay technique, and the assessment of contemporary gene flow.

Storfer et al. (2010) reported that by 2010, landscape studies had been used mainly

on vertebrates (62 %), invertebrates (18 %), and plants (14.5 %), followed by
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bacteria (3 %), viruses (3 %), lichens (1 %), and fungi (0.5 %). Recently, landscape

genetics has started to be applied to studies of genetic diversity and gene structure

in some fruit tree crops such as Castanea sativa (Martin et al. 2012) or Juglans
regia (Pollegioni et al. 2014). A new toolbox for ArcGIS has been created by

Vandergast et al. (2011) to map patterns of genetic divergence and diversity using a

landscape genetic approach.

5 Conclusions

Conservation and sustainable use of genetic diversity in fruit tree crops is a global

commitment for present and future generations. Locating neutral genetic diversity

could be a starting point for selecting material for both conservation and agronomic

assessment/breeding programs. As it has been shown in this review, studies of

genetic diversity in most fruit trees still use a combination of traditional morpho-

logical and molecular markers, although NGS methods will likely replace them

since they provide larger amount of information for a continuously decreasing

price. In addition, bioinformatic systems to analyze the increasingly larger data

sets are also continuously improving both in terms of costs and analyzing power.

On the other hand, it is necessary to keep in mind that the huge amount of molecular

data that are becoming available will still need phenotypic studies. A paradigm shift

that is already taking place is that, in many cases, appropriate phenotyping rather

than genotyping is becoming the main limiting factor. Association between nucleo-

tide sequences and functional traits will be needed for agronomic, genetic mapping,

functional diversity, breeding, or evolutionary studies. The combination of geo-

graphic information systems and vast molecular data sets that will be available in

the following years as a result of NGS has a huge potential to both estimate the

genetic diversity in a spatial context and to understand the structure and evolution

of populations and domestication processes. This would be applicable to both wild

and cultivated fruit trees.
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Abstract In the last 20 years, activation tagging or gain-of-function mutagenesis

has become a very powerful tool to reveal gene functions in plant reverse genetics.

The idea behind activation tagging is to overexpress endogenous genes by random

insertion of a DNA sequence as a tag-carrying enhancer or promoter, but without

changing transcript patterns. The approaches employed so far mainly comprise two

different DNA molecules as tag, either T-DNA or transposable elements (trans-

posons). T-DNA activation tagging is strongly based on classical transformation

approaches and is only feasible for plant species with well-developed transforma-

tion protocols. The basis for transposon tagging is the breakthrough observation

that transposable elements are active in heterologous plant species following

transformation and are able to pass chromosome boundaries. Thus, only few

transgenic lines are needed for transposon-based activation tagging. Examples for

successful transposon activation tagging are provided for some plant species, with

particular focus on the tree genus Populus.
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1 Introduction

Transposable elements (TEs) or transposons were first identified in maize (Zea
mays) by Barbara McClintock in 1948 (McClintock 1950). She investigated the

unstable inheritance of mosaic color patterns of maize seeds and found two mobile

genetic loci that could change their positions on the chromosome: dissociator

(Ds) and activator (Ac). Later, many other transposons were identified in maize,

but also in many other plant and animal species (Huang et al. 2012), e.g., different

transposon classes as listed in the Arabidopsis Information Resource (TAIR)

database (https://www.arabidopsis.org/index.jsp), or the Tam transposable ele-

ments in Antirrhinum (D€oring and Starlinger 1986; Gierl and Saedler 1992), or

the so-called P elements, a very famous family of transposons in the fruit fly

(Drosophila melanogaster) (Spradling and Rubin 1982), but also in mammals

(including humans) (Giordano et al. 2007), in yeasts (Boeke and Sandmeyer

2009), and in bacteria (http://www.ndsu.edu/pubweb/~mcclean/plsc431/transelem/

trans5.htm).

Irrespective of their occurrence in any organism, transposons are separated into

two classes, Class I (retrotransposons) and Class II (DNA transposons). Both differ

in the cut-and-paste mechanism of transposition, i.e., retrotransposons involve an

RNA intermediate and a reverse transcriptase, while transposition of Class II DNA

transposons is catalyzed by a special transposase enzyme. Transposons from both

classes transpose either “autonomously” or “nonautonomously.” An autonomous

transposition means that transposons are able to excise and reintegrate on their own

(Fig. 1), while nonautonomous transposons are not themselves mobile and need

other transposons to move. A prominent example for an autonomous transposon is

Fig. 1 Schematic summary of autonomous transposition of a transposable element. A DNA

transposon excises out of an original position and reintegrates into new genomic position either

close or distant (even on a unrelated chromosome) to the original position, with possibility of

subsequent transpositions out of the new position. In case that reintegration occurs near a gene

locus, the resulting variant is either dominant (and thus detectable) or (in most cases) recessive and

not be expressed because of the heterozygous allelic situation. In the latter situation, self-crossing

is needed for creating homozygous alleles and an expressible recessive mutation. The transposon

sequence can then be used as a probe to screen a genomic library or to design specific primer for

PCR-based screens
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the already mentioned activator element (Ac) discovered by B. McClintock, while

the Ds element lacks the transposase and is not able to transpose; thus, it is called

nonautonomous.

It has been shown that transposons comprise a large percentage of the eukaryotic

genome, e.g., about 12 % in Drosophila and 35 % in humans (Labrador and Corces

1997). The function of transposons is still under discussion (Fedoroff 2000). First

they were considered to be “junk” DNA without any function or to be “selfish”

DNA (Charlesworth et al. 1994). However, it has been shown that transposons are

in particular present in heterochromatic regions of the genome (Dimitri and

Junakovic 1999). Examples have been presented that excision and in particular

reinsertion of transposons provide a considerable source of genomic regulatory

variation, which might play a significant role during evolution (Fedoroff 2012;

Lisch 2013). The ability of transposons to move and to reinsert somewhere in the

genome has led to a number of successful gene isolations in these species, following

a gene-tagging protocol (Walbot 1992). Here, I will review the scientific activities

that to apply transposons as tags for gain-of-function, or activation tagging

approaches in heterologous plant species to unravel the functions of genes. The

approaches are compared with T-DNA-based activation tagging, and examples for

successful T-DNA and transposon activation tagging are described and compared

for the tree genus Populus.

2 Transposon Tagging in Host or Heterologous Plant

Species

For maize, extensive transposon collections are available in different databases

(e.g., http://www.maizegdb.org/ or http://maizetedb.org/~maize/). These provide

researchers the opportunity to initiate large transposon tagging experiments either

to unravel genome structure or to analyze gene functions (Walbot 1992; Brutnell

2002). The best investigated systems including Ac/Ds, En/Spm, and Mu have been

widely used for transposon tagging and exist in multiple copies within the maize

genome (Settles 2009). Several important genes have been isolated following

transposon tagging in maize, e.g., OPAQUE-2 (Schmidt et al. 1987), BRONZE2
(Bz2; McLaughlin and Walbot 1987), TASSELSEED2 (TS2; DeLong et al. 1993),

and GLOSSY2 (Tacke et al. 1995). Transposons have been well investigated and

applied for tagging approaches and gene discovery in only few other plant species,

e.g., floral homeotic genes in snapdragon (Antirrhinum majus, Martin et al. 1985;

Carpenter and Coen 1990) and the ANTHOCYANIN2 gene in petunia (Quattrocchio
et al. 1999).

More successful was the extension of the host range of the well-developed maize

transposable elements to species containing no or only weakly characterized

endogenous transposons. One of the first approaches was the genetic transfer of
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the maize transposon Ac to tobacco, with the breakthrough observation that this

maize element is functional in transgenic tobacco (Baker et al. 1986, 1987; Spena

et al. 1989). Functionally active means that both excision and reintegration of the

foreign transposon have to be demonstrated in the transgenic plants. Also the

inactive Ac derivative Ds could be successfully transferred to tobacco, and induced

transposition of Ds has been demonstrated in crosses with Ac transgenic tobacco

plants (Hehl and Baker 1989). Besides tobacco, the functionality of the heterolo-

gous transposons has been demonstrated for Arabidopsis (Van Sluys et al. 1987;

Cardon et al. 1993), carrot (Van Sluys et al. 1987), potato (Knapp et al. 1988;

Pereira et al. 1991), rice (Murray et al. 1991), and tomato (Jones et al. 1992; Yoder

et al. 1988), as well as poplar (Fladung and Ahuja 1997). The observation that

maize transposable elements remain capable of transposition when transformed

into other plant species suggests that these elements can be used as gene tags in

plants that do not necessarily have characterized endogenous elements (Ostergaard

and Yanofsky 2004; Chuck et al. 1993; Belzile and Yoder 1992; Whitham

et al. 1994; James et al. 1995; Lawrence et al. 1995; Martienssen 1998; Greco

et al. 2001; Scholz et al. 2001).

Based on these results, protocols for insertional mutagenesis were established in

various annual plant species (Parinov et al. 1999; Meissner et al. 2000; Greco

et al. 2003; McKenzie and Dale 2004). Two different transposable element systems

(Ac/Ds and En/Spm) have been most frequently employed to establish successful

transposon tagging systems in the genome of heterologous (transgenic) plant

species with the main aim of tagging genes (Rommens et al. 1991; Coomber and

Feldmann 1993; Hehl 1994). Insertional mutants were produced and some of the

tagged genes were successfully isolated, e.g., in Arabidopsis a male sterility gene

(Aarts et al. 1993), theDRL1 locus (developmental mutant; Bancroft et al. 1993), or

the FATTY ACID ELONGATION1 (FAE1) gene (James et al. 1995); in petunia a

flower color gene (Chuck et al. 1993); in tomato the Cf-9 gene for resistance to

Cladosporium fulvum (Jones et al. 1994); and in tobacco the resistance gene N that

mediates resistance to tobacco mosaic virus (TMV) (Dinesh-Kumar et al. 1995).

The genetic transfer of a transposable element into the genome of a tree species

was first reported by Howe et al. (1991, 1994) for poplar. However, no evidence

could be provided by these authors that the transferred transposon is mobile, i.e.,

excises out of its original position and reintegrates somewhere in the genome. By

employing the rolC reporter gene system developed by Schmülling et al. (1988) for

tobacco, Fladung (1990) for potato, and Nilsson et al. (1996) and Fladung

et al. (1996) for poplar (Fig. 2), the genomic integration of the Ac transposon as

well as its excision and reintegration (transposition) was indicated visually and

confirmed by Northern blot experiments (Fladung and Ahuja 1997; Kumar and

Fladung 2003a). Transposition of the Ac element could then be confirmed in

sequencing of empty donor sites revealing in most cases precise excisions of Ac
(Fladung 1999) and PCR and Southern blot experiments (Fladung 1999; Kumar and

Fladung 2003a).
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3 Applicability of the Transposable Elements

for Transposon Tagging in Heterologous Plant Species

Even if indications exist that transposons are mobile in transgenic plant species and

reintegrate in or near coding regions of genes, it would be useful to calculate the

frequency of insertional mutagenesis. In Arabidopsis, Parinov et al. (1999) ana-

lyzed Ds flanking sequences from 931 independent transposed lines and found that

from 511 lines (55 %), flanking sequences were identical or homologous to DNA or

protein sequences stored in public databases. Disruptions within known or putative

genes were indicated for 354 lines (38 %) (Parinov et al. 1999). Meissner

et al. (2000) produced 2,932 tomato F3 families with transposed and stabilized Ds

elements and suggested a high rate of Ds insertions into genes. Out of 50 sequenced

Ds insertion sites, 28 were similar to known genes or ESTs (56 %). In rice, new Ac
transpositions were generated at a frequency of 15–50 % in different lines, with

two-thirds of Ac-tagged sites showing homology to sequences in public databases

that were categorized as probable genes (Greco et al. 2001). The overall frequency

of genomic reinsertion of the Ac transposon in poplar varies from 46 % to 73 % and

into coding sequences by nearly 60 % (Fladung 2011). The frequencies reported for

the different plant species are sufficient to claim the suitability of a heterologous

transposon system (in particular Ac and Ds elements) for tagging approaches.

Another question regarding the usability of the heterologous transposon system

to tag genes is either the physical distance of the transposon jump or the ability of

the transposon to cross chromosome barriers and thus to jump to other chromo-

somes. This question is of particular importance regarding the minimum number of

independent primary transposon-carrying transgenic lines required to establish a

reliable transposon tagging system. In Arabidopsis, high numbers of different Ac
and Ds insertion sites were analyzed, and generally, the mapped insertions appeared

to be evenly dispersed throughout the genome, even though insertion site clusters

Fig. 2 Leaf of 35S-Ac-rolC
transgenic poplar revealing

pale and dark green sectors.
Large and small pale green
sectors result from Ac
transposition early and late

during leaf development,

respectively
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and significant preferences for reinsertion sites have been identified (Fig. 1; Parinov

et al. 1999; Raina et al. 2002; Ito et al. 2005). Following mapping of Ds element

inserts in Brassica oleracea, McKenzie and Dale (2004) could localize the original

Ds insertion site as well as 17 Ds insertions, which were spread over six (out of

nine) linkage groups. For poplar, Fladung (2011) analyzed the position sites of Ac
reinsertions in three independent Ac transposition lines and confirmed the earlier

findings. It was demonstrated that 52–82 % of all transposition events involve

reintegration sites located on other chromosomes. Neither a preference to any

chromosome nor “hot spots” of transposon reintegration sites could be found

(Fladung 2011).

However, regardless of the system described, the highest numbers of insertion

sites of the Ac or Ds elements were, as expected, in the chromosomes on which the

original start loci were located. But despite this restriction, in consequence, only a

few primary transposon-carrying transgenic lines are sufficient to initiate a large

transposon tagging experiment to saturate a genome with transposon reintegration

sites.

4 Transposon Versus T-DNA Tagging

Besides employing transposable elements for gene tagging in transgenic plants, an

alternative tagging strategy is the use of the insertional event of the Agrobacterium-
mediated T-DNA itself as a tag. This idea is nearly as old as the technique of gene

technology in plants (Koncz et al. 1989), based on the observation that some of the

regenerated transformed plants had a particular morphology which could have

resulted from the inactivation of plant genes by T-DNA insertion (André

et al. 1986). For a T-DNA-based tagging approach, the receptive plant species

should be easily transformable (in most cases in tissue culture) to obtain a high

number of tagged lines (Qu et al. 2008). Indeed, this has been shown to be true for

only a limited number of plant species like Arabidopsis, tobacco, rice, poplar, and
few others (Fladung 2014).

A second prerequisite for T-DNA tagging is that the T-DNA insertions are

random and stable. Szabados et al. (2002) assessed the efficiency of T-DNA

insertion mutagenesis and sequenced flanking regions of 1,000 T-DNA insertions,

locating their positions in the Arabidopsis genome. The majority of T-DNA inser-

tions were found in chromosomal regions of high gene density (Szabados

et al. 2002). A similar result was obtained for rice, where more than 1,000

T-DNA tag-flanking sequences were mapped on 12 rice chromosomes (Chen

et al. 2003). The authors could clearly show that the T-DNA tags were not randomly

spread on rice chromosomes and were preferentially inserted in gene-rich regions.

In both reports, obvious biases were found for the insertions in the 50 and 30

regulatory regions outside the coding regions (Szabados et al. 2002; Chen

et al. 2003). The reported distribution patterns and biases for T-DNA integration
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in Arabidopsis and rice may be a result from the mechanism of T-DNA integration

itself.

Nevertheless, T-DNA-based tagging has been shown to be successful in only

few heterologous plant species. Initial attempts comprised Ti-plasmid vectors

containing promoterless reporter genes suitable for trapping of plant genes. For

tobacco, André et al. (1986) and Koncz et al. (1989) constructed a vector with a

promoterless APH(30)II reporter sequence as a T-DNA tag. Koncz et al. (1989)

showed that on average, frequency of successful reporter gene expression was

about 30 % in both Arabidopsis and tobacco. One year later, the same group

reported the isolation of a gene encoding a novel chloroplast protein by T-DNA

tagging in Arabidopsis (Koncz et al. 1990). Also in Arabidopsis, Feldmann (1991)

produced more than 8,000 independent transformants and screened them for visible

alterations in phenotype. More than 1,000 putative mutants could be detected. In

rice, Jeon et al. (2000) generated about 25,700 taggings using a promoterless

β-GLUCURONIDASE (GUS) reporter gene. Only about 2 % of tested organs

revealed GUS expression; however, this large population of T-DNA-tagged lines

was foreseen as a resource to discover new genes in rice. By also employing a

promoterless GUS reporter gene, Fobert et al. (1994) generated a transgenic

tobacco plant that expressed GUS activity only in developing seed coats. The

authors concluded that T-DNA insertion occurred along with the cryptic promoter

controlling a seed coat-specific gene.

Comparing the two strategies for gain-of-function mutagenesis, transposon, and

T-DNA tagging, both methods have advantages and disadvantages for the genera-

tion of mutant phenotypes with the long-term goal of gene cloning (Walbot 1992;

Fladung and Polak 2012). Usually, there is a compromise between the ease of

mutant generation and the ease of cloning (Walbot 1992). For T-DNA tagging,

numerous transformations have to be performed to obtain a high number of tagged

lines (Qu et al. 2008). The situation is more convenient for transposon tagging since

the transposon, once transferred, is able to jump to other chromosomes, and thus

only a few primary transposon transgenic lines are required (Fladung 2011; Fladung

and Polak 2012). However, most transposable elements behave autonomously, thus

a system is needed to control transposon activity.

Insertion of numerous copies of both tags, T-DNA and transposon, increases the

probability of producing more mutants; however, this strategy requires more effort

to match a particular element to the mutant phenotype. On the other hand, the aim

of cloning genes with available phenotypes justifies the higher work investment

(Walbot 1992). The strategy for gene cloning for both T-DNA and transposon

tagging is firstly to phenotype an existing tagged population and secondly to

determine the new genomic insertion loci of the tag (Fladung and Polak 2012).

To saturate the genome with T-DNA tags is time consuming and only possible

with plant species which are very easily transformable, e.g., Arabidopsis. This has,
among other things, led to the commercial availability of huge collections of T-

DNA-tagged transgenic Arabidopsis lines, e.g., the GABI-Kat system developed by

Li et al. (2003) and Rosso et al. (2003). With a simple online search tool for gene

code (line ID or GenBank accession number), annotation text or sequence-based
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search using BLAST, a gene hit search result page, appears containing all available

information, e.g., on a possible responding GABI-Kat line ID, a link to the FST

sequence, and a link to a visualization of the gene (http://www.gabi-kat.de/). In case

a hit is obtained, seeds from the respective Arabidopsis mutant can be ordered.

Unfortunately, GABI-Kat database and seed storage facility were closed by the end

of December 2014 due to a grant shutdown.

5 Activation Tagging

There is, however, an important limitation for classical T-DNA and the transposon

tagging strategy. Insertion of these elements as a tag in coding regions or promoters

normally results mostly in recessive loss-of-function mutants by disrupting the

gene. Loss-of-function mutagenesis is very successful in plants, where a self-

fertilization system exists, e.g., tobacco and Arabidopsis. In plants with self-

incompatibility barriers or dioecious sexuality (a situation present in most of the

Populus species), or even in plants with in part very long vegetative cycles (e.g.,

trees), loss-of-function mutagenesis is less practicable (Fig. 1). Other limitations of

loss-of-function mutagenesis are the low probability of tagging genes leading to

early lethality or redundantly acting genes (Weigel et al. 2000). Genes absolutely

required during multiple stages of the life cycle and thus essential for early survival,

or whose function can be compensated for by alternative regulatory pathways, and

so are not always easy to identify by loss-of-function mutagenesis (Bolle

et al. 2011).

The concern of structural redundancy of genes has become in particular evident

along with the increasing number of sequencing efforts of eukaryotic genomes. In

many of these genomes, complete duplication events have been postulated through

sequence similarity studies, i.e., many duplicated genes exist, potentially also

functioning redundantly. Insertion of tagging elements in functionally redundant

genes could hamper the detection of respective phenotypes, because one or more

other family members can provide the same function and complement the mutant

phenotype. By employing loss-of-function mutagenesis, genes that are not abso-

lutely required for a certain pathway can still be identified if such genes are

sufficient to activate that pathway.

A solution to circumvent the difficulties described is the so-called gain-of-

function strategy, i.e., mutants are obtained based on increased levels of gene

expression (Walden et al. 1994; Kakimoto 1996; Weigel et al. 2000; Nakazawa

et al. 2003; Ayliffe and Pryor 2007). Gain-of-function phenotypes are dominant and

are caused either by a spontaneous mutation/genomic rearrangement or by insertion

of a tag (heterologous mutagenesis), all leading to constitutive overexpression of a

gene and thus increased production of the respective protein. Homologous muta-

tions that alter levels of gene expression were described for dominant Antp mutants

in Drosophila (Schneuwly et al. 1987) and for dominant ethylene response mutants

in Arabidopsis (Chang et al. 1993). Genomic rearrangements could also be
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responsible for bringing genes under the control of new promoters or enhancers that

could result in an increase of expression of the respective genes.

Pioneering work in heterologous gain-of-function mutagenesis was initiated by

J. Schell and colleagues from the Max Planck Institute for Plant Breeding in

Cologne (Germany) who constructed a T-DNA vector with four copies of an

enhancer element from the constitutively active cauliflower mosaic virus (CaMV)

35S promoter. This T-DNA vector was genetically transferred to tobacco to tag

genes involved in the action of the plant growth substance auxin (Hayashi

et al. 1992; Walden et al. 1994). The idea was that the enhancer elements integrate

near coding regions and cause transcriptional activation of these genes (Suzuki

et al. 2001). There is also no need to identify lines homozygous for the transgene

because gain-of-function phenotypes are dominant. Bolle et al. (2011) mentioned

that mutant phenotypes induced by loss-of-function and activation tagging

approaches are often complementary to each other. This strategy can therefore be

employed for studies of redundantly acting genes (Jeon and An 2001).

The presence of a vector (either T-DNA or transposable element) in any given

genomic position, leading to activation of a nearby gene due its structural compo-

sition, was also the reason to term the gain-of-function strategy “activation tag-

ging.” Activation tagging has been shown to be a powerful tool to induce gain-of-

function mutants in different plant species (Weigel et al. 2000). Important work has

been performed with both T-DNA and transposable elements as tags in

Arabidopsis, rice, and poplar, but also in other plant species.

5.1 Arabidopsis

Activation tagging was mainly developed for Arabidopsis by using T-DNA as tag.

In most cases, the T-DNA carrying enhancers or promoters (e.g., four tandemly

arranged copies of the CaMV 35S enhancer; Tani et al. 2004) were inserted

randomly into the genome. Programs were initiated to establish large collections

of activation-tagged populations. Schneider et al. (2005) reported the production of

an activation tagging population in Arabidopsis (so-called TAMARA lines) and its

possible application in the identification of dominant developmental and metabolic

mutations. Another collection is the RIKEN Arabidopsis full-length (RAFL) cDNA
resource that developed a large-scale database called RARGE, containing informa-

tion from transcriptome to phenome (Sakurai et al. 2005). The Arabidopsismutants

contained full-length cDNAs in a correct orientation between the CaMV 35S

promoter and the NOS terminator (Seki et al. 2002).

Examples for the isolation of single Arabidopsis genes by activation tagging

have been published in numerous reports, e.g., the flowering-time gene

FLOWERING LOCUS T (FT) (Kardailsky et al. 1999), the patatin-like STURDY
gene (Huang et al. 2001), a conserved MYB regulator of phenylpropanoid biosyn-

thesis (Borevitz et al. 2000), and the LEAFY PETIOLE gene affecting the leaf

petiole development (van der Graaff et al. 2000). Masaki et al. (2005) isolated an
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Arabidopsis activation-tagged line with increased expression of the ASML2 gene

coding for a protein belonging to a class of the “CONSTANS, CONSTANS-like,

TOC1”- (CCT-) domain that activates subset of sugar-inducible genes. To study the

regulation of tapetum formation and pollen development in Arabidopsis, an

activation-tagged SHI-RELATED SEQUENCE gene mutant was identified reveal-

ing disrupted anther dehiscence and abnormal floral organ development (Kim

et al. 2010). The isolation of specific Arabidopsis mutants has also been described

with mutations in, e.g., flavin monooxygenases (Woodward et al. 2005) and genes

involved in photosynthesis that are expressed in calli (Niwa et al. 2006), sexual

reproduction (Perrella et al. 2006), root patterning (Nakajima et al. 2006), and salt

tolerance (Ahmad et al. 2007). Kang et al. (2010) screened an Arabidopsis
activation-tagged population to identify genes that suppress a weak brassinosteroid

receptor mutant.

An alternative gain-of-function gene tagging approach has been described by

Ichikawa et al. (2006) by introducing the “full-length cDNA overexpressing (FOX)

gene hunting system”. The authors produced about 10,000 independent transgenic

Arabidopsis lines carrying full-length cDNAs under control of the CaMV 35S

promoter by in planta transformation. Possible morphological mutants were

detected in 1,487 of a total of 15,547 transformants.

Another technique for activation tagging has been introduced by Pogorelko

et al. (2008) describing a new and easier way to analyze Arabidopsis gain-of-

function mutants by transferring two different vectors. The first vector contained

multiple copies of the transcriptional enhancer from the cauliflower mosaic virus

35S gene flanked by two loxP sites, and the second vector contained the CRE gene

(Pogorelko et al. 2008). In about 10 % of the double transgenic lines, constitutive

ectopic expression of genes adjacent to the T-DNA insertion were observed causing

development of the mutant phenotype. Also, reversion of the mutants to the wild-

type phenotype after removing the CaMV enhancer has been demonstrated

(Pogorelko et al. 2008). Aboul-Soud et al. (2009) super-transformed an already

transgenic Arabidopsis line carrying the PR1::LUCIFERASE gene with activation

T-DNA tags to screen for constitutive LUC activity. LUC imaging was then used to

identify activated disease resistance 2 (adr2) lines. Waki et al. (2013) developed a

GAL4-based targeted activation tagging system in Arabidopsis to identify genes

with regulatory functions that are not readily identified by conventional screening

methods, e.g., seedling lethality.

A few approaches have employed transposon systems for activation tagging in

Arabidopsis. Marsch-Martinez et al. (2002) could identify four dominant

activation-tagged morphological mutants using the En-I maize transposon system.

Rosin et al. (2008) produced over 15,000 Ds-tagged Arabidopsis lines, each har-

boring a CaMV 35S::LUCIFERASE gene and a lac operator repeat within the

Ds-tagging cassette. The combination of both systems in one reporter cassette

enables a visual recognition of tagged loci in a living plant and, at the same time,

determination of position effects (Rosin et al. 2008).
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5.2 Rice and Cereals

Rice has become a model species for monocot plants because of the accumulating

genome sequence information for this species (Goff et al. 2002; Yu et al. 2002).

Many approaches have been undertaken to establish different activation-tagged

populations in rice, and T-DNA flanking sequence-tag databases have been

established following the molecular analysis of the isolated mutants (Jeong

et al. 2006; Charng et al. 2007). The construction of large-scale activation tagging

lines has been described by Mori et al. (2003). From these lines, a lesion mimic

variant designated as leaf-spotted mutant was characterized (Mori et al. 2007) or a

short grain mutant was isolated (Mori et al. 2006).

Jeong et al. (2002) have developed a new T-DNA-based activation tagging

vector that can be used for promoter trapping and activation tagging of rice

genes. Wan et al. (2009) developed a powerful transformation approach in rice

with the pER38 activation tagging vector containing tandemly arranged double

CaMV 35S enhancers next to the right border of T-DNA. Out of more than 50,000

individual transgenic rice plants generated, about 400 dominant mutants were

selected (Wan et al. 2009). Lee et al. (2011) reported the generation of rice lines

with an increased content of nicotianamine, a key compound in metal transport

pathway and cell homeostasis, by activation tagging of the NICOTIANAMINE
SYNTHASE 2 (OsNAS2) gene. As a consequence of OsNAS2 overexpression, the

tagged line contained up to 20-fold more nicotianamine and 2.7-fold more zinc (Lee

et al. 2011).

Another application of T-DNA activation tagging has been described for rice to

identify glutamate receptor-like genes that enhance drought tolerance in plants

(Lu et al. 2014a). More than 200,000 activation-tagged rice lines were produced

with an expected coverage of more than 90 % of the rice genes. Indeed, one line

identified revealed improved drought tolerance, and molecular analyses confirmed

integration of the activation tag in a region with two glutamate receptor-like genes

(Lu et al. 2014a).

For barley, the use of an activation tagging system based upon the maize Ac/Ds
transposable element system was published (Ayliffe et al. 2007). Here, the modified

Ds element system carries two maize polyubiquitin promoters and transposes at

frequencies ranging from 0 % to 52 % per family (Ayliffe et al. 2007). Based upon

their analyses, the authors conclude that this system is applicable to all aspects of

plant development and biogenesis. Ayliffe and Pryor (2009) described the estab-

lishment of an activation tagging system in barley (Hordeum vulgare L.) based

upon a maize transposable element that carries two highly expressed cereal pro-

moters. The authors have also tested this system in wheat and confirmed transposon

mobility.
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5.3 Other Plant Species

Activation tagging constructs have also been transferred to plant species other than

the ones described previously and have been tested for their usability for mutant

isolation. Zubko et al. (2002) identified a Petunia T-DNA activation-tagged line

that showed cytokinin-specific effects including enhanced shooting, reduced apical

dominance, and delayed senescence and flowering. A T-DNA-tagged tomato line

could be isolated that revealed an intense purple pigmentation based on activation

of the transcriptional regulator gene ANT1 of the anthocyanin biosynthetic pathway
(Mathews et al. 2003). Also for tomato, Carter et al. (2013) developed an Ac/Ds
transposon system for activation tagging and produced a population of 25 T0 plants

from a single transformed line regenerated in tissue culture. From this T0, a T1

population was generated consisting of 11,000 selfed and cv M82 backcrossed

progeny (Carter et al. 2013). Insertion sites of the transposon tags were determined

and transposed lines carrying only the Ds element spanning all 12 tomato chromo-

somes were selected.

Transposon-based activation tagging has successfully been established, and

activation-tagged mutants identified in other plant species have been employed

for genetic improvement, e.g., in diploid strawberry and monoploid potato

(Lu et al. 2014b), Phalaenopsis, and Doritaenopsis (Tsay et al. 2012). In tobacco,

Ahad et al. (2003) screened a T-DNA activation-tagged population and selected

mutants with tolerance to aryl carbamates (a blocker of microtubule assembly) and

chilling tolerance that could survive for several months at 3 �C. And in Lotus
japonica, a model legume, a T-DNA-based activation tagging approach has been

described using a multifunctional vector for gene and activation tagging (Imaizumi

et al. 2005).

But even for exotic plant species, e.g., Salvia miltiorrhiza, an important herb in

traditional Chinese medicine, a T-DNA activation tagging mutagenesis system was

successfully established (Lee et al. 2008). In a subsequent paper, Ho et al. (2013)

reported the isolation of Salvia miltiorrhiza transgenic lines revealing higher yields
of tanshinones, a medical-active substance formed in the roots. In another exotic

plant species, Catharanthus roseus, van der Fits et al. (2001) isolated regulators of

genes that are involved in the biosynthesis of secondary metabolites of the terpe-

noid indole alkaloid (TIA) class by T-DNA activation tagging.

6 T-DNA and Transposon Activation Tagging in Populus

6.1 T-DNA

The hemizygous status of transferred tags makes the approach of predominantly

acting recessive loss-of-function mutagenesis nearly impracticable in perennial, or

even in long-lived, plant species like trees. The reason is that either the long

276 M. Fladung



vegetative cycles or self-incompatibility systems or dioecy impedes the creation of

homozygous alleles. Therefore, the usefulness of a gain-of-function approach that

is simply based on the dominant nature of this approach for trees was already

discussed a decade ago (Fladung et al. 2004; Busov et al. 2005). Examples of

successful T-DNA- and transposon-based activation tagging mutagenesis have only

been reported thus far for poplar (Busov et al. 2011; Fladung and Polak 2012;

Fladung 2014).

Busov et al. (2011) reviewed the feasibility of T-DNA-based activation tagging

as a forward genetic tool for Populus. Mutant phenotypes discovered so far include

a variety of morphological and physiological traits, including leaf size and mor-

phology, crown architecture, stature, vegetative dormancy, and tropic responses

(Busov et al. 2011). Molecular analyses confirmed that the integrated T-DNAs are

distributed more or less evenly among the 19 chromosomes, and insertions occurred

in a region of up to 13 Kbp surrounding the coding region of the genes. However, a

high portion of mutants only became visible after the second year of field cultiva-

tion, but not in vitro and not during greenhouse cultivation (Busov et al. 2011).

Further, as discussed earlier, the problem of functional redundancy has also

become particularly apparent for the genus Populus, as sequencing of the Populus
genome has revealed a recent duplication event (8–13 million years; Tuskan

et al. 2006). According to the most recent information of this sequencing project

(Phytozome v10; JGI v3.0 gene annotation of assembly v3), the main genome

assembly is approximately 422.9 Mb arranged in 1,446 scaffolds. 181 scaffolds are

larger than 50 kb in size, representing approximately 97.3 % of the genome. The

number of genomic loci containing protein-coding transcripts is 41,335 (http://

www.phytozome.net/poplar.php, Tuskan et al. 2006), but the function of the major-

ity of the transcripts is unknown (Tuskan, pers. communication).

Only few reports have been published in the past describing T-DNA- and

transposon-based activation in poplar. One of the first publications describes a

T-DNA activation tagging approach that revealed a dwarf transgenic hybrid poplar

individual among a population of about 600 independent activation-tagged trans-

genic lines (Busov et al. 2003). Molecular analyses of this line showed that the

dwarf phenotype was related to the overexpression of the poplar GA2ox gene

(PtaGA2ox1). Groover et al. (2004) reported a gene and enhancer trap discovery

system for poplar trees by employing a promoterless β-GLUCURONIDASE (GUS)
reporter gene. The idea was that GUS expression in tissues is obtained when the

promoterless GUS gene is activated following insertion into a transcribed region of
a chromosomal gene. Other activation tagging poplar populations were generated

by Harrison et al. (2007). The largest activation tagging poplar population

contained about 1,800 independent transgenic lines, and the mutant frequency

reported was about 2.4 %. Mutants obtained comprised developmental abnormal-

ities as well as alterations in leaf and stem structure and overall stature (Harrison

et al. 2007).

Plett et al. (2010) identified a mutant line with increased foliar trichome density

in a T-DNA activation tagging poplar population. The mutant revealed a rate of

photosynthesis twice as high as in wild-type poplars, a slight increase in growth
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rate, and a significantly increased resistance to feeding by insect larvae. The

phenotype was attributed to an increased expression of the PtaMYB186 gene,

homologous to Arabidopsis MYB106, a known regulator of trichome initiation

(Plett et al. 2010). Five other activation-tagged mutant lines were described by

Trupiano et al. (2013), showing changes in their adventitious rooting. In one mutant

line, upregulation of a gene encoding a transcription factor of the AP2/ERF family

of unknown function (PtaERF003) was shown to be responsible for the observed

rooting phenotype (Trupiano et al. 2013). Finally, Yordanov et al. (2014) also

identified the gene EARLY BUD-BREAK 1 (EBB1) regulating the reactivation of

meristem activity after winter dormancy in poplar by T-DNA-based activation

tagging.

6.2 Transposon

Ideas to establish a “general” transposon-based activation tagging protocol in

poplar were proposed by Fladung et al. (2004), based on the observation that the

maize transposable autonomous Ac element is functionally active in transgenic

aspen-Populus (Fladung et al. 1997; Kumar and Fladung 2003b; Fladung 2011). By

employing the nonautonomous element Ds, Suzuki et al. (2001) developed an

“Activation Tagging Ds” (ATDs) system containing four tandem repeats of

enhancer fragments from the CaMV 35S promoter and, at both terminal positions,

outward directed 35S promoters, each flanked by Ds ends (Fig. 3a). This ATDs

element was combined with the phenotypically selectable rolC reporter gene

(Fladung et al. 1997; Fladung 1999; Kumar and Fladung 2001), which was cloned

Fig. 3 Activation tagging approach developed for poplar. (a) The activation tagging construct

harboring the nonautonomous Ds element (ATDs) contains two CaMV 35S promoters and four

tandem repeats of enhancer fragments (En) of the 35S promoter, flanked by terminal inverted

repeats (IR) (Suzuki et al. 2001). Either rolC or tms2 gene is outside of ATDs, and the 35S

promoter keeps these genes active under non-excised conditions. The marker gene 35S-npt-II
allows selection of ATDs transgenic plants. (b) Controlling transposase expression by use of either

a heat shock-inducible promoter (Hsp) (Balcells et al. 1994) or a glucocorticoid-inducible pro-

moter (GIP, Ouwerkerk et al. 2001)
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outside of the ATDs element so that it is under the control of one CaMV 35S

promoter and thus active when the ATDs is not excised (Fladung and Polak 2012).

A second construct harbored the Ac transposase controlled by the heat shock

promoter (HSP) Gmhsp17.5-E from soybean (Czarnecka et al. 1985) (Fig. 3b).

First, HSP::TRANSPOSASE transgenic aspen lines were established. The

RT-PCR approach was followed to check for transposase transcription in five

transgenic HSP::TRANSPOSASE and one control line (N55-1). All six lines were

heat shocked at 37 �C for 24 h culture under continuous light. RNA was isolated

from leaves, and the quality and amount of the DNAse digested RNA was sufficient

for RT-PCR (not shown). To check for DNA contamination, a reaction was

performed without the AMV reverse transcriptase. An induction of transposase

transcription could be observed in all five HSP::TRANSPOSASE transgenic lines.

Lines N66-2 and N66-5 were chosen for super-transformation with the ATDs

construct (not shown). To exclude the possibility that transposase transcription

also occurs in non-heat-shocked-treated plants due to leakage of the HSP promoter,

non-induced leaves were included in RT-PCR experiments. No transposase tran-

scription could be detected in non-induced leaves (not shown).

In total, 23 double transgenic lines were obtained following super-

transformation of N66-2 and N66-5 with the ATDs-rolC element (Fladung and

Polak 2012). Based on these 23 lines, Fladung and Polak (2012) established an

activation tagging population consisting of about 12,000 individuals and detected

29 different phenotypic variants, most of them remaining stable for at least

12 months in tissue culture (Fig. 4a) and/or in the greenhouse (Fig. 4b, c). Visible

phenotypic mutant frequency (including leaf and stem phenotypic alterations)

based on positive ATDs-transposed individuals was about 1 % (Fladung and

Polak 2012). Silencing effects due to multiple copy integration could explain the

overall relatively low frequency of ATDs transposition of only 30 % from total;

however, no correlation could be found between copy number and mutant fre-

quency in the double transgenic lines carrying 1–4 copies of ATDs (Fladung and

Polak 2012). Putting together the phenotypic variants with the other lines without

any phenotypic alteration, 57 genomic sequences were obtained flanking the ATDs

at the new positions following ATDs transposition. Of these, 32 sequences (56 %)

could be successfully annotated to putative P. trichocarpa transcripts. The results

confirmed earlier findings (a) that the new ATDs insertion loci are unlinked to those

harboring the original donor locus (Fladung 2011) and (b) that the Ac element

frequently inserts in or near coding regions (Kumar and Fladung 2003a).

An alternative approach for transposon activation tagging is the replacement of

the phenotypic rolC reporter gene with a selectable one. An option is the use of the

negative selectable marker gene INDOLE-3-ACETAMIDE HYDROLASE (TMS2)
from Agrobacterium tumefaciens. This TMS2 gene catalyzes the conversion of

biologically inactive auxin amides, such as naphthaleneacetamide [NAM], into

active auxins, which are toxic to plants at elevated concentrations, but in the

absence of the auxin amides, tms2 transgenic plantlets grow normally (Karlin-

Neumann et al. 1991). Similar to ATDs-rolC, the tms2 gene is also under the

control of one CaMV 35S promoter in non-ATDs-transposed plants, and thus
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transcribed non-ATDs-transposed plants are therefore able to metabolize NAM to

active IAA that leads to callus formation instead of plant regeneration. In conse-

quence, only tissues revealing ATDs excision will regenerate to plantlets. This

strategy allows the efficient selection of only plants with ATDs reintegration

somewhere in the genome.

7 Conclusions

Both T-DNA and transposon tags have been shown to be appropriate to harbor

promoter and/or enhancer sequences for successful activation tagging. These ele-

ments are able to activate genes when they become positioned in their vicinity.

T-DNA is highly recommended as a tag for plant species with highly efficient

transformation protocols, whereas transposon-based activation tagging approaches

are suitable for species with poorly developed transformation protocols. For the

theoretical aim of tagging every gene in a tree genome, a transposon that is able to

pass chromosome barriers is more suited as a tag than T-DNA, since with exception

of Arabidopsis, plant transformation is time consuming and cost intensive. In

contrast, only few independent transposon-carrying transgenic lines are required

for the establishment of large activation tagging populations. Activation tagging or

gain-of-function mutagenesis is the only way to tag genes in species with long

vegetative periods such as trees, or those with special sexuality (self-

Fig. 4 (a) Two putative

chlorophyll-defective

variant calli (arrows)
following transposon

activation. (b) Pale green
leaf (right) compared to

normal green control leaf

(left). (c) Variant plant
revealing dwarf phenotype
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incompatibility systems, dioecy). By employing selectable reporter genes, very

efficient transposon-based activation tagging approaches can still be established.
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Szabados L, Kovács I, Oberschall A, Ábrahám E, Kerekes I, Zsigmond L, Nagy R, Alvarado M,
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Campero, Myriam Calonje, José M. Romero, and Federico Valverde

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

2 The Evolution of the Photoperiod Pathway . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293

2.1 Photoperiod Pathway in Vascular Plants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293

2.2 Compared Evolution of Photoperiodic Signaling in Green Algae

and Land Plants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295

3 Overcoming Temperature Changes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300

3.1 Vernalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

3.2 Ambient Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304

4 Nutrients Signaling to Flowering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306

5 Flower Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

5.1 Floral Identity Determination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310

5.2 Floral Organ Identity Determination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

Abstract Flowering plants are some of the most successful organisms on Earth,

particularly those used in agriculture due to the widespread distribution produced

by farming activities. The correct moment of the year to flower is a crucial decision

as it strongly compromises the success of the progeny and is thus strictly controlled.

Crops have been artificially selected to flower in those conditions better adapted for

human production, and many genes related to flowering time are selected as targets

for breeding programs. These characteristics reflect a complex regulatory pathway
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that has to respond both to predictable and unexpected changes in the environment.

This plasticity confers the flowering plants with a genetic toolkit to adapt to varied

habitats and changing environmental conditions. Recent advances in massive

acquisition of data from many different species belonging to the green eukaryotic

lineage allow us to make an evolutionary approach to the main mechanisms that

influence the floral transition and how flowers are formed in modern plants. This

work will review some of these aspects from the floral transition to the floral

organogenesis.

1 Introduction

The flowering transition is one of the most important developmental decisions that a

plant has to take during its life cycle. An incorrect decision to flower has a strong

negative influence on the capacity of the plant to transmit its genes to the next

generation, and thus it is strictly regulated (Casal et al. 2004). This decision is

strongly influenced by external and internal cues among which light, temperature

and nutrient signals are probably the most influential (Amasino 2010). In order to

understand the complex signaling events that promote or inhibit flowering, different

pathways have been proposed and excellent reviews have been recently published

(Smeekens et al. 2010; Huijser and Schmid 2011; Andrés and Coupland 2012; Song

et al. 2012a, b, c), but they can all be directly or indirectly grouped into three groups

(Fig. 1). The light pathway integrates those signals derived from the light quality,

day length, or the circadian clock. The internal signals comprise those provided by

hormones, nutrients (sugar, nitrogen compounds, etc.) and age. The temperature

signals include the so-called autonomous pathway, the ambient temperature signals

and the vernalization signals. These pathways will be described in more detail

below.

Fig. 1 Major pathways controlling the floral transition in Arabidopsis. Schematic representation

of the three major cues that influence the floral transition in Arabidopsis. Light (yellow) includes
photoperiodic, light quality, and circadian clock. Temperature (blue) includes vernalization,

autonomous and ambient temperature signals. Internal (green) includes the effect of hormones,

age, sugars and other metabolites (nutrients)
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Most of the plants will flower when one, or a combination of these signals,

reaches the threshold that triggers the floral transition. This is coordinated by a

network of genes that is highly conserved throughout evolution (Romero-Campero

et al. 2013). In this work we will review recent knowledge about the gene networks

that control the flowering pathways as well as floral organogenesis and how can we

trace back this gene toolkit into the evolutionary story of plants. It will allow us to

understand the origin of the flowering pathways and why they have reached such

complexity in angiosperms. Inevitably, Arabidopsis thaliana will be the model to

follow, as most of the flowering work has been done in this small brassica.

Nevertheless, we will try to extrapolate this information into other plants

representing different phylogenetic relationships and evolutionary steps within

the green eukaryote lineage.

We will also review the process of floral organogenesis because it is chronolog-

ically and locally connected to the last stages of the floral transition within the shoot

apical meristem (SAM). In this way, many of the late genes involved in the floral

transition, including the floral integrators, control the early stages of floral forma-

tion. This assures the continuity in the signaling process necessary to achieve the

successful step-by-step hierarchy of floral organogenesis.

2 The Evolution of the Photoperiod Pathway

The amount of incident light at a particular point on most of the Earth’s surface
changes throughout the year resulting in the different seasons, particularly in the

middle half of the hemispheres where most of the human population is concen-

trated. Animals and plants have developed throughout their evolution molecular

tools consisting in genes and signaling networks that transduce day length infor-

mation (or photoperiod) into the regulation of key developmental and metabolic

processes. This capacity is known as photoperiod response (Bradshaw and

Holzapfel 2007).

2.1 Photoperiod Pathway in Vascular Plants

One of the most conserved day length responses among plants is the photoperiodic

flowering pathway (Romero-Campero et al. 2013). CONSTANS (CO) is the central
gene in this pathway and promotes flowering by inducing the expression of the

florigen FLOWERING LOCUS T (FT) gene (Valverde 2011). Recent advances in

genomics of vascular plants have allowed researchers to identify several genes that

control flowering in species such as potato (Martı́nez-Garcı́a et al. 2002), tomato

(Corrales et al. 2014), sorghum (Murphy et al. 2011), rice (Yano et al. 2000) and

Jatropha (Yang et al. 2011). Nevertheless, the long-day (LD) facultative plant
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Arabidopsis thaliana is the model organism where most studies have been

performed (Amasino 2010).

In Arabidopsis, CO and FT expression are regulated by circadian and photope-

riodic regulatory elements. In this sense, CYCLING DOF FACTOR (CDF) proteins

are a group of four DOF transcription factors that bind to the CO and FT promoters

negatively regulating their expression (Imaizumi et al. 2005; Fornara et al. 2009;

Song et al. 2012c). At the end of a LD, the blue light-dependent GI-FKF1 complex

induces CDF degradation (Rubio and Deng 2007), allowing FLOWERING BHLHs

(FBHs) to enhance CO expression (Ito et al. 2012) and thereby FT induction.

Moreover, GIGANTEA (GI) is involved in FT induction in a CO-independent

way (Sawa and Kay 2011; Srikanth and Schmid 2011). CO expression is also

regulated at the transcriptional level by the circadian clock whose core is consti-

tuted in Arabidopsis by the genes CIRCADIAN CLOCK ASSOCIATED 1 (CCA1),
LATE ELONGATED HYPOCOTYL (LHY), and TIMING OF CAB EXPRESSION 1
(TOC1) (McClung 2014). Additionally, CO is posttranslationally regulated by the

26S proteasome due to the action of two E3 ubiquitin ligases with Ring Finger

domains: CONSTITUTIVE MORPHOGENIC 1 (COP1) during the night and

HIGH EXPRESSION OF OSMOTICALLY RESPONSIVE GENES 1 (HOS1)

during the morning (Jang et al. 2008; Lazaro et al. 2012). Moreover, light has an

important role in the regulation of CO expression. The photoreceptor PHYTO-

CHROME B (PHYB) promotes CO degradation by red light, whereas

CRYPTOCHROMES 1 and 2 (CRY1, CRY2) and PHYTOCHROME A (PHYA)

promote its stability through a blue light signal (Valverde et al. 2004) specifically

during the daylight period. This complex regulatory network determines that CO
mRNA coincides with a high stable protein level during the evening of a LD

(external coincidence model) (Andrés and Coupland 2012) triggering the expres-

sion of the florigen FT gene. However, depending on its geographical location,

plants have developed different regulatory mechanisms to anticipate photoperiod

changes. For example, in short-day (SD) plants, such as rice (Oryza sativa), an FT
homolog (HEADING DATE 3a, HD3A) is induced in SD by a CO homolog (HD1),

whereas in LD HD1 behaves as a repressor of HD3A (Turck et al. 2008). Addition-

ally, transgenic rice overexpressing CDF homologs (OsDOF12) induces HD3A
expression only under LD conditions in aHD1-independent manner (Li et al. 2009).

In this species, GI promotes HD1 expression although it is yet unknown whether

this regulation is direct or through a FKF1/CDF route similar to the one in

Arabidopsis (Higgins et al. 2010).
The regulatory differences observed in vascular plants may reflect an evolution-

ary divergence produced by the needs to adapt to specific environmental conditions.

This could explain the emergence of new regulatory genes involved in the same

processes or the change in function of a specific gene. For example, in rice EARLY

HEADING DATE 1 (EHD1), a B-type response regulator, induces HD3A tran-

scription in SD conditions, independently of HD1 (Doi et al. 2004) and the GRAIN

NUMBER, PLANT HEIGHT, and HEADING DATE 7 (GHD7) rice protein plays

a key role in the photoperiod pathway (Xue et al. 2008). Nevertheless, no putative

Arabidopsis orthologs of these genes have been identified so far. In potato, similar
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genes to those that control the floral transition also regulate other biological

pathways such as tuberization. Both processes are finally controlled by two differ-

ent FT-like paralogues, StSP3D that promotes flowering and StSP6A that regulates

tuber formation (Navarro et al. 2011) in two separated transduction pathways.

StSP3D and StSP6A respond to different photoperiod conditions involving the

StGI-StFKF1 complex, StCDF, and StCO protein (Kloosterman et al. 2013). Inter-

estingly, in neutral-day plants, where flowering time is not controlled by photope-

riod, CDFs are involved in other biological processes not related to the photoperiod

response. For example, in tomato, SlCDFs are induced in response to abiotic stress

conditions. Nevertheless, the SlCDF heterologous expression in Arabidopsis delays
flowering by reducing CO and FT transcript levels. This suggests that the ability of

SICDFs to control the photoperiod response is conserved although it is not involved

in the floral transition in these plants (Corrales et al. 2014).

Strikingly, flowering gene regulatory networks from a wide range of photosyn-

thetic organisms share a large set of orthologs. This suggests that the photoperiodic

gene regulatory network evolved very early in the green evolutionary linage

constituting an ancestral network. The current photosynthetic organisms have

then inherited this gene network from these common ancestors.

2.2 Compared Evolution of Photoperiodic Signaling
in Green Algae and Land Plants

The latest results from our group and others (Serrano et al. 2009; Romero-Campero

et al. 2013) have demonstrated an exclusive origin of the photoperiod response in

algae of the Chlorophyceae class, which would have then evolved into the complex

pathway of modern plants. In this section we will try to dissect the evolutionary

processes involved.

2.2.1 Homolog Genes in Chlamydomonas

CONSTANS Homolog

Chlamydomonas reinhardtii is considered to be a living representative of the

common ancestor that gave rise to the green eukaryotic lineage. The first gene

related to the photoperiod pathway identified in the Chlamydomonas genome was a

single-copy CO homolog, called CrCO (Serrano et al. 2009; Valverde 2011). CrCO
was shown to be involved, among other mechanisms, in processes controlled by the

circadian clock, such as starch synthesis and cell growth. Surprisingly, transgenic

plants overexpressing CrCO under a constitutive or phloem-specific promoter,

flowered earlier than WT and in a similar way to plants overexpressing the original

CO gene. CrCO can, thus, complement co mutation. In contrast, CO like 1 (COL1)
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is unable to complement comutation in spite of being evolutionarily more related to

CO than CrCO. Possibly, CO and CrCO share key structural similarities that are not

reflected in the alignment of their sequences, which shows very low general amino

acid identity. This constitutes an example of the limitations of using solely

sequence similarity when detecting potential orthologs (Romero-Campero

et al. 2013). Recently, evidence of the high relevance of the CrCO gene in the

algae transcriptome has been suggested by gene co-expression analysis. It has been

shown that the CrCO gene constitute a hub gene in a gene co-expression network

constructed based on RNA-seq data from a wide range of relevant physiological

conditions (Romero-Campero et al. 2013). A single-copy CrCO gene has evolved

into numerous CONSTANS-LIKE (COLs) gene families in Physcomitrella
(PpCOLs) and Arabidopsis (AtCOLs), establishing complex and robust networks

with greater numbers of hub genes in both species (Romero-Campero et al. 2013).
This diversification of the COL family in Physcomitrella and vascular plants and

the high overlapping between their functions indicate that the different biological

processes in which CrCO, PpCOLs, and AtCOLs are involved are highly conserved

across evolution (Romero-Campero et al. 2013). Additionally, COLs may have a

wide repertoire of plant-specific light-dependent functions besides those already

described (Valverde 2011) such as axillary ramification (Wang et al. 2013), bud

dormancy (B€ohlenius et al. 2006), and tuber growth (González-Schain et al. 2012).

CDF Homologs

The genome of Chlamydomonas contains another single-copy gene called CrDOF
that seems to be part of the ancestral photoperiod pathway. CrDOF evolution has

produced a numerous gene family, the DOF transcription factors (TFs), following a

similar evolutionary history as CrCO. DOFs are specific TFs in vascular plants

(Moreno-Risue~no et al. 2007) and are not present in animal or fungi genomes.

Specifically, Arabidopsis has 36 DOF proteins (Noguero et al. 2013) including the

small family of four CDFs (Imaizumi et al. 2005; Fornara et al. 2009). In

Chlamydomonas, CrDOF is regulated, in a similar way as CDFs in Arabidopsis,
by the circadian clock and photoperiodic mechanisms. Additionally, like the CDFs,

CrDOF controls CrCO transcription. Nevertheless, in contrast to the CDF function

in Arabidopsis, CrDOF activates CrCO expression in Chlamydomonas by binding

to its promoter. In addition, CrDOF controls important physiological processes in

the algae exhibiting a surprisingly dual function, repressor or activator, depending

on the day length. In this way CrDOF is able to induce cellular division by

activating CrCO in SD, whereas in LD CrDOF represses the cell cycle progression

to mitosis in a CrCO-independent manner. CrDOF phenocopies CDF function in

Arabidopsis so that transgenic plants expressing CrDOF under different tissue-

specific promoters delay flowering by suppressing CO and FT expression. Finally,

RNA-seq data analysis revealed an apparent functional overlap between CrDOF

and DOF proteins. These results reflect again how the functions of proteins

involved in photoperiodic responses are extremely conserved across evolution.
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The diversification and subsequent acquisition of new regulatory domains by

CrDOF (which has only a DOF domain and nuclear localization signal) to vascular

plant DOF factors could explain the new regulatory processes in which CDFs and

other DOF proteins are involved (Lucas-Reina et al. 2015).

2.2.2 Putative Homologs

Several putative Chlamydomonas orthologs of Arabidopsis genes involved in the

photoperiod response have been identified using non-curated bioinformatic

methods such as the BBH (bidirectional best hit) method (Table 1). Their involve-

ment in the photoperiod response in Chlamydomonas and their interactions with

CrCO and CrDOF are yet to be validated experimentally. Here we analyzed the

conservation of the co-expression patterns among these genes by comparing them

to the co-expression patterns of homologs from Arabidopsis (Fig. 2).

Circadian Clock Genes

Approximately 30 putative genes have been identified in Chlamydomonas that are
involved in the control of circadian processes. These genes are called RHYTHMOF
CHLOROPLAST (ROC). Some of the codified proteins are specific from algae;

others present conserved domains with plant circadian clock proteins (Matsuo and

Ishiura 2011). Strikingly, other ROCs present domains similar to those found only

in animal proteins involved in circadian rhythm control (Schulze et al. 2010).

Specifically, ROC40 has a MYB domain similar to CCA1 and LHY proteins and

ROC66, which presents B-box and CCT domains similar to CO, to COL1, involved

in circadian clock (Ledger et al. 2001) and COL9 (Matsuo and Ishiura 2011).

ROC66 CCT domain is also similar to the CCT domain from Arabidopsis TOC1
(Matsuo and Ishiura 2011). Besides the sequence similarity that ROC40 and ROC66
show with CCA1/LHY and TOC1, these two Chlamydomonas genes also exhibit

similar co-expression patterns as their putative Arabidopsis orthologs. CCA1/LHY
and TOC1 present a negative co-expression pattern in Arabidopsis, which seems to

be conserved in Chlamydomonas, as CrLHY and CrTOC1 show a negative

co-expression pattern (Fig. 2).

The conservation of the circadian clock core genes, CCA1/LHY and TOC1, has
also been found in the green algae Ostreococcus tauri, although in this case, their

expression patterns differ from those in the Arabidopsis genes (Bouget et al. 2014).

Photoreceptors

Light perception in plants is carried out by a set of different photoreceptors. One of

them is the phototropin (PHOT) involved in physiological processes like phototro-

pism and stomatal opening. On the other hand, cryptochromes (CRYs) and
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Table 1 Genes involved in the photoperiod response in Arabidopsis and Chlamydomonas

Gene name Arabidopsis thaliana Chlamydomonas reinhardtii

CO At5g15840 g6302

COL1 At5g15850 g6302

FT At1g65480 Not identified

CDF1 At5g62430 Cre12.g521150

CDF3 At3g47500 Cre12.g521150

FBH1 At1g35460 Cre14.g620850

FBH4 At2g42280 Cre14.g620850

ZTL At5g57360 Cre12.g518800

FKF1 At1g68050 Cre12.g518800

GI At1g22770 Not identified

TOC1 At5g61380 g16738

LHY At1g01060 Cre06.g275350

CCA1 At2g46830 Cre06.g275350

CRY1 At4g08920 Cre06.g295200

CRY2 At1g04400 Not identified

HOS1 At2g39810 g16152

COP1 At2g32950 Cre02.g098100

Fig. 2 Co-expression patterns between genes involved in the photoperiod response in

Chlamydomonas and Arabidopsis. The figure represents co-expression relationships (green, pos-
itive; red, negative) between the genes (blue circles) involved in the photoperiod response in

Chlamydomonas and Arabidopsis. A conserved co-expression pattern is apparent together with

processes of gene duplication as well as specific network rewiring: the circadian clock genes

CCA1/LHY and TOC1 are negatively co-expressed in both organisms. Processes of gene duplica-

tion have produced Arabidopsis genes such as CDF1 and CDF3 from the CrDOF, or CO and

COL1 from CrCO, from Chlamydomonas. Nevertheless, while the positive co-expression between
CrDOF and CrCO in Chlamydomonas has been conserved in the Arabidopsis CDF1 and COL1,
the co-expression between CDF1 and CO is negative in Arabidopsis
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phytochromes (PHYs) are involved in morphogenetic, photoperiodic, and circadian

mechanisms like flowering.

PHOTs are the principal sensory molecules for light-dependent life cycle control

in Chlamydomonas and other green algae like Ostreococcus tauri. PHOT is a

modular protein formed by a light, oxygen, or voltage (LOV) domain, similar to

that of the protein family ZTL-FKF1-LKP2, in the amino terminal part of the

protein, followed by a carboxy-terminal histidine kinase (HK) domain

(LOV-HK). In contrast to PHOTs that are specific of the green linage, the

LOV-HK domain is related to the large family of LOV-HK domains found in

different kinds of prokaryotes (Djouani-Tahri et al. 2011).

Chlamydomonas PHOTOLIASE HOMOLOG 1 (CPH1) encodes a protein with a
significant sequence similarity with two plant-specific CRYs (CRY1 and CRY2)

involved in the photoperiodic pathway. CPH1 levels are controlled by blue and red

light, which induce the instability of the protein (Reisdorph and Small 2004). In this

text we refer to CPH1 as CrCRY1. Specific co-expression patterns such as the

positive co-expression between CrCRY1 and CrCO seem to be conserved in

Arabidopsis between the genes CRY1 and CO.
Moreover, in Chlamydomonas aCRY (animallike CRY) and DASH-CRYs (Dro-

sophila, Arabidopsis, Synechocystis, and Homo-like CRY) (Beel et al. 2013) have
been described, indicating that the evolutionary origin of cryptochromes precedes

the green eukaryote lineage separation.

PHY-related proteins are a conserved multidomain protein found in bacteria

(including cyanobacteria), fungi, and many eukaryotic algae like prasinophytes

(green algae), heterokonts (diatoms and brown algae), and glaucophytes. All

PHYs use bilin chromophores to sense light. Nevertheless, in algae unlike plants,

PHY can sense orange, green, and blue light. In Chlamydomonas, in spite of

retaining the ability to synthesize bilin, no protein with a significant sequence

similarity with any PHY has been identified (Rockwell et al. 2014).

Flowering bHLH Homologs

FBH proteins are part of the large family of eukaryotic basic helix–loop–helix

(bHLH)-type transcription factors. bHLHs present a wide diversity and a great

number of genes in plant and mosses; in contrast, there is a small family in green

and red algae. Particularly, in the Chlamydomonas genome only four bHLH genes

have been identified (Ria~no-Pach�on et al. 2008; Carretero-Paulet et al. 2010; Pires

and Dolan 2010). Only one of these genes presents significant similarity with bHLH

genes present in higher plants such as Arabidopsis. We will refer to this gene as

CrbHLH. The rest of bHLH genes seem to be specific of the Chlorophyceae.

Additionally, CrbHLH exhibits positive co-expression patterns with genes such as

CrCO and CrCRY1. These patterns are conserved in Arabidopsis between the genes
FBH4, CO, and CRY2.
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Constitutive Photomorphogenic 1 and High Expression of Osmotically

Responsive Genes 1

COP1 and HOS1 are members of the E3 ubiquitin ligase family with a Ring-finger

domain. Up to now, COP1 has been identified in plants and red algae like

Cyanidioschyzon merolae, whereas HOS1 has been found only in plants (Ria~no-
Pach�on et al. 2008). Nevertheless, recent updates of the web portal for plant

comparative genomics Phytozome include potential Chlamydomonas orthologs

for both genes. These genes have been identified using automatic bioinformatic

tools such as the bidirectional best hit method. The conservation of certain

co-expression patterns involving these genes supports their consideration as poten-

tial orthologs.

2.2.3 Unidentified Genes in Algae

Up to now, no GI and FT homologs have been identified in any alga species

(Corellou et al. 2009; Pi~neiro and Jarillo 2013). Therefore, these proteins may

have been acquired later in evolution. In fact, the first evidence of a GI binding

site in a DOF protein has been found in Physcomitrella patens (Lucas-

Reina et al. 2015).

3 Overcoming Temperature Changes

Temperature is a key environmental variable that exerts a strong influence on the

floral transition. Plants adapted to temperate climates are exposed to annual cold

cycles but also to fluctuations of temperature within the different seasons; conse-

quently, they need to differentiate the timing and interval of cold to bloom at the

right time in order to increase their reproductive success (Preston and Sandve

2013). Many species from temperate climates require a prolonged exposure to

cold in order to become competent to flower (Chouard 1960); this period is

known as vernalization. The requirement for vernalization delays reproductive

growth during winter minimizing the risk of frost damage to cold-sensitive repro-

ductive organs and ensures that reproductive development and seed production

occur in spring and summer (Amasino 2004, 2010; Kim et al. 2009). In addition,

most plants in temperate regions face fluctuations in temperatures within the

ambient range (above 10 �C) and should be able to perceive and integrate these

signals (Samach and Wigge 2005). These non-stressful temperatures have been

shown to strongly influence flowering time, causing either a delay or an accelera-

tion of flowering (Westerman and Lawrence 1970; Blazquez et al. 2003). Interest-

ingly, recent reports indicate that the ambient temperature changes are sensed and

transduced differently than extreme temperature changes. Here, we will discuss the

current knowledge at the molecular level on the mechanisms that control flowering
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time in response to cold and non-stressful temperatures in different plant species,

which will help us to understand the evolution of alternative mechanisms.

3.1 Vernalization

Vernalization responsiveness has evolved independently on multiple occasions

(Greenup et al. 2011; Oliver et al. 2013); accordingly, genes controlling vernaliza-

tion have been identified in different plant lineages (Danyluk et al. 1998; Michaels

and Amasino 1999; Sheldon et al. 1999; Izawa et al. 2003; Trevaskis et al. 2003; Pin

et al. 2010).

In A. thaliana, two genes, FRIGIDA (FRI) and FLOWERING LOCUS C (FLC),
are the major natural determinants for the vernalization response (Shindo

et al. 2005; Lovell et al. 2013; Li et al. 2014). The role of the single-copy gene

FRI is to activate the expression of FLC, which is a MADS-box-type repressor that

prevents flowering. Downregulation of FLC expression requires a long exposure to

cold (Michaels and Amasino 1999). FRI induces FLC expression through direct

interaction with the nuclear cap-binding complex (Geraldo et al. 2009; Crevillen

and Dean 2011). In addition, recent studies have demonstrated that FRI-mediated

upregulation of FLC is associated with epigenetic modifications, primarily to a

marked increase in the histone H3 lysine 4 trimethylation (H3K4me3) pattern

(Bastow et al. 2004; Sung and Amasino 2004a; Finnegan and Dennis 2007). The

repression of FLC by cold involves different mechanisms (Song et al. 2012a).

Briefly, an antisense transcript called COOLAIR is upregulated after 2–3 weeks

of cold leading to the downregulation of FLC transcription (Swiezewski

et al. 2009). In addition, a sense noncoding RNA (ncRNA) transcript, called

COLDAIR (Heo and Sung 2011), is also induced by cold but later than COOLAIR.
COLDAIR recruits the polycomb group complex VRN-PRC2 to FLC chromatin to

mediate gene silencing through the incorporation of histone 3 lysine 27 trimethyl

(H3K27me3) marks (De Lucia et al. 2008; Heo and Sung 2011; Crevillen

et al. 2013; Kim and Sung 2014). Components of VRN-PRC2 complex are the

VEFS domain containing protein VERNALIZATION 2 (VRN2), the SET-domain

catalytic subunit CURLY LEAF (CLF) or SWINGER (SWN), FERTILIZATION-

INDEPENDENT ENDOSPERM (FIE), and MULTICOPY SUPRESSOR OF IRA1

(MSI1) (Kim and Sung 2014). Additional components of the VRN-PRC2-mediated

repression are the plant-specific B3 DNA-binding protein VRN1, and the plant

homeodomain (PHD) motif containing proteins VERNALIZATION INSENSI-

TIVE 3 (VIN3), VIN3-LIKE 1 (VIL1), and VERNALIZATION 5 (VRN5),

which are nonredundantly necessary for the repression (Levy et al. 2002; Sung

and Amasino 2004b; Sung et al. 2006; Greb et al. 2007). VRN1, VRN2, and VIL1/
VRN5 are constitutively expressed regardless of vernalization. In contrast, VIN3 is

only induced when plants are kept under prolonged periods of cold temperature and

quickly decreases when plants are returned to warm growth temperatures. There-

fore, VIN3 is a cold-specific component of the vernalization pathway in A. thaliana
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(Sung and Amasino 2004b; Kim and Sung 2013, 2014). Nevertheless, the promo-

tion of flowering by vernalization is not exclusively caused by the repression of

FLC, as plants with a null allele of FLC maintain some response to vernalization

(Michaels and Amasino 2001), suggesting that other genes are involved. TheMADS
AFFECTING FLOWERING 1–5 (MAF1–5), which are FLC homologs (Ratcliffe

et al. 2001, 2003; Scortecci et al. 2001), have been proposed to play a role in the

vernalization response; however, their molecular mechanism of action is unknown

(Ratcliffe et al. 2003).

Interestingly, several data showed that the extensive allelic heterogeneity at both

FRI and FLC can account for a major fraction of the natural variation in vernali-

zation rate in different A. thaliana ecotypes (Johanson et al. 2000; Gazzani

et al. 2003; Shindo et al. 2005; Geraldo et al. 2009; Li et al. 2014). FRI-like
genes with a similar function to A. thaliana FRI have been identified in many

species, such as Brassica oleracea, A. lyrata, Capsella sp., Thellungiella halophila,
Medicago truncatula, Lotus japonicus, Vitis vinifera, Populus balsamı́fera, and
Oryza sativa (Goff et al. 2002; Fang et al. 2008; Kuittinen et al. 2008; Slotte

et al. 2008; Risk et al. 2010; Keller et al. 2011; Irwin et al. 2012). Variations in

the vernalization responsiveness have been also shown in many of these species

(Irwin et al. 2012), suggesting its functional conservation throughout plant evolu-

tion. Conversely, FLC-like genes as temperature-controlled floral repressors have

been identified only in Arabidopsis, Brassica, Arabis, sugar beet (Beta vulgaris),
and Petunia (Michaels and Amasino 1999; Tadege et al. 2001; Schranz et al. 2002;

Vandenbussche et al. 2003; Reeves et al. 2007; Wang et al. 2009) (Table 2).

Arabis alpina, a perennial relative of Arabidopsis, resumes vegetative growth in

fall and repeatedly undergoes vernalization. An FLC ortholog [PERPETUAL
FLOWERING 1 (PEP1)] acts as a major floral repressor in Arabis (Wang

et al. 2009). PEP1 is repressed by vernalizing cold and thus allows plants to

bloom. Unlike Arabidopsis, PEP1 is reactivated when plants are returned to

warm growth temperature (Kim and Sung 2014). In sugar beet, a pair of FT
homologs (BvFT1 and BvFT2) acts antagonistically in the floral transition. BvFT1
acts as a floral repressor whereas BvFT2 promotes flowering (Pin et al. 2010).

Vernalization results in downregulation of BvFT1. Vernalization-induced repres-

sion of BvFT1 is stably maintained even after plants are returned to warm growth

temperatures, indicating that BvFT1 functions similarly to FLC. Vernalization
requirement in sugar beet is mainly conferred by a dominant allele named

BvBTC1 through its regulation of BvFT1 and BvFT2 (Pin et al. 2010). Annual

Table 2 Arabidopsis vernalization orthologs in monocots and brassicas

Arabidopsis
thaliana

T. aestivum
H. vulgare Brassica oleracea

Beta
vulgaris

Arabis
alpina

AP1 VRN1 AP1 – –

FLC VRN2 (COL
family)

FLC1, FLC2, FLC3, FLC4,
FLC5

FL1 PEP1

FT VRN3 FT FT1, FT2 –
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sugar beet plants with a dominant BvBTC1 allele do not need vernalization for early
flowering. In contrast, biennial sugar beet plants carry a partial loss-of-function

allele of Bvbtc1. Bvbtc1 is not significantly induced even under LD without

vernalization treatment. Bvbtc1 allele can be gradually activated by vernalization

treatment to the level sufficient to repress BvFT1 and activate BvFT2 (Kim and

Sung 2014).

Recent studies have revealed that the vernalization pathway emerged from a

convergent evolution in dicots and monocots (Amasino and Michaels 2010;

Greenup et al. 2011; Ream et al. 2012). In cereals, like wheat or barley, flowering

is accelerated by vernalization (by a gene resembling CONSTANS), as the change in
photoperiod in winter time is a stronger floral determinant than temperature

(Dubcovsky et al. 2006). In fact, in rice the flowering pathway is regulated mainly

by photoperiod, as it does not present a vernalization requirement (Song

et al. 2012b).

Genetic analyses in the temperate cereals wheat and barley have shown that

three genes determine the vernalization responsiveness: VRN1, VRN2, and VRN3
(Pugsley 1971; Yan et al. 2006). They are, nevertheless, different genes than those

with the same name in A. thaliana (Table 2). VRN1 encodes an APETALA1-like
MADS-box transcription factor with high similarity to the A. thaliana meristem

identity genes APETALA1 (AP1), CAULIFLOWER (CAL), and FRUITFULL
(FUL). VRN1 is induced after vernalization (Trevaskis et al. 2003; Yan

et al. 2003; Oliver et al. 2009; Xiao et al. 2014). VRN2 is the A. thaliana FLC
functional analogue, although it belongs to the COL gene family (Yan et al. 2004;

Higgins et al. 2010). VRN2 is a floral repressor that represses VRN3, the ortholog of
A. thaliana FT, under LD conditions. VRN2 expression is downregulated after

vernalization (Trevaskis et al. 2007). Hence, after vernalization the expression of

VRN1 increases, while VRN2 expression decreases (Yan et al. 2004). On the other

hand, VRN3 induces VRN1 in LD conditions (Wigge et al. 2005; Yan et al. 2006).

The three genes thus form a regulatory loop. Interestingly, Arabidopsis and wheat

have different genes, FLC and VRN2, with the same function. However, vernali-

zation in wheat does not result in significant changes in histone modifications at

VRN2, suggesting that changes of chromatin structure at VRN2 locus do not occur.

Conversely, induction of VRN1 in barley is epigenetic; however, the epigenetic

changes are the opposite of those in FLC. In VRN1 there is a decrease in

H3K27me3, the mark of a transcriptionally inactive gene, and an increase in

H3K4me3, a mark of an active gene. Activation of VRN1 is quantitative, with

longer cold treatments inducing higher levels of expression (Distelfeld et al. 2009;

Oliver et al. 2009, 2013). On the other hand, Brachypodium spp. have an ortholog of

VRN1 similar to both wheat and barley that promotes flowering; however, VRN2 is

not conserved in this plant (Ream et al. 2014). Surprisingly, a recent report

suggested that an FLC-like gene is present in monocots, although its function

remains to be investigated (Ruelens et al. 2013).

The epigenetic memory of vernalization is maintained by the PcG proteins in

Arabidopsis. PcG proteins evolved early in evolution, probably in the common

ancestor of animals and plants. As evidenced from the variable copy number of
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homologs in plants, diversification of PRC2 subunits occurred only recently in

evolution, mostly after the split of monocots and dicots. There are three VEFS

domain containing proteins in A. thaliana, EMBRYONIC FLOWER2 (EMF2),

VRN2, and FERTILIZATION-INDEPENDENT SEED 2 (FIS2), that bestow par-

tially specialized functions on the corresponding PRC2 complexes. In general, there

are several copies of VEF genes in dicots as well as in monocots; however, the

absence of a VRN2 ortholog in other species (Luo et al. 2009) suggests that PcG

function in the regulation of vernalization response evolved especially in

Brassicaceae (Derkacheva and Hennig 2014). Nevertheless, it might be possible

that a different VEFS gene participates in the vernalization response in other

species. Interestingly, three VIL homologs have been identified in the einkorn

wheat (Triticum monococcum L.) (Fu et al. 2007) and in its wild relative Aegilops
tauschii (Koyama et al. 2012). Of the three AetVIL genes, AetVIL2 was upregulated
after 1 week of low-temperature treatment, and its expression pattern was distinct

for winter and spring habit accessions. These observations strongly suggest that

AetVIL2 is associated with the vernalization-responsive pathway in A. tauschii
(Koyama et al. 2012).

3.2 Ambient Temperature

Recent works in Arabidopsis have shed some light in the molecular mechanisms

underlying the effect of ambient temperatures on flowering time (Verhage

et al. 2014). Warm temperature induces flowering in Arabidopsis by upregulation

of FT expression (Halliday et al. 2003; Balasubramanian and Weigel 2006). The

acceleration of flowering in response to high temperature requires the activity of

PHYTOCHROME INTERACTING FACTOR4 (PIF4) that directly binds to the FT
promoter in a temperature-dependent manner (Kumar et al. 2012). The PIF4

binding site in the FT promoter is occupied by the histone H2A variant H2A.Z,

inhibiting its transcription. FT expression increases as H2A.Z-containing nucleo-

somes are evicted in response to high temperatures (Kumar and Wigge 2010;

Kumar et al. 2012). Accordingly, mutations of ACTIN-RELATED PROTEIN6
(ARP6) that compromise H2A.Z occupancy cause the warm temperature

transcriptome to be constitutively expressed (Kumar and Wigge 2010). However,

other plant species respond in an opposite manner to an increase in the ambient

temperature or stay largely independent. Therefore, it is important to determine the

evolution of these genes and mechanisms to understand plant response to temper-

ature fluctuations. Recent analysis of the genome of Brassica rapa revealed the

presence of three orthologs of PIF4 (Song et al. 2014), while two close orthologs of
PIF4 and PIF5 exist in rice (Oryza sativa) (Nakamura et al. 2007), indicating that

PIF4might be conserved. However, whether there is also a functional conservation

cannot be inferred from these genomic data. On the other hand, histone variant

H2A.Z is conserved among eukaryotes and has been proposed to mediate warm

temperature signals in budding yeast (Saccharomyces cerevisiae) as in Arabidopsis
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(Kumar and Wigge 2010). Therefore, concerning the conservation of the H2A.Z–

PIF4 mechanism, H2A.Z is likely not to be the variable factor. As H2A.Z depletion

functions as an enabler, rather than an activator of the higher temperature response,

transcription factors can differentially regulate gene expression when shifted to a

higher temperature. The fact that H2A.Z depletion only provides access to their

targets might explain why plants have evolved a different response to increasing

ambient temperatures.

Conversely, the MADS-domain proteins FLM and SVP (SHORT VEGETA-

TIVE PHASE) are involved in the suppression of flowering at low ambient tem-

peratures in Arabidopsis (Hartmann et al. 2000; Ratcliffe et al. 2001; Scortecci

et al. 2001; Werner et al. 2005; Balasubramanian and Weigel 2006; Lee et al. 2007,

2013; Pose et al. 2013). FLM (also known as MAF1) is a transcription factor that

belongs to the FLC clade. Interestingly, FLM is alternatively spliced under different

ambient temperatures. The two main splice forms function antagonistically through

interaction with SVP (Balasubramanian and Weigel 2006; Pose et al. 2013). Low
ambient temperatures favor the production of the FLMβ splice form, whereas more

of the FLMδ splice form is produced at high ambient temperatures. Both FLMβ and
FLMδ interact with SVP. FLMβ–SVP complex binds to DNA as a repressor of

flowering. However, the interaction between SVP and FLMδ results in a function-

ally ineffective complex, leading to the formation of less repressive FLMβ–SVP
complexes. In addition, FLMβ–SVP complex is regulated through protein stability

of SVP (Lee et al. 2013). SVP protein becomes gradually less abundant as temper-

ature increases from 16 to 27 �C. Decrease in SVP protein leads to a lower

abundance of the repressing FLMβ–SVP complex. Therefore, the regulation of

FLM isoforms together with the regulation of SVP protein abundance contributes to

repress flowering under low ambient temperatures. Interestingly, all FLC clade

members (FLM/MAF1,MAF2,MAF3,MAF4, andMAF5) are alternatively spliced.
However, it seems that MAF2–MAF4 have evolved different temperature sensitiv-

ities (Verhage et al. 2014).

Little is known about the implication of these MADS-box genes in the regulation

of flowering time in response to ambient temperature in other species. FLC-like
genes have been mainly identified as temperature-controlled floral repressors in

Arabidopsis, Brassica, and sugar beet (Beta vulgaris) (Michaels and Amasino

1999; Tadege et al. 2001; Schranz et al. 2002; Reeves et al. 2007). Many MADS-

box genes have conserved functions across the flowering plants; however, some

have acquired novel functions in specific species during evolution. Particularly, the

evolution of MADS-box gene subfamilies that control the vegetative-to-floral

transition appears to be highly dynamic and linked to the enormous complexity

of life history strategies in flowering plants ranging from ephemeral annuals to

long-lived trees (Smaczniak et al. 2012a). Future research in other plant species will

help to determine whether the orthologs of these or other MADS-box genes have

been recruited to this function in other species.

Finally, miR156 and miR172 have been also proposed to regulate floral timing

by ambient temperature. Besides timing of the juvenile phase, these two miRNAs

have a role in the timing of the phase change from vegetative to reproductive
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(Aukerman and Sakai 2003; Wu and Poethig 2006; Verhage et al. 2014). Interest-

ingly, it has been recently shown that miR156-SQUAMOSA PROMOTER BIND-

ING PROTEIN-LIKE 3 (SPL3) module directly regulates FT expression in the leaf

to control ambient temperature response to flowering. Overexpression of miR156

leads to more delayed flowering at a lower ambient temperature (16 �C), which has
been associated with downregulation of FT and FUL expression. Among miR156

target genes, SPL3mRNA levels are significantly reduced at 16 �C. Overexpression
of miR156-resistant SPL3 causes early flowering, regardless of the ambient tem-

perature. Furthermore, SPL3 protein directly binds to GTAC motifs within the FT
promoter. These data suggest that the interaction between the miR156–SPL3 mod-

ule and FT is part of the regulatory mechanism controlling flowering time in

response to ambient temperature (Kim et al. 2012). Conversely, a higher miR172

expression was observed at 23 �C than at 16 �C (Lee et al. 2010). Both miR156 and

miR172 belong to a subset of evolutionary conserved miRNAs that are present

throughout the angiosperms (Axtell and Bowman 2008; Cuperus et al. 2011).

Results obtained in different dicots and monocots indicate that these miRNAs are

not only conserved in sequence but also in their role in regulating phase transition.

In addition, mature miRNA has been detected in various mosses, ferns, and

gymnosperms (Arazi et al. 2005; Zhang et al. 2006; Axtell and Bowman 2008;

Cuperus et al. 2011). In contrast to miR156, miR172 appears to be angiosperm

specific, and it has not been cloned from other land plants (Axtell and Bowman

2008; Cuperus et al. 2011), even though the expression of miR172 has been

detected by microarrays of RNA extracted from ferns (Axtell and Bowman 2008)

and has been computationally predicted in Physcomitrella (Fattash et al. 2007).

However, whether these miRNAs have a role in controlling thermosensory

flowering time in other plants remains to be investigated.

4 Nutrients Signaling to Flowering

Sugars are the main source of carbon and energy for most cell types. For that

reason, sugars have been recruited as key regulators of metabolic processes, but

they are also involved in the regulation of many other physiological and develop-

mental processes. Its widespread function has contributed to the increase in diver-

sification and plasticity of higher eukaryotes, a phenomenon that acquires an

enormous importance in photosynthetic and sessile organism like plants. Therefore,

plants have developed more complex and flexible regulatory mechanisms than the

rest of higher eukaryotes, and one of such processes is flowering (Rolland

et al. 2006). In unicellular algae, routes controlled by sugars are poorly known,

and sugar sensing has been involved in metabolic processes such as amino acid

transport and astaxanthin biosynthesis in Chlorella (Kato and Imamura 2008; Li

et al. 2008).

While temperature and photoperiodic signals are key external factors in the

Arabidopsis floral transition, internal factors such as hormones, nutrients, or plant
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age have also a strong influence on flowering time (Amasino 2010; Fornara

et al. 2010). However, the connection between carbohydrates and flowering is not

entirely understood. There are numerous physiological studies showing the effect of

sugars in flowering time in different species (Bernier et al. 1993; Lebon et al. 2008),

although it is not clear whether they act to promote flowering (Corbesier et al. 1998;

Roldan et al. 1999; Wahl et al. 2013) or as floral inhibitors (Zhou et al. 1998; Ohto

et al. 2001). The induction of flowering is also associated with the mobilization of

starch reserves and a transient increase in carbohydrate transport to the shoot apical

meristem (SAM) during the floral transition (Corbesier et al. 1998). Recent studies

have shown that this mechanism is controlled by CO, the central photoperiod

regulator (Ortiz-Marchena et al. 2014). Interestingly, this process seems to be

conserved throughout evolution, as the ancestral CO homolog, CrCO, is also

involved in the photoperiodic control of starch accumulation in Chlamydomonas
(Serrano et al. 2009; Romero and Valverde 2009; Valverde 2011).

It has been shown that trehalose-6-phosphate (T6P) affects flowering in

Arabidopsis WT plants, so that an increase in sucrose during the floral transition

would be signaled by an increase in T6P (Wahl et al. 2013). Plants with abnormal

levels of T6P have altered flowering time. Thereby, high levels of T6P would

induce the floral transition and vice versa (Schluepmann et al. 2003; Wahl

et al. 2013). FT expression is reduced in plants with low amount of T6P, so it

could be possible that T6P promotes flowering through activation of the florigen

(Wahl et al. 2013). Therefore, it has been suggested that T6P promotes flowering

when carbohydrate levels are high, influencing the photoperiod pathway (Tsai and

Gazzarrini 2014). In this sense, T6P signal could affect flowering through miR156

and SPL (Matsoukas et al. 2012), so that T6P inhibits miRNA156 expression and

SPL is then able to promote the floral transition (Wahl et al. 2013). Although in

green algae T6P regulatory function is unknown, its biosynthetic mechanism is

conserved in all algae and even in bacteria (Avonce et al. 2010; Michel et al. 2010;

Deng et al. 2014; Pade et al. 2014).

In plants, transcriptional regulation by sugars interacts with signaling pathways

mediated by hormones, although the mechanism by which this occurs is unknown.

Evidence suggests that it is probably due to direct interactions between protein

components of both routes in complexes, although there may also be indirect

interactions (Gibson 2004; Jossier et al. 2009). Hexose levels, such as glucose

and fructose, for example, are sensed by HEXOKINASE1 (HXK1). HXK1 is a

glucose-phosphorylating enzyme that exerts a dual function as sugar sensor and

hexose kinase. Both functions are independent, so that the metabolism of the hexose

phosphate is not involved in the signaling function (Loreti et al. 2000; Moore

et al. 2003; Valverde et al. 2005). The conservation of some steps in the signal

cascade of sugar sensing is still in controversy. However, HXK is considered a

conserved glucose sensor among algae, yeast, plants and animals (Pego et al. 2000;

Li et al. 2008; Oesterhelt and Gross 2014).

Two other important systems regulate sugar signaling in plants, the Snf1-related

kinase 1 (SnRK1) and the target of rapamycin (TOR) kinase. Both of them are

central regulators that sense nutrient levels and promote or inhibit growth in an
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antagonistic way: low sugar levels promote SnRK1 expression and high sugar levels
upregulate TOR activity (Deprost et al. 2007; Smeekens et al. 2010; Robaglia

et al. 2012). Although there are two possible orthologs of SnRK1 annotated in the

Chlamydomonas genome, there is no evidence about its functions. However, TOR

is a central regulator of cell growth in all eukaryotes (Crespo 2012), and

Chlamydomonas is no exception as TOR is regulated by nutrients (Crespo

et al. 2005). Recently, T6P has been shown to inhibit SnRK1 activity in Arabidopsis
(Zhang et al. 2009). T6P seems to have this function also in monocots, indicating a

conserved role for this sugar (Zhang et al. 2009; Wu and Birch 2010; Debast

et al. 2011; Martinez-Barajas et al. 2011; Nunes et al. 2013; Lawlor and Paul

2014). Both T6P and SnRK1 have opposite functions as major regulators of gene

expression related to growth and energy (Baena-González and Sheen 2008; Zhang

et al. 2009).

It has also been reported in Arabidopsis that EXORDIUM (EXO) and EXO-LIKE
genes control growth on different environmental conditions through the response to

brassinosteroids (Schroder et al. 2009). EXO proteins seem to modify the response

to sugars in seedlings and to control general gene expression by sugars and the

accumulation of starch mediated by sugars, ABA, and anthocyanins. Therefore,

EXO protein would establish a balance between the levels of external carbon

available for plant and the cell status (Lisso et al. 2013). In green algae, it has

been shown that brassinosteroids and auxins work synergistically in the control of

growth and metabolism (Bajguz and Piotrowska-Niczyporuk 2013), but until now,

no EXO homolog has been described in any algal genome.

All these premises suggest that sugar sensing is an ancient, flexible regulatory

mechanism that evolved, using ancestral elements, according to the needs of each

organism.

Although sugars play an important role in the floral transition, nitrogen

(N) availability also influences flowering time (Frink et al. 1999). N is an essential

macronutrient and specifically N deprivation induces early flowering in different

plants including Arabidopsis (Dickens and Staden 1988; Bernier et al. 1993;

Loeppky and Coulman 2001; Castro Marin et al. 2011; Kant et al. 2011; Liu

et al. 2013). Under N deprivation, the flowering integrators FT, AP1, and LEAFY
(LFY) are induced (Kant et al. 2011). Also, CO expression is induced in low nitrate

conditions and is repressed by high nitrate levels (Liu et al. 2013). On the other

hand, spray of nitrate to stem and leaves induces flowering formation in mango

trees in the tropics (Nú~nez-Elisea and Caldeira 1988). N also governs many

processes in algae. In Chlamydomonas, N controls sexual life cycle (Goodenough

et al. 2007), photosynthesis (Grossman 2000), and lipid induction (Sharma

et al. 2012), among other processes. Nevertheless, the general regulatory mecha-

nisms that connect N metabolism to developmental responses are widely unknown.

308 E. Lucas-Reina et al.



5 Flower Development

Floral organogenesis is a natural extension of the floral transition process and shares

many early genes involved in SAM differentiation and tissue organization. Floral

integrators such as FT, AP1, and LFY have a significant role in the early stages of

floral tissue formation, and their mutation aborts the early differentiation process of

the vegetative apical meristem into a reproductive meristem. In fact, flower appear-

ance is extremely variable among species in size, shape, symmetry, and pigmenta-

tion, although the different whorls of organs originate from the floral meristem, a

small group of undifferentiated cells. Typical angiosperm flowers consist of four

organ types arranged in four concentric whorls at the tip of a floral shoot. From the

outside to the inside of the flower, these organs are leaflike green sepals (whorl 1),

generally colored petals (whorl 2), the male reproductive organs or stamens (whorl

3), and carpels (whorl 4), the female reproductive organs. During their life cycle,

plants undergo several phase transitions in which miR156 and miR172 play an

important role (Huijser and Schmid 2011; Poethig 2013; Wu and Poethig 2006).

Among them, the vegetative-to-reproductive phase transition ends up with the

formation of the flower. During this transition, the SAM changes to an inflorescence

meristem (IM). The IM can be converted in a floral meristem (FM) or produce

lateral meristems that will be, in turn, converted in a FM. The FM undergoes an

early growth phase before the identity of the floral organs is established (McKim

and Hay 2010). The characterization in Arabidopsis thaliana and Antirrhinum
majus of different homeotic mutants in which the identity of floral organs was

altered leads to the proposal of the ABC model for flower development (Haughn

and Somerville 1988; Sommer et al. 1990; Coen et al. 1990, 1991; Yanofsky

et al. 1990; Coen 1991; Carpenter and Coen 1990; Coen and Meyerowitz 1991;

Schwarz-Sommer et al. 1990; Bowman et al. 1991). These homeotic mutants

defined three overlapping functions, A, B, and C (Fig. 3), each operating in two

adjacent whorls that specify the identity of the four floral organ types (Coen and

Meyerowitz 1991). A-function mutants display carpels in the first whorl and

stamens in the second whorl instead of sepal and petals, respectively. B-function

mutants have sepals in the second whorl and carpels in the third whorl rather than

petals and stamens. Finally, in C-function mutants petals substitute stamens in the

third whorl and sepals carpels in the fourth whorl. Besides, C-function mutants are

indeterminate and produce floral organs inside the fourth whorl. The A function

acts alone in the outermost whorl (whorl 1) to specify sepal identity. A and B

functions act in the second whorl to specify petals. The reproductive organs are

specified by the action of B and C functions. Thus, stamens are determined by the

joint action of B and C functions in the third whorl. At the center of the flower, in

whorl 4, the C function acts alone to initiate carpel development and to terminate

further development of the floral meristem. The ABC model also proposes that

activity of C and A functions is mutually exclusive and C function is restricted to

the third and fourth whorls by A function and vice versa (Fig. 3) (Coen and

Meyerowitz 1991). Most floral homeotic genes controlling floral organ identity
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encode MADS-box transcription factors (Meyerowitz 1997; Ng and Yanofsky

2001; Theissen 2001; Schwarz-Sommer et al. 1990; Krizek and Fletcher 2005;

Lohmann and Weigel 2002; Jack 2001). MADS is an acronym for MCM1 (yeast),

AGAMOUS (Arabidopsis), DEFICIENS (Antirrhinum), and SRF (human) on which

the definition of this gene family was based (Schwarz-Sommer et al. 1990).

5.1 Floral Identity Determination

Plant floral meristem identity genes control floral meristem versus shoot/inflores-

cence fate (Bartlett et al. 2008). The meristem identity genes LFY and AP1 in

Arabidopsis and FLORICAULA (FLO) and SQUAMOSA (SQUA) in Antirrhinum
induce flower development, whereas TERMINAL FLOWER1 (TFL1) in

Arabidopsis and CENTRORADIALIS (CEN) in Antirrhinum promote inflorescence

development (Blazquez et al. 2006; Bradley et al. 1996; Alvarez et al. 1992; Coen

et al. 1990; Huijser et al. 1992; Weigel et al. 1992; Mandel et al. 1992). Meristem

identity genes are responsible for the determination of the floral meristem at the

SAM for the control of the floral organ identity functions (mainly MADS-box
genes). This transition represents the first step specific to floral development and

is driven by the FLO/LFY genes. flo and lfy mutants produce proliferating inflores-

cence shoots instead of flowers (Coen et al. 1990; Schultz and Haughn 1991;

Weigel et al. 1992). Homologs to FLO/LFY have been identified in many different

plants and are present in most of the terrestrial plants analyzed, including mosses,

ferns, gymnosperms, and angiosperms (Maizel et al. 2005).

The flowering signaling pathways responding to environmental, autonomous,

and endogenous signals converge in the so-called floral integrators. FT–FD com-

plex at the SAM induces flowering by activating SUPRESSOR OF
OVEREXPRESSION OF CONSTANS 1 (SOC1), which in combination with

AGAMOUS-LIKE 24 (AGL24) promotes the expression of the floral meristem

identity gene LFY (Lee et al. 2008), which in turn will directly induce the expres-

sion of AP1 (Mandel and Yanofsky 1995; Parcy et al. 1998; Wagner et al. 1999).

The FT–FD complex also directly activates AP1 originating a feed-forward loop.

Induction of LFY is also mediated by a set of different genes as SHOOT

Fig. 3 Specification of floral organ identity. The combination of A, B, C, and E functions

originates the specification of the four organ types. Arabidopsis genes responsible for the

corresponding functions are indicated inside the expression domains of each function in a color-

coded pattern
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MERISTEMLESS (STM), PENNYWISE (PNY), POUND-FOOLISH (PNF), and

SPL3 that activate LFY and thus the transition to FM (Yamaguchi et al. 2009;

Lee et al. 2008; Kanrar et al. 2008; Smith et al. 2011; Pose et al. 2012; Wigge

et al. 2005).

Although LFY is considered to be the main actor of this transition, other

transcription factors from the MADS-box family as FUL and AP1 are also neces-

sary (Ferrandiz et al. 2000; Melzer et al. 2008; Bowman et al. 1993; Mandel and

Yanofsky 1995; Weigel and Nilsson 1995) and are co-regulated with LFY by SPL3
(Yamaguchi et al. 2009; Huijser and Schmid 2011). LFY and AP1 control the whole
floral network regulating genes involved in the determinacy of the floral meristem

and floral organ primordia (Coen et al. 1990; Benlloch et al. 2007; Weigel

et al. 1992; Moyroud et al. 2009, 2010; Liu et al. 2009; Irish 2010) and constitute

hubs that coordinate multiple processes and developmental pathways

(O’Maoileidigh et al. 2014). LFY codes for a plant-specific transcription factor

that is present as a single-copy gene in most angiosperms and binds to the regula-

tory regions of its target genes as a dimer with a DNA-binding domain structurally

similar to the helix–turn–helix domain (Maizel et al. 2005; Benlloch et al. 2007;

Hames et al. 2008; Parcy et al. 1998; Busch et al. 1999; Lamb et al. 2002; Lohmann

et al. 2001; Moyroud et al. 2009). LFY is expressed at low levels in vegetative

tissues, is upregulated in response to the flowering signals, and is expressed in the

floral organ primordial where it participates in establishing specific gene expression

patterns in the floral organ primordia.

Angiosperms evolved from gymnosperm ancestors at least 130–136 MYA, as

evidenced by the earliest fossilized record of pollen from an apparent angiosperm

known to date (Frohlich 2006). During plant evolution, several genome duplication

events have occurred. However, as indicated before, LFY in angiosperms is a

single-copy gene in most species with the exception of maize and Lamiales

(Aagaard et al. 2006; Bomblies et al. 2003); thus, LFY can provide evidences on

the evolutionary pace of plants. Some species exhibit various LFY-like genes that

have been shown to be paralogs acquired recently by polyploidy as in Nicotiana
tabacum or from small-scale duplication events (Moyroud et al. 2009). On the other

hand, gymnosperms usually present two paralogs, LFY and NEEDLY (NDLY)
(Mellerowicz et al. 1998; Mouradov et al. 1998), originated in a gymnosperm-

specific duplication, with the NDLY lineage being lost in angiosperms (Frohlich and

Estabrook 2000; Maizel et al. 2005; Himi et al. 2001; Frohlich 2003). Gymnosperm

LFY homologs are mainly expressed in reproductive meristems and are able to

complement Arabidopsis lfy mutants, indicating that LFY function is conserved

between gymnosperms and angiosperms (Mouradov et al. 1998; Shindo et al. 2001;

Maizel et al. 2005). Homologs of LFY have also been identified in ferns, mosses,

and thallophytic green algae (Himi et al. 2001; Tanahashi et al. 2005; Sayou

et al. 2014). Fern LFY homolog CrLFY2 can partially rescue the Arabidopsis lfy
phenotype (Maizel et al. 2005). In the moss Physcomitrella patens, two LFY
homologs have been identified (PpLF1, 2) that have been shown to regulate cell

division in the zygote (Tanahashi et al. 2005). PpLFY1 is unable to bind the
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sequence recognized by Arabidopsis LFY, although one amino acid substitution is

sufficient for binding to a canonical LFY binding site (Maizel et al. 2005).

By analyzing the binding specificity of LFY homologs from different groups of

plants, including green algae, it has been suggested that during evolution LFY

modified its DNA binding specificity even though plant genomes generally contain

a single LFY copy (Sayou et al. 2014). Gene duplication followed by

sub-functionalization is a common mechanism in evolution. Duplicated genes

loose the obligation to maintain its original function and can evolve to acquire

new functions through mutations in their regulatory or coding regions. However, in

the case of LFY, the acquisition of the floral function seems to be related to changes

in its DNA-binding domain (and probably in the cis-regulatory elements of its

target genes) through an intermediate showing various binding specificities, thus

avoiding deleterious effects (Sayou et al. 2014; Maizel et al. 2005; Della Pina

et al. 2014; Kovach and Lamb 2014). The fact that LFY is present in multicellular

and not in unicellular algae and that it is related to meristem organization suggests

that LFY is associated to multicellularity, in contrast to COLs, DOFs, bHLHs, and
other families of regulatory genes that originated in unicellular algae (Serrano

et al. 2009; Romero-Campero et al. 2013).

5.2 Floral Organ Identity Determination

As indicated above, the floral meristem identity genes control the floral organ

identity genes, whose mutation induces homeotic transformation of one organ

into another. Genes that contribute to the A, B, and C functions are transcription

factors and are known in different plants. In the case of Arabidopsis, AP1 and

APETALA2 (AP2) are A-function genes, APETALA3 (AP3) and PISTILLATA (PI)
are B-function genes, and AGAMOUS (AG) is a C-function gene (Fig. 3) (Theissen

2001). The ABC function genes belong to the MADS-box family of transcription

factors, with the exception of AP2, which belong to the AP2/ERF family (Jofuku

et al. 1994; Weigel 1995; Okamuro et al. 1997; Riechmann and Meyerowitz 1998).

The ABC model has been implemented by the identification and characterization of

four MADS-box SEPALLATA genes (SEP1–4), which act redundantly and are

required for the A, B, and C functions (Pelaz et al. 2000; Ditta et al. 2004), giving

rise to the ABCE model for flower development (Wellmer et al. 2014; Theissen

2001). The ABCE functions would act in a combinatorial manner to specify each of

the four floral organs. Thus, class A and E genes are necessary to specify sepals;

class B and E genes are necessary to specify petals; class B, C, and E genes specify

stamens; and finally class C and E genes specify carpels (Fig. 3) (Theissen 2001;

Ditta et al. 2004; Theissen and Melzer 2007a).

According to the ABCE model, floral organ determination is accomplished by

the formation of multimeric complexes of floral organ identity proteins that bind to

two CArG boxes with a consensus sequence CC(A/T)6GG (Wynne and Treisman

1992; Honma and Goto 2001). Analysis of the interaction between DEFICIENS
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(DEF), GLOBOSA (GLO), and SQUAMOSA (SQUA) from Antirrhinum majus
provided the first evidences on the establishment of tetramers composed of a

heterodimer DEF–GLO and a homodimer SQUA–SQUA (Egea-Cortines

et al. 1999). DEF, GLO, and SQUA are the orthologs of Arabidopsis AP3, PI, and
AP1, respectively (Becker and Theissen 2003). Based on the observation that the

SEP genes are also involved in the formation of petals, stamens, and carpels (Pelaz

et al. 2000) and act as mediators of higher-order complex formation, the floral

quartet model was coined as a mechanistic model for the determination of floral

organs (Theissen and Saedler 2001; Honma and Goto 2001; Wellmer et al. 2014;

Theissen and Melzer 2007b; Melzer and Theissen 2009; Erdmann et al. 2010;

Melzer et al. 2009; Jetha et al. 2015). The floral quartet model indicates that

specification of floral organs is mediated by the combinatorial formation of tetra-

mers of MADS-domain proteins, although it has also been shown that floral organ

identity MADS-box proteins interact with other types of proteins as chromatin-

associated proteins and other transcription factors to establish higher-order com-

plexes (Smaczniak et al. 2012a, b; Wellmer et al. 2014; O’Maoileidigh et al. 2014;

Simonini et al. 2012; Liu et al. 2009).

MADS-box genes constitute a large family that has been divided in two main

lineages, type I and type II, which are present in plants, animals, and fungi

(Alvarez-Buylla et al. 2000a). Members of the MADS-box transcription family

are characterized for the presence of a highly conserved MADS-box with a length

of about 180 nucleotides that codes for the DNA binding to the CArG box (Alvarez-

Buylla et al. 2000b; Theissen et al. 2000; Riechmann and Meyerowitz 1997). The

MADS-box genes in plants, with more than 100 members, were initially implicated

in floral organ specification, although it has been shown to participate in many

different developmental processes during the life cycle of plants (Smaczniak

et al. 2012a; De Bodt et al. 2005). The family of MADS-box genes increased

considerably during evolution by duplication-divergence-specialization of individ-

ual paralogs. Type I MADS-box genes form a heterogeneous group that just share

the MADS domain (Kofuji et al. 2003; Parenicova et al. 2003; De Bodt et al. 2003).

Type I and II MADS-box genes have been identified in all land plant lineages, from

bryophytes to angiosperms. Their number and their functional diversity increased

considerably during evolution (Becker and Theissen 2003; Kramer and Hall 2005;

Kaufmann et al. 2005; Gramzow and Theissen 2010). Recently, several type I

MADS-box genes have been shown to have regulatory roles in different aspects

of plant reproduction as female gametogenesis and seed development (Masiero

et al. 2011; Portereiko et al. 2006; Steffen et al. 2008; Kang et al. 2008). It has also

been suggested that type I MADS-box proteins form heteromeric complexes

(de Folter et al. 2005). The MADS-box type II lineage includes the floral homeotic

genes as well as genes participating in embryogenesis, flowering time, and fruit

development, among others (Smaczniak et al. 2012a). Type II MADS-box genes

are characterized for having an N-terminal MADS domain, an intervening domain

(I) and a keratin-like domain (K) that are essential for protein–protein interaction,

and a very variable C-terminal domain, thus named MIKC-type MADS-box

(Kaufmann et al. 2005; Smaczniak et al. 2012a). MIKC-type has been subdivided
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in two groups, MIKCc and MIKC*, the latter generally having a longer K domain

(Henschel et al. 2002; Kwantes et al. 2012; Smaczniak et al. 2012a), that have been

characterized in seed plants, pteridophytes, and mosses, indicating that the two

groups diverged before the separation of mosses and land plants. In the unicellular

green and red algae Chlamydomonas reinhardtii and Cyanidioschyzon merolae,
respectively, a single MADS-box gene, lacking the I, C, and K domains, has been

identified (Tanabe et al. 2005). However, MIKC-type MADS-box genes have been

characterized in charophycean green algae, having a role in haploid reproductive

development during the gametophytic phase (Tanabe et al. 2005). Land plants

originated from multicellular charophycean algae about 500 MYA (Graham

et al. 2000); thus, MIKC-type MADS-box genes might be recruited to form

higher-order complexes before the origin of land plants. The fact that all the

charophycean algae MADS-box genes characterized belong to the MIKCc type

indicates that they are ancestral to the MIKC* type (Tanabe et al. 2005) and that

MICK*-type genes evolved in the charophycean–land plant lineage after its diver-

gence from Chlamydomonas. Considering that mosses and club moss (lycophyte)

(Henschel et al. 2002), and the rest of land plant lineages, have both types of MIKC

genes, it can be assumed that the last common ancestor of mosses and land plants

(about 450 MYA) already had both types of MIKC MADS-box genes.

MADS-box genes are generally associated with the development of reproduc-

tion in extant land plant, mosses, and green algae relatives. However, extensive

duplication events followed by specialization gave rise to a plethora of MADS-box

genes involved in many different aspects of plant life cycle other than reproductive

processes (Smaczniak et al. 2012a). Many different target genes involved in

transcriptional and cellular signaling have been identified for FLC, SEP3, and

AP1 (Deng et al. 2011; Kaufmann et al. 2009, 2010; Ito 2011; Dornelas

et al. 2011), so the complexity of MADS-box transcription factors at the level of

number of members, functions, spatiotemporal expression, posttranscriptional reg-

ulation, establishment of high-order complexes, and their putative role in more than

organ or developmental stage will require the use of massive analysis techniques to

generate a global framework to understand the evolution of this transcription factor

family. Besides, the characterization of gene regulatory networks (GRN) will also

provide primordial information to the study of MADs-box genes (Espinosa-Soto

et al. 2004; van Mourik et al. 2010).

6 Conclusions

The study of the flowering pathways during the evolutionary history of plants

unveils regulatory aspects that cannot be deduced from the study of single stories

within the same species. We have learned that some of these regulatory pathways

are conformed by a set of evolutionarily conserved genes that share even the same

hierarchical regulatory mechanisms and modules. These “toolkits” were present as

simple, short pathways in unicellular algae and evolved to long, complex ones in
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angiosperms. The addition of gene copies and new regulatory modules seem to

have been a constant in many of the flowering pathways that allowed modern plant

to respond with high efficiency to changing environmental conditions. This plas-

ticity is essential to assure that flowering, and thus seed release, will be planned

ahead and triggered at the moment of the year that guarantees a successful offspring

for the species. This is of course intertwined with other signals such as the

synchronicity with pollinator’s signals and competing species that are too complex

to discover in a direct analysis, but perhaps will become easier to understand if we

learn to identify the gene toolkits and basic mechanism that rule these transitions.

The advent of massive analysis techniques is allowing us the rigorous and

systematic study of non-model plant species. This information is being fed to

computational analysis built upon the regulatory pathways constructed in model

species. Surprisingly, these analyses have revealed a lot of homogeneity in the

flowering pathways even among very different plant families. Therefore, it seems

plausible to believe that these signaling mechanisms were mastered in the early

flowering plants, were recruited from mechanisms that triggered developmental

decisions in primitive plants, and have thus remained relatively unchanged during

evolution due to their importance. This evolution and development perspective

could allow us to better understand the response of plants to the incoming changing

environmental conditions, intensified by human activity, and develop strategies to

make plants flower at the correct time of the year in order to better perpetuate their

species and ours.
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Abstract Boron (B) is an essential plant micronutrient, but our understanding of

the effects of B stress (deficiency and toxicity) remains incomplete. Here we

summarize and analyze the current literature related to B stress and carbon

(C) and nitrogen (N) relations. We conclude that photosynthesis is an early sensi-

tive target for B stress, with many aspects of both light and CO2-fixation reactions

negatively affected, and this decreases C skeletons and energy for other functions.

B stress may also decrease normal aerobic respiration and increase fermentation

and the pentose phosphate pathway. Levels of nonstructural carbohydrates are

altered by B stress, likely via shifts in fluxes among metabolic pathways. B stress

also impacts many aspects of N relations, including changing levels of N uptake

proteins, decreasing N uptake rates, and affecting levels or activities of N assimi-

lation enzymes, which then change amino-acid composition and %N. B stress also

may impact the long-distance transport of C and N between shoots and roots. The

negative effects of B stress on C and N relations are likely interrelated. Because

effects of B deficiency and toxicity on C and N relations are often similar (espe-

cially for C), multifaceted, and associated with both soluble and membrane
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components, it is likely that B-stress effects are caused by imbalances in the

interaction of B with multiple molecules (especially those with cis-hydroxyl
groups).

1 Introduction

Boron (B) was recognized as an essential micronutrient for higher plants in 1923

(Warington 1923). Since the range of B concentration in plant tissues between

deficiency and toxicity is relatively narrow (Marschner 1995, Chap. 9), B stress in

crops is very common (Nable et al. 1997; Shorrocks 1997). B deficiency has been

reported in the field for at least 132 crops from 80 countries (Shorrocks 1997), most

commonly in highly-leached sandy soils with low pH and low organic-matter

content (Adriano 2001; Havlin et al. 2004). B toxicity in plants is less common

than deficiency, and it mostly occurs in only a few regions of the world where soils

originate from marine sediments with high B content (Nable et al. 1997) or in

regions irrigated with B-rich water (Huang et al. 2014).

To date, the best-documented function of B in plants is that of a structural

function in plant cell walls, cross-linking pectic carbohydrates via complexes

with cis-hydroxyl or diol groups (Bola~nos et al. 2004; Brown et al. 2002; Goldbach
and Wimmer 2007; O’Neill et al. 2004). Because of this potential for interacting

with cis-hydroxyls, which are abundant in biomolecules, B may potentially interact

with a wide array of cell targets, which likely explains the pleiotropic effects of B

stress on plants (Bola~nos et al. 2004; Goldbach andWimmer 2007). For example, B

stress has strong effects on root growth and elongation, and B is involved in plant

reproduction, which may or may not be related solely to the structural role of B in

cell walls, as B stress has effects on many aspects of plant function. Plant aspects

affected by B stress include membrane structure or function, and metabolism of

nucleic acids, proteins, photosynthesis, and antioxidants (Bola~nos et al. 2004;

Brown et al. 2002; Goldbach and Wimmer 2007).

Plant roots take up B primarily as uncharged boric acid (H3BO3), which can

occur largely by diffusion across the plasma membrane at high soil B levels,

because of the high permeability of the lipid bilayer to uncharged small-sized

boric acid, but occurs mostly via B-transport proteins at low B levels (Brown

et al. 2002). Under natural conditions, B availability may vary from sub- to

supra-optimal levels, and plants need to strictly control B uptake, transport, and

distribution among organs, tissues, and cell compartments or in apoplast

vs. symplast (Dannel et al. 2002; Reid 2014). B uptake in plants involves two

main families of B-transport proteins which have been widely studied: the BORs

and NIPs (Miwa and Fujiwara 2010; Reid 2014; Takano et al. 2008, 2010). The first

B transporter to be discovered was BOR1, which is an efflux-type transporter that is

localized to the plasma membrane. The other major B transporter, NIP5;1, is a
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member of the “major intrinsic protein” (MIP) family of membrane proteins, and it

belongs to the NOD26-like intrinsic protein (NIP) subfamily of aquaporins, which

facilitates uptake of boric acid and water. Expression of both BOR1 and NIP5;1,

along with several other closely-related members of these two protein families, is

often affected by B stress (e.g., upregulated by B deficiency) (Miwa and Fujiwara

2010; Reid 2014; Takano et al. 2008, 2010).

The last 15 years have witnessed impressive progress in understanding how

plants acquire, transport, and utilize B, and this progress has been described in

several excellent reviews (Bola~nos et al. 2004; Brown et al. 2002; Camacho-

Crist�obal et al. 2011; Dannel et al. 2002; Goldbach and Wimmer 2007; Miwa and

Fujiwara 2010; Reid 2014; Takano et al. 2008, 2010; Wimmer and Eichert 2013).

None of these past reviews have focused on effects of B stress on plant carbon or

nutrient relations, though several briefly discussed B stress and photosynthesis or

nitrogen assimilation (Bola~nos et al. 2004; Brown et al. 2002; Camacho-Crist�obal
et al. 2011; Goldbach and Wimmer 2007). Most recently, Wimmer and Eichert

(2013), while discussing B deficiency and plant-water relations, speculated on how

photosynthesis might be indirectly affected by B stress. In the last few years, a

number of new studies, some employing transcriptomic/proteomic/metabolomic

approaches, have provided additional novel information on how B stress impacts

plant C (mostly photosynthesis) and nutrient (mostly N) relations. In this review,

we analyze the available literature, both old and new, relating to B stress and C and

N relations, with the goals of (1) summarizing “what we know”, (2) proposing some

new testable hypotheses regarding B effects, and (3) identifying some needed areas

for future inquiry.

2 B Stress and Carbon Relations

2.1 B Stress and Photosynthesis

After searching through the existing literature, we compiled a list of published

papers that contained results pertaining to the effects of B stress, either deficiency or

toxicity, on some aspect of photosynthesis, and though the number of papers is

limited, there are several important patterns that emerge from this analysis

(Table 1). First, in every paper but one that we could find wherein photosynthesis

was measured in some way, B stress had a negative impact on photosynthesis, and

this was true for mild or severe B deficiency and toxicity, across diverse species, in

hydroponics or solid soil media, and for both short-term (abrupt) and long-term

(chronic) B treatments. Second, in nearly every study for which appropriate data

were available, the negative effects of B stress on the overall rate of photosynthesis

(light and dark reactions together) exceeded the negative impacts of B stress on

plant growth (total plant biomass, or leaf mass when total is not available). Third,

the effects of B stress on photosynthesis were multifaceted, affecting multiple
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Table 1 Summary of results from published studies of effects of B stress on photosynthesis

References Species B treatment

B effects on

photosynthesisa Other effects

B deficiency

Dixit

et al. (2002)b
Curcuma
longa

0 or 5.6 μM for

120 days (in sand)

#Pn (48 %), Gs

(50 %); #chl (11 %)

#Leaf mass

(39 %)

El-

Shintinawy

(1999)

Helianthus
annus

0.02–50 μM B for

4–10 days

(in sand)

#Pet (isolated chloro-

plasts) (whole chain

31 %, PSII 23 %);

#chl (18 %), chl a:b

#Plant mass

(66 %); "suc,
#membrane oxi-

dation, "K+

leakage

Kastori

et al. (1995)c
Helianthus
annus

25 or 2.5 μM for

23 days; or

1.0 μM for

13 days, then

0 μM for 10 days

(in sand)

#Pmax (40 %), QY

(34 %) (leaf pieces);

#qp (14, 21 %, lo, hi

light), ΦPSII

(15, 34 %, lo, hi

light), #qn (lo light,

37 %), "qn (hi light,
4 %) (attached

leaves)

#Plant mass

(28 %); "Rleaf,

"glu, fru, suc

Mishra

et al. (2009)d
Pelargonium
x hortorum

45 μM for

40 days, then

45 or 0 μM for

1–5 days

(hydroponics)

Lo light: #Pn (18 %),

CE (23 %), chl

(16 %);

Hi light: "Pn (12 %),

CE (8 %), chl (20 %);

Lo and Hi: no Δ Fv/

Fm, rubisco/rubisco

activase/OEC23

content

Lo light: #Plant
mass (2 %);

Hi light: #Plant
mass (8 %); no Δ
soluble sugars,

protein

Sheng

et al. (2009)e
Citrus
sinensis

1–25 μM for

183 days (in sand/

perlite)

#Pn (79 %), Gs

(38 %); "Ci (93 %)

#Plant mass

(16 %)

Zhao and

Oosterhuis

(2002, 2003)

Gossypium
hirsutum

23 μM B for

14 days, then

23 or 0 μM for

35 days (in sand)

#Pn (43 %), Gs

(80 %), Ci (11 %);

"chl (13 %)

#Plant mass

(29 %); #glu, fru,
suc, starch; "ion
leakage

B toxicity

Landi

et al. (2013)f
Ocimum
basilicum

20 or 2,000 μM
for 20 days

(hydroponics)

#Pn (52 %), Gs

(48 %), ΦPSII (21 %);

"Ci (3 %), qp (11 %),

qn (33 %)

"Membrane

oxidation

Lovatt and

Bates (1984)

Cucurbita
pepo

1 or 400 μM for

5 days

(hydroponics)

#Pn (31 %), Gs

(25 %); #chl (83 %)

#Shoot mass

(63 %)

(continued)
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Table 1 (continued)

References Species B treatment

B effects on

photosynthesisa Other effects

Papadakis

et al. (2004a,

b)g

Citrus
sinensis

25 or 250 μM for

204 days (in sand/

perlite)

#Pn (20 %), Gs

(40 %), Fv/Fm

(20 %); "Ci (9 %);

#chl (21 %)

#Sugar, starch

Reid

et al. (2004)

Hordeum
vulgare

12 μM for

14 days, then leaf

pieces in 0.01,

50, 100 mM for

3 h (hydroponics)

#Pmax (leaf pieces)

(23 %)

#Rleaf (60 %)

Sheng

et al. (2010)h
Citrus
sinensis

25 or 250 μM for

183 days (in sand/

perlite)

#Pn (49 %), Gs

(44 %); "Ci (16 %)

#Plant mass

(27 %)

Sim�on
et al. (2013)

Jatropha
curcas

25–700 μM for

70 days (peat

moss/perlite)

#Pn (63 %), Gs

(59 %), ΦPSII (37 %);

no Δ qp; "Ci (25 %),

qn (62 %)

#Plant mass

(29 %); #sugar,
starch;

"membrane

oxidation

B deficiency and toxicity

Chen

et al. (2014)

Arabidopsis
thaliana

30 μM for

30 days, then

0, 30, or

3,000 μM for 60 h

(hydroponics)

# (Lo/Hi B): rubisco

activase (31/47 %),

FBP aldolase

(78/83 %), ATPase-δ
(66/79 %), OEC23

(62/96 %), PSI-2.1

(61/81 %) content;

no Δ chl (Lo and

Hi B)

#Leaf mass

(3/9 %); no Δ
protein

Han

et al. (2009)

Citrus
grandis

10 μM for

15 weeks, then

0, 10, or 500 μM
for 15 weeks

(sand)

# (Lo/Hi B): Pn

(79/68 %), Gs

(56/54 %); Fv/Fm

(23/48 %); chl

(63/46 %), rubisco

(73/81 %) and stro-

mal FBP phospha-

tase activity

(63/46 %); "Ci

(66/38 %)

NSC, starch:

"Lo B, #Hi B; Lo
and Hi B:

"membrane oxi-

dation, #protein
(25/45 %)

(continued)
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components of both the light and dark (CO2 fixation or Calvin Cycle) reactions.

Fourth, B stress often decreased CO2 fixation to a greater extent than the light

reactions. Fifth, decreases in net photosynthesis with B stress were nearly always

non-stomatal in nature (i.e., were caused instead by effects on primary photosyn-

thetic metabolism). Sixth, B effects on photosynthesis can be rapid, occurring

within hours and before visible symptoms are apparent or before growth is affected.

Seventh, negative effects of B stress on photosynthesis were not always accompa-

nied by increases in general oxidative damage or photoinhibition. Eighth, the

effects of B deficiency on photosynthesis were similar to the effects of B toxicity.

Decreases in the overall rate of photosynthesis with both B deficiency and

toxicity that exceeded decreases in plant growth occurred for both in situ net

photosynthesis in intact leaves (Pn) (Dixit et al. 2002; Han et al. 2009; Mishra

et al. 2009 (low light); Sheng et al. 2009, 2010; Sim�on et al. 2013; Zhao and

Oosterhuis 2003; vs. Lovatt and Bates 1984) and maximum potential photosynthe-

sis under light and CO2 saturation (Pmax) (Kastori et al. 1995), but did not hold true

for the rate of photosynthetic electron transport (Pet) measured alone

(El-Shintinawy 1999). Consistent with the above, Chen et al. (2014) observed

decreases in the concentration of photosynthetic proteins that exceeded decreases

in leaf mass. Importantly, the magnitude of decreases in photosynthesis or photo-

synthetic proteins with B stress typically exceeded decreases in total protein and/or

chlorophyll concentration in leaves (Chen et al. 2014; Dixit et al. 2002;

El-Shintinawy 1999; Han et al. 2009; Mishra et al. 2009 (protein); Zhao and

Oosterhuis 2003; vs. Lovatt and Bates 1984; Papadakis et al. 2004a, b); hence,

Table 1 (continued)

References Species B treatment

B effects on

photosynthesisa Other effects

ATPase-δ H+-ATPase-δ subunit, chl leaf chlorophyll concentration, CE carboxylation efficiency

(of leaves), Ci leaf sub-stomatal internal [CO2], glu glucose, Gs stomatal conductance to water

vapor, FBP fructose bisphosphate, fru fructose, Fv/Fm photochemical efficiency of dark-adapted

PSII, NSC total nonstructural carbohydrates, OEC23 23-kD oxygen-evolving-complex protein of

PSII, Pet photosynthetic electron transport, Pn net photosynthesis in attached leaves, Pmax maxi-

mum net photosynthesis at light and CO2 saturation, PSI-2.1 photosystem I reaction center subunit

2.1, PSII photosystem II, qn non-photochemical quenching, qp photochemical quenching, QY
quantum yield of Pn at limiting light, ΦPSII quantum efficiency of light-adapted photosystem II,

Rleaf leaf dark respiration, suc sucrose
aPhotosynthesis measured as net CO2 uptake in attached leaves, unless noted
bPlants started from rhizomes. Results calculated for “leaf position 3” (results for other leaves

similar)
cPhotosynthetic measurements at 100 or 1,000 μmol m�2 s�1 PAR
dResults for photosynthesis shown only for day 1, but day 5 for biomass; plants grown and

measured at 100 or 300 μmol m�2 s�1 PAR
eResults for trifoliate-orange rootstock (other genotypes were similar)
fResults for cultivar Greco a Palla
gResults for cultivars Navelina and Clementine with Sour-orange rootstock (other genotypes were

similar)
hResults for cultivar Newhall with Carrizo rootstock (other genotypes were similar)
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negative effects of B stress on photosynthesis are not caused by simple dilution

effects on photosynthetic machinery.

Boron deficiency and toxicity both had wide-ranging effects on both the light

and CO2-fixation reactions. For example, El-Shintinawy (1999) observed greater

decreases with B deficiency on whole-chain Pet than photosystem II (PSII) electron

transport, indicating that electron transport downstream from PSII was also nega-

tively affected by B stress (to a larger extent, in fact). Kastori et al. (1995) observed

decreases in the quantum efficiency of light-adapted PSII electron transport (ΦPSII)

and photochemical quenching (qp¼ the fraction of open or oxidized PSII), the latter

of which is dependent on, and thus indicative of, electron transport downstream

from PSII. Chen et al. (2014) observed preferential decreases in specific PSII, PSI,

and chloroplast ATPase proteins with B deficiency and toxicity. Note that neither

Landi et al. (2013) or Sim�on et al. (2013) observed decreases in electron transport

downstream from PSII (i.e., decreases in qp), so PSII may often be the weakest link

within electron transport to B stress. In addition, in many studies, B stress caused a

decrease in chlorophyll concentration too. For the CO2-fixation reactions, B stress

can preferentially decrease the content of rubisco activase and fructose

bisphosphate (FBP) aldolase (Chen et al. 2014) and decrease the activities of

rubisco and FBP phosphatase (Mishra et al. 2009; Han et al. 2009). Within a

study, the relative effects of B stress are often larger on CO2 fixation than on

light-reaction activity or components, e.g., Pmax vs. quantum yield at limiting light

(which reflects Pet) (Kastori et al. 1995), Pn vs. ΦPSII (Landi et al. 2013; Sim�on
et al. 2013), carboxylation efficiency (CE) vs. PSII capacity (Fv/Fm) (Mishra

et al. 2009), and rubisco and FBP phosphatase activity vs. PSII capacity (Fv/Fm)

(Han et al. 2009).

In most of the past studies wherein leaf internal CO2 concentration (Ci) was

determined (or could be calculated), Ci increased with B deficiency and toxicity

(Han et al. 2009; Papadakis et al. 2004a, b; Sheng et al. 2009, 2010; Sim�on
et al. 2013) or did not change significantly (Dixit et al. 2002; Landi et al. 2013;

Mishra et al. 2012); only in one study did Ci decrease (Zhao and Oosterhuis 2003).

Increases in Ci indicate that the relative limitation of photosynthetic metabolism

vs. stomatal conductance to net photosynthesis has increased (i.e., the rate of

photosynthetic consumption of CO2 has decreased relative to stomatal opening,

so internal CO2 concentration increases); when Ci decreases, the reverse is true (i.e.,

the relative limitation of stomates to photosynthesis has increased). In a recent

review of the effects of B deficiency on plant-water relations, Wimmer and Eichert

(2013) hypothesize that B deficiency may cause stomatal closure due to disruption

of stomatal function, reduced photosynthesis, or decreases in leaf water status (due

to either thinner cuticle or decreased water uptake by roots or xylem hydraulic

conductivity). The Ci results discussed above indicate that stomatal closure with B

stress is typically associated with reductions in photosynthesis, rather than with

increases in water stress in leaves (which would result in decreases in Ci) or

disruption of stomatal function (which would result in decreases in Gs, but no

decreases in CE, Pet, etc.).
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Several previous studies have illustrated that B stress can have rapid effects on

photosynthesis or affect photosynthesis prior to effects on plant growth. For exam-

ple, Chen et al. (2014) observed effects of both B toxicity and deficiency on

multiple photosynthetic proteins within 60 h of transferring arabidopsis plants

from normal B (30 μM) to 0 μM B and prior to effects on concentration of total

protein or chlorophyll in leaves. Mishra et al. (2009) observed decreases in Pn and

CE, but not Fv/Fm, within 24 h of shifting geranium plants from normal B (45 μM)

to 0 μM B. Zhao and Oosterhuis (2003) observed decreases in Pn in cotton plants

within 2 weeks of B removal, but effects on plant growth were not observed until

after 3 weeks of B withdrawal. Lastly, in Lovatt and Bates (1984), photosynthesis

decreased by 51 % within 48 h of the transfer of squash plants to B toxicity

treatments, yet shoot mass was not yet affected and root mass had decreased by

<5 %.

Decreases in photosynthesis during B deficiency and toxicity are often accom-

panied by increases in general cell damage, e.g., general oxidative stress as indi-

cated by increases in membrane oxidation (Han et al. 2009; Landi et al. 2013;

Sim�on et al. 2013) or general membrane damage as indicated by increased mem-

brane ion leakage (El-Shintinawy 1999; Zhao and Oosterhuis 2003). On the other

hand, several studies have observed decreases in photosynthesis or photosynthetic

proteins in the absence of evidence for oxidative damage (El-Shintinawy 1999) or

upregulation of antioxidants (Chen et al. 2014; Mishra et al. 2009). Similarly, B

stress is often accompanied by photoinhibition, most commonly indicated by

decreases in the quantum efficiency of PSII (e.g., decreases in Fv/Fm, ΦPSII) or by

decreases in photosynthesis or growth at high vs. low light. For example, Kastori

et al. (1995) observed larger decreases in photosynthesis with B deficiency in

sunflower when measurements were made at 1,000 vs. 100 μmol m�2 s�1 PAR,

and Mishra et al. (2014) observed decreases in photosynthesis with B toxicity in

geranium plants grown and measured at 500 vs. 300 or 100 μmol m�2 s�1 PAR

(no photoinhibition was observed for B deficiency). Consistent with effects of high

light and B stress on photosynthesis, Cakmak et al. (1995) found higher growth

light (100, 250, 500 μmol m�2 s�1 PAR) exacerbated effects of B deficiency on

growth of sunflower. However, Mishra et al. (2009) observed a protective effect of

higher light on photosynthesis during B withdrawal in plants grown and measured

under non-photoinhibitory low-light conditions (100 vs. 300 μmol m�2 s�1 PAR).

Consistent with this, a protective effect of higher light on plant biomass (but not

photosynthesis) was observed during chronic B deficiency and toxicity in geranium

grown and measured at low-to-medium light (100, 300, 500 μmol m�2 s�1 PAR;

Mishra et al. 2014) and in Lemna pausicostata during B toxicity (1,000–5,500 lux;

Tanaka 1966). Thus, general oxidative stress and membrane damage, or

photoinhibition, commonly occur during B stress, especially at medium to high

light levels, but do not necessarily occur under lower light conditions when

decreases in photosynthesis with B stress may still be evident. Hence, decreases

in photosynthesis with B stress are exacerbated by high light, but are not always

caused by general cell damage or photoinhibition.
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Together, the above studies and observations indicate that B stress likely affects

photosynthesis initially via widespread multifaceted disruption of photosynthetic

metabolism, which later may be exacerbated by general oxidative damage or

photoinhibition, as suggested for toxicity by Reid et al. (2004). Given that many

aspects of photosynthesis are affected by B stress, it is unlikely that most B effects

are direct, even though they may be rapid. Also, given that both soluble and

membrane-associated components of photosynthesis are affected by B stress, it is

unlikely that B effects on membranes are the sole mechanism, even though B is

strongly implicated in a physical role in membrane function (Brown et al. 2002;

Goldbach and Wimmer 2007). Notably, B deficiency and toxicity have similar

effects on photosynthesis, suggesting that initially it is the imbalance in cellular B

concentration that leads to disruption of photosynthesis. Such imbalance might, in

part, be related to binding of B to ATP or NADPH and related compounds

(Goldbach and Wimmer 2007; Reid et al. 2004), which participate in many aspects

of photosynthesis, including rubisco activase function (Buchanan et al. 2000,

Chap. 12). Rubisco activase participates in activation of rubisco, via the

ATP-dependent removal of ribulose bisphosphate from inactivated rubisco,

allowing rubisco to fix CO2 in the first step of the Calvin Cycle (Buchanan

et al. 2000, Chap. 12).

2.2 B Stress and Respiration and Soluble Carbohydrates

Few studies have examined effects of B stress on respiration. As noted in Table 1,

Kastori et al. (1995) found that B deficiency increased dark respiration in sunflower

leaves, while Krueger et al. (1987) saw no effect of B withdrawal on respiration in

root tips of squash. In contrast, Reid et al. (2004) observed decreases in leaf

respiration in barley with B toxicity. Hence, there are insufficient results to permit

generalizations regarding B-stress effects on plant respiration. However, multiple

studies have observed effects of B stress on levels of specific enzymes involved in

carbohydrate metabolism (aside from photosynthetic effects discussed above). For

example, Wang et al. (2010, 2011) employed a proteomics approach to investigate

effects of B deficiency on root proteins in Brassica napus, and they found that levels
(per unit total protein) of several enzymes involved in glycolysis and the tricarbox-

ylic acid (TCA or Krebs) cycle decreased, and several enzymes in the pentose

phosphate pathway (PPP) increased. Interestingly, many of the affected enzymes

catalyze reactions involving NADH, both enzymes that increased and others that

decreased; hence, it is unlikely that B deficiency is causing these enzymes to

decrease because they are malfunctioning. In addition, even though the method

used to extract total root protein from B. napus roots was able to extract both soluble
and membrane proteins, no membrane proteins involved in mitochondrial electron

transport were found to be affected by B deficiency, but Koshiba et al. (2010)

observed an increase in transcript levels of mitochondrial alternative oxidase in

BY-2 cells during B withdrawal, suggesting a possible increase in non-ATP
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vs. ATP-generating electron transport. Choi et al. (2007) showed that in barley, B

toxicity increases invertase levels in leaves, but decreases levels in roots (notably:

invertase levels were not strongly correlated with glucose, fructose, and sucrose

levels). In contrast, B toxicity increased sucrose phosphate synthase activity in

tobacco leaves, but decreased sucrose synthase and amylase activities, resulting in

increases in sucrose, glucose, fructose, and starch levels in leaves (Shi et al. 2012).

Both B deficiency and toxicity tend to increase the concentration of soluble

nonstructural carbohydrates in plant tissues, but this is not universal among studies

and can vary among tissues and cultivars within a study. For example, B deficiency

increased levels of glucose, fructose, and sucrose levels in sunflower and tobacco

(Camacho-Crist�obal and González-Fontes 1999; El-Shintinawy 1999; Kastori

et al. 1995), decreased sugars and starch in cotton (Zhao and Oosterhuis 2002),

and had no effect on total soluble sugars in geranium (Mishra et al. 2009). With B

toxicity, levels of soluble sugars or starch can increase (glucose, fructose, sucrose in

tomato, Cervilla et al. 2007; tobacco, Shi et al. 2012) or decrease (total soluble

sugars and starch in citrus, Papadakis et al. 2004a, b; sugars and starch in Jatropha,
Sim�on et al. 2013). Further, effects of B toxicity on sugar levels differed between

high-B-tolerant and B-intolerant barley cultivars and between roots and shoots

within a cultivar with no consistent pattern across studies (Choi et al. 2007;

Roessner et al. 2006).

As with photosynthesis, the limited results indicate that B stress typically affects

respiration and carbon metabolism, with widespread effects, often on enzymes that

involve reactions with ATP or NADH. Further, the limited results suggest the

possibility that B stress causes metabolic shifts from one biochemical pathway to

another (e.g., from glycolysis and Krebs Cycle to the pentose phosphate pathway,

from starch to sucrose accumulation). If true, such metabolic shifts may result from

alterations in resource acquisition vs. utilization or source-sink relationships caused

by B stress, such as differential sensitivity to B stress of photosynthesis vs. leaf

growth or roots vs. shoots.

Drawing on the above results pertaining to photosynthesis, respiration, and other

aspects of carbon metabolism, we propose a tentative model of how B stress affects

plant carbon relations (Fig. 1). First, there is reasonably strong and sufficient

evidence to indicate that photosynthesis is an early and sensitive target of B stress

and that B deficiency and toxicity typically have similar effects on photosynthesis.

Though less well supported, the available evidence suggests that the CO2-fixation

reactions are likely somewhat more sensitive than the light reactions. A reduction in

the CO2-fixation reactions will initially decrease availability of carbon skeletons for

other cell metabolism and for transport to non-photosynthetic tissues, and a reduc-

tion in the light reactions will decrease ATP and NADPH availability. Decreases in

photosynthesis may then be followed by (or are possibly concurrent with) decreases

in aerobic respiration, which will decrease ATP and NADH availability in roots or

further decrease it in leaves. It is possible that fermentation and alternative oxidase

(AOx) activity increases during B stress, in order to maintain cell redox state, but

this is unconfirmed speculation based on single reports of increases in levels of

pyruvate decarboxylase (Wang et al. 2011) and AOx proteins (Koshiba et al. 2010)
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with B stress. Reductions in the production of ATP and NAD(P)H might then lead

to increases in the activity of the oxidative pentose phosphate pathway, in order to

generate reductant necessary for normal cell function (Buchanan et al. 2000,

Chap. 13), as well as protective responses to B stress (e.g., increases in antioxidants,

which are common with B stress and which require reductant). Changes in the

cellular pool sizes of nonstructural carbohydrates like sugars and starch will

typically occur, but the magnitude and direction of changes will depend on the

net balance between anabolic and catabolic pathways, as well as carbon assimila-

tion in leaves vs. its export to and consumption in non-photosynthetic tissue. It

should be emphasized that few studies have measured effects of B stress on

respiration and other non-photosynthetic aspects of carbon metabolism, and our

predicted effects of B stress on non-photosynthetic carbon metabolism derive often

from changes in levels of respiratory proteins that have been investigated in only

one or two studies. Hence, our proposed model is intended to serve as a “starting

point for discussion” and to highlight the need for additional research on effects of

B stress on plant carbon metabolism.

Effects of B Stress on Carbon Rela�ons

1- Photosynthesis
1a- CO2 fixa�on & C skeletons

1b- electron transport & ATP, NADPH

2- Respira�on
glycolysis & TCA Cycle ?
fermenta�on & AOx ?

ATP & NADH ?

3- Pentose P Pathway
PPP ?

NAD(P)H ?

4- Metabolite Pool
or glu/fru/suc

or starch
ATP & NAD(P)H ?

Fig. 1 Tentative model of the effects of B stress on plant carbon (C) relations. At present,

evidence indicates that B deficiency and toxicity have similar effects on photosynthesis, but

there is insufficient evidence to indicate if this holds true for non-photosynthetic C metabolism;

hence, no distinction is made in the present model between B deficiency and toxicity. It is

hypothesized that B stress decreases photosynthesis, then respiration, which results in an increase

in the oxidative pentose phosphate pathway to generate needed reductant
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3 B Stress and Nitrogen Relations

To date, there have been only a limited number of studies (e.g., <20) that have

investigated how B stress affects N acquisition, assimilation, transport, or utiliza-

tion in plants. Most previous work on B stress and N relations has focused on effects

of B deficiency on nitrate assimilation and nitrate reductase activity (recent

reviews: Bola~nos et al. 2004; Brown et al. 2002; Camacho-Crist�obal et al. 2011;
Dannel et al. 2002; Goldbach and Wimmer 2007; Wimmer and Eichert 2013).

3.1 B Stress and N Uptake and Transport

Because of B’s role in cell wall structure, B deficiency and toxicity both have

deleterious effects on root growth and elongation (Brown et al. 2002; Reid

et al. 2004; Wimmer and Eichert 2013). Decreases in root growth with B stress

will decrease water and nutrient acquisition by roots, simply by decreasing root

absorptive surface area and mass, especially root tips, wherein most nutrient uptake

occurs (Marschner 1995, Chaps. 2, 13, and 14; Wimmer and Eichert 2013). In

addition, a few studies have provided evidence to indicate that the rate of nutrient

(i.e., N) uptake per g (or cm2) of root (or root-specific uptake rate) is also decreased

by B stress, which may change either because of change in the concentration of

nutrient transporters per g or cm2 root or in activity per transporter. In general, N

uptake by roots mostly involves three major protein transporters: NRT1 (low

affinity for NO3
�), NRT2 (high affinity for NO3

�), and AMT1 (high affinity for

NH4
+) (Tsay et al. 2011). Boron deficiency decreased the rate of NO3

� uptake per g

root within 5 days in tobacco roots by 37 %, as well as decreased the level of NRT2

transcript by 40 % (Camacho-Crist�obal and González-Fontes 2007), suggesting that
the effect of B stress on N uptake was determined, at least partly, by the effect on

the concentration of N uptake proteins in roots. Camacho-Crist�obal and González-

Fontes (2007) also measured the effect of B deficiency on transcript level of the

plasmalemma H+-ATPase, since it is responsible for maintaining the electrochem-

ical gradients for cotransport of nitrate and protons, and found that B deficiency

decreased it also. In contrast, in our own study on barley, exposed to suboptimal

(0.02 μM) and supraoptimal (2,000 μM) B concentrations (vs. 20 μM¼ optimal),

we observed an increase in the concentration of N transporters (NRT1, NRT2, and

AMT1) per unit total root protein (Fig. 2a, c, e) or per g root (not shown) with

suboptimal B and a change (small decrease) in only NRT2 with supraoptimal B;

interestingly, the concentration of the main phosphate uptake protein, PHT1, was

relatively insensitive to B levels (note that N uptake rate was not determined)

(Fig. 2g). Reid et al. (2004) observed a decrease in the uptake rate of glycine into

barley roots with B toxicity.

Once nutrients have been taken up by roots, they then need to be transported to

shoots (before or after assimilation for some nutrients). There is evidence that B
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deficiency can damage xylem and phloem and potentially affect long-distance

transport (reviewed by Wimmer and Eichert 2013), and recently, phloem structure

was found to be relatively sensitive to B toxicity in citrus (Huang et al. 2014).
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Fig. 2 Effects of B availability on the relative concentration of nitrogen (N) uptake and assim-

ilation proteins in roots of barley (Hordeum vulgare cv. Schooner). NRT1 low-affinity nitrate

transporter, NRT2 high-affinity nitrate transporter, AMT1 high-affinity ammonium transporter,

PHT1 high-affinity phosphate transporter, NR nitrate reductase, GS glutamine synthetase, GOGAT
glutamine oxoglutarate aminotransferase (or glutamate synthase), GDH glutamate dehydrogenase.

Plants were grown hydroponically for 7 days in complete nutrient solutions containing

9.5 mM NO3
� and 0.5 mM NH4

+, but with different B concentrations (0.2, 20, 2,000 μM). Levels

of each protein per unit total root protein, relativized to a standard extract, were measured by

ELISA using protein-specific antibodies. Each bar represents the mean + 1 SE (n¼ 5). Similar

results were obtained per g root (not shown)
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The above studies are not sufficient in number to reach firm conclusions regarding

effects of B stress on the uptake of nutrients by roots and transport of nutrients

between roots and shoots. While the bulk of the evidence points to mostly negative

effects of B stress on nutrient uptake by roots, via decreases in both root growth and

uptake rate per unit root, it is clear that additional work is needed in this area.

3.2 B Stress and N Assimilation

In contrast to B stress and N uptake and transport, more is known regarding effects

of B stress on N assimilation, particularly on NO3
� reduction. For example, in

tobacco, B deficiency decreased nitrate reductase (NR) activity, but not NR acti-

vation state, in both leaves and roots (Camacho-Crist�obal and González-Fontes

1999, 2007; Matas et al. 2009), and in roots, the decrease in NR activity was

accompanied by a larger decrease in NO3
� uptake, leading to a decrease in NO3

�

content. In one of these studies (Camacho-Crist�obal and González-Fontes 2007), B
deficiency increased NH4

+ levels in roots, as well as levels of asparagine, gluta-

mine, and total amino acids (with no decrease in total protein); however, since the

plants were provided N solely as NO3
�, increases in NH4

+ were likely the result of

increases in deamination reactions. Similar results were obtained in tomato,

wherein B deficiency decreased NR activity and NO3
� levels in leaves and roots

and increased NH4
+ levels in roots (Ram�on et al. 1989; plant N source not

provided). In alfalfa, NO3
� concentration also decreased with B deficiency (Scrip-

ture and McHargue 1943). Interestingly, a 24-h B-deficiency treatment did not

change NO3
� or NH4

+ concentration in tobacco plants receiving only NO3
� (Beato

et al. 2011), indicating that effects of B deficiency may not be immediate. In

contrast to the above studies, in sugar beet (Bonilla et al. 1980), sunflower (Kastori

and Petrović 1989), oilseed rape (Shen et al. 1993), and tobacco (Ruiz et al. 1998),

NO3
� levels increased in B-deficient plants, accompanied by decreases in activities

of nitrate reductase, suggesting that B deficiency might be suppressing nitrate

reductase enzyme activity more than NO3
� uptake, perhaps due to decreased

demand for assimilated N as a result of decreased growth. Similar to deficiency,

B toxicity can also decrease NR activity. For example, in leaves of two different

tomato cultivars, NR activity decreased by 71–92 % during 14 days of exposure to

B toxicity (2 mM), while nitrite reductase (NiR) activity decreased by 27–34 %

(Cervilla et al. 2009). In contrast, in tomato and pepper plants experiencing B

toxicity, Eraslan et al. (2007) observed an increase in NR activity, and NR activity

increased with B toxicity in sunflower also (Kastori and Petrović 1989). Combining

together results from all these studies, we can conclude that NR and NiR activities

are sensitive to B deficiency and toxicity, most often decreasing with B stress.

Further, the decreases in NR and NiR activities may partly result from decreases in

NO3
� uptake and concentration, but given that decreases in NR activity are often

accompanied by increases in NO3
� levels, then decreases in NR must be due

sometimes to decreases in NR concentration or activity per NR molecule.
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As with enzymes involved in C metabolism, there is no evidence that B interacts

directly with NR or other N-assimilation enzymes (Brown et al. 2002; Goldbach

and Wimmer 2007).

As with NO3
� assimilation, NH4

+ assimilation may also be affected by B stress.

Assimilation of NH4
+ occurs primarily via the activity of the GS-GOGAT cycle,

wherein NH4
+ is first fixed by ATP-dependent glutamine synthetase (GS), yielding

glutamine (gln) from glutamate (glu), and then NAD(P)H-dependent glutamate

synthase (GOGAT) produces two glutamates from glutamine and α-ketoglutarate
(Buchanan et al. 2000). Assimilation of NH4

+ may also occur via other pathways,

especially through activity of NAD(P)H-dependent glutamate dehydrogenase

(GDH) and ATP-dependent asparagine synthetase when NH4
+ levels are high

(Buchanan et al. 2000; Gaufichon et al. 2010), though recent studies indicate that

in vivo, GDH functions primarily in the reverse direction to produce

α-ketoglutarate for the Krebs Cycle, thus liberating NH4
+ (Fontaine et al. 2012).

As noted above for tobacco provided only NO3
� (Camacho-Crist�obal and

González-Fontes 2007), though B deficiency decreased NO3
� assimilation in

roots, it increased NH4
+ levels. Interestingly, in this study, root GS activity

decreased by up to 50 % with B deficiency, but there was almost no change in

leaf GS activity, and root asparagine and glutamine levels increased, as did total

amino acids, suggesting that B deficiency increased NH4
+ levels via deaminating

activity of GDH and NH4
+ re-assimilation via asparagine synthetase (AS) activity

(Camacho-Crist�obal and González-Fontes 2007). In agreement with this, Beato

et al. reported increases in AS and GDH transcript levels with B deficiency in roots

of tobacco provided either NH4
+ or NO3

�, along with an increase in levels of amino

acids related to N assimilation, such as asparagine, glutamine, and glutamate (Beato

et al. 2010, 2011, 2014). Interestingly, Ruiz et al. (1998) also observed decreases in

the activity of GS and GOGAT with B deficiency in tobacco provided only NO3
�,

while Beato et al. (2014) observed increases in cytosolic GS transcript levels in

tobacco receiving 3 mM NO3
� and 3 mM NH4

+. In contrast to B deficiency, in

NO3
�-fed tomato experiencing B toxicity, GS, GOGAT, and GDH activity

increased in leaves (125 %, 43 %, and 40 %, respectively) within 14 days of

treatment (Cervilla et al. 2009). In barley roots receiving NO3
� and NH4

+, we

observed small statistically insignificant increases in the concentration of NR, GS,

GOGAT, and GDH proteins under B deficiency, while the levels of GOGAT and

GS decreased with B toxicity (with no change in GDH and NR) (Fig. 2b, d, f, h).

Together, these results indicate that in general, B deficiency decreases NO3
�

assimilation and, as first hypothesized by Beato et al. (2011, 2014), probably

increases internal recycling of NH4
+ derived from GDH deamination activity

followed by NH4
+ re-assimilation by AS or GS, likely in compensation for

decreased NO3
� uptake and assimilation. Based on the discussion above, we

propose that during B deficiency, NH4
+ assimilation via AS likely occurs when

plants are provided only NO3
�, but that assimilation of NH4

+ occurs by GS or AS

when plants are provided both NO3
� and NH4

+. Decreases in NO3
� assimilation

appear to be caused by some combination of (1) decreases in the activity per

molecule or concentration of the major N-assimilation enzymes (NR, NiR, GS,
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GOGAT), (2) decreases in NO3
� uptake, or (3) decreases in NO3

� use due to

effects of B stress on photosynthesis, sugar levels, or growth. Importantly, insuffi-

cient results exist for B toxicity to draw any conclusions regarding its effects on N

assimilation.

It should also be noted that B deficiency and toxicity are known to affect N

fixation and nitrogenase activity in legumes and cyanobacteria (reviewed in Brown

et al. 2002). Effects of B stress on N fixation are thought to be related to effects on

membrane structure or function in cyanobacterial heterocysts or legume nodules,

causing increased diffusion of O2 across membranes, which then poisons

nitrogenase.

3.3 B Stress and Amino Acids and Protein Content

Since B stress (both deficiency and toxicity) affects N uptake and assimilation, as

well as N demand, one might expect that B stress would affect the total content or

pool size of amino acids or protein in plants, or that B stress might affect the

composition of the amino-acid or protein pool. For example, in four different

studies with tobacco, B deficiency often, but not always, decreased leaf total

amino-acid concentration in leaves and roots, but did not affect total protein

significantly (Camacho-Crist�obal and González-Fontes 1999, 2007; Matas

et al. 2009; Ruiz et al. 1998). Similarly, no effect of B deficiency was observed

on total protein of leaves in geranium (Mishra et al. 2009) or arabidopsis (Chen

et al. 2014), but it decreased total soluble protein concentration in citrus (Han

et al. 2009). In contrast, B toxicity increased the concentration of total amino acids,

but decreased soluble protein levels, in tomato leaves, which the authors speculated

was caused by enhanced remobilization of protein N to meristematic tissues

(Cervilla et al. 2009). However, B toxicity did not affect leaf protein concentration

in arabidopsis (Chen et al. 2014) and decreased it in citrus (Han et al. 2009). Even in

the absence of changes in total amino-acid concentration, B stress alters amino-acid

composition in tissue. For example, in tobacco roots, asparagine concentration

increased 6.75-fold within 24 h (Beato et al. 2011) and by 225 % within 5 days

of B deprivation (with smaller changes in gln and no change in asp or glu)

(Camacho-Crist�obal and González-Fontes 2007). Using a metabolomic approach,

Roessner et al. (2006) found that B toxicity increased levels of many amino acids in

barley roots, but decreased others. Interestingly, in this study, B toxicity decreased

levels of glutamate, while increasing α-ketoglutarate, which is consistent with the

previous discussion regarding the sensitivity of GOGAT to B stress. In addition,

effects of B stress on amino-acid composition can vary between leaves and roots

(Camacho-Crist�obal and González-Fontes 2007; Roessner et al. 2006) and between
B-toxicity-tolerant and B-toxicity-sensitive cultivars of a species (Roessner

et al. 2006). Hence, though the effects of B deficiency and toxicity on total

amino-acid and protein concentration vary across studies and species, it is apparent

that in most cases, both B deficiency and toxicity affect amino-acid composition
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often in a way to suggest impairment of GS-GOGAT but possible upregulation of

NH4 re-assimilation via increased flux through GDH and asparagine synthetase (AS).

3.4 B Stress and Concentration of N and Other Mineral
Nutrients

Several previous studies have examined the effect of B deficiency and/or toxicity on

the concentration of mineral nutrients in plant tissues, and it is evident from these

studies that B stress often affects tissue nutrient concentrations, but there are few

consistent patterns that emerge from these studies. For example, B deficiency can

increase or decrease or have no effect on Ca, Fe, K, P, Mg, and Zn concentrations,

depending on species within a study (Krug et al. 2009), study within the same

species (Mishra et al. 2009, 2014), genotypes within a single species within a study

(Mozafar 1989), and tissue within a species within a study (Lovatt and Bates 1984;

Mishra et al. 2014; Sim�on et al. 2013). There is no apparent difference between B

deficiency and toxicity in terms of effects on nutrient concentrations within a tissue,

even within the same species, across or among studies (deficiency: Camacho-

Crist�obal and González-Fontes 1999; Davis et al. 2003; Krug et al. 2009; L�opez-
Lefebre et al. 2002; Mishra et al. 2009, 2014; Mozafar 1989) (toxicity: Eraslan

et al. 2007; Lovatt and Bates 1984; Mishra et al. 2014; Sim�on et al. 2013). Within a

single study, B stress can decrease the concentration of some nutrients but increase

the concentration of others. The effects of B stress on a given nutrient appears

unrelated to it occurring as a cation or anion, to use of hydroponics vs. solid media

(+ nutrient solution), or to growing plants in a greenhouse vs. growth chamber (the

latter likely providing lower light levels on average). However, a potential pattern is

evident regarding the effects of B stress on the concentration of N (%N) in plant

tissues, as B deficiency decreased %N in leaves of the three species (corn, tobacco,

tomato) in which it was measured (Davis et al. 2003; L�opez-Lefebre et al. 2002;

Mozafar 1989), but B toxicity increased %N in the three species (pepper, tomato,

squash) in which it was measured (Eraslan et al. 2007; Lovatt and Bates 1984).

Also, though B stress did not always affect Ca concentration, it did decrease %Ca in

8 of 11 studies (7, deficiency; 4, toxicity).

As with photosynthesis, we are proposing a tentative model for how B stress

affects N relations in roots, though in this case, due to the paucity of information on

B-toxicity effects, we restrict our model to B deficiency (Fig. 3). First, though

limited, the available evidence indicates that B deficiency often decreases uptake of

NO3
� and organic N; effects on NH4

+ uptake are unknown. Second, B deficiency

typically decreases NO3
� assimilation by decreasing the activities of nitrate reduc-

tase and nitrite reductase, and when NO3
� is the sole or predominant N source, of

glutamine synthetase and glutamate synthase. Perhaps to compensate for decreases

in NO3
� assimilation, it appears that NH4

+ recycling may increase via the deam-

inating activity of glutamate dehydrogenase, followed by re-assimilation of NH4
+
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by either aspartate synthetase (when NO3
� is the sole N source) or GS (when both

NO3
� and NH4

+ are available). Depending on the relative decrease in NO3
� and

NH4
+ uptake vs. assimilation, NO3

� and NH4
+ concentrations may increase or

decrease. Alterations in the balance between NO3
� and NH4

+ assimilation likely

lead or contribute to changes in the composition and pool size of amino acids. Total

protein content may or may not be affected, but total N likely often decreases.

4 Conclusions

Boron deficiency and toxicity affect many aspects of plant C and N relations

(Fig. 4). Our analysis indicates that photosynthesis is an early and sensitive target

for both B deficiency and toxicity, with many aspects of both light and CO2-fixation

reactions (membrane and soluble phases, respectively) affected by B stress, though

there is no evidence for direct interaction of B with C (or N)-relations enzymes. The

multifaceted effects of B stress on photosynthesis are likely caused initially by

metabolic imbalances in B, which might then affect ATP or NAD(P)H metabolism,

rather than caused by general oxidative damage to proteins or membranes.

Decreases in photosynthesis with B stress typically exceed those for plant growth,

indicating that photosynthesis is not necessarily the primary limitation to growth
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under B stress. Nevertheless, decreases in photosynthesis should ultimately cause

decreases in available ATP, NADPH, and carbon skeletons, which can be tempo-

rarily compensated for by depleting C stores or decreasing C allocation to storage,

defense, etc. Also, it is likely that B stress (especially B deficiency) also decreases

mitochondrial respiration, via impacts on several glycolytic and Krebs Cycle

enzymes. Decreases in photosynthesis and respiration with B stress may cause

compensatory increases in the activity of the oxidative pentose phosphate pathway

(PPP). Alterations in source-sink metabolism likely explain why B stress typically

affects the composition and size of soluble carbohydrate pools. Lastly, it appears

that phloem tissue is damaged by both B deficiency and toxicity. Hence, B stress,

especially chronic and long-term, is likely to impact the synthesis and subsequent

translocation of C to non-photosynthetic tissues (e.g., roots). Importantly, exclud-

ing photosynthesis, predictions of effects of B stress on C relations are based on

only a few studies, indicating that additional research is needed to complete our

understanding of how B deficiency vs. toxicity affects C relations (e.g., especially

predictions regarding respiration, PPP, and translocation).

In the case of B stress and N relations, available results suggest that B deficiency

likely decreases NO3
� uptake and assimilation, but effects on NH4

+ uptake and

assimilation are not clear, though there is evidence to suggest that B deficiency
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increases NH4
+ recycling, perhaps because N uptake decreases. It appears that B

deficiency decreases xylem hydraulic conductivity, which might affect the long-

distance transport of nutrients from roots to shoots. Both B deficiency and toxicity

typically affect the composition of the amino-acid pool, as well as the concentration

of N and Ca in plant tissues. Importantly, fewer studies have investigated impacts of

B stress on N, compared to C, relations, and most of this research has focused on B

deficiency. Hence, excluding nitrate reductase activity, our understanding of how B

stress impacts N relations is woefully incomplete, and much additional research is

needed to complete our understanding of B-stress effects on N relations and to test

the validity of the predictions that we have made here.

As plant C and N relations are intimately interrelated, so too will be the effects of

B stress on C and N. For example, N uptake and assimilation are energetically very

expensive (Buchanan et al. 2000, Chap. 16; Lambers et al. 2008, Chap. 6), so root

growth and N uptake will be decreased by reductions in photosynthesis, transloca-

tion of C from leaves to roots, or root respiration. The uptake of NO3
� and NH4

+ is

regulated partly by the pool sizes of hexoses and amino acids, which are affected by

metabolic demand and the balance between supply (photosynthesis) and demand

(growth, respiration) (Buchanan et al. 2000, Chap. 16; Lambers et al. 2008,

Chap. 6). The availability of soil N (NO3
�, NH4

+, amino acids, etc.) for uptake

by plants is determined largely by microbial activity (i.e., mineralization), which is

highly dependent on the input of plant C to soil via exudation, root turnover, and

litter (Lambers et al. 2008, Chap. 6), but the effects of B stress on plant C loss to soil

have not been examined. And, photosynthetic enzymes and chlorophyll are N

costly and dependent on organic N provided by the acquisition of N by roots,

followed by its assimilation.

In closing, we note that nearly all B stress research to date has been conducted

under greenhouse or growth-chamber conditions, yet plant performance in the field

does not always mirror that under controlled conditions. Therefore, we strongly

advocate that future research efforts on B deficiency and toxicity include field

components when possible. We also note that little B research has examined wild

species, B effects on plant-soil links, or ecophysiological aspects of B nutrition, so

these are potentially fertile areas for future research.
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Abstract The variety and evolution of reproductive strategies in plants have

attracted the attention of scientists for a long time. The genus Silene has been the

focus of several studies related to the diversity and evolution of sexual systems.

This review will summarize the huge amount of knowledge on sexual strategies in

Silene species. Hermaphroditism is the most frequent condition in Silene; however,
there is a relatively high frequency of gynodioecy and dioecy compared to angio-

sperms and dicotyledons. In some gynodioecious species, gynomonoecious indi-

viduals are common, forming a gynodioecious-gynomonoecious sexual system

that is rare among angiosperms. Dioecy has independently evolved in the two
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phylogenetically supported subgenera of Silene, with a probable origin down the

“gynodioecious pathway.” Heterogametic sex chromosomes have made S. latifolia
and other dioecious species of the genus important models for the evolution of sex

determination. In Silene species, studies on sexual expression at the plant and

population level suggest that it is highly variable. Sexual dimorphism in reproduc-

tive and vegetative characters of dioecious species showed patterns that generally

fit those found in other species. Compared with other genera of angiosperms, Silene
presents a unique opportunity to evaluate the evolution of the different sexual

systems and sex chromosomes (being of the few angiosperm genera with female

heterogamety), the maintenance of gynodioecious and gynodioecious-

gynomonoecious sexual systems, and the evolutionary implications of sexual

dimorphism.

1 Introduction

The great variety of breeding systems in plants has been deeply interesting to

scientists since the nineteenth century (Darwin 1877; Müller 1883). In fact, studies

of sexual systems in contemporary scientific literature are on the increase, partic-

ularly from 1995 on (Fig. 1). How this genetic and morphological diversity has

emerged from the ancestral condition of hermaphroditism is an important question,

which has been widely discussed (Charlesworth and Charlesworth 1978; Barrett

2013; Crossman and Charlesworth 2014). Many intermediate steps between her-

maphroditism and dioecy can be found in nature (e.g., gynodioecy or monoecy) and

their study has attracted the attention of researchers over the years (Spigler and

Ashman 2012; Golenberg and West 2013; Dufay et al. 2014). One of the main

questions is why the separation of sex may evolve and how it may be maintained.

This question has been tested in gynodioecious species: females have the advantage

of avoiding inbreeding, whereas hermaphrodites may represent a bet-hedging

strategy (Pettersson 1992).

Silene is the largest and most diverse genus of Caryophyllaceae (Mabberley

2008), with about 700 species (Mabberley 2008; Oxelman et al. 2013). It is a model

system for studies in ecology and evolution, especially the ecology of biotic

interactions and the evolution of sex chromosomes in plants (Bernasconi

et al. 2009). Species of Silene show a high diversity of sexual systems (Desfeux

et al. 1996; Jürgens et al. 2002; Casimiro-Soriguer et al. 2015), including dioecious

species with sex chromosomes (e.g. S. latifolia). All species are self-compatible in

Silene, and some of them are even cleistogamous (Jürgens et al. 2002; Witt

et al. 2013, and references therein). Individuals or flowers may show spatial (e.g.,

dioecy, gynodioecy, or gynomonoecy) and temporal separation (e.g., protandry in

hermaphroditic flowers) of the male and female functions, which could help avoid

the effects of inbreeding depression (Charlesworth 1999; but see Davis and Delph
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2005 and Reynolds et al. 2009) or allocating different resources to female and male

functions (Lloyd 1979; Pettersson 1992; Delph 2003).

Here we will review the variety of sexual systems in Silene and the possible

evolutionary pathways that could lead to this diversity. We summarize the advances

in sex determination in dioecious and non-dioecious species. The variations in sex

and gender expression will then be analyzed at the flower, individual, and popula-

tion levels. Finally, sexual dimorphism in secondary sexual characters will be

addressed for both reproductive and vegetative traits in species with two types of

flowers. This review attempts to collate the huge amount of data on the evolution of

gender and sexual systems in Silene. This may provide a valuable opportunity to

generate and test hypotheses regarding the evolution and maintenance of certain

sexual strategies that have repeatedly evolved in plants.

2 Diversity and Definition of Sexual Systems

Over time, the studies on plant reproductive strategies and sexual systems have

generated a variety of terms to describe reproductive systems, but they are often

inconsistently used. To avoid confusion, we therefore start this review by defining

the most important terms relating to sexual systems.

Breeding, mating, and sexual systems have been inconsistently defined in the

literature (Neal and Anderson 2005). Neal and Anderson (2005) suggest the use of

Fig. 1 Studies of sexual systems in plants (black line) and in the genus Silene (gray dashed lines).
We performed a literature search for scientific papers in SCOPUS from 1976 to 2013 including at

least one of the following words: sexual system, breeding system, hermaphroditic, hermaphrodite,

hermaphroditism, dioecious, dioecy, gynodioecious, gynodioecy, gynomonoecious,

gynomonoecy, androdioecious, androdioecy, andromonoecious, andromonoecy, monoecious,

and monoecy. We limited the results to the area of life sciences restricted to the subject areas of

agriculture and biological sciences, biochemistry, genetics and molecular biology, environmental

sciences, and multidisciplinary and earth and planetary sciences. We found a total of 5,645 papers

on plants as a whole and 210 when restricting the search to genus Silene
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the term “breeding system” for the distribution of sex within and among plants (e.g.,

gynodioecy), for physiological aspects (e.g., self-incompatibility), and for morpho-

logical differences within populations (e.g., heterostyly) and “mating system” when

the genetic relatedness and pairings between individuals are examined (e.g., selfing

rate). We accept their definition of breeding system, but consider the term “sexual

system” more appropriate for the distribution of sex within and among plants.

Therefore, “breeding system” should not be considered a synonym for sexual

system, as some authors have defined (e.g., Lloyd 1979; Harder and Barrett 2006).

The distribution of sexual organs can be considered on different levels:

(1) flower, (2) plant, and (3) population. (1) At the flower level, female and male

sexual organs can be located in the same (hermaphroditic or perfect flower) or

different flowers (female or pistillate and male or staminate flowers). (2) At the

plant level, an individual is considered hermaphrodite when it bears only hermaph-

roditic flowers. When there are different types of flowers on the same individual,

the suffix—monoecious or—monoecy is used. Monoecy itself occurs when the

same plant produces both pistillate and staminate flowers. The term andro(gyno)

monoecy or trimonoecy is applied to plants bearing perfect plus staminate(pistil-

late) flowers or all three types, respectively. When different sexes of flowers are

distributed among different individuals, the suffix—dioecious or—dioecy is used.

(3) On the population level, we can define populations as monomorphic, dimorphic,

or polymorphic. Monomorphic populations have only one type of plants (i.e.,

hermaphroditic, monoecious, andromonoecious, or gynomonoecious). In dimor-

phic populations, there are two types of plants: e.g., males and females (dioecy),

females and hermaphrodites (gynodioecy), or males and hermaphrodites

(androdioecy). In polymorphic populations there are more than two types of plants,

e.g., males, females, and hermaphrodites (trioecy, Fleming et al. 1994; Cruden and

Lloyd 1995). Please note that Harder and Barrett (2006) also applied the term

subdioecy to trioecious species. We advise against this and prefer to follow Bailey

and Delph (2007a), who consider subdioecy close to dioecy, with a high frequency

of females and hermaphrodites achieving nearly all their fitness via pollen, but

retaining the possibility of reproducing through seeds. On the other hand, some

sexual systems that have been considered dimorphic at the population level show

other intermediate morphs. Thus, some gynodioecious populations include her-

maphroditic individuals bearing also female flowers (i.e., gynomonoecious indi-

viduals). The correct term for this sexual system is gynodioecy-gynomonoecy, in

which females, hermaphrodites, and gynomonoecious plants coexist within a pop-

ulation (Desfeux et al. 1996).

3 Sexual Systems in Silene

As in the case of studies of sexual systems in plants as a whole, studies of sexual

systems in Silene have shown an abrupt increase in the last 20 years, with nearly

60% thereof published in the last decade (Fig. 1). Interestingly, from the 210 studies
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of sexual systems in Silene that we found in our search (see details in Fig. 1), 87 %

were focused on three species only: the dioecious S. latifolia (63 %), the

gynodioecious S. vulgaris (14 %), and the sexually variable S. acaulis (10 %), in

which gynodioecious, trioecious, subdioecious, and dioecious populations have

been described (Maurice et al. 1999; Alatalo and Molau 2001). The remaining

13 % of the studies included eight other non-dioecious species (9 %) and another

three dioecious species (S. dioica, S. otites, or S. diclinis; 4 %). Overall, studies in

Silene are skewed toward dioecious species and especially in S. latifolia; however,
dioecy is the third most common sexual system in the genus after hermaphroditism

and gynodioecy (see below). This result is not surprising considering the impor-

tance of S. latifolia in the study of the evolution of sex chromosomes (see Sect. 5)

and sexual dimorphism (see Sect. 7), among other aspects (Bernasconi et al. 2009).

Hermaphroditic, gynodioecious, gynomonoecious, dioecious, trioecious, and

even andromonoecious species have been reported in the genus Silene (revised in

Jürgens et al. 2002 and Casimiro-Soriguer et al. 2015). Despite Silene is a large

genus (~700 species), there is a relatively important number of species in which the

sexual system has been specifically studied or described (98 species; Casimiro-

Soriguer et al. 2015). Based on these data, the most frequent sexual system in Silene
is hermaphroditism (58.2 %; Table 1). However, the proportion of hermaphrodites

is clearly lower than the estimate for all angiosperms and dicotyledons. In compar-

ison with floras with available frequencies of the different sexual systems, the

frequency of hermaphroditism in Silene is lower than those of the species of Levant
flora (Israel) and similar to the Hawaiian flora. Gynodioecy (25.5 %) is the second

most frequent sexual system, more than three times higher than for angiosperms

and dicotyledons as a whole and higher than in the Levant local floras. In the genus

Silene, gynodioecy-gynomonoecy occurs frequently (Talavera et al. 1996; Desfeux

et al. 1996; Jürgens et al. 2002; Dufay et al. 2010; Casimiro-Soriguer et al. 2013),

although it is sometimes classified as gynodioecy (e.g., Lafuma and Maurice 2006).

In Table 1, we categorized all those species with gynodioecious-gynomonoecious

sexual systems as gynodioecious for simplicity (~50 % of the cases, Casimiro-

Soriguer et al. 2015). The frequency of dioecy also was more than three times

higher than angiosperms and dicotyledons as whole, although very similar to the

Hawaiian flora. To our knowledge, monoecious species do not occur in Silene
(Casimiro-Soriguer et al. 2015); however, monoecy has a relative importance in the

different datasets (between 3.6 % and 7.6 %). Although gynomonoecy and

andromonoecy are present in the genus, the frequency of these sexual systems is

very low (Table 1). The only gynomonoecious species was S. noctiflora (Folke and
Delph 1997; Davis and Delph 2005), although populations with hermaphrodites and

gynomonoecious plants have also been described (Jürgens et al. 2002).

Gynomonoecy in Silene is to be expected, due to its combination with other sexual

systems such as gynodioecy (i.e., gynodioecious-gynomonoecious species) given

the possible related genetic determination system (Garraud et al. 2011).

Andromonoecy has only been reported in S. tibetica (Oxelman et al. 2001), but

there are no more studies that confirm the sexual system of this species.
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Silene was early known for its variety of sexual systems (Müller 1883; Knuth

1908); nevertheless, different sexual systems such as hermaphroditism or dioecy

(as gynodioecy or gynomonoecy) are rarely described in checklists, national or

local floras, or scientific papers. In fact, Desfeux et al. (1996) already noted that

gynodioecy was usually not considered in floras. Thus it is reasonable to think that a

non-negligible number of Silene species, usually described as hermaphrodites in

floras, have other sexual systems. Accordingly, gynodioecy or gynomonoecy may

be underestimated in the percentages shown in Table 1, because of the relatively

low percentage of species with well-known sexual systems (~14 %; Casimiro-

Soriguer et al. 2015). Conversely, most dioecious species are probably already

described due to their easy identification; therefore, the percentage would decrease

when more species were included in the dataset.

4 Evolutionary Pathways of Sexual System and Sex

Determination in Silene

Although hermaphroditism is the commonest sexual system in angiosperms, dioecy

has evolved many times in angiosperm phylogeny (Weiblen et al. 2000; Dufay

et al. 2014). The two main evolutionary pathways proposed to explain the origin of

dioecy are gynodioecy and monoecy (Charlesworth and Charlesworth 1978; Barrett

2002; Golenberg and West 2013). Dioecy may also be a transition to the rare

androdioecy, as has been hypothesized for Mercurialis annua (Pannell 1997;

Pannell et al. 2004). There is another less-considered pathway that renders dioecy

from distyly (Muenchow and Grebus 1989). Although dioecy has been suggested to

have evolved through monoecy in different groups (Renner and Won 2001; Torices

Table 1 Percentage of sexual systems in species Silene, angiosperms and dicotyledons in general,

and Hawaiian and Levant floras

Sexual system Silenea Angiospermsb Dicotyledonsc Hawaiian florad Levant florae

Hermaphroditism 58.2 72 71 62.4 86.6

Dioecy 14.3 4 4 14.7 2.2

Gynodioecy 25.5 7 * 3.8 0.3

Monoecy – 5 4 7.6 3.6

Gynomonoecy 1.0 3 7 3.9 0.4

Andromonoecy 1.0 * ** 4.5 5.7

Others – 9 14 – 1.1

*Sexual system included in the group “others”

**Sexual system included in the group “gynomonoecy”
aPercentage of Silene species calculated from data of 98 species revised by Casimiro-Soriguer

et al. (2015). In the case of species with variable sexual system within or among populations, the

most frequent sexual system was used [for a similar sexual system classification, see Jürgens

et al. (2002)]. The available percentages data of other groups were taken from Richards (1997)b,

Yampolsky and Yampolsky (1922)c, Sakai et al. (1995)d, and de Jong et al. (2008)e
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et al. 2011), the gynodioecy pathway is generally more supported given the

appreciable number of gynodioecious species that are related to dioecious species

(Charlesworth and Charlesworth 1978; Maurice et al. 1993; Dufay et al. 2014).

Although Silene is a large genus without a complete resolved phylogeny, it has

been divided into the well-supported phylogenetic subgenus Behenantha and sub-

genus Silene (Popp and Oxelman 2004; Rautenberg et al. 2010). Dioecious species

have been placed in these two clades: S. latifolia and dioecious relatives in

subgenus Behenantha and S. otites and relatives in subgenus Silene (Desfeux

et al. 1996; Marais et al. 2011; Slancarova et al. 2013). Silene also has many

gynodioecious species (Table 1), which is uncommon in other genera of the

Caryophyllaceae (Matsunaga et al. 2003). Desfeux et al. (1996) mapped the evo-

lution of sexual systems in a phylogeny of 22 species of Silene and suggested that

gynodioecy was the ancestral condition of this genus. Fifteen years later, using

high-resolution molecular tools, Marais et al. (2011) found that the most probable

ancestral condition is either gynodioecy or hermaphroditism. Independently of the

ancestral sexual system, it seems more likely that dioecy evolved via gynodioecy

(Marais et al. 2011). Recently, it has been found that dioecy, hermaphroditism,

gynodioecy, and gynodioecy-gynomonoecy are present with a similar frequency in

both subgenera (Casimiro-Soriguer et al. 2015). Their presence in both subgenera is

consistent with multiple and independent origins of these sexual systems in Silene.
In the gynodioecious pathway, the first step is the invasion of a male-sterile

mutant in a population with hermaphrodite plants. In the second step, hermaphro-

dites gradually become functionally male until a female sterile mutant establishes

itself, making the population dioecious (Charlesworth and Charlesworth 1978).

During this last step, subdioecy occurs because hermaphrodites increase their

male fertility but continue to produce some fruits (Bailey and Delph 2007a; Spigler

and Ashman 2012). It is suggested that gender plasticity related to environmental

conditions may help stabilize a subdioecious population (Delph and Wolf 2005).

With regard to the genetic bases involved in the gynodioecy, in most species the

male sterility alleles necessary to produce female individuals are located in the

mitochondria (cytoplasmic male sterility factors) and they interact with nuclear

restorers of male fertility (Bailey and Delph 2007b). Silene vulgaris and S. nutans
are examples with multiple cytoplasmic male sterility and nuclear restorer loci

involved in the expression of the gynodioecious sexual system (Charlesworth and

Laporte 1998; Taylor et al. 2001; Bailey and McCauley 2005; Garraud et al. 2011).

The fact that these genes are maternally inherited facilitates the spread of mutants in

the population, decreasing the magnitude of female advantage needed to establish

females in cosexual populations (reviewed in Dufay and Billard 2012). On the other

hand, some models may explain the occurrence of gynomonoecious individuals in

gynodioecious-gynomonoecious species by an incomplete male fertility restoration

(Koelewijn and van Damme 1996; Ehlers and Thompson 2004). However, there are

insufficient experimental studies to test these models (see Garraud et al. 2011).
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5 Evolution of Sex Chromosomes in Dioecious Species

of Silene

One of the most fascinating aspects of sexual systems in Silene is the acquisition of
dioecy in different lineages and possibly at different times (Marais et al. 2011;

Slancarova et al. 2013). In the subgenus Behenantha, all the species of section

Melandrium are dioecious (Desfeux et al. 1996; Marais et al. 2011); in the subgenus

Silene, the group of S. otites and relatives include dioecious and non-dioecious

species, although the subsection Otites has only dioecious members (Slancarova

et al. 2013). According to different authors (Marais et al. 2011; Käfer et al. 2013),

dioecy is ancestral in S. latifolia and its close dioecious relatives (section

Melandrium). However, according to Slancarova et al. (2013), it evolved more

recently in the group S. otites and relatives.

Dioecious species of Silene show different sex determination types. Most dioe-

cious species have male heterogamety (e.g., S. latifolia); however S. otites has

female heterogamety, which is very rare in plants and has been reported in only a

few angiosperms (reviewed in Slancarova et al. 2013). Moreover, in S. diclinis,
neo-sex chromosomes have been reported (Weingartner and Delph 2014).

Silene latifolia has X and Y chromosomes (females XX/males XY), whose

origin has been suggested in the ancestral lineage of section Melandrium (Marais

et al. 2011). Compared to other organisms, this is a recent origin (10–20 million

years or even much later, Filatov 2005; Slancarova et al. 2013), which allows the

study of the early stages of the evolution of sex chromosomes (Ming and Moore

2007; Bergero and Charlesworth 2009; Qiu et al. 2011). It has been suggested that

S. latifolia sex chromosomes have evolved from a single pair of autosomes through

the formation and expansion of a large nonrecombining region on the Y chromo-

some (Filatov 2005; Bergero and Charlesworth 2009). On the other hand, the

dioecious S. diclinis, included in the same section as S. latifolia, has a neo-sex

chromosome (a region added to the nonrecombining part of a sex chromosome

through a translocation event), which appears to have evolved from the ancestral

XY chromosomes present in S. latifolia (Weingartner and Delph 2014).

Although Sansome’s classic paper (1938) on S. otites had already suggested that
females were the heterogametic sex, it was not until recently that there have been

detailed analyses with molecular markers (Slancarova et al. 2013). They analyzed

S. otites, showing that females are the heterogametic sex (females ZW/males ZZ).

Even more interesting is the fact that S. colpophylla, a male heterogametic species,

is closely related to S. otites and is placed in the same monophyletic group, which

supposes an interesting change in heterogamety (Mrackova et al. 2008). On the

other hand, the sex-determining system in the subdioecious S. roemeri and

S. acaulismay have a common origin (Slancarova et al. 2013), although the authors

suggest the study of more species to make definite conclusions.
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6 Sex and Gender Expression

Information about sex expression can be gained from simple morphological obser-

vations to detailed studies of the genetics and ecology of the species (Sakai and

Weller 1999; Elle and Meagher 2000; Delph and Wolf 2005). Changes in sex

expression may occur at different levels of organization: (1) in flowers or inflores-

cences, for example, in plants with intra- or inter-floral dichogamy (Bertin and

Newman 1993; Narbona et al. 2005); (2) in individuals, for example, changes in the

proportion of male and hermaphroditic flowers in andromonoecious plants

(Narbona et al. 2011 and references therein); or (3) in populations, for example,

sex ratio variations in dioecious populations (Barrett et al. 2010).

Sex expression in Silene has been studied in gynomonoecious, gynodioecious-

gynomonoecious, and dioecious species. For instance, in the gynomonoecious

S. noctiflora, the frequency of female relative to hermaphroditic flowers within a

plant increased due to the effect of high temperature and ethylene (Folke and Delph

1997). In S. nutans, the proportion of female flowers in gynomonoecious individ-

uals varied from 0.03 to 0.9 (Dufay et al. 2010). More complexity in sex expression

exists when the population level is analyzed. In the dioecious S. latifolia, the sex

ratio is variable and often female biased (Carroll and Mulcahy 1993; Austerlitz

et al. 2012); in fact, it is affected by environmental variables such as soil moisture

and density (Lovett Doust et al. 1987). Even more complexity in sex expression can

be found in gynodioecious-gynomonoecious species as a result of the changing

frequency of the three possible morphs, as is found in S. italica (Maurice 1999),

S. littorea (Guitián and Medrano 2000; Casimiro-Soriguer et al. 2013), S. nutans
(Dufay et al. 2010), and S. stockenii (Talavera et al. 1996). All these findings

suggest that sexual expression in Silene species is plastic, which may have conse-

quences in the maintenance of the sexual system (Pannell et al. 2008; Delph and

Wolf 2005).

Sometimes the morphology of the flower does not reflect its function as donor of

male or female gametes. A hermaphroditic flower may function as exclusively male

or female if its fitness is obtained only through pollen (or seed-siring success) or

ovules (or seed production), respectively. Lloyd and Bawa (1984) emphasized

consideration not only of the sex of a plant (i.e., morphology) but also the descrip-

tion of gender based on function: its femaleness or maleness as a parent. Plant

gender measures allow evolutionary biologists to test hypotheses about sexual

system evolution and their environmental relationships (Lloyd 1976; Bawa 1980;

Delph and Wolf 2005). Based on the studies of Lloyd (1979, 1980), Lloyd and

Bawa (1984) proposed two measurements for plant gender (for clarification, see

Barrett and Harder 2006). The phenotypic gender, also called standardized pheno-

typic gender, quantifies the investment of parental resources (e.g., pollen, seeds,

male or female flowers) in relation to other plants of the population. The phenotypic

gender of a plant uses estimates of female investment (number of ovules, often

estimated as number of female flowers) and male investment (number of pollen

grains, male flowers) and includes the equivalence factor (E) which estimates the
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ratio of investments in maternal and paternal functions in the population as a whole.

Values of phenotypic femaleness are defined between zero (a plant that only pro-

duces male flowers) and one (only produces female flowers). On the other hand,

functional gender estimates the success of a plant as male or female parent and is

calculated as the proportion of a plant’s fitness transmitted through ovules or pollen.

Accurate estimates of functional gender require information about seed production,

pollen availability and dispersal, frequency of self- and cross-fertilization of the

population, etc. (Lloyd 1980). The maternal expenditure may be easy to measure as

seed production, but the estimation of paternal success is a complicated task. The

development of molecular tools has facilitated estimation of male success through

paternity analysis (Elle and Meagher 2000; Verdú et al. 2004; Gleiser et al. 2008).

The phenotypic and functional gender of a plant may be similar, but they are not

necessarily the same (Primack and Lloyd 1980; Lloyd and Bawa 1984). In fact,

study cases showed that both estimates of gender are poorly related, probably due to

the complexity of functional gender estimation (Devlin and Stephenson 1987;

Méndez 1998; Austen and Weis 2014). In addition, phenotypic gender may also

be substantially influenced by the estimates used in its calculation (Thomson and

Barrett 1981; Lloyd and Bawa 1984). For instance, the phenotypic gender of the

gynodioecious-gynomonoecious S. littorea was calculated using two different

estimates of female investment: the number of flowers bearing ovules (females

and hermaphrodites) and the number of fruits set (Fig. 2; see Casimiro-Soriguer

et al. 2013 for details of the study system). Phenotypic femaleness estimated with

flowers showed that most plants in the populations invested approximately the same

in female and male functions (values near 0.5). However, when phenotypic gender

was estimated with fruits, there was a decrease in femaleness in most plants of both

populations. This means that plants invested more in the male than the female

function when fruit estimate was used. It is remarkable that completely female

plants (plants that only produced female flowers) of one population showed the

same value for both female investment measures (Fig. 2a). However, a completely

male plant appeared in the other population when the fruit estimate was used

(Fig. 2b), due to the fact that this plant did not produce fruits.

Temporal variation in functional and phenotypic gender of the plants in a

population during the flowering season may also occur (Thomson and Barrett

1981; Méndez 1998; Casimiro-Soriguer et al. 2013). The success of a plant as a

male may vary over time due to variations in the mating environment, i.e., the

amount of pollen (or male-phase flowers) relative to the number of ovules (or -

female-phase flowers) in the population (Brunet and Charlesworth 1995). Thus, in

species with dichogamy and sequential blooming, variations in the mating environ-

ment and subsequent variation in individual phenotypic or functional gender are

expected (Cruden and Hermann-Parker 1977; Brunet and Charlesworth 1995). Even

more complexity can be found when the species present andro(gyno)monoecious

individuals that are able to produce different proportions of male(female) and

hermaphroditic flowers. In fact, extremely high fluctuations in mating environment

are found in some species with andro(gyno)monoecious species, dichogamy, and

synchronous blooming patterns (Thomson and Barrett 1981; Narbona et al. 2011).
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Although the potential number of species of Silene with these characteristics is high,
the number of cases studied is limited. In S. littorea, the mating environment

fluctuated relatively little throughout the flowering season, but fluctuations were

higher in a population with low flower production (Casimiro-Soriguer et al. 2013).

This could be important for the conservation of the species since S. littorea usually

has small populations and presents problems related to inbreeding depression (Vilas

et al. 2006).

7 Sexual Dimorphism in Secondary Sex Characters

The term “sexual dimorphism” in plants is used to describe differences between

males and females (plants or flowers) in primary and secondary sex characters

(Sakai and Weller 1999; Barrett and Hough 2013). Primary sex characters are those

Fig. 2 Phenotypic gender in Silene littorea. The phenotypic gender has been calculated in two

populations (a, b) of Silene littorea from southern Spain, using two different estimates of female

investment: number of flowers (black circles) and number of fruits (white circles). Plants are

ordered by relative value of phenotypic gender calculated by the number of flowers. See Casimiro-

Soriguer et al. (2013) for details of the study system
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that directly refer to the sexual organs (gynoecium or androecium). Secondary sex

characters are those related to differences in other structures of the flower (e.g.,

nectaries, color and size of petals or sepals, or nectar composition; Eckhart 1999) or

vegetative traits (e.g., morphology or physiology of vegetative parts, age of first

reproduction, longevity, and growth; Delph 1999). In this section we will focus on

secondary sex characters, differentiating between those affected by reproductive

and vegetative traits.

7.1 Reproductive Traits

In dioecious species, it is expected that evolution drives the differentiation of male

and female flowers in response to the different reproductive functions of the two

sexes. In fact, many of the differences found between males and females correspond

to reproductive characters, particularly flower number and size (Meagher 1992).

The prediction based on Bateman’s principle (Bateman 1948; Willson 1994) is that

males produce larger flowers than females. Contrary to expectations, females of

S. latifolia have heavier flowers due to sepals and pedicels (Carroll and Delph

1996), although males are able to produce a higher number of flowers than females

(Laporte and Delph 1996; Delph et al. 2002) and invest more biomass overall in

flowers than females (Carroll and Delph 1996). In this species, the relative number

of flowers/flower size has been found to be an important trade-off with other

reproductive and vegetative traits (Delph and Meagher 1995; Delph et al. 2004).

Another important aspect analyzed in S. latifolia is the quantitative genetic basis of
sexual dimorphism (revised in Meagher 1999), and the sex variation in DNA

content (more male than female), and its negative correlation to flower size

(Meagher and Costich 1994; Meagher et al. 2005). The same significant negative

correlation of DNA content and calyx diameter was found in S. diclinis, S. dioica,
and S. latifolia, but not in S. marizii (Meagher and Costich 2004). As in S. latifolia,
males of the close relative S. dioica produced more flowers than females; however,

male flowers were larger than females (Kay et al. 1984). On the other hand, Wright

and Meagher (2004) found variations between selection in male and female flowers,

and this also varied widely between sites and years.

Although the patterns of variation in dioecious species do not always follow the

same path, in gynodioecious species the pattern is much clearer, with hermaphro-

ditic flowers with larger corollas than females (Eckhart 1999). This pattern is

followed in the gynodioecious species of Silene, such as S. acaulis (Delph and

Carroll 2001) and S. vulgaris (Dykstra et al. 2009), but also in the gynodioecious-

gynomonoecious species S. stockenii (Talavera et al. 1996), S. nutans (Dufay

et al. 2010), and four other species of the section Psammophilae (Casimiro-

Soriguer 2015).

With respect to sexual dimorphism in nectar production, female flowers of the

dioecious S. latifolia and S. dioica produce higher volumes than males, but sugar

concentration is higher in males (Kay et al. 1984; Carroll and Delph 1996; Witt
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et al. 1999; Gehring et al. 2004). In gynodioecious species in general, the pattern is

that hermaphroditic flowers produce more nectar and more concentrated (Eckhart

1999). In S. vulgaris and S. stockenii, hermaphroditic flowers had greater sugar

content than females (Jolls et al. 1994; Talavera et al. 1996). Females of S. nutans
produced more nectar than hermaphrodites, although less concentrated (Witt

et al. 1999).

Other secondary sex characters such as floral fragrance may have important

consequences for reproductive success, via pollinator attraction or florivore deter-

rence (Schaefer and Ruxton 2011). Studies of dioecious species showed that, in

most cases, males emitted more volatiles per flower than females (Ashman 2009).

Consequently, despite having smaller flowers than females, floral scent emission

has been found to be greater in males of S. latifolia, which has important conse-

quences on pollinator behavior (Waelti et al. 2009).

On the other hand, biotic interactions mediated by insect visitors (pollinators,

predators, or pathogens) may potentially be affected by gender specialization and

dimorphism. In several species of Silene, a nursery pollination system is found in

which noctuids of the genera Hadena and Perizoma act as pollinators as well as

seed predators because they lay eggs on the ovaries of flowers (Jürgens et al. 1996;

Kephart et al. 2006; Reynolds et al. 2012). Kephart et al. (2006) found that fruit

predation was lower in species with diurnal pollination and hermaphroditic sexual

systems compared with nocturnal pollination and dioecious or gynodioecious

sexual systems. In this scenario, moths could act as selective agents on sexual

systems favoring hermaphroditism. Furthermore, species of Silene are frequently

infected by the fungal disease Microbotryum violaceum, in which pollinators are

also potential vectors (Thrall et al. 1993; Hood et al. 2010). This anther-smut

pathogen causes plant sterility, producing aborted ovaries and spores instead of

pollen. Interestingly, the fungus induces anther development (with fungus spores)

in females of dioecious and gynodioecious host species; thus, the fungus is trans-

mitted by male and female plants (Antonovics et al. 2002). Because flower visitors

are needed for fertilization and for fungus dispersal, plants may be exposed to

conflicting selective forces, attempting to attract pollinators while avoiding fungus

transmission (Thrall et al. 1997). Thus, sexual dimorphism in characters related to

insect attraction, such as flower number or flower duration, may affect this conflict

(Ågren et al. 1999). For example, males of S. latifolia and S. dioica produce more

flowers and are more frequently visited by insects, and therefore a higher number of

spores are deposited in male flowers (Alexander 1989; Shykoff and Bucheli 1995;

Carlsson-Granér et al. 1998). Similarly, male flowers of S. latifolia have a short

flower life span compared with females, which reduces the risk of infestation (Kaltz

and Shykoff 2001).
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7.2 Vegetative Traits

In long-lived species, males are usually more vigorous than females, and the

opposite pattern is found in short-lived species (Barrett and Hough 2013). In

S. latifolia, males were taller and dedicated more biomass to leaves than females;

females had shorter and stouter inflorescences, as a consequence of stopping flower

production when fruits started to develop (Gehring and Linhart 1993) and had

longer leaves (Delph et al. 2002). In S. dioica males had more leaves per rosette,

although shorter than females (Cox 1981; Van Nigtevech 1966). In spite of these

apparently clear differences, it is important to consider the life history of the plant,

because sexual dimorphism before the development of inflorescence seems to be

very rare (Zluvova et al. 2010). Significant differences can be found before and

after flowering, because reproductive costs can influence future resource distribu-

tion (Sanchez-Vilas and Pannell 2011; Barrett and Hough 2013). For example, in

S. latifolia, Meagher (1992) found that male and female plants had equal seed sizes,

early establishment, and growth before sexual reproduction. Moreover, in this

species, many sexually dimorphic vegetative traits, such as plant height, length of

inflorescence branches, and allocation of leaves and branches, were found to be

correlated with the number of flowers (Gehring and Linhart 1993; Delph et al. 2002,

2005). Purrington and Schmitt (1998) eliminated age differences by sowing seeds

of S. latifolia on a single day, finding that females emerged earlier but flowered

later. A new step in the analysis of dimorphic sex expression is the analysis of

sex-specific genes or gene expression. Recently, Zluvova et al. (2010) found three

sex-specifically expressed genes in the rosette stage in S. latifolia. Lastly, physio-
logical traits also differ between sexes once flowering has started, but not before.

For example, males of S. latifolia have higher photosynthetic rates than females

(Laporte and Delph 1996), but females live longer than males (Lovett Doust

et al. 1987; Carroll and Mulcahy 1993).

8 Conclusions and Future Directions

Studies of sexual systems in plants, and specifically Silene, are on the increase. In

Silene, different aspects of sexual systems such as the above described are mostly

studied in 14 species, but almost all literature focused on three (S. latifolia,
S. vulgaris, and S. acaulis). The dioecious S. latifolia has become a model species

for the study of sexual dimorphism (Delph and Herlihy 2012; Barrett and Hough

2013), repetitive DNA (Meagher and Vassiliadis 2005), and sex chromosomes in

plants (Charlesworth 2013; Slancarova et al. 2013), among other aspects

(Bernasconi et al. 2009). In addition, studies of other species have helped to

understand new features of sexual systems in plants; for instance, S. acaulis has
been used to study the role of environmental factors in the transition from
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gynodioecy to dioecy (Delph 2003) and S. nutans for the genetic basis of male

sterility in gynodioecy (Garraud et al. 2011).

The three most frequent sexual systems in Silene are, in order, hermaphroditism,

gynodioecy, and dioecy; but combinations of these three types are also present. This

combination of sexual systems in Silene makes the genus particularly engaging for

the study of evolutionary transitions. A reliable reconstruction of the evolution of

sexual systems in Silene remains incomplete. This could be due to the difficulties of

building accurate phylogenetic relationships among and within the groups of

species due to introgression and complex mutational processes (Erixon and

Oxelman 2008; Petri and Oxelman 2011) but also to the lack of clear information

about the sexual systems of a relevant number of species (Casimiro-Soriguer

et al. 2015). Recently, the evolution of dioecy has been clarified in the two

dioecious groups of Silene (Marais et al. 2011; Käfer et al. 2013), and gynodioecy

seems the most probable pathway for the evolution of dioecy. However, the

ancestral sexual system remains unclear (Marais et al. 2011).

Finally, a considerable number of species of Silene also showed a variable sexual
system within and/or among populations (Jürgens et al. 2002; Casimiro-Soriguer

et al. 2015 and references therein), which suggests a plasticity of expression of

sexual systems. Particularly interesting are the cases of subdioecious or

gynodioecious-gynomonoecious species (Desfeux et al. 1996; Dufay et al. 2010;

Casimiro-Soriguer et al. 2013). However, the roles of these sexual systems in the

evolution of sexual systems in Silene are not yet defined. Experiments designed to

clarify the advantage of both sexual systems under different selective scenarios

with consideration of functional gender estimates are required.
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Ågren J, Danell K, Elmqvist T, Ericson L, Hjältén J (1999) Sexual dimorphism and biotic

interactions. In: Geber MA, Dawson TE, Delph LF (eds) Gender and sexual dimorphism in

flowering plants. Springer, Berlin, pp 217–246

Alatalo JM, Molau U (2001) Pollen viability and limitation of seed production in a population of

the circumpolar cushion plant, Silene acaulis (Caryophyllaceae). Nord J Bot 21:365–372

Alexander HM (1989) An experimental field study of anther-smut disease of Silene alba caused by
Ustilago violacea: genotypic variation and disease incidence. Evolution 43:835–847

Antonovics J, Hood M, Partain J (2002) The ecology and genetics of a host shift: microbotryum as

a model system. Am Nat 160:S40–S53

Ashman TL (2009) Sniffing out patterns of sexual dimorphism in floral scent. Funct Ecol

23:852–862

Diversity and Evolution of Sexual Strategies in Silene: A Review 371



Austen EJ, Weis AE (2014) Temporal variation in phenotypic gender and expected functional

gender within and among individuals in an annual plant. Ann Bot 114:167–177

Austerlitz F, Gleiser G, Teixeira S, Bernasconi G (2012) The effects of inbreeding, genetic

dissimilarity and phenotype on male reproductive success in a dioecious plant. Proc R Soc B

279:91–100

Bailey MF, Delph LF (2007a) A field guide to models of sex-ratio evolution in gynodioecious

species. Oikos 116:1609–1617

Bailey MF, Delph LF (2007b) Sex-ratio evolution in nuclear-cytoplasmic gynodioecy when

restoration is a threshold trait. Genetics 176:2465–2476

Bailey MF, McCauley DE (2005) Offspring sex ratio under inbreeding and outbreeding in a

gynodioecious plant. Evolution 59:287–295

Barrett SCH (2002) The evolution of plant sexual diversity. Nat Rev Genet 3:274–284

Barrett SCH (2013) The evolution of plant reproductive systems: how often are transitions

irreversible? Proc R Soc B 280:20130913

Barrett SCH, Harder LD (2006) David G. Lloyd and the evolution of floral biology: from natural

history to strategic analysis. In: Harder LD, Barrett SCH (eds) Ecology and evolution of

flowers. Oxford University Press, New York, NY, pp 1–21

Barrett SCH, Hough J (2013) Sexual dimorphism in flowering plants. J Exp Bot 64:67–82

Barrett SCH, Yakimowski SB, Field DL, Pickup M (2010) Ecological genetics of sex ratios in

plant populations. Philos Trans R Soc Lond B Biol Sci 365:2549–2557

Bateman AJ (1948) Intrasexual selection in Drosophila. Heredity 2:349–368

Bawa KS (1980) Evolution of dioecy in flowering plants. Annu Rev Ecol Syst 11:15–39

Bergero R, Charlesworth D (2009) The evolution of restricted recombination in sex chromosomes.

Trends Ecol Evol 24:94–102

Bernasconi G, Antonovics J, Biere A, Charlesworth D, Delph LF, Filatov D, Giraud T, Hood ME,

Marais GAB, McCauley D, Pannell JR, Shykoff JA, Vyskot B, Wolfe LM, Widmer A (2009)

Silene as a model system in ecology and evolution. Heredity 103:5–14

Bertin RI, Newman CN (1993) Dichogamy in angiosperms. Bot Rev 59:112–150

Brunet J, Charlesworth D (1995) Floral sex allocation in sequentially blooming plants. Evolution

49:70–79

Carlsson-Granér U, Elmqvist T, Ågren J, Gardfjell H, Ingvarsson P (1998) Floral sex ratios,

disease and seed set in dioecious Silene dioica. J Ecol 86:79–91
Carroll SB, Delph LF (1996) The effects of gender and plant architecture on allocation to flowers

in dioecious Silene latifolia (Caryophyllaceae). Int J Plant Sci 157:493–500

Carroll SB, Mulcahy DL (1993) Progeny sex ratios in dioecious Silene latifolia (Caryophyllaceae).
Am J Bot 80:551–556

Casimiro-Soriguer I (2015) Sistemas sexuales y polimorfismo de color en Silene: una

aproximaci�on en la secci�on Psammophilae. Ph.D. dissertation, Pablo de Olavide University,

Seville

Casimiro-Soriguer I, Buide ML, Narbona E (2013) The roles of female and hermaphroditic flowers

in the gynodioecious-gynomonoecious Silene littorea: insights into the phenology of sex

expression. Plant Biol 15:941–947

Casimiro-Soriguer I, Buide ML, Narbona E (2015) Diversity of sexual systems within different

lineages of the genus Silene. AoB Plants 7:plv037

Charlesworth D (1999) Theories of the evolution of dioecy. In: Geber MA, Dawson TE, Delph LF

(eds) Gender and sexual dimorphism in flowering plants. Springer, Berlin, pp 33–60

Charlesworth D (2013) Plant sex chromosome evolution. J Exp Bot 64:405–420

Charlesworth B, Charlesworth D (1978) A model for the evolution of dioecy and gynodioecy. Am

Nat 112:975–997

Charlesworth D, Laporte V (1998) The male-sterility polymorphism of Silene vulgaris: analysis of
genetic data from two populations and comparison with Thymus vulgaris. Genetics

150:1267–1282

Cox PA (1981) Niche partitioning between sexes of dioecious plants. Am Nat 117:295–307

Crossman A, Charlesworth D (2014) Breakdown of dioecy: models where males acquire cosexual

functions. Evolution 68:426–440

372 I. Casimiro-Soriguer et al.



Cruden RW, Hermann-Parker SM (1977) Temporal dioecism: an alternative to dioecism. Evolu-

tion 31:863–866

Cruden RW, Lloyd RM (1995) Embryophytes have equivalent sexual phenotypes and breeding

systems: why not a common terminology to describe them? Am J Bot 82:816–825

Darwin C (1877) The different forms of flowers on plants of the same species. John Murray,

London

Davis SL, Delph LF (2005) Prior selfing and gynomonoecy in Silene noctiflora
L. (Caryophyllaceae): opportunities for enhanced outcrossing and reproductive assurance. Int

J Plant Sci 166:475–480

De Jong TJ, Shmida A, Thuijsman F (2008) Sex allocation in plants and the evolution of monoecy.

Evol Ecol Res 10:1087–1109

Delph LF (1999) Sexual dimorphism in life history. In: Geber MA, Dawson TE, Delph LF (eds)

Gender and sexual dimorphism in flowering plants. Springer, Berlin, pp 149–173

Delph LF (2003) Sexual dimorphism in gender plasticity and its consequences for breeding system

evolution. Evol Dev 5:34–39

Delph LF, Carroll SB (2001) Factors affecting relative seed fitness and female frequency in a

gynodioecious species, Silene acaulis. Evol Ecol Res 3:487–505
Delph LF, Herlihy CR (2012) Sexual, fecundity, and viability selection on flower size and number

in a sexually dimorphic plant. Evolution 66:1154–1166

Delph LF, Meagher TR (1995) Sexual dimorphism masks life history trade-offs in the dioecious

plant Silene latifolia. Ecology 76:775–785

Delph LF, Wolf DE (2005) Evolutionary consequences of gender plasticity in genetically dimor-

phic breeding systems. New Phytol 166:119–128

Delph LF, Knapczyk FN, Taylor DR (2002) Among-population variation and correlations in

sexually dimorphic traits of Silene latifolia. J Evol Biol 15:1011–1020
Delph LF, Gehring JL, Frey FM, Arntz M, Levri M (2004) Genetic constraints on floral evolution

in a sexually dimorphic plant revealed by artificial selection. Evolution 58:1936–1946

Delph LF, Gehring JL, Arntz AM, Levri M, Frey FM (2005) Genetic correlations with floral

display lead to sexual dimorphism in the cost of reproduction. Am Nat 166:S31–S41

Desfeux C, Maurice S, Henry JP, Lejeune B, Gouyon PH (1996) Evolution of reproductive

systems in the genus Silene. Proc R Soc Lond 263:409–414

Devlin B, Stephenson AG (1987) Sexual variations among plants of a perfect-flowered species.

Am Nat 130:199–218

Dufay M, Billard E (2012) How much better are females? The occurrence of female advantage, its

proximal causes and its variation within and among gynodioecious species. Ann Bot

109:505–519

Dufay M, Lahiani E, Brachi B (2010) Gender variation and inbreeding depression in

gynodioecious-gynomonoecious Silene nutans (Caryophyllaceae). Int J Plant Sci 171:53–62
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Abstract Freezing in plant xylem is a complex process affecting living and dead

components. This book chapter gives a brief overview of methods for analyzing

freezing dynamics and tissue damage and focuses on the effects of freezing stress in

the xylem symplast and apoplast. Survival strategies, such as supercooling, extra-

cellular freezing, or avoidance of critical bubble formation/expansion in conduits

are discussed, and insights from experimental and field studies available in the

literature summarized. The final part deals with trees at the Alpine timberline,

which are exposed to intense freezing as well as extreme drought stress every

winter. Timberline trees are thus an interesting model system to study combined
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effects of drought and freezing stress in tree xylem and respective avoidance,

tolerance, and repair strategies of plants.

1 Introduction

1.1 Relevance of Ice Formation in Xylem

The life-form “tree” is based on the formation of wood. Wood, i.e., secondary

xylem, fulfills hydraulic, mechanical, as well as storage function and thus is a

prerequisite to form high trunks and complex axes systems. The xylem is composed

of several cell types and based on an interplay of living and dead cells. Due to the

upright habit of trees, their (aboveground) axes system is exposed to the atmosphere

and their tissues, including the xylem, influenced by respective temperature condi-

tions (Fig. 1).

Fig. 1 Infrared-thermography of trees near the timberline cooling down in the evening. The

picture was taken around 22 h on November 26, 2014, at 1.800 m in Praxmar, Tyrol. Although it

was a cloudy day with slow temperature decrease after sunset, temperature gradients are visible

within trees, with coldest parts at the tips and (due to snow fields) at lower crown parts. These trees

froze some hours after the picture was taken
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In many regions of the world, plants have to cope with freezing stress. In

temperate regions with subzero temperatures during one season, plants have to

withstand at least one freezing event per year. In most cases, repeated freezing (and

intermediate thawing processes) occurs at the onset of the cold season until

permanent subzero temperatures are reached. Similarly, multiple frost cycles

occur at the end of the cold season. The temperature course in plants and the

extremes reached are influenced by the thermal mass and conductance of tissues,

exposure, insulation, or spectral properties (determining overheating or radiation

cooling). Normally, trees are most affected as they cannot profit from a moderate

microclimate near the ground or protection under snow. In contrast, small plants

may avoid freezing, critically low temperatures, rapid temperature changes, or

frequent freeze–thaw events when protected by a snow cover, by growing in

protected microhabitats or by creating mild microclimatic conditions due to special

growth forms. Many Alpine growth forms, like cushion plants or dwarf shrubs,

follow this strategy (K€orner 2003), while trees are exposed to harsh temperature

conditions. For instance, more than 100 freeze–thaw events per winter were

observed in distal twigs of trees at the Alpine timberline (Mayr et al. 2006b).

In this book chapter, we will deal with timberline trees in the final part (Sect. 5)

after briefly discussing the monitoring of freezing and damage in tree xylem

(Sect. 2) and the effects of freezing in living (Sect. 3) as well as dead components

of the xylem (Sect. 4). Much effort has been made during the last decades to

monitor and analyze freezing in plant tissues and to understand the processes

causing frost damage. Ice in plant tissues has enormous destructive potential, but

plants evolved in an impressive repertoire of strategies to avoid or compensate

damage in their symplastic and apoplastic components.

1.2 Some Physical and Chemical Aspects of Freezing
in Xylem

Freezing is a complex process (Fig. 2) and difficult to analyze in plant xylem. The

freezing temperature depends on the sap composition and solute concentrations as

well as on the availability of structures for ice nucleation. Ice nucleation points may

be bacteria, organic and inorganic debris, or cell wall structures. Ice formation starts

at these nucleation points, where first water molecules arrange in ice lattice. As

described in Sect. 3, the location of ice nucleation is critical and enables one

strategy for plants to avoid freezing damage. When water molecules arrange in

the ice lattice, a structure of increased stability is formed. The resulting latent heat

of 334 J g–1 is released, which can be recorded as an exotherm (Muldrew

et al. 2004). Accordingly, thawing is an endothermal process causing a decrease

in temperature around melting ice crystals.

From the point of ice nucleation, the ice crystal grows by attraction of water

molecules from the surrounding liquid into the ice lattice. This results in a strong
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gradient in water potential (Ψ) toward the ice surface, as the Ψ of ice is temperature

dependent. Following Rajashekar and Burke (1982) and Rajashekar et al. (1983),

the Ψ of ice changes at about 1.16 MPa K�1 decrease in temperature. Thus, the

freezing temperature has a dramatic influence on local Ψ, which may be of special

relevance in plant tissues (Hansen and Beck 1988; Améglio et al. 2001a; Cavender-

Bares 2005; Cavender-Bares et al. 2005). Ice at, e.g., �10 �C, causes a Ψ of less

than �10 MPa, which is much lower than Ψ recorded in most plants even under

extreme drought (e.g., Choat et al. 2012). When structures for an ice nucleation are

lacking (see Sect. 3.2), low temperatures without freezing, and in consequence

without exotherm formation and decreasing Ψ, can be reached (for physics of

supercooled water, see, e.g., Holten et al. 2012). The ice nucleation temperature

decreases with smaller conduits across species (Lintunen et al. 2013), and at a

temperature around �40 �C, water molecules spontaneously turn from liquid to ice

(Fujikawa and Kuroda 2000). Whenever ice formation has started, ice propagates

through plant tissues at rates up to 40 cm s�1, i.e., 1.5 km h�1 (e.g., Pearce and

Fuller 2001; Neuner et al. 2010) depending on temperature, structural traits, and

especially on ice barriers (e.g., Hacker and Neuner 2007; Hacker et al. 2011).

Freezing also causes a ca. 9 % increase in volume as the density of ice is

917 kg m�3 versus 1000 kg m�3 of liquid water (at 0 �C). This causes a local

increase in Ψ, while in parallel the up-concentration of osmolytes in the remaining

sap between ice crystals decreases Ψ (Sevanto et al. 2012).

Fig. 2 Some important chemical and physical processes during freezing of xylem. Formation of

ice (left part of picture) causes a temperature increase (exotherm), which can inhibit subsequent

freezing. Ice formation also leads to an increase in volume which reduces tension in the sap (Psap).

In contrast, the low water potential of ice (Pice) and up-concentration of solutes increase tensions.

Ice formation also leads to gas (air) shifts to the liquid phase and to dehydration of adjacent

parenchyma cells (bottom of figure) and a decrease of the total water potential in the cell (Pcell) as

well as an up-concentration of solutes in the cell therefore decreasing the freezing point. The figure

is based on a SEM cross-sectional image of Picea abies
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Gases are hardly soluble in ice, and thus bubbles are formed during freezing. The

size of bubbles depends on the amount of gas dissolved in the sap and the volume of

freezing sap within a compartment (Ewers 1985; Pittermann and Sperry 2006).

Recent findings indicate that some parts of dissolved gases may be pushed out of

stems during freezing, thus reducing the amount of gases entrapped in ice (Lintunen

et al. 2014). The stability of these bubbles in the liquid water between ice crystals is

determined by their size and Ψ of the sap (Laplace’s law, see Sect. 4) and thus also

by the physicochemical aspects of ice formation described above.

Overall, freezing in xylem is a process not yet fully understood with various,

partly contrary effects: Ice formation causes tension due to the low Ψ of ice, but at

the same time, positive pressure due to the expansion in volume is created.

Appearing bubbles may buffer pressure changes but cause additional effects due

to the surface tension at the air–water interfaces. Several other aspects, such as

mentioned changes in solute concentrations, temperature fluctuations due to

exotherm formation, or water shifts between the symplast and apoplast, further

complicate the process of ice formation. It also has to be considered that this

process occurs in a heterogeneous system of dead and living tissue components

with a mix of various solid, fluid, and gaseous phases. Last but not least, freezing is

followed by thawing, a process with similar complexity and often affecting xylem

in combination with freezing during freeze–thaw cycles.

2 Monitoring of Freezing and Damage

2.1 Detection of Freezing and Ice

Many liquids in plants do not freeze at the melting point of the solid phase (Sakai

and Larcher 1987). Rasmussen and MacKenzie (1972) demonstrated that pure

water supercooled to �38.1 �C provided that no heterogeneous nucleators were

present. In nature, supercooling in plant liquids is usually small in amount and

therefore important only during mild freezes (�3 �C to �8 �C; Levitt 1980). The
ability of the water to remain supercooled varies inversely with the diameter of the

capillary where it occurs. Thus, water is much more likely to supercool in smaller

than in larger cells or large well-filled vessels (Asahina 1956). As we have

described in part in Sect. 1.2, crystallization heat causes an exotherm temperature

peak (Muldrew et al. 2004), whereby in most cases water crystallizes around a

nucleus, which is often located in the apoplast. Latent heat released by the crystal-

lization of extracellular water can be recorded as a high-temperature exotherm

(HTE; see Fig. 3). When the temperature further decreases, a second exotherm

corresponding to intracellular ice nucleation appears (low-temperature exotherm,

LTE).

Accordingly, important information about freezing in plants is based on

exotherm detection (Kuroda et al. 1999; Pearce 2001), e.g., via differential thermal
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Fig. 3 Effects of one freeze–thaw cycle between 5 �C and �40 �C in walnut twigs. (a) Typical

thermocouple record of temperature from twigs. Differential temperature between fresh walnut

twigs and similar dried twigs (bold line) and air temperature in the temperature control chamber

(thin line). (b) Differential temperature between fresh walnut twigs and similar dried twigs during

cooling to �40 �C. (c) Heat fluxes measurement on walnut xylem with a differential scanning

calorimeter during cooling to �40 �C. HTE high-temperature exotherm, LTE low-temperature

exotherm (Améglio and Charrier, unpublished)
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analysis (DTA; Burke et al. 1976; Fujikawa et al. 1994; Pramsohler et al. 2012;

Fig. 3) or via infrared differential thermal analysis (IDTA; Wisniewski et al. 1997).

DTA cannot detect the location of ice nucleation or the path of the initial spread of

ice, while IDTA gives a real-time image of the temperature at the plant surface, thus

revealing the location at which ice first forms and showing the route and rate of ice

growth through the plant (Wisniewski et al. 1997; Hacker and Neuner 2007). In

contrast, time–domain reflectometry was used to detect ice fractions in stems

(Sparks et al. 2001), and MRI (magnetic resonance imaging; Ishikawa

et al. 2009) has sufficient resolution to identify supercooled water in small organs

or in tissues such as the xylem. More recently, Charrier et al. (2014a) proposed a

new acoustic method to detect freezing events and spatial and temporal dynamics of

freezing in plant stems (see Sect. 2.3).

2.2 Detection of Injury in Living Cells

Due to the importance of frost resistance for winter survival of perennial plants,

there has been considerable interest in developing methods for determining the

level of plant cold hardiness. Most of these methods are based on controlled

freezing tests followed by determination of freezing injuries and recovery by

regrowth tests in spring. However, as exhaustive analyses of cold hardiness in

whole plants were only applied on small specimens and necessitated plenty of

time and large and expensive cooling chambers, simple screening tests have been

developed with exposure of plant parts to controlled freezing (Lindén et al. 2000;

Lindén 2002). Thus, using detached plant parts provides detailed information on the

level of hardiness in different tissues and organs. For example, the measurement of

relative fluorescence (Fv/Fm) was used to estimate the cold hardiness level in leaves

of evergreen species (Boorse et al. 1998), while stem diameter changes enabled to

estimate the cold hardiness level in bark (Améglio et al. 2003). However, possible

artifacts upon excision have to be considered, as the excision zone may be exposed

to most extreme temperatures (direct contact of cold air with the xylem, which is

thermally protected by the bark in natura), and cellular damage may occur due to

cutting.

Other methods assess injury caused by freezing via optical microscopy (Levitt

1980), visual observation (Boorse et al. 1998), or vital dye observation (Sutinen

et al. 1992). In woody species, an estimation of frost hardiness by microscopic

methods was not precise because cell deformation was only observed in the cambial

zone, where cell walls are poorly lignified (see Fig. 4).

Electrolyte leakage is the most common method used for frost hardiness mon-

itoring in different tissues (Griffith and McIntyre 1990; Sutinen et al. 1992; Shirazi

and Fuchigami 1995; Leinonen 1996; Maldonado et al. 1997; Morin et al. 2007;

Poirier et al. 2010; Charra-Vaskou et al. 2012; Charrier and Améglio 2011; Stattin

et al. 2012; Charrier et al. 2013b, 2014b). This was also one of the first applied

methods in cold hardiness research (Dexter et al. 1930, 1932). This test is based on
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the principle that damage to cell membranes results in an enhanced leakage of

electrolytes from the cell. Recording the amount of leakage will thus provide an

estimate of tissue damage. The test is fairly simple and rapid, yields quantitative

data, and requires only small amounts of plant material. However, certain concerns

limit the validity of this technique to determine the temperature at 50 % lethality

(LT50). Hence, several authors proposed to simultaneously use two or more viabil-

ity tests and to combine the results of such tests for an estimation of damage

intensities (Zhang and Willison 1987; Burr et al. 1990; Lindén 2002). In contrast,

the electrolyte leakage method allowed consistent approximations of LT50 in some

species and permitted to assess dynamics of frost hardiness in trees during the entire

winter seasons via identical and, therefore, comparable measurement protocols

(Repo et al. 1990; Charrier and Améglio 2011).

Autumn Winter
+5°C +5°C

a) b)

-10°C -20°C
c) d)

X

P

CZ

Fig. 4 Transverse sections from 1-year-old twigs of a walnut stem (Juglans regia L.) in autumn

(a, c) and in winter (b, d). On all micrographs, the phloem (P) is located on the left, the xylem

(X) is situated on the right, and the cambial zone (CZ) is in the center. In autumn, there are a lot of

starch grains in parenchyma cells contrarily to winter time, where all starch grains have

disappeared. A deformation of cells due to a freeze–thaw cycle was observed only at the cambial

zone level in autumn after one freeze–thaw cycle at �10 �C (c). In winter, the cambial zone

appeared without damage (cold hardy) after one freeze–thaw cycle down to a temperature of

�20 �C (d). Scale bar¼ 20 μm (Poirier, Brunel, and Améglio unpublished)
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2.3 Detection of Damage in the Water Transport System

Hydraulic measurements are important as they allow a direct analysis of effects of

freeze stress on the xylem’s transport function. The water transport system in plants

is composed of dead cells, which form a complex network of tubes interconnected

by the pits (e.g., Tyree et al. 1994; Tyree and Zimmermann 2002; Hacke and Sperry

2001). This network provides the hydraulic transport capacity to supply the distal

leaves with water, and dysfunction of network components reduces transport

capacities. The hydraulic conductivity of stems can readily be analyzed by flow

measurements at a given pressure difference and sample length. The specific

hydraulic conductivity (ks) is related to the xylem cross-sectional area and the

leaf-specific conductivity (kl) to the supplied leaf area (e.g., Zimmermann 1978;

Tyree and Zimmermann 2002). Reduction in conductivity by embolism (see

Sect. 4) can be quantified by the Sperry method (Sperry et al. 1988a), which

compares the conductivity of samples before and after repeated high pressure

flushes (PLC, percent loss of conductivity). There are numerous systems in use

(e.g., Sperry et al. 1988a; Cochard et al. 2000; Vogt 2001; Mayr et al. 2002) both for

measurements of native and experimentally induced embolism.

Imaging techniques also enable the analysis of embolism in xylem samples. For

Cryo-SEM imaging, samples are rapidly frozen in liquid nitrogen. Consequently,

empty conduits can be distinguished from functional conduits (which contained

water before shock freezing and ice afterwards; e.g., Canny 1997; Cochard

et al. 2000, 2004; Mayr et al. 2007). According to Cochard et al. (2000) and Richter

(2001), tension during freezing in liquid nitrogen has to be low enough to avoid

artificial embolism. More recently, X-ray tomography systems were used to image

xylem structures and water content in intact samples or even intact plants (e.g.,

Brodersen et al. 2010, 2013; Strullu-Derrien et al. 2014; Cochard et al. 2015).

Imaging in intact plants is advantageous as possible artifacts due to sample prep-

aration (e.g., Wheeler et al. 2013; Trifil�o et al. 2014; Venturas et al. 2014) can be

avoided. On the other hand, X-rays can damage fine structures and warm hit regions

within the sample, which might limit studies on freezing. From images, the hydrau-

lic conductivity is estimated based on cross-sectional areas of the functional

conduits. It should be mentioned that such assessments cannot account for the pit

resistance in the xylem.

Ultrasonic acoustic emission (UAE) analysis has also been used in studies on

xylem freezing (e.g., Raschi et al. 1989; Kikuta and Richter 2003; Mayr et al. 2007).

Originally, ultrasonic emissions were observed in dehydrating plant stems and used

to monitor the formation of drought-induced embolism. UAE analysis methods

were refined during the last years (e.g., Mayr and Rosner 2011; Wolkerstorfer

et al. 2012; Vergeynst et al. 2015), but the extraction of hydraulically relevant

signals from background noise remains challenging. Accordingly, the meaning of

ultrasonic signals on freezing of xylem is under debate (see Sect. 4). The origin of

UAE on drought as well as freezing are probably cell walls, which are deformed

under tension and relax when tensions are released due to cavitation (e.g., Tyree and
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Sperry 1989; Mayr and Sperry 2010; Charrier et al. 2014a). For a recent review of

hydraulic, imaging, and acoustic methods, see Cochard et al. (2013).

3 Freezing of Living Components

3.1 Cell Damage on Freezing

Following frost, the fate of cells depends on where the formation of ice crystals

takes place (Mazur 1966). Ice formation can be either intracellular, which is fatal

due to the destruction of membranes (e.g., tonoplast) and causes cell death if the

cooling is rapid, or extracellular, which protects the cells, at least temporarily

(Rodrigo 2000). Adaptations that allow plants to survive freezing temperatures

can be classified in two ways: (1) such plants that exhibit deep supercooling

characteristics (Ashworth et al. 1993) and (2) such that exhibits extracellular

freezing (Burke et al. 1976). Due to the formation of extracellular ice, on the

surface of the cell wall, in lumina of nonliving fibers and vessels, or in the

extracellular spaces (Guy 1990), cell dehydration occurs. Liquid water moves out

of the cell (Mazur 1969), and the osmotic concentration inside cells increases, thus

preventing intracellular freezing. The same phenomenon explains why the living

bark of trees shrinks at freezing temperatures (Wiegand 1906; Winget and

Kozlowski 1964): Ice formed between cells attracts water from surrounding cells

and occupies more and more intercellular spaces. The displacement of gases by ice

causes an overall reduction in volume despite the volume increase due to ice

formation. Although this mechanism was reported in the nineteenth century (Hoff-

mann 1857; Sachs 1860; Friedrich 1897), it has received little attention until

recently (Loris et al. 1999; Zweifel and Häsler 2000; Améglio et al. 2001a; Mayr

et al. 2007). The reversible bark shrinkage of mature subalpine conifers (Zweifel

and Häsler 2000) or deciduous angiosperms (Améglio et al. 2001a) represented the

transport of water between bark and wood. Swelling during melting indicated a

backflow of water from the bark to living cells and consecutive refilling of

intercellular spaces with air.

Whenever intracellular ice is formed, it can be detected by an LTE (see

Sect. 2.1). LTE differs across species in relation to their geographic origin (Burke

et al. 1976; Kaku and Iwaya 1979) and season (Pramsohler and Neuner 2013).

Intracellular ice induces low Ψ at the ice–water interface, which interferes with

molecular bonds (hydrogen, van der Waals, and hydrophobic bonds), leading to

macromolecule denaturation (enzyme and structural protein) or membrane disrup-

tion (Uemura et al. 2006; Ruelland et al. 2009). Under natural conditions, intracel-

lular ice formation leads to the death of the cell (Wolfe and Bryant 2001; Gusta

et al. 2004; Muldrew et al. 2004).

390 S. Mayr and T. Améglio



3.2 Survival Strategies

As we have seen in Sect. 2.1, the first case of frost avoidance in natura is based on

supercooling of water and only observed in mild freezes (�3 �C to �8 �C; Levitt
1980). A few extreme cases have been reported for buds of some deciduous trees

(Wiegand 1906; Pramsohler and Neuner 2013). Ice formation can also be avoided

by the use of antinucleators, such as antifreeze proteins (Pearce 2001), which allow

supercooling of the sap. Moreover, structural or thermal ice barriers can block ice

propagation within sensitive tissues at different periods (e.g., buds in winter;

Dereuddre and Gazeau 1992; Hacker et al. 2011; Pramsohler et al. 2012).

Escape strategies by freezing avoidance may be achieved by ecological distri-

bution (i.e., latitude or altitude), topography, and position (e.g., of dormancy buds

belowground/aboveground, under cover/exposed) highlighted by the Raunkiaer

classification (Raunkiaer 1934). Phenological synchronization with environmental

conditions (Fig. 5), such as leaf fall for deciduous and growth cessation for all

species with dormancy periods (Weiser 1970; Lang et al. 1987), is a freezing

DormancyDormancy
Maximum Maximum frostfrost hardinesshardiness

1 Jan

1 Jul

GrowthGrowth
Minimum Minimum frostfrost hardinesshardiness

Budburst
Leaf fall

Chilling
temperatureForcing

temperature

Ecodormancy
Dehardening

Endodormancy
Hardenning

1 Oct1Apr

DormancyDormancy
Maximum Maximum frostfrost hardinesshardiness
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1 Jul

GrowthGrowth
Minimum Minimum frostfrost hardinesshardiness

Budburst
Leaf fall

Chilling
temperatureForcing

temperature

Ecodormancy
Dehardening

Endodormancy
Hardenning

1 Oct1Apr

Fig. 5 Annual cycle of tree development and frost hardiness. Minimum frost hardiness is

observed in the growing season between budburst and leaf fall and highest frost hardiness during

the dormancy period between leaf fall and consecutive budburst (in deciduous trees). This

phenological synchronization with environmental conditions is a mechanism of freezing resistance

(i.e., avoidance of freezing temperature for the most vulnerable tissue to freeze). The dormancy

period is composed of an endodormancy (e.g., suspension of growth in every plant part containing

a meristem) and hardening periods. Chilling temperatures are necessary to release endodormancy

and induce cold hardening. In winter, at maximum frost hardiness, an ecodormancy (e.g., a

dormant state is limited only by environmental factors) and dehardening periods are entered.

Forcing temperatures are then necessary to prepare budburst time and growing season
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avoidance mechanism. Thereby, bud growth is blocked by dormancy status which

is driven by several environmental factors (Perry 1971), i.e., mainly by the short-

ening photoperiod at the end of the summer (Moshkov 1935; Welling et al. 1997) or

cold nights (Irving and Lanphear 1968; Weiser 1970; Aronsson 1975; Heide and

Prestrud 2005). The short-day signal alone is only sufficient to induce a first level of

hardiness (Howell and Weiser 1970; Greer and Warrington 1982), while a combi-

nation with low temperatures is required to reach full hardiness. For instance,

Juglans reaches full hardiness at�6 �C (Améglio et al. 2001b) and Picea sitchensis
at �20 �C (Cannell et al. 1985).

In autumn, endodormancy (the temporary suspension of growth in every plant

part containing a meristem; Lang et al. 1987) can be released by chilling (Wein-

berger 1950; Landsberg 1974; Richardson et al. 1974; Sarvas 1974). The chilling

requirements for endodormancy release prevent trees from initiating growth during

transient warm events and avoid freezing risks in sensitive tissues (e.g., bud,

cambium, and leaves; see Sect. 3.1). Thereafter, the ecodormancy status (a dormant

state that is only limited by environmental factors) takes over the endodormancy

status. The enlargement and the production of new leaves in the bud with increasing

temperatures (“heat requirement”; Lang et al. 1987) and, for some species, the

longer photoperiod (Heide 1993a, 1993b) induce budburst.

Differences in chilling and heat requirements are genetic adaptations to envi-

ronmental conditions. Genotypes with low chilling requirement are able to flush

early in cold environmental conditions although the risk of frost damage is high

(Scorza and Okie 1990). On the other hand, genotypes with a high chilling require-

ment may be exposed to insufficient chilling, which triggers delayed or even erratic

budburst, limiting the length of the photosynthetic period (Dennis 1987, 1994; Topp

et al. 2008). Thus, signals driving dormancy and cold acclimation are identical

(Sakai and Larcher 1987). While endodormancy is occurring during winter, trees

are acclimating; then, as ecodormancy proceeds, they are deacclimating (Campbell

and Sugano 1975; Thomson and Moncrieff 1982). Some authors have studied those

two phenomena and shown co-occurrence (Druart et al. 2007; Welling and Palva

2006; Charrier et al. 2011), enabling parallel modeling of both processes in some

cases (Fuchigami et al. 1982; Leinonen 1996).

In order to limit freezing damage of tissues, freezing tolerance is another

mechanism which is also modulated in an annual cycle. During winter, above-

ground parts of trees develop resistance to freezing temperatures by acclimation

processes (Aronsson 1975; Christersson 1978) via synthesis of cryoprotectant

sugars (Guy et al. 1992; Taji et al. 2002), solutes, or proteins (to inhibit growth

and crystallization of ice that would otherwise be fatal; Xing and Rajashekar 2001)

as well as tissue dehydration (Tanino et al. 1990; Améglio et al. 2002; Gusta

et al. 2004; Charrier et al. 2013b). When environmental conditions are warming,

trees are deacclimating in response to warm temperatures (Kalberer et al. 2006).

Other resistance mechanisms are based on the avoidance of intracellular ice for-

mation. Increase in intracellular osmotic potential is a strategy shared by different

crop genera, such as Juglans (Améglio et al. 2004; Charrier et al. 2013b) or Malus
(Pramsohler and Neuner 2013), and forest genera, such as Quercus, Fagus, or
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Betula (Morin et al. 2007; Charrier et al. 2013a). Osmotic control maintains or

stabilizes intracellular structures by use of osmosis, such as mono- and oligosac-

charides, polyols, amino acids, lipids, and macromolecules like dehydrins (Yoshida

1984; Khanizadeh et al. 1992; Arora and Wisniewski 1996; Arora et al. 1997,

2004). An increase in cell wall thickness (greater stiffness) and in membrane

fluidity at low temperature with unsaturated fatty acids was also observed (Yoshida

and Uemura 1986; Uemura and Steponkus 1994). Cryoprotectant molecules help

cells to withstand dehydration by expelling water from sensitive areas. Peng

et al. (2008) demonstrated that upregulation of aquaporin expression can signifi-

cantly lower frost resistance by increasing cell membrane permeability. In extreme

cell dehydration, remaining water is tightly bound to all structures in a “vitrified

state” (Wolfe and Bryant 2001). Membrane stabilization during freeze-induced

contraction and thaw-induced expansion is a key process in cell survival (Uemura

et al. 2006). The rate of temperature change is therefore critical in damage devel-

opment, as it determines the time slot available for water to cross the plasma

membrane.

4 Freezing of Dead Components

4.1 Damage in the Transport System

Embolism upon freezing stress has been reported from numerous woody species,

both angiosperms and conifers (Table 1). According to the “thaw-expansion

hypothesis” (or “bubble formation hypothesis,” e.g., Sucoff 1969; Ewers 1985;

Lo Gullo and Salleo 1993; Davis et al. 1999; Lemoine et al. 1999; Hacke and Sperry

2001; Sperry and Robson 2001; Pittermann and Sperry 2003, 2006), it is the

combination of freezing and subsequent thawing which ultimately leads to xylem

dysfunction: When the sap freezes, gas bubbles are formed in the conduits because

air is hardly soluble in ice. On thawing, these bubbles will expand when the

negative pressure of the surrounding sap overcomes the bubble-collapsing force

of surface tension. This force is negatively correlated to bubble size (Laplace’s law,
Pittermann and Sperry 2006) so that larger bubbles expand at lower tensions than

small bubbles. Therefore, the risk of embolism increases with the conduit diameter,

since wide elements contain large amounts of dissolved gas, which forms large

bubbles within the ice (e.g., Davis et al. 1999; Sperry and Robson 2001; Pittermann

and Sperry 2003, 2006).

The “thaw-expansion hypothesis” was supported by several studies. Bubbles

within the ice of frozen conduits were demonstrated (Sucoff 1969; Ewers 1985;

Robson et al. 1988), and conduit size was found to be critical for freeze–thaw-

induced embolism. Conifers with small tracheids as well as vessel-less angiosperms

were reported to be hardly susceptible to freeze–thaw-induced embolism (Hammel

1967; Sucoff 1969; Sperry and Sullivan 1992; Sperry et al. 1994; Davis et al. 1999;
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Table 1 Studies on freezing-induced embolism. Studied species, methodical approaches (H,

hydraulic; U, ultrasonic; I, imaging), study type (L, laboratory or experimental study; F, field

observation), and citations are given, respectively

Species Method Study References

Conifers

Abies alba U L Mayr and Zublasing (2010)

Abies grandis H F McCulloh et al. (2011)

Abies lasiocarpa H L Pittermann and Sperry (2003)

Juniperus
communis

U L Mayr and Zublasing (2010)

Juniperus
scopulorum

H L Sperry and Sullivan (1992), Pittermann and Sperry

(2006), Willson and Jackson (2006)

Juniperus
deppeana

H L Willson and Jackson (2006)

Juniperus
monosperma

H L Willson and Jackson (2006)

Juniperus
osteosperma

H L Willson and Jackson (2006)

Larix decidua U L Mayr and Zublasing (2010)

Larix laricina H F Sperry et al. (1994)

Larix lyallii H F Sparks and Black (2000)

Picea abies H, U, I L, F Mayr et al. (2002, 2003a, b, 2007), Mayr and Zublasing

(2010)

Picea glauca H F Sperry et al. (1994)

Pinus albicaulis H F Sparks and Black (2000)

Pinus cembra H L, F Mayr et al. (2003a, b), Mayr and Zublasing (2010)

Pinus contorta H,U L, F Sparks et al. (2001), Pittermann and Sperry (2006), Mayr

and Sperry (2010)

Pinus edulis U L Weiser and Wallner (1988)

Pinus mugo U L Mayr and Zublasing (2010)

Pinus ponderosa

Pinus sylvestris H, U L, F Mayr and Zublasing (2010), Charrier et al. (2013a)

Pseudotsuga
menziesii

H F McCulloh et al. (2011)

Thuja plicata H F McCulloh et al. (2011)

Tsuga
heterophylla

H F McCulloh et al. (2011)

Angiosperms, ring porous

Fraxinus
americana

U L Weiser and Wallner (1988)

Fraxinus
pennsylvanica

U L Weiser and Wallner (1988)

Quercus alba H L, F Cochard and Tyree (1990)

Quercus gambelii H L, F Sperry and Sullivan (1992), Sperry et al. (1994)

Quercus robur H F Charrier et al. (2013a, b)

Quercus rubra H L, F Cochard and Tyree (1990)

(continued)
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Table 1 (continued)

Species Method Study References

Angiosperms, diffuse porous

Acacia
obtusifolia

H L Choat et al. (2011)

Acer
pseudoplatanus

H F Charrier et al. (2013a, b)

Acer saccharum H, I L, F Sperry et al. (1988b)

Allocasuarina
littoralis

H L Choat et al. (2011)

Alnus cordata H F Charrier et al. (2013a, b)

Alnus crispa H F Sperry et al. (1994)

Alnus incana H F Sperry et al. (1994)

Atherosperma
moschatum

H F Feild and Brodribb (2001)

Avicennia
germinans

H L, F Stuart et al. (2007)

Banksia ericifolia H L Choat et al. (2011)

Banksia
spinulosa

H L Choat et al. (2011)

Betula
alleghaniensis

H L Zhu et al. (2001)

Betula
occidentalis

H L, F Sperry and Sullivan (1992), Sperry et al. (1994), Davis

et al. (1999)

Betula papyrifera H F Sperry et al. (1994)

Betula pendula H, U L, F Charrier et al. (2013a, b, 2014a, b)

Betula
platyphylla

I F Utsumi et al. (1998)

Canella
winterana

H L Feild et al. (2002)

Ceanothus
megacarpus

H L Langan et al. (1997)

Cornus sericea H L Davis et al. (1999)

Corylus avellana H, U L, F Charrier et al. (2013a, b, 2014a, b)

Crataegus
monogyna

H, U L Charrier et al. (2014a, b)

Elaeagnus
angustifolia

H L Davis et al. (1999)

Eucalyptus
burgessiana

H L Choat et al. (2011)

Eucalyptus
cinerea

U L Raschi et al. (1989)

Eucalyptus
coccifera

H F Feild and Brodribb (2001)

(continued)
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Table 1 (continued)

Species Method Study References

Eucalyptus
pauciflora

I L Ball et al. (2006)

Eucalyptus
sieberi

H L Choat et al. (2011)

Euonymus
kiautschovicus

H L Davis et al. (1999)

Euonymus
latifolius

U L Kikuta and Richter (2003)

Fagus sylvatica H, U L, F Lemoine et al. (1999), Charrier et al. (2013a, b, 2014a, b)

Hedera helix H L Davis et al. (1999)

Larrea tridentata H L, F Pockman and Sperry (1997), Martinez-Vilalta and

Pockman (2002)

Juglans regia H, U L, F Améglio et al. (1995, 2002), Kikuta and Richter (2003),

Charrier et al. (2014a, b)

Juglans regia x
nigra

H F Charrier et al. (2013a, b)

Leptospermum
rupestre

H F Feild and Brodribb (2001)

Malus sp. U L Weiser and Wallner (1988)

Nothofagus
cunninghamii

H F Feild and Brodribb (2001)

Nothofagus
gunnii

H F Feild and Brodribb (2001)

Orites revoluta H F Feild and Brodribb (2001)

Ozothamnus
rodwayi

H F Feild and Brodribb (2001)

Petrophile
pulchella

H L Choat et al. (2011)

Populus
balsamifera

H F Sperry et al. (1994)

Populus
canadensis

H L, F Just and Sauter (1991)

Populus
tremuloides

H L, F Sperry and Sullivan (1992), Sperry et al. (1994)

Prunus cerasifera H, U L, F Charrier et al. (2013a, b, 2014a, b)

Prunus cerasus H, U L Charrier et al. (2014a, b)

Prunus persica H, U L, F Améglio et al. (2002), Charrier et al. (2014a, b)

Pyrus communis U L Weiser and Wallner (1988)

Quercus gambelii H L Davis et al. (1999)

Quercus ilex H, U L, F Lo Gullo and Salleo (1993), Nardini et al. (2000)

Rhizophora
mangle

H L, F Stuart et al. (2007)

Rhizophora
stylosa

H L, F Stuart et al. (2007)

(continued)
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Feild and Brodribb 2001; Feild et al. 2002), while ring-porous species showed

extreme vulnerability (Cochard and Tyree 1990; Lo Gullo and Salleo 1993; Sperry

et al. 1994; Nardini et al. 2000). Charrier et al. (2014b) compared ten angiosperms

and observed a positive correlation between the hydraulic diameter and conductiv-

ity losses. It was also demonstrated that freeze–thaw-induced embolism increased

with increasing tension in the xylem sap (Sperry and Sullivan 1992; Langan

et al. 1997; Davis et al. 1999; Sperry and Robson 2001; Mayr et al. 2003a;

Pittermann and Sperry 2006). Even small conduits can embolize when the sap

pressure is negative enough to expand the small bubbles formed (Pittermann and

Sperry 2006). Accordingly, field studies revealed high conductivity losses upon

combinations of drought stress (i.e., high tensions in the xylem sap) and freeze–

thaw stress (e.g., Lemoine et al. 1999; Sparks and Black 2000; Sparks et al. 2001;

Mayr et al. 2002, 2003b). The “thaw-expansion hypothesis” was also confirmed by

a series of centrifuge experiments, which allowed analyzing the role of tension

during the freeze and the thaw. As expected, tension during thawing induced

embolism while tension during freezing had no effect on resulting embolism

(Mayr and Sperry 2010).

In contrast, there are some findings which cannot be explained by this hypoth-

esis: First, in centrifuge experiments (Mayr and Sperry 2010), two freeze–thaw

cycles produced more embolism than one cycle. Similarly, conductivity losses

increased with the number of freeze–thaw events in field studies (Sperry

et al. 1994; Sparks and Black 2000; Sparks et al. 2001; Mayr et al. 2003b) as

well as in experiments (Mayr et al. 2003a, 2007; Mayr and Zublasing 2010). It is

unclear how conduits may escape from embolism during the first frost cycle

although they embolize in consecutive cycles. One explanation might be fatigue

effects as described by Christensen-Dalsgaard and Tyree (2014). Second, a

Table 1 (continued)

Species Method Study References

Rhododendron
maximum

H F Lipp and Nilsen (1997)

Rhus aromatica H L Davis et al. (1999)

Rhus laurina H L Langan et al. (1997)

Richea scoparia H F Feild and Brodribb (2001)

Robinia
pseudoacacia

H F Charrier et al. (2013a, b)

Salix alba H, U L Charrier et al. (2014a, b)

Salix
sachalinensis

I F Utsumi et al. (1998)

Sorbus aucuparia H, U L Charrier et al. (2014a, b)

Zygogynum
balansae

H L Feild et al. (2002)

Zygogynum
pancheri

H L Feild et al. (2002)

Zygogynum
queenslandiana

H L Feild et al. (2002)

Freezing Stress in Tree Xylem 397



Cryo-SEM study on Picea abies revealed that the widest conduits are not consis-

tently the most vulnerable ones (Mayr et al. 2007), and finally, ultrasonic acoustic

emissions were observed on freezing although the “bubble expansion hypothesis”

predicts embolism formation during the thaw. This was found in conifers (Mayr

et al. 2007; Mayr and Zublasing 2010; Mayr and Sperry 2010) and angiosperms

(Weiser and Wallner 1988; Raschi et al. 1989; Kikuta and Richter 2003; Charrier

et al. 2014b). While Pinus contorta samples cooled down to �15 �C and �25 �C
and showed similar loss of conductivity (Mayr and Sperry 2010), Charrier

et al. (2014b) demonstrated a clear correlation between the minimum temperature

and conductivity losses in angiosperms. PLC (see Sect. 2.3) corresponded to

ultrasonic activities, and species with high resistance to drought-induced embolism

exhibited the smallest increase in ultrasonic activity with decreasing temperature.

These findings indicate that “air seeding” (e.g., Tyree and Zimmermann 2002),

which is the process responsible for drought-induced embolism, plays a role also

during freezing. According to Charrier et al. (2014b), low Ψ near the ice front may

cause air seeding from adjacent conduits and induce ultrasonic acoustic emissions

Fig. 6 Proposed mechanism of freeze–thaw-induced embolism according to Charrier

et al. (2014b) visualized on a conifer cross section. During ice formation (A) air bubbles are

formed in the sap as air is hardly soluble in ice. High tensions near the ice front can also induce air

seeding, but bubble enlargement is stopped by the growing ice front (B). On thawing (C), small

bubbles collapse (a), while larger bubbles or coalescing bubbles (b) expand depending on the sap

tension. Air seeding (c) may also lead to embolism (D). The figure is based on a SEM cross-

sectional image of Picea abies
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due to relaxation of cell walls (see Sect. 2.3). Immediately afterwards, the small

bubbles are entrapped in ice until they can coalescence on thawing and lead to

embolism (see Fig. 6).

4.2 Survival Strategies

Many plants escape from freezing stress, e.g., by overwintering under a protective

snow layer. But how can plants avoid freezing-induced embolism when their xylem

is exposed to subzero temperatures?

Evolution of small conduits increased the xylem’s safety to freezing damage. As

described above, narrow (and/or short) conduits contain smaller volumes of

dissolved air so that formed bubbles are smaller, and the risk of bubble expansion

is lower (Pittermann and Sperry 2003). Accordingly, many conifers with small

tracheids are very resistant to freezing-induced embolism (e.g., see Sect. 4.1),

unless their xylem is exposed to high tensions. As a consequence, avoidance of

critical tensions is another important strategy (Pittermann and Sperry 2006). The

latter might be based on efficient stomata closure and cuticular shields, efficient

water uptake, or internal water storage. For instance, frozen xylem sections can

provide large pools of stored water, which release water as soon as the ice melts

(e.g., Mayr and Charra-Vaskou 2007).

According to the findings of Charrier et al. (2014b), the extent of freezing-

induced embolism might be reduced by a high resistance to air seeding and by

avoidance of low minimum temperatures, e.g., via thick bark layers providing

sufficient insulation. Interestingly, while low Ψ increases the risk of freezing-

induced embolism, freezing can also affect the xylem’s resistance to drought-

induced embolism (“frost fatigue,” Christensen-Dalsgaard and Tyree 2013, 2014).

When trees cannot avoid the formation of freezing-induced embolism, the

growth of new xylem may help to overcome transport deficits. Ring-porous species,

which lose most of their sapwood’s conductivity with the first autumn frost, have to

build a new, highly conductive ring of conduits in spring to supply the crown with

water. Embolized vessels are closed by tyloses i.e., an outgrowth of the plasma

membrane of the vessel-associated cells (VACs; Alves et al. 2001) into the lumen

of xylem vessels blocked by embolism (Zimmermann 1983), and heartwood is

formed after some years (Cochard and Tyree 1990). Thus, it is likely that the

presence of air in the vessels due to embolism has a function and is not without

reason with the development of tylosis and ultimately heartwood.

Repair processes are another important possibility to overcome xylem dysfunc-

tion caused by freezing-induced embolism. This might be facilitated by positive

pressure produced in roots (Ewers et al. 2001) and/or stems (e.g., Sperry

et al. 1988b; Améglio and Cruiziat 1992; Améglio et al. 1995, 2001b, 2002,

2004; Hacke and Sauter 1996; Cochard et al. 2001). Stem pressure represents a

particular mechanism where xylem parenchyma cells and VAC (see Alves

et al. 2001, 2004, 2007) interact with vessels to repair embolism (see Figs. 7 and

8) but also to transport sugars over long distance in the absence of transpiration
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(Decourteix et al. 2006; Lacointe et al. 2004; Bonhomme et al. 2010). Repair

processes also occur at negative Ψ as demonstrated by several authors (e.g.,

Zwieniecki and Holbrook 2009; Brodersen et al. 2010; Nardini et al. 2011;

Brodersen and McElrone 2013; Zwieniecki et al. 2013). Most of these studies

refer to refilling after drought-induced embolism, but there are also indications

that some species repair dysfunctional xylem after freeze–thaw stress. For instance,

McCulloh et al. (2011) demonstrated recovery from winter embolism in branches of

Abies grandis, Pseudotsuga menziesii, Thuja plicata, and Tsuga heterophylla, and
Sparks et al. (2001) found recovery from winter embolism in Pinus contorta.
Another remarkable example is conifers growing at the Alpine timberline, which

will be dealt with in the following chapter.

EMBOLISM RECOVERY SYSTEM IN WALNUT TREE BY STEM PRESSURE

EffluxEfflux

InfluxInflux
R

Efflu
x

Influx

Alves et al. (2001)

Alves et al. (2007)

Sakr .
(2003)

Plasma membrane 
H+-ATPase

Vessel-AssociatedCells

Plasma Membrane 
Aquaporins

Stem pressure

Am
(2001, 2004)

Alves et al. (2001, 2004)

EffluxEfflux

InfluxInflux
R

Efflu
x

Efflu
x

Influx
Influx

Sakr et al
(2003)

Xylemsucrose transporterPlasma Membrane 
Aquaporins

Améglioet al. 

Améglioet al. 

(2001, 2004)

Améglio et al. (2008)

Fig. 7 Schematic of embolism recovery system in a Juglans tree by stem pressure. Vessel-

associated cells (VACs) around xylem vessel (V) and connected by plasmodesm with xylem

parenchyma cells (P) are the principal control points for embolism repair. This complex mecha-

nism involves different elements: plasma membrane aquaporins (see Sakr et al. 2003), xylem

sucrose transporter (see Decourteix et al. 2008), plasma membrane H+-ATPase (see Alves

et al. 2001, 2004, 2007), and an induced positive stem pressure in vessels (see Améglio and

Cruiziat 1992; Améglio et al. 1995, 2001b, 2002, 2004). All pictures represented a tissue

localization of the different protein (i.e., immunolocalization of JrSUT1 for xylem sucrose

transporter or immunofluorescence labeling for plasma membrane H+-ATPase). References indi-

cated the original works for these different elements and methods
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5 Timberline: An Example from an Extreme Environment

Trees at the timberline are exposed to harsh conditions unless they are covered by

snow. The access to soil water is blocked completely when the soil or the root

system is frozen. Even when only upper soil layers are frozen, the respective xylem

sections are ice filled and do not allow water transport for months. In parallel,

transpirational forces above the snow cover are high due to overheating of

branches, which is caused by high radiation during (often frequent and long)

sunny winter periods and further amplified by reflection from the snow cover

(Turner 1961; Tranquillini 1979) and cold air, which physically is restricted in

allowing high absolute humidity. Overheating of conifer needles above air temper-

ature can reach more than 20 K in winter (Mayr et al. 2006b), so that evaporative
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Fig. 8 Schematic of sugar fluxes between parenchyma cells and xylem vessels adapted from

Améglio et al. (2004). Vessel-associated cells (VACs) are a control point for sugar fluxes. Efflux of

sucrose from VACs into xylem vessels is considered to be a facilitated diffusive flux, putatively

mediated by a DEPC-sensitive protein, and influx from vessels into VACs is considered to be an

ATPase-dependent active transport. At low temperatures (�2 �C< T< 5 �C), starch is converted

to sucrose. Sucrose accumulates in xylem sap, as a result of facilitated diffusion (efflux) to the

apoplast combined with the absence of influx from vessels into VACs. At low temperature, plasma

membrane H+-ATPase is considered inactive, and sugar influx via H+-sugar symports is blocked.

Under these conditions, sap osmolarity (π) and consequently stem pressure increase (P), allowing
embolism repair. Dashed arrows and minus signs (�) indicate negative regulation. Dotted arrows
and plus sign (+) indicate positive regulation. Question marks indicate putative mechanisms

Freezing Stress in Tree Xylem 401



forces can even be similar to those during summer (Mayr 2007). Deciduous plants

have a reduced transpiring surface during winter and are thus generally less prone to

transpirational water losses. Nevertheless, peridermal transpiration can also lead to

substantial drought stress in some deciduous trees (Richards and Bliss 1986;

Tranquillini and Platter 1983). Evergreen species have to keep stomata closed

during winter and require a cuticular protection, which sufficiently minimizes

water losses as long as water supply is blocked (e.g., Michaelis 1934; Larcher

1972; Tranquillini 1979; Smith et al. 1984). The reduced stomatal conductance

thereby corresponds to a reduced photosynthetic capacity (Bauer et al. 1994). Such

a frost drought was demonstrated to cause high tensions in the xylem of timberline

trees with extreme negative Ψ in late winter (e.g., Mayr et al. 2002, 2003b, 2006a).

Besides drought, low temperature is a main stress for living and dead xylem

tissues during winter. Evergreen trees are exposed to numerous frost cycles during

winter as strong overheating during sunny days and negative net radiation in clear

nights can cause daily frost cycles. During winter season, exposed branches and

their xylem can pass more than 100 freeze–thaw cycles (e.g., Groß et al. 1991; Mayr

et al. 2006b). Temperature fluctuations in plant parts above the snow cover can be

extreme as Mayr et al. (2006b) reported on daily temperature amplitudes of up to

30 K and maximum freezing and thawing rates of 5.4 and 7.0 K h�1 in twigs of

Picea abies.
The combination of drought and freezing stress at the timberline was found to

cause dramatic conductivity losses in some conifers. In branch xylem of Picea
abies, up to 100 % loss of conductivity (PLC; see Sect. 2.3) was observed in late

winter (Mayr et al. 2002, 2003b, 2006a). High embolism rates were also found in

Pinus mugo and Juniperus communis, while other species showed moderate or

hardly embolism (Sparks and Black 2000; Mayr et al. 2006a). This winter embo-

lism results from the combinatorial stress of frost drought (Fig. 9) and multiple

freezing events and occurs nearly each winter (Mayr et al. unpublished data).

Freeze–thaw events in the axes system thereby cause complex and dynamic pat-

terns: Ice in the xylem hydraulically separates axes sections and avoids equilibra-

tion of water potentials. This causes different drought stress intensities, which in

turn influences the vulnerability to freeze–thaw-induced embolism. Due to chang-

ing ice barriers, drought and freeze–thaw stress varies spatially and temporarily

within the tree crown, and refilling (see below) might further complicate this

situation (Mayr and Charra-Vaskou 2007). Like in angiosperms (Charrier

et al. 2014b, see Sect. 4.1), minimum temperatures influence the intensity of

ultrasonic emissions and thus probably the intensity of embolism formation also

in Alpine conifer species (Fig. 10).

But how can trees, which suffer from extreme winter embolism, survive?

Several studies indicated that affected trees refill their xylem in late winter and

spring (Sperry and Sullivan 1992; Sperry et al. 1994; Mayr et al. 2003b), but the

underlying mechanism (e.g., Zwieniecki and Holbrook 2009) is not yet understood.

Katz et al. (1989) and Sparks et al. (2001) suggested water uptake by branches or

leaves. Mayr et al. (2014) demonstrated that this in fact can substantially contribute

to internal water contents. This study also revealed that refilling activities corre-

spond to changes in carbohydrate and aquaporin levels in needles so that an active,
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cellular process seems likely. An uptake of water via needles and corresponding

aquaporin activity in Picea glauca was also described by Laur and Hacke (2014).

Surprisingly, yearly embolism-refilling cycles in timberline trees do not seem to
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cause critical cavitation fatigue (Hacke et al. 2001) in studied conifers (Mayr 2007;

Mayr et al. 2014, but also see Christensen-Dalsgaard and Tyree 2013). It was

suggested that melting snow might be used by refilling timberline conifers to reduce

tensions in the xylem and enable refilling (Mayr et al. 2014).

A recent study of Charrier et al. (2013a) investigated different frost resistance

mechanisms, such as the resistance to winter embolism and frost hardiness of living

cells (LT50; see Sect. 2.2), in 1-year-old branches of 11 European tree species

between leaf fall and budburst. These ecophysiological traits were analyzed

according to the potential altitudinal limit, which is highly related to frost exposure.

Although seasonal frost hardiness and PLC changes were relatively different across

species, maximal PLC observed in winter (PLCMax) was closely correlated to the

potential altitudinal limit of species. Moreover, PLCMax was related to the mean

hydraulic diameter of vessels (indicating embolism sensitivity) and to osmotic

compounds (indicating ability of living cells to refill conducting elements in the

xylem). The physiological and anatomical parameters studied enabled to model the

potential elevational limit of tree species according to their frost resistance

strategies.

According to K€orner (2003, 2012), the formation of tree lines is caused by low

temperature stress and related growth limitations. Growth limitations may also

influence the trees’ ability to avoid or repair embolism. Winter embolism thus is

another temperature-related factor probably modulating the position of timberlines

in temperate regions (but cannot explain timberlines on a global scale). Timberline

trees exposed to winter embolism are an interesting model system to study com-

bined effects of drought and freezing stress on tree xylem. Both stress factors occur

every year, and stress intensities increase with elevation so that pronounced effects

can be observed at the timberline. It also enables insights into avoidance, tolerance,

and repair strategies of plants. The underlying processes of xylem recovery are still

under research, and timberline conifers are one fascinating example for this prob-

ably important survival strategy.

6 Conclusions

The Alpine timberline is only one (although impressive) example of ecosystems,

where freezing stress plays a dominant role for plant life and survival. Countless

studies enabled insights into the complexity of the freezing process and resulting

freezing injury as well as on avoidance and adaptation strategies of plants, but our

knowledge still is far from being complete. Regarding plant xylem, many important

aspects, like the small-scale patterns and dynamics of water potentials during

freezing, the distribution of ice and water phases in tissues after freezing, or the

substantial shifts of water and gases on freezing and thawing, remain to be studied.

Thereby, the interplay between symplastic and apoplastic components within the

xylem deserves closer attention. As demonstrated in this review, plants cope with

freezing stress in both living cells and the apoplastic water transport system based

on the close connection between these components. For instance, frost tolerance is
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enabled by water shifts out of living cells toward apoplastic spaces and refilling of

embolized xylem by water shifts via living cells.

The interplay between apoplast and symplast may also be the base for acclima-

tion processes, which are of especial relevance in the light of expected climate

change. Although temperatures will overall rise, freezing stress may even increase:

Extreme weather events are predicted to occur more frequently and with higher

intensity, which may be of relevance for frost as well as drought periods. Drought

and freezing stress may act in direct combination during winter, while summer

drought may indirectly affect cold acclimation by limited carbohydrate reserves.

Furthermore, higher mean temperatures may lead to phenological shifts and, in

consequence, delayed or insufficient hardening of plant tissues. Xylem tissue,

which is formed over years and contains many dead components, is probably

limited in its short-term acclimation potential and thus very vulnerable. Knowledge

on freezing in plant xylem thus is a prerequisite to understand plant life under

present and future conditions.
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Friedrich J (1897) Über den Einfluss der Witterung auf den Baumzuwachs. Mitt Forstl
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during freezing offer a new perspective on avoidance of winter embolism in trees. Ann Bot.

114:1711–1718. doi:10.1093/aob/mcu190

Lipp CC, Nilsen ET (1997) The impact of subcanopy light environment on the hydraulic

vulnerability of Rhododendron maximum to freeze-thaw cycles and drought. Plant Cell Envi-

ron 20:1264–1272

Lo Gullo MA, Salleo S (1993) Different vulnerabilities of Quercus ilex L. to freeze- and summer

drought-induced xylem embolism: an ecological interpretation. Plant Cell Environ 16:511–519

Loris K, Havranek WM, Wieser G (1999) The ecological significance of thickness changes in

stem, branches and twigs of Pinus cembra L. during winter. Phyton 39:117–122

Maldonado CA, Zuniga GE, Corcuera LJ, Alberdi M (1997) Effect of water stress on frost

resistance of oat leaves. Environ Exp Bot 38:99–107

Martinez-Vilalta J, Pockman W (2002) The vulnerability to freezing-induced xylem cavitation of

Larrea tridentata (Zygophyllaceae) in the Chihuahuan desert. Am J Bot 89:1916–1924

Mayr S (2007) Limits in water relations. In: Wieser G, Tausz M (eds) Trees at their upper limit.

Treelife limitation at the alpine timberline. Springer, Berlin, pp 145–162

Mayr S, Charra-Vaskou K (2007) Winter at the alpine timberline causes complex within-tree

patterns of water potential and embolism in Picea abies. Physiol Plant 131:131–139
Mayr S, Rosner S (2011) Cavitation in dehydrating xylem of Picea abies: energy properties of

ultrasonic emissions reflect tracheid dimensions. Tree Physiol 31:59–67

Mayr S, Sperry JS (2010) Freeze-thaw induced embolism in Pinus contorta: centrifuge experi-

ments validate the “thaw-expansion hypothesis” but conflict with ultrasonic emission data.

New Phytol 185:1016–1024

Mayr S, Zublasing V (2010) Ultrasonic emissions from conifer xylem exposed to repeated

freezing. J Plant Physiol 167:34–40

Mayr S, Wolfschwenger M, Bauer H (2002) Winter-drought induced embolism in Norway spruce

(Picea abies) at the Alpine timberline. Physiol Plant 115:74–80

Mayr S, Gruber A, Bauer H (2003a) Repeated freeze-thaw cycles induce embolism in drought

stressed conifers (Norway spruce, stone pine). Planta 217:436–441

Mayr S, Schwienbacher F, Bauer H (2003b) Winter at the Alpine timberline: why does embolism

occur in Norway spruce but not in stone pine? Plant Physiol 131:780–792

Mayr S, Hacke U, Schmid P, Schwienbacher F, Gruber A (2006a) Frost drought in conifers at the

alpine timberline: xylem dysfunction and adaptations. Ecology 87:3175–3185

Mayr S, Wieser G, Bauer H (2006b) Xylem temperatures during winter in conifers at the alpine

timberline. Agric For Meteorol 137:81–88
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Morin X, Améglio T, Ahas R, Besson C, Lanta V, Lebourgeois F, Miglietta F, Chuine I (2007)

Variation of cold hardiness and carbohydrate content from dormancy induction to budburst

among provenances of three European oak species. Tree Physiol 27:817–825

Moshkov BS (1935) Photoperiodismus und Frosthärte ausdauernder Gewächse. Planta

23:774–803

Muldrew K, Acker JP, Elliott JAW, McGann LE (2004) The water to ice transition: implications

for living cells. In: Fuller BJ, Lane N, Benson EE (eds) Life in the Frozen State. CRC Press,

Boca Raton

Nardini A, Salleo S, LoGullo MA, Pitt F (2000) Different responses to drought and freeze stress of

Quercus ilex L. growing along a latitudinal gradient. Plant Ecol 148:139–147

Nardini A, Lo Gullo MA, Salleo S (2011) Refilling embolized xylem conduits: is it a matter of

phloem unloading? Plant Sci 180:604–611

Neuner G, Xu B, Hacker J (2010) Velocity and pattern of ice propagation and deep supercooling in

woody stems of Castanea sativa, Morus nigra and Quercus robur measured by IDTA. Tree

Physiol 30:1037–1045

Pearce RS (2001) Plant freezing and damage. Ann Bot 87:417–424

Pearce RS, Fuller MP (2001) Freezing of barley studied by infrared video thermography. Plant

Physiol 125:227–240

Peng Y, Arora R, Li G, Wang X, Fessehaie A (2008) Rhododendron catawbiense plasma

membrane intrinsic proteins are aquaporins, and their over-expression compromises constitu-

tive freezing tolerance and cold acclimation ability of transgenic Arabidopsis plants. Plant Cell
Environ 31:1275–1289

Perry TO (1971) Dormancy of trees in winter. Science 171:29–36

Pittermann J, Sperry JS (2003) Tracheid diameter is the key trait determining the extent of

freezing-induced embolism in conifers. Tree Physiol 23:907–914

Pittermann J, Sperry JS (2006) Analysis of freeze–thaw embolism in conifers. The interaction

between cavitation pressure and tracheid size. Plant Physiol 140:374–382

Pockman WT, Sperry JS (1997) Freezing-induced xylem cavitation and the northern limit of

Larrea tridentata. Oecologia 109:19–27
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Abstract Canary Island pine (Pinus canariensis) is an endemic conifer of the

Canary Archipelago where it forms the treeline in Tenerife and La Palma at

2,000–2,100 m a.s.l. Due to climatic and edaphic drought and immature soils, the

treeline in the Canary Islands is 1,000–1,900 m lower than in continental mountains

at similar latitude. This review summarizes the present knowledge on the ecophys-

iology of P. canariensis growing at treeline where the climate is typically semiarid

with high winter precipitation and summer drought. Studies on needle anatomy

together with specific root patterns, allowing to search for water, suggest that

P. canariensis is able to withstand climatic and edaphic drought. At the treeline

in Tenerife, drought relates to the quantity of winter precipitation. Treeline trees are

able to tap water from deep soil water reserves originating from ample winter

precipitation prior to a dry summer. Winter precipitation also influences growth and

determines whether forests at treeline are carbon sinks or carbon sources. Topsoil
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desiccation, however, impedes seedling establishment, a prerequisite for regenera-

tion and potential treeline migration.

1 Introduction

Canary Island pine (Pinus canariensis Chr. Sm. ex DC in Buch) is a paleoendemic

three-needle conifer of the Canary Islands after having a much wider distribution

along the northern Tethys shore in the Tertiary (Page 1974; Klaus 1989). The

closest relative of P. canariensis is the Mediterranean species P. pinea (Liston

et al. 1999). Moreover, phylogenetic studies have demonstrated that P. canariensis
is also closely genetically related to other Mediterranean pines (P. brutia,
P. halepensis, P. pinaster, P. heldreichii) and to P. roxburghii in the Himalayas

(Gernandt et al. 2005). The Canary Archipelago is located in the Atlantic Ocean

100 km southwest of Morocco between 27� 370–29� 250 N and 13� 200–18�

100 W. These oceanic islands are of volcanic origin, dating back as far as to the

pre-Cretaceous era (Danobeita and Canales 2000), without ever having been

connected to continental landmasses. Currently, Canary Island pine forests cover

approximately 760 km2 (Arevalo et al. 2010), which is around 10 % of the total

surface area of the archipelago. The distribution of P. canariensis is limited to the

islands of Tenerife, La Palma, Gran Canaria, El Hierro, and La Gomera. The largest

and most natural stands are found on La Palma and Tenerife (Arevalo et al. 2010).

Canary Island pine forms pure stands under widely different ecological conditions

(Blanco et al. 1989) because of the geographical position of each island (from more

humid western to dryer eastern islands), because of the importance of exposition to

the trade winds in the north-facing slopes that induce changes in humidity, and

because of the huge altitudinal range from near the sea level up to 2,000–2,100 m

a.s.l. (locally 2,400 m; Fernández-Palacios and de Nicolás 1995). At this upper

level, P. canariensis forms the actual treeline in Tenerife and La Palma.

High mountains in remote subtropical and warm temperate oceanic islands differ

from continental mountains in having considerably lower alpine treelines

(Leuschner 1996; Holtmeier 2009). Although mountains in Tenerife and La

Palma rise up to 3,718 m (Pico Teide) and 2,424 m a.s.l. (Roque de los Muchachos)

respectively, the upper treeline is about 1,000 m lower than in the High Atlas of

Morocco (Hermes 1955) and even 1,900 m lower than in the Himalayas of Nepal

(Stainton 1972). This may be attributed to climatic and edaphic drought above the

trade wind inversion and immature soils (Schwarzbach 1964; Leuschner 1996;

Jonsson et al. 2002). Another reason might be human impact (H€ollermann 1978)

as there is evidence that open stands of dwarfed Juniperus cedrus trees had occurred
100–200 m above the present treeline, probably destroyed by the colonizing

Spaniards several hundred years ago (cf. Gieger and Leuschner 2004). Such juniper
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coppices, however, can still be found close to the current treeline in La Palma

(Santos Guerra 1983; K€ohler et al. 2006).
At present, no other tree species can compete with P. canariensis at the semiarid

treeline of the Canary Islands. Therefore, this review highlights the currently

available knowledge on the ecophysiology of P. canariensis growing within the

treeline ecotone. The focus, however, will be on Tenerife only, as most of the work

has been carried out at the treeline of Las Ca~nadas (Teide National Park). After

examining the treeline environment, we will address the physiological performance

of P. canariensis. Finally, water and carbon fluxes as well as tree growth will be

discussed, emphasizing potential impacts of climate change on P. canariensis
forests at its upper distribution limit.

2 Treeline Elevation and Structure

The treeline altitude correlates with the geological age of the bedrock (H€ollermann

1978; Holtmeier 2009). The treeline is highest (2,400 m) on old phonolithical

substrate with advanced soil development on southern slopes of the island, whereas

the treeline is rather low (1,800–2,000 m) on western slopes where lithosols prevail.

On basaltic substrate of intermediate age along the Cordillera Dorsal, the treeline

has a midway position of 2,150–2,250 m a.s.l.

The stands at the treeline are open (<20 % ground cover, H€ollermann 1978;

Srutek et al. 2002). Wind and snow-shaped forms are generally missing, although

some flagged trees occur on exposed ridges near wind gaps (H€ollermann 1978). As

cripple and krummholz-forms are also missing, a rather sharp line of isolated

erected trees with up to 14 m in height (Srutek et al. 2002; Gieger and Leuschner

2004) gives way upslope to an open sclerophyllous scrubland dominated by

Spartocytisus supranubius, Descurainia bourgaeana, Pterocephalus lasiospermus,
and Adenocarpus viscosus (Fernández-Palacios and de Nicolás 1995).

Forest fires are considered to influence the distribution of pine forests in the

Canary Islands (Climent et al. 2004; Otto et al. 2010). However, due to stand

openness, fire does not seem to be a factor controlling treeline in Tenerife

(H€ollermann 1978). Due to overheating during the summer and freezing of the

soil surface during the winter, natural reproduction outside the protective canopy of

the trees is rapidly eliminated (Srutek et al. 2002).

Finally, there is also a cold-induced inverted treeline in the Caldera basin of the

Ca~nadas (H€ollermann 1978). While the Caldera base at 2,000–2,250 m a.s.l. is free

of trees, isolated trees occasionally grow up to higher elevations in the surrounding

rims. Probably this inverted treeline is caused by temperature inversions down to

�16 �C during the winter (Burchard 1929), high insulation, and extreme aridity

during the summer.

Canary Island Pine (Pinus canariensis), an Evergreen Species in a. . . 417



3 Treeline Environment

The main environmental feature at treeline in the Canary Islands arises from the

existence of a quasi-permanent temperature inversion layer associated with the

trade wind regime. Due to this inversion layer, the convective and orographic rise of

humid air masses toward the summits is prevented, thus leading to an accumulation

of clouds below the inversion zone on upwind northern slopes. Below the inversion

layer, pine forests are able to augment their water supply by fog condensation

(Aboal et al. 2000), whereas leeward southern slopes are drier (Fernández-Palacios

and de Nicolás 1995; Del-Arco et al. 2006). At treeline, beyond the influence of the

trade winds, the air becomes dry, giving way to high insolation, especially in

summer. Moreover, in contrast to most continental mountain sites in the temperate

zone, rainfall decreases with altitude above 2,000 m a.s.l. (Del-Arco et al. 2006;

AEMET 2012).

The climate at treeline is typically semiarid Mediterranean with maximum

precipitation during the winter and almost no rain in summer, when temperatures

reach their maximum. Figure 1 provides an example for the seasonal changes in

thermal conditions and precipitation at the treeline of Las Ca~nadas. Due to recent

climate warming (Fig. 2), mean annual air temperature during the last 9 years

(2005–2013) was on average 1.3 �C higher (11.4 �C) as compared to the mean of

the previous 30 years (10.1 �C). In high mountain areas of Tenerife

(2,000–2,400 m a.s.l.), Martin et al. (2012) also observed a statistically significant

(P< 0.05) increase in mean air temperature of 0.31� 0.12 �C/decade since 1970. In
contrast to temperature, total annual precipitation did not change significantly

during the last 39 years and varied between 111 mm in 1998 and 1,165 mm in

2006 (Fig. 2). It is also important to consider that snow may fall occasionally

between October and April. During the winter, night frosts down to �7.3 �C are

common, while during the summer, air temperature can be up to 32.4 �C. Especially
during the arid summer, the insolation is high, so that the Iza~na Observatory at

about 250 m above treeline recorded 3,448.5 sunshine hours per year on average,

the highest sum registered in Spain (http://www.izana.org).

Due to intense solar radiation, the soil surface may heat up to almost 40 �C
during the winter (H€ollermann 1978), whereas in summer, soil surface temperatures

can even reach 70 �C (K€ohler et al. 2006). Annual mean soil temperature at 10 cm

soil depth is around 13.4 �C, with daily mean winter minima falling down to 1.7 �C
and mean maxima rising up to 26.9 �C during the summer (Brito et al. 2013a). As

winter is the rainy season, water potential in the topsoil (down to 30 cm soil depth)

rarely drops to values below �0.02 MPa (approximating soil water contents

>0.3 m3 m�3). During the arid summer, soil water potential remains close to the

wilting point (�1.5 MPa) for 3 months or even longer (H€ollermann 1978; Brito

et al. 2013a).

Up-growing trees at treeline generally experience a cooler climate as compared

to nearby low-stature vegetation. Trees generally operate close to air temperature

(author’s unpublished observations), as their canopy is aerodynamically rougher
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and well coupled to the atmosphere. Generally, daily mean leaf-to-air temperature

differences (Gieger and Leuschner 2004) and daily mean temperature difference

between aboveground woody tissues and the air are rather small (Brito et al. 2010).

However, depending on exposure and position, periods may occur when daytime

stem temperature in fully sunlit parts of the tree crowns can be up to 3.7 �C warmer

than air temperature. Conversely, due to radiative cooling, night-time stem tem-

perature can be up to 4.1 �C lower than air temperature (Brito et al. 2010).

The bedrock is of volcanic origin. As pedogenesis strongly depends on topog-

raphy, and because soil formation is limited due to severe climatic conditions

(Arbelo et al. 2009), the full range of transitions from typical andosols to lithosols

Fig. 1 Climate diagram

Tenerife, treeline El Portillo

(Las Ca~nadas), 2,050 m a.s.l.

Observation period

1975–2013. Compiled after

http://www.iac.es, Brito

et al. (2013a), and

unpublished data

Fig. 2 Mean annual air

temperature (top) and
annual precipitation

(bottom) El Portillo (Las

Ca~nadas), 2,050 m a.s.l.

Observation period

1975–2013. Compiled after

http://www.iac.es, Brito

et al. (2013a), and

unpublished data
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and leptosols can occur (Fernández-Caldas and Guerra 1971). The soils at treeline

are rich in skeletal material and needle litter can accumulate on the soil surface. The

soil texture of the mineral horizon is sandy to sandy clay loam (H€ollermann 1978;

Brito et al. 2013b). The soils are acidic, possess a low cation exchange capacity, and

are poor in organic matter. As low soil temperatures during the winter and soil

drought during the summer (Brito et al. 2014, 2015) inhibit mineralization and

decomposition, nutrients available for plants become immobilized (K€ohler
et al. 2006). The upper mineral horizons have a water holding capacity of around

0.40 m3 m�3 at field capacity (�0.001 MPa) and are very permeable (H€ollermann

1978). Conversely, a pumice cover (H€ollermann 1978) as well as needle litter on

top of the mineral horizon (Brito et al. 2013b) restricts evaporation from deeper soil

layers.

4 Water and Carbon Relations

At treeline in Tenerife, it is the limited soil water availability occurring in the dry

season that enforces plant adaptations enabling plants to survive drought (L€osch
2000; K€orner 2003; Pallardy 2008; Lubczynski 2009). Whole tree acclimation to

drought requires sufficient gas exchange while avoiding hydraulic failure. Adapta-

tion mechanisms are related to a high efficiency of water use during periods of

photosynthetic carbon gain and seasonal variability of tree transpiration. An effi-

cient water use is achieved by morphological features of the foliage, changes in

aboveground carbon allocation between transpiring and conducting tissues, and

alterations in belowground hydraulic properties with respect to root patterns

allowing search for water.

4.1 Tree Characteristics

Canary Island pine needles are generally xeromorphic (Grill et al. 2004). The

stomata are deeply inserted (Jiménez et al. 2000) with an elongated epistomatal

chamber. As these epistomatal chambers are covered with epicuticular waxes

(Zellnig et al. 2002; Stabentheiner et al. 2004), water loss is restricted proportion-

ally more than CO2 gas exchange (Jeffree et al. 1971; Riederer 1989). Furthermore,

Canary Island pine can adapt anatomically to drought through fostering thickness in

needle formation (Grill et al. 2004). Provenances of P. canariensis trees from sites

experiencing prolonged summer drought, such as at treeline, displayed also thicker

needles and thus a higher leaf mass area as compared to provenances originating

from the trade wind zone (L�opez et al. 2013). This genetic differentiation in leaf

mass area was more pronounced in a xeric common garden (P¼ 320 mm year�1) as

compared to a more mesic one in the trade wind zone (P¼ 795 mm year�1).

Moreover, independent of provenance lower leaf-to-sapwood area ratios at the
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branch level have been found in the xeric than in the mesic common garden (L�opez
et al. 2013). The lowered leaf-to-sapwood area ratio at the mesic site resulted from

drought-induced needle loss. Adjustment to dryness by reducing foliage reflects a

well-known regulation of avoiding severe drought stress in semiarid regions (L€osch
2000; K€orner 2003; Pallardy 2008). A reduction in transpiring leaf area per unit of

land area has also been observed at the stand level at treeline in Tenerife when

summer drought was severe (Brito et al. 2014).

Moreover, Canary Island pine populations from xeric environments are less

vulnerable to drought-induced cavitation than those growing at mesic sites. The

phenomenon becomes substantiated as the xylem pressure causing a 50 % loss in

hydraulic conductance (Breda et al. 2006) dropped below �4.6 and �6.1 MPa in

treeline provenances of P. canariensis trees when growing under mesic and xeric

environmental conditions, respectively (L�opez et al. 2009).
In addition, trees also alter the belowground hydraulic properties by modifying

carbon allocation (Steudle 1994; Sperry et al. 1998). In general, P. canariensis
seedlings allocate more dry matter to roots than to needles and shoots when

subjected to drought stress (L�opez et al. 2009). Thus, on the long term, an accli-

mation in the root-to-shoot ratio to soil water deficits may favor drought tolerance

beyond the seedling stage. P. canariensis also adapts to soil drought by differen-

tiation between shallow lateral roots and deep groundwater tapping roots. Deep

roots extending down to 15 m belowground (Luis et al. 2005; Climent et al. 2007)

allow trees to use soil water reserves in deep soil layers when topsoil moisture pools

are exhausted.

4.2 Water Relations

Groundwater reserves originate from cold and wet season rainfall (from previous-

year October into current-year March), which typically provides more than 90 % of

the annual precipitation (Fig. 1). After refilling, surplus of wet season precipitation

in the topsoil not used for evapotranspiration percolates via the macroporosity

pathway (drainage) to deeper soil layers and is available to deep-rooted plants

later during the growing season. Conversely, when October–March rainfall is low

and groundwater reserves are depleted, plants may suffer severe drought stress. As

treeline drought in Tenerife relates to low wet season precipitation, it is not the dry

summer per se that determines the seasonal course of plant water relations (Brito

et al. 2015).

Under non-limiting soil water availability including deep soil water reserves, the

fine-tuned stomatal response to evaporative demand in terms of leaf-to-air mole

fraction difference of water vapor (ΔW ) is mirrored in a close linear relationship

between transpiration and needle water potential. The greater the transpirational

flux, the more the needle water potential is reduced (Fig. 3). On a seasonal time

scale, the response of stomatal aperture primarily depends on soil water availability

and on ΔW. When soil water availability is non-limiting, stomatal conductance for
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water vapor (gs) remains high and is solely dependent on ΔW. During periods of

water shortage gs declines gradually to lower values. Notwithstanding, independent
of soil water availability, gs declines exponentially with increasing ΔW (Fig. 3).

This commonly observed relationship, however, is more pronounced at treeline

than under north-exposed humid forest conditions within the trade wind zone at

1,650 m elevation (Wieser et al. 2002; Peters et al. 2003, 2008). In addition, at

non-limiting water supply, maximum gs increases with elevation (Table 1) as also

observed in temperate zone transect studies (Benecke et al. 1981; K€orner and

Cochrane 1985; Wieser and Havranek 1995). In Tenerife, however, the elevational

gradient in gs becomes reversed during the dry summer (Table 1; Gieger and

Leuschner 2004) when soil water availability is limited at the treeline (Brito

et al. 2014, 2015) while sufficient in the trade wind zone thereunder (Peters

et al. 2008).

Canopy transpiration of a P. canariensis forest at treeline has been studied

during 2 years, differing in hydrological year precipitation. The hydrological year

Fig. 3 (Left) Relationship between transpiration and leaf water potential in P. canariensis at

treeline at non-limiting water supply. (Right) Daily mean stomatal conductance for water vapor

(gs) of the entire Pinus canariensis tree crowns in relation to daily mean leaf/air mole fraction

difference of water vapor (ΔW ) under conditions of non-limiting soil water availability (solid
symbols) and conditions of soil drought (open symbols). Modified after data from Gieger and

Leuschner (2004; left panel) and Brito et al. (2014; right panel)

Table 1 Maximum leaf conductance for water vapor (gmax; mmol m�2 s�1), net photosynthetic

capacity (Amax; μmol m�2 s�1), and instantaneous water-use efficiency (WUE, μmol CO2 mmol�1

H2O), of current-year Pinus canariensis needles at treeline (2,070 m a.s.l.) and in a north-facing

closed P. canariensis forest within the trade wind zone (1,650 m a.s.l.) obtained under conditions

of good water supply and under soil drought

Good water supply Soil drought

Treeline Trade wind zone Treeline Trade wind zone

gmax 370.0� 72.1 296.7� 50.0 95.0� 32.1 158.9� 25.1

Amax 16.48� 1.36 16.49� 0.50 4.83� 0.49 12.44� 0.83

WUE 2.34� 0.31 3.45� 0.50 9.27� 2.85 4.17� 0.50

Data are related to projected needle surface area (After Brito unpublished treeline and Peters

et al. 2008; 1,650 m)
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initiates when rainfall starts to fill up the water reserves in the ground (1st October

of the previous year), continues until the evaporation starts to deplete this stored

water, and carries on until 1st October of the current year, when it starts to replenish

and the cycle begins again. October–March precipitation prior to the dry summer

(affecting accumulated soil water including deep soil water pools available to

plants) was much lower in 2008 than in 2009 (Fig. 4). As a result, in dry 2008,

canopy transpiration was severely reduced during the summer when potential

evapotranspiration (PET) was highest (Fig. 4). Such strong reductions in tree and

canopy transpiration are typical for Mediterranean forest ecosystems when trees

have no access to groundwater (Granier et al. 2007; Infante et al. 2001; Limousin

et al. 2009; Martinez-Vilalta et al. 2003; Reichstein et al. 2002) because the primary

physiological response to soil water limitation is stomatal closure (Fig. 3; Epron

and Dryer 1978; Hinckley et al. 1978; Reich and Hinckley 1989; Borghetti

et al. 1998; Damesin and Rambal 1995). In contrast, during moist 2009, trees

were able to utilize deep moisture pools caused by ample October–March rainfall

(Fig. 4). Hence, the seasonal trends of canopy transpiration and PET resembled with

maxima occurring during the dry summer (Fig. 4) when the topsoil was exhausted

(Brito et al. 2013a, 2015). The accessibility of deep soil moisture pools originating

from ample October to March rainfall prior to a dry summer which are available to

deep-rooted treeline plants in Tenerife is well supported by Spartocytisus
supranubius, a dominant treeline shrub species (Fig. 5). Nevertheless, even when
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respectively. The gray horizontal bars highlight the period of topsoil drought that had lasted from

June throughout September in both years. Modified after data from Brito et al. (2015)
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trees were able to tap water from deep soil layers monthly, mean canopy transpi-

ration amounted only up to 45 % of PET (Brito et al. 2015) indicating an upper limit

of tree water loss, even in moist years.

Total annual canopy transpiration varies between 80 and 168 mm year�1 in dry

and moist years, respectively (Brito et al. 2015). Both values are considerably lower

than the value of 252 mm year�1 obtained for a P. canariensis forest in the trade

wind zone at 1650 m elevation by Luis et al. (2005) and the range reported from

other Mediterranean forest ecosystems (375–860 mm year�1; L€osch 2000). Annual
canopy transpiration at treeline in Tenerife, however, is comparable to levels of

drought-affected P. sylvestris forests in northeast Germany (82–113 mm year�1;

Lüttenschwager et al. 1999) and in a dry valley of Tyrol, Central Alps, Austria

(74–110 mm year�1; Wieser et al. 2014a). Evidently, low annual canopy transpi-

ration relates to extreme climatic and/or soil conditions.

4.3 Carbon Relations

Net photosynthetic capacity (sensu Larcher 2001) of P. canariensis at treeline

resembles that in the trade wind zone when measured under ambient CO2 partial

pressure (Table 1). Stomatal limitation of net photosynthesis occurs under condi-

tions of soil drought and high evaporative demand (Morales et al. 1999; Peters

et al. 2003), which is also evident by enhanced instantaneous water-use efficiency

(WUE) during the dry summer (Table 1). Due to moderate water use (higher WUE)

at treeline as compared to that at lower elevation, the carbon isotope signature

(δ13C) of P. canariensis needles becomes less negative with elevation, increasing

from �24‰ at 1,400 m a.s.l. to �21.0‰ at treeline (2,100 m a.s.l.; Gieger and

Leuschner 2004). Besides decreasing atmospheric CO2 partial pressure with

increasing elevation, the altitude-related increase of δ13C in P. canariensis needles
is associated with such in needle thickness (considered as a morphological feature

of trees from xeric sites; cf. L�opez et al. 2013). Furthermore, dry mass-related foliar
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nitrogen levels of treeline trees are comparable to levels at lower elevation (Gieger

and Leuschner 2004).

At any given temperature, trees at treeline respire at a higher rate

(Brito et al. 2013a) than do trees in the warmer trade wind zone of lower elevation

(Wieser et al. 2009). However, when accounting for the average in situ temperature

prevailing in the local habitat, carbon release from treeline trees matches those of

trees at lower elevation sites. Soil water availability hardly affects respiratory

carbon losses of the foliage and aboveground wood tissues, which contrasts with

net CO2 uptake. Foliar dark respiration and aboveground woody tissue CO2 efflux

of P. canariensis trees at treeline generally follow seasonal trends in temperature

and are highest during the warm and dry summer (Brito et al. 2010, 2013a) as also

observed in the trade wind zone (Wieser et al. 2009). Woody tissue CO2 efflux is

also well synchronized with stem growth and is reduced to the level of maintenance

respiration when stem growth ceases due to limited soil water availability (Brito

et al. 2010). On an annual basis, maintenance respiration accounts for 84 % of total

aboveground CO2 efflux from woody tissues, which is significantly above the range

of 30–60 % reported for conifers by Matyssek and Schulze (1988), Ryan (1990),

Stockfors and Linder (1998), and Havranek and Matyssek (2005). The estimate of

Brito et al. (2010), however, includes an extensively warm and dry period without

growth during more than 100 days, which considerably had reduced year round

growth respiration. Similarly, at the alpine timberline in the Central Austrian Alps,

where stem growth is nil during a 5-month period of dormancy (Gruber et al. 2009),

the contribution of maintenance respiration to total annual aboveground woody

tissue CO2 efflux of Pinus cembra was 73 % (Wieser and Bahn 2004).

Canary Island pine trees at Tenerife treeline show radial stem growth annually of

0.7–7 mm (Jonsson et al. 2002). On an interannual scale ring width closely follows

hydrological year precipitation (Fig. 6), indicating that precipitation and hence soil

water availability is the paramount factor limiting tree growth of P. canariensis at
treeline. Similar findings have also been reported for Pinus hartwegii at the topical
treeline on Colima Volcano, Mexico (Biondi 2001), and for Pinus halepensis subsp.
brutia at a low elevation site in Samos, Greece (Sarris et al. 2013).

Table 2 shows the annual carbon balance of a 50–60-year-old P. canariensis
forest at treeline. Combining annual stem increment data with additive biomass

models (Ruiz-Peinado et al. 2011) yields a net primary production (NPP) of 130 g

carbon m�2 ground surface area year�1 in a dry year (2008) and 294 g carbon m�2

ground surface area year�1 in a moist year (2009), with most of the carbon allocated

into the stem fraction. Annual ecosystem respiration (RE) was 550 g carbon m�2

ground surface area year�1 (average of 2008 and 2009) and comprised the follow-

ing component fluxes: 33 % from the foliage, 10 % from above ground woody

tissue, and 57 % from the soil (Brito et al. 2013a). Interannual differences in

ecosystem respiration and its components were <3 % (Table 2). Table 2 also

underpins the importance of hydrological year precipitation on NPP and hence

also on gross primary production (GPP) as well as net ecosystem production (NEP).

Such data have not been available for treeline-associated forest ecosystems in

semiarid climates, but can be estimated assuming a contribution of root respiration
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to total soil CO2 efflux of 42 %, corresponding to the overall mean found in forests

by Epron (2009). Such a modeling exercise suggests that P. canariensis forests at
treeline in Tenerife are carbon sinks in moist years but may switch to carbon

sources in dry years like 2008 (Table 2) when trees have no access to groundwater

reserves (Brito et al. 2015) so that carbon gain becomes severely limited

Fig. 6 Hydrological year (October–September) precipitation (open bars) and standardized

(5-year running mean) tree ring (TRW) width for P. canariensis at treeline. The dotted line
indicates the average (1977–2008) hydrological year precipitation. Compiled after http://www.

iac.es, Brito et al. (2013a), and unpublished data

Table 2 Net primary production, respiratory fluxes, gross primary production, and net ecosystem

production of a 50–60-year-old Pinus canariensis forest at treeline (2070 m a.s.l.) in a hydrological

dry (2008) and a moist year (2009)

Net production (g carbon m�2 year�1)

Dry year (2008) Moist year (2009)

Net primary productiona 130 294

Foliage 21 51

Branches 5 11

Stems 64 136

Roots 40 96

Ecosystem respirationb 555 554

Foliage 180 185

Above ground woody tissue 53 51

Soil (autotrophic and heterotrophic) 322 308

Total autotrophic respirationc 368 365

Gross primary productionc 498 659

Net ecosystem productionc �57 105
aCalculated from annual stem increment data (Brito et al. 2010) and biomass models (Ruiz-

Peinado et al. 2011); bfrom Brito et al. (2013a). cCalculated by assuming root respiration to be

42 % of total soil respiration (Epron 2009). Note that hydrological year precipitation from October

of the previous year to September of the current year was 216 mm in 2008 and 492 mm in 2009
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(Reichstein et al. 2002). Nevertheless, the NEP of 105 g carbon m�2 ground surface

area year�1 estimated for the moist year 2009 falls within the range of 133� 47 g

carbon m�2 year�1 reported for temperate semiarid forest ecosystems (Luyssaert

et al. 2007).

Another prominent feature of semiarid and Mediterranean-type ecosystems is

the effect of episodic precipitation to soil CO2 efflux during the summer (Rey

et al. 2002; Jarvis et al. 2007). After summer rains, two mechanisms produce

enhanced CO2 efflux rates. One is a rapid CO2 outburst from the soil surface

following immediately after a precipitation pulse due to the physical displacement

of inorganic CO2 by water within the soil air spaces (Huxman et al. 2004). The other

mechanism is an activation of heterotrophic respiration (Birch 1958). The overall

effect of short-term soil CO2 outbursts occurring in response to summer rain

episodes on year round soil CO2 efflux derived for Canary Island pine forests is

<3 % (Wieser et al. 2009; Brito et al. 2013c).

5 Photooxidative Stress and Frost Resistance

Besides summer drought, trees at treeline also experience a combination of high

solar radiation with low temperatures and high ground-level ozone (O3) concentra-

tions as recently reviewed by Jimenez et al. (2005). Such harsh environmental

conditions at treeline also cause photooxidative stress in plants and increase the

formation of reactive oxygen species (ROS) in the cells (Elstner and Osswald 1994;

Polle and Rennenberg 1994). Antioxidant and photoprotective defense systems

counteract adverse ROS action, reduce ROS formation, and enable plants to

withstand a stress-induced imbalance between carbon fixation and light-driven

electron transport in the photosynthetic apparatus, including effects by O3. Bio-

chemical data obtained along an elevational transect from 550 m a.s.l. up to treeline

at 1,950 m a.s.l. (Jimenez et al. 1997, 2005; Tausz et al. 1998) show a tendency of

increasing ascorbate concentrations with elevation in P. canariensis needles, while
contents of glutathione and α-tocopherol do not vary. Chlorophyll contents of

P. canariensis needles decreased significantly with elevation, while the opposite

trend had been observed for the carotenoids/chlorophyll ratio. In addition, the

decline in the α/β-carotene ratio with increasing elevation was accompanied by a

decline in the ratio of violaxanthin versus the sum of carotenoids (violaxanthin,

antheraxanthin, and zeaxanthin) of the xanthophyll cycle.

Presently treeline-associated forests in Tenerife experience O3 episodes of

>75 nl l�1 with annual mean values around 45 nl l�1 (www.izana.org; Guerra

et al. 2004; Oltmans et al. 2006). Such O3 regimes can adversely affect forest trees

(Matyssek and Sandermann 2003; Matyssek et al. 2010), and injury symptoms

observed in P. canariensis forests have been attributed to photooxidative air

pollutants (Arhoun et al. 2000). Then et al. (2009) investigated the effects of O3

on photosynthesis and biochemical parameters of P. canariensis seedlings exposed
to free-air O3 fumigation at Kranzberg Forest, Germany, where ambient O3 levels
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were similar to those at high-elevation forest sites in the Canary Islands. After

95 days of exposure, twice-ambient O3 concentration neither caused any visible

injury nor significantly affected the photosynthetic machinery and antioxidant

levels in fully developed needles of P. canariensis seedlings, the more so, as the

stomatal conductance of the well-watered plants did not restrict O3 uptake at high

risk of O3 injury. Therefore, in the experiment of Then and coworkers, tree

metabolism was challenged more intensely by O3 immediately than to be expected

at natural forest sites in the Canary Islands where stomatal closure during the hot

and dry summer restricts O3 uptake (Wieser et al. 2006).

Freezing stress is another important stress at treeline (K€orner 2012). In 1-year-

old needles of mature Canary Island pine trees at treeline, initial frost damage

(LT10, temperature at 10 % frost damage) occurs at �8 to �9 �C, and the LT50

(temperature at 50 % frost damage) is �10 �C (Peters et al. 1999). This latter

temperature is lower than the reported minimum air temperature of �9.8 �C for the

upper distribution limit of P. canariensis in Tenerife (Iza~na, 2,400 m a.s.l.; http://

www.izana.org). Canary Island pine seedlings and saplings with their juvenile

growth habit (Klaus 1989), however, might be exposed to frost damage during

the winter, as LT10 and LT50 of current-year-needles are only�3.4 �C and�4.7 �C,
respectively (Luis et al. 2007). Nevertheless, even after complete needle loss,

sprouting from resting buds on remaining intact shoots made a regrowth possible.

6 Climate Change Perspectives and Conclusions

The semiarid climate at treeline in the Canary Islands with severe summer drought

and winter frost differs from most alpine environments on continental mountains in

temperate and tropical zonobiomes. Treeline trees show an upright stature, vital

habitus, and are not carbon limited (Gieger and Leuschner 2004). Edaphic and

climatic drought are suggested to be the paramount factors limiting growth of

mature P. canariensis trees at treeline to which this species is well adapted.

Wind-, frost-, and drought-induced tissue losses do not severely reduce tree growth

for trees at treeline (Gieger and Leuschner 2004). Moreover, annual mean air

temperatures at treeline (Figs. 1 and 2) are noticeably higher than the mean air

temperature range of 5.5–7.0 �C suggested to limit growth in continental treelines

worldwide by K€orner (2003, 2012).
However, growth of established trees at treeline may not be as important to

understand the treeline limit in the Canary Islands as understanding limitations to

seedling establishment within the treeline ecotone (c.f. Wieser et al. 2014b, and

further references therein). Seedling establishment is a prerequisite for potential

treeline migration, demanding for clarification (Smith et al. 2003, 2009). Currently

two environmental constraints inhibit the existence of trees above treeline at the

seedling stage (H€ollermann 1978; Srutek et al. 2002). Topsoil desiccation for about

5 months during the dry summer severely impedes seedling establishment. Seedling

establishment also faces frequent night frosts during the winter.
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Future climate change might be of paramount importance for P. canariensis
forests at their upper distribution limit. For the next three decades, climate change

and ecophysiological models for Mediterranean ecosystems predict an increase in

surface air temperature of 1 �C and a decrease in soil water availability of 15–20 %

(Sabaté et al. 2002; IPCC 2013) due to a more than 30 % reduction in precipitation

(Giorgi 2006; Somot et al. 2008). An increase in temperature has been observed at

Canary Islands, and the temperature increase was highest in high mountain areas

above the stratocumulus layer of the trade wind zone (Martin et al. 2012; Luque

et al. 2014). Seasonal precipitation patterns by contrast do not display significant

changes (De Luque 2011; Cropper and Hanna 2014). Climate warming is expected

to increase evapotranspiration and thus making soils dryer. Presently, the topsoil

desiccates completely during the warm summer at treeline (Brito et al. 2013a, 2014,

p. 215) while topsoil water availability is sufficient at lower elevation sites (Peters

et al. 2003, 2008; Luis et al. 2005) where cloud cover is frequent and pine forests

are able to augment their water supply from fog condensation (Aboal et al. 2000).

Under predicted scenarios of increasing aridity, a shift may occur in the contribu-

tion of foliage, stem, and soil CO2 efflux to ecosystem respiration from presently

predominately belowground toward aboveground sources (Brito et al. 2013a).

Thus, it is likely that P. canariensis forests at their upper distribution limit might

be more vulnerable to a future warmer environment as compared to forests at lower

elevation sites.

Future climate change may influence treeline advancement (Holtmeier 2009 and

further references therein). In Tenerife, a potential shift in the treeline may depend

on the future altitude of the trade wind inversion layer. General circulation models

for tropical and subtropical mountain are conflicting in proposing both upward

(Pounds et al. 1999; Still et al. 1999) and downward shifts (Sperling et al. 2004) of

the inversion layer above the trade wind zone where clouds accumulate. Given that

the inversion layer may move upward, dragging more humid air masses in a warmer

atmosphere, the treeline is expected to advance. At a downward shift of the

inversion layer, the treeline may move downward.

In summary, in the semiarid climate at treeline in Tenerife, the timing of the wet

and dry season is the major control of gas exchange. As a result, carbon dioxide and

water vapor fluxes are out of phase with the seasonal patterns in temperate treelines.

In Tenerife, trees at treeline are physiologically active during the winter when soil

water availability is sufficient, while the dry summer severely limits gas exchange.

To survive, P. canariensis has evolved various mechanisms including needle

morphology, anatomy, and physiology as well as root systems to endure climatic

and edaphic drought at treeline.
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Larcher W (2001) Ökophysiologie der Pflanzen: Leben, Leistung und Stressbewältigung der
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