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Preface

The annual International Conference on Web-Based Learning (ICWL) started in Hong
Kong in 2002 and has so far been held in Asia (China, Malaysia, Hong Kong, Taiwan),
Australia, and Europe (Estonia, Germany, Romania, UK). ICWL 2015, the 14th edition
in the series, was organized by Sun Yat-sen University (China) and the Hong Kong
Web Society.

This year’s conference was held in Guangzhou, the third largest Chinese city and the
capital and largest city of Guangdong province in South China, located near Hong
Kong and Macau. In 2012, Guangzhou was identified as a Beta+ World City by the
global city index produced by the GaWC. It owns a large tertiary education complex,
housing ten higher education institutions that educate up to 200,000 students. We
therefore believe the location offered an appropriate educational and technical context
for the ICWL conference.

This year we received 79 submissions from 27 countries worldwide. After a rigorous
double-blind review process, 18 papers were accepted as full papers, yielding an accep-
tance rate of 22.8 %. In addition, two invited papers and seven short papers were accepted.
These contributions covered the latest findings in various areas, such as: collaborative and
peer learning; computer-supported collaborative learning; e-learning platforms and tools;
intelligent tutoring and tools; pedagogical issues and learning analytics; personalized and
adaptive learning; Web 2.0 and social learning environments.

Moreover, ICWL 2015 featured two distinguished keynote presentations and four
workshops, which covered a wide range of active and emerging topics in Web-based
learning, complementing the main conference areas. The good number of workshops
indicated that ICWL is not only a forum for presenting results, but is also the meeting
place for an active community in which new research foci are collectively explored and
brought to a new level of maturity.

We would like to thank the entire Organizing Committee and especially the finance
chair, Dr. Howard Leung, for his tremendous efforts in communicating with the authors
regarding registration matters. We would also like to express our gratitude to the
Program Committee members for their timely and helpful reviews. And last but not
least, we would like to thank all the authors for their contribution in maintaining a
high-quality conference – we count on your continual support for playing a significant
role in the Web-based learning community in the future.

August 2015 Frederick W.B. Li
Mart Laanpere
Ralf Klamma

Jun Zhang
Baltasar Fernández Manjón

Rynson W.H. Lau
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Discovering Commonly Shared Semantic Concepts
of Eligibility Criteria for Learning Clinical Trial Design

Tianyong Hao1, Xieling Chen1, and Guimin Huang2(✉)

1 Guangdong University of Foreign Studies, Guangzhou, China
{haoty,20121003351}@gdufs.edu.cn

2 Guilin University of Electronic Technology, Guilin, China
gmhuang@guet.edu.cn

Abstract. Discovering commonly shared semantic concepts of eligibility
criteria can facilitate hospitals in recruiting appropriate target population and
empower patients with more effective result ranking of concept-based search, as
well as assist researchers in understanding clinical trial design. This study aims
to identify commonly shared semantic concepts of eligibility criteria through the
identification of eligibility criteria concepts for each disease. An automated
approach for extracting semantic concepts from eligibility criteria texts is
proposed. For each disease, commonly shared semantic concepts are determined
for reviewing the commonly shared concepts of clinical trials. Our experiment
dataset are 145,745 clinical trials associated with 5,488 different types of diseases
on ClinicalTrials.gov. 5,508,491 semantic concepts are extracted with 459,936
being unique. We further analyze its application on assisting researchers in
learning disease-specific clinical trial design.

Keywords: Semantic concepts · Eligibility criteria · Learning

1 Introduction

Clinical trials generate the most rigorous evidence regarding the efficacy of medical
interventions in humans [1]. To focus on a specific research question and minimize the
influence of co-variates, clinical trials enroll target populations defined by strict eligi‐
bility criteria. Failure to meet recruitment targets is one of the biggest obstacles in the
conduct of clinical trials [2]. For recruiters, the restrictive nature of eligibility criteria
often makes it difficult to recruit enough subjects to achieve the statistical power needed
for a study. For patients seeking trials, the large number of trials, the complexity of their
eligibility criteria, and the lack of effective search tools make it difficult for them to find
suitable trials. For learners, it is not easy to quickly understand commonly used eligibility
criteria features from a long list of clinical trial texts as reference for learning how a
clinical trial is designed.

In the research of facilitating patients to participate in clinical trials, most available
methods focus on improving trial searches using filters. Several have focused on extracting
concepts from eligibility criteria text and using these as part of the search [3–7]. Though
these methods are helpful in narrowing the search for potential trials, they require users to

© Springer International Publishing Switzerland 2015
F.W.B. Li et al. (Eds.): ICWL 2015, LNCS 9412, pp. 3–13, 2015.
DOI: 10.1007/978-3-319-25515-6_1



come up with effective search criteria, which is a difficult task for non-specialists given the
complexity of eligibility criteria and the specialized nature of medical field. Moreover,
eligibility criteria are usually written as free text and tend to be grammatically and syntac‐
tically complex, making the extraction task difficult. For example, Ross et al. [1] randomly
selected 1,000 eligibility criteria texts from ClinicalTrials.gov and identified 93.2 % of
criteria to be complex. Consequently, learners have difficulties to understand how the
eligibility criteria are designed.

A method that identifies common eligibility criteria semantic concepts for disease-
specific clinical trials can potentially fulfill this need. It would be helpful for both
research scientists and patients seeking trials sharing the same wanted concepts about
the same disease. Moreover, such a method would help with systematic reviews of trials
with similar target population requirements. Starting with a common concept of a
disease, patients can view all trials having the concept so as to view all potentially fit
trials. Starting with commonly used concepts for a disease, learners can explore the
eligibility criteria of trials seeking similar study populations, learning the clinical trial
design. This not only encourages knowledge reuse but also contributes to standardization
of eligibility criteria, both often cited as desired concepts of clinical trial design (e.g.,
CDISC1).

This paper develops an N-gram-based algorithm to extract eligibility criteria
concepts from clinical trials for specific diseases. Based on the algorithm, we focus on
discovering commonly used eligibility criteria semantic concepts for each different
disease. Our experiment dataset are publicly available 145,745 clinical trial texts from
158 counties on ClinicalTrials.gov. Targeting for 5,488 kinds of diseases, our approach
identified 5,508,491 semantic concepts with 459,936 being unique. We analyzed the
unique concepts sharing degree of all the trials for each disease. Finally, the commonly
shared semantic concepts are ranked and compared by diseases to facilitate learners in
the understanding of clinical trial design by providing an overall view of semantic
concept sharing situation by diseases. The experiments demonstrate that our approach
is able to extract commonly shared semantic concepts from large amount of clinical trial
texts effectively.

2 Related Work

Despite the rapid proliferation of tools to assist with trial and participant identification,
trial recruitment remains a major problem and thus is a fertile area for testing new and
innovative methods.

Eligibility criteria data standardization is an essential step for facilitating data sharing
to lead to a stronger evidence base for treatment advances ultimately [8]. Aiming at data
sharing in a standardized manner, Common Data Element (CDE) has been well recog‐
nized for its advantage of helping clinical researchers employ standardized data collec‐
tion techniques when they design and conduct new clinical studies, or more effectively
aggregate information into significant metadata results [9, 10]. CDE is also recognized

1 http://www.cdisc.org/.
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as a trend in encoding medical concepts, e.g., inside eligibility criteria, started with
Gennari’s use of the NCI’s CDEs to serve as a medical terminology for oncology clinical
trial protocols [11]. Later, ASPIRE and caMatch collaborated with CDISC in developing
CDEs for encoding or annotating medical concepts in eligibility criteria. Maas et al. [8]
also conducted their work on coding CDEs for Traumatic Brain Injury into three levels
of detail, i.e., basic, intermediate, and advanced. However, most of the works were based
on domain experts’ manual efforts. As a result, CDE is encouraged for uses in clinical
research, patient registries, and other human subject research to improve opportunities
for comparison and combination of data from multiple studies and with electronic health
records.

However, a great barrier remains in CDE achievement as it heavily relies on domain
experts to define fine-grained elements. The task is time-consuming, costly, and domain-
specific. For example, NINDS [10] launched a CDE project as a long-awaited break‐
through in streamlining trials in 2009 [12, 13]. A group of international experts worked
together by tele-conference meeting and used 12–18 months for a domain CDE list
achievement [14]. We emphasize that domain experts are irreplaceable but automated
extraction can facilitate experts to speed up the process. Automated approach can
provide controllable CDE candidates with detailed evidences that can be used for
supporting experts in quantitative analysis, reducing overall human cost eventually, as
addressed by Luo et al. [15].

To achieve that, in the clinical trial arena, there are some semi- or full-automated
concept mining methods for processing clinical texts. For example, Luo et al. [15]
proposed a human-computer collaborative approach. The work addressed that computer
assisted methods can reduce the workload of human experts, who no longer need to
parse large number of clinical documents manually. A most recent work was an unsu‐
pervised tag mining method developed by Riccardo et al. [16]. This method was an
unsupervised method and it extracted frequent tags from eligibility criteria texts for
automated clinical trial indexing and presented positive impact on clinical trial search.
Through testing on the texts from ClincialTrials.gov, the method was proved to be more
effective by comparing with Unified Medical Language System (UMLS) Metathe‐
saurus2 [17]. It was evaluated on 137,889 clinical trials from ClinicalTrials.gov and
tested the stability of extracted semantic tags. Results were then compared to real patient
prescreening questions with UMLS-only approach to examine the meaningfulness of
the tags. The results showed that the algorithm can automatically mine a controlled
vocabulary of semantic tags and use them to semantically index all the clinical trials. It
also reduced the information overload of clinical trial search engines by indexing all
clinical trial eligibility criteria. However, most temporal information cannot be identi‐
fied, leading to the problem that only small part can be mapped to UMLS thus affecting
frequency ranking and filtering. Moreover, sentence processing including splitting and
cleaning needed to be improved as symbol-based replacement incurred incorrect gram
extractions. Therefore, this motivated us to propose a new semantic concept extraction
algorithm to overcome these shortcomings.

2 http://www.nlm.nih.gov/research/umls/quickstart.html.
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3 The Semantic Concept Extraction Approach

An eligibility criteria semantic concept is defined as an interpretative layer of semantics
over a set of compounds words or phrases, following the notion in [18]. For example,
a compound word “p-450aldo” and a phrase “aldosterone-synthesizing enzyme” can be
interpreted as the same semantic concept “cyp11b2 protein human” with semantic type
as “enzyme”. We use “semantic concept” rather than “concept” based on the consider‐
ation that most of valuable representations are more than expert-defined medical
concepts. For example “proven venom diagnosis”, “medical history of hypersensi‐
tivity”, and “study pharmaceutical preparations”.

A common semantic concept therefore is defined as a frequent semantic concept over
a specified frequency threshold for a specific disease. Our definitions were derived from
our investigation on “common data element candidate” [15], “controlled vocabulary of
frequent tag” [16, 19], “common eligibility tag” [20], and “frequent semantic tags” [21].

To identify commonly used eligibility criteria semantic concepts, it is essential to
extract eligibility criteria concepts for each of clinical trials. To achieve the semantic
concept extraction, we propose an N-gram-based approach by incorporating UMLS.
The approach firstly extracts all eligibility criteria texts from clinical trials on Clini‐
calTrials.gov for specific diseases. By parsing the structured XML texts for each trial
and removing the cases where the eligibility criteria text sections are missing or
contain only the phrase “Please contact site for information”, the eligibility criteria
texts are obtained. The texts are further preprocessed by special non-English symbol

Text preprocessing

N-gram-based 
semantic concept 

extraction

Clean 
sentences

Semantic concepts

UMLS

Eligibility Criteria 
texts

Clincial Trial texts

Fig. 1. The flowchart of semantic concept extraction based on the N-gram-based algorithm from
clinical trial texts.
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replacing, redundant spaces removing, and sentence boundary detecting to obtain
sentences. For each word in a sentence, the validity is checked with punctuation and
stop word list. Valid words are combined in sequence into grams and are further be
standardized through mapping to UMLS. Finally, the grams are checked with
frequency and filtered by C-value to achieve frequent and unique ones. Identified
semantic concepts from UMLS with frequencies are eventually returned as output.
The flowchart of the semantic concept extraction is illustrated in Fig. 1.

For generalization usage, the whole algorithm is designed to contain the following
functions: (1) text preprocessing (text cleaning, special symbol replacing); (2) candi‐
date N-gram generation (sentence splitting, phrase splitting, and word tokeniza‐
tion); (3) N-gram generalization by UMLS mapping (preference semantic rule
filtering); (4) frequent N-gram extraction; (5) C-value filtering (calculating, filtering,
and parameter tuning); and (6) semantic type retrieval. As this paper is neither
intended to compare with baselines methods (the algorithm has better performance
in the comparison with state-of-the-art methods, as shown in our previous work
[21]) nor reviews the sharing in semantic type level (as defined in UMLS) but
focuses on application, the C-value filtering and semantic category retrieval will not
be described.

Given a collection of eligibility criteria texts as input and a set of parameters,
e.g., n-gram maximum length, the algorithm firstly initializes and extracts candidate
n-grams through sentence splitting, phrase splitting, grams generating, stop word
checking, and Treebank tags filtering. Mapping with UMLS, the n-grams are gener‐
alized with identified semantic concepts from UMLS. By checking with a frequency
threshold value, frequent n-grams can be achieved. The n-grams are then calculated
and filtered with C-values, while mapped concepts are returned back with corre‐
sponding semantic types. The algorithm can output semantic concepts, semantic
types, frequent n-grams, matched n-grams (with UMLS), and unmatched n-grams so
that the results can be used for different purposes, e.g., reviewing what kind of
investigators’ words are not formal representations through unmatched n-grams.

In the algorithm, we used NLTK [22] for the sentence splitting and Part-of-Speech
tagging. It can be replaced with commonly used parsers, e.g., Stanford Parser [23].
However, eligibility criteria texts are much different from common text format, e.g.,
news texts. This may cause more errors by directly applying these NLP toolkits. For
example, in sentence splitting of clinical trial “NCT00105716”3, there are diagnosis
codes and ICD 9 codes, e.g., “401.1”. These codes, special non-English symbols, and
numeric values may cause normal NLP toolkits failure. Particularly, there are some
editing problems, e.g., “et al.” since certain eligibility criteria contains informal text.
Our algorithm has designed rules to solve the problems in the preprocessing step
accordingly. For example, check each “.” symbol to judge whether it is inside a
numeric and remove redundant spaces to make sure the symbol is not regarded as
splitters by NLTK.

3 http://clinicaltrials.gov/show/NCT00105716
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4 Experiment and Results

We extracted all 145,745 clinical trials from ClinicalTrials.gov (an official service of
the U.S. National Institutes of Health - NIH) as of 05/17/2013. By filtering trials missing
eligibility criteria text section or containing the phrase “Please contact site for informa‐
tion”, 142,948 trials were retained and used as our valid dataset. We further identified
24 disease categories containing 5,488 sub-diseases in total from NIH. After selecting
diseases containing at least 10 trials, 102,382 unique trials were eventually kept and
used as our experiment dataset.

In the N-gram generation, N is set to be 8 considering the maximum length from
UMLS and calculation efficiency. Therefore, any gram with length shorter than 8 words
is kept as candidate. For example, both “suspected immunosuppressive agents” and
“immunosuppressive agents” are identified as n-gram candidates.

Through pre-processing, 2,770,746 sentences were identified after sentence boun‐
dary identification. From the sentences, 5,508,491 semantic concepts, 459,936 being
unique, were extracted with 38.5 semantic concepts per trial on average. Among the
unique concepts, 160,951 were shared by at least two trials, as shared unique concepts.
We therefore calculated the average unique concepts per sub-disease, average shared
unique concepts per sub-disease, and average percentage of concept sharing, for each
disease. The results for the 24 disease categories are shown as Table 1.

From the result, average semantic concept sharing for the disease categories ranges
from 25.65 % to 37.49 %, indicating the slight difference across different disease catego‐
ries. We further analyzed the semantic concept sharing from two perspectives: (1) the
comparison of the proportion of semantic concept sharing for all the sub-diseases; (2) the
comparison of the proportion of trials with at least 50 % semantic concepts shared. The
first is to view most commonly used semantic concepts across disease and the second is
to view sub-diseases with highest semantic concepts sharing degree. From the results
presented as Fig. 2(a) and (b), “Hypoalbuminemia”, “Hearing loss central”, and “Articu‐
lation disorders” are three most used semantic concepts. “Foot-and-mouth disease”, “Hand
foot and mouth disease”, and “Meningitis haemophius” are three sub-diseases sharing
semantic concepts most. The results indicate these highly shared semantic concepts are
more standard as they were frequently used by different clinical trials. Also, this implies
the design of a new clinical trial for highly ranked diseases can refer to the existing
designs in the same disease as semantic concepts for those diseases were highly shared.

In the application on assisting researchers understand eligibility criteria design, for a
specific disease, our approach enables learners to automatically obtain commonly shared
semantic concepts from all existing clinical trials in the disease. The concepts can poten‐
tial help learners in the following three aspects: (1) By reviewing the commonly shared
concepts, learners may more systematically understand what types of eligibility criteria
should be defined in order to ensure that the clinical trial design covers all required pheno‐
types; (2) Starting with a commonly shared concept for the disease, learners can explore
the relevant eligibility criteria to study how target patient population requirements are
defined; and (3) Regarding the commonly used concepts as more standard terms, leaners
can study formal eligibility criteria feature representation and use the standard terms in
future clinical trial design. Our approach further presents a trial - concept network showing
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Table 1. The extracted semantic concepts for the 24 disease categories.

Disease types # sub-diseases
(trials >= 10)

# trials # average unique
concepts/
sub-disease

# average shared
unique concepts/
sub-disease

Average
concept
sharing %

Bacterial and fungal
diseases

128      24,589 2294.72      778.98 33.95 %

Behaviors and mental
disorders

128 838,578 5623.01 1885.17 33.53 %

Blood and lymph
conditions

151      72,152 6510.70 2320.91 35.65 %

Cancers and other
neoplasms

359 197,425 7156.74 2521.18 35.23 %

Digestive system
diseases

166      84,766 4844.88 1674.35 34.56 %

Diseases and
abnormalities at or
before birth

234      27,384 1675.59      507.28 30.27 %

Ear, nose, and throat
diseases

     58           8,101 2256.14      741.14 32.85 %

Eye diseases 122      17,499 1886.74      647.24 34.30 %

Gland and hormone
related diseases

     95      31,106 3430.56 1146.48 33.42 %

Heart and blood diseases 209      84,848 3938.46 1269.91 32.24 %

Immune system diseases 132      77,950 6389.99 2320.67 36.32 %

Mouth and tooth
diseases

     77           6,400 2281.61      748.18 32.79 %

Muscle, bone, and
cartilage diseases

147      29,368 2771.89      905.82 32.68 %

Nervous system
diseases

396 111,907 3268.74 1049.60 32.11 %

Nutritional and
metabolic diseases

154      63,397 3392.68 1136.06 33.49 %

Occupational diseases           3      89      574.33      147.33 25.65 %

Parasitic diseases      34           3,302 1121.41      420.38 37.49 %

Respiratory tract
(lung and bronchial)
diseases

123      62,520 4856.32 1723.98 35.50 %

Skin and connective
tissue diseases

152      42,476 3335.39 1146.82 34.38 %

Substance related
disorders

     29      62,520 1943.90      627.48 32.28 %

Symptoms and general
pathology

410 132,371 3372.83 1055.10 31.28 %

Urinary tract, sexual
organs, and
pregnancy conditions

184      70,395 3959.46 1322.09 33.39 %

Viral diseases      90      57,242 5405.83 2023.83 37.44 %

Wounds and injuries      94           9,449 1727.13      469.54 27.19 %
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how the clinical trials are connected and how the semantic concepts are shared. Taking
“breast cancer” disease as an example, our approach automatically extracts all the
semantic concepts in eligibility criteria text and generates a connection network for the
disease, shown as Fig. 3. The yellow big nodes are clinical trials and small blue nodes are
shared semantic concepts. The nodes of trials sharing same semantic concepts gather
together. More concepts shared, more centralized of trials in the network. Moreover, it
enables leaners to dynamically drag and drop to view the relations between concepts and
trials and the detailed information as well as the detailed information of the concepts for
helping them understand the commonly used eligibility criteria features in the design of a
clinical trial. The network for “breast cancer” disease can be accessed from http://
www.zhukun.org/haoty/resources.asp?id=network_breast_cancer.

Fig. 2. (a) The ranking of the proportion of semantic concept sharing; (b) The ranking of the
proportion of trials with at least 50 % semantic concepts shared.
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Fig. 3. The trial-concept visualization network help learners in understanding existing clinical
trial design for breast cancer disease.

5 Summary

An automated approach is proposed to extract eligibility criteria semantic concepts from
clinical trial texts for supporting learners in understanding clinical trial design. The
approach identified commonly shared semantic concepts for specific diseases. Based on
the 145,745 clinical trial texts obtained from ClinicalTrials.gov, our approach identified
5,508,491 semantic concepts with 459,936 being unique for 5,488 kinds of diseases. In
the use case, we applied the approach to the semantic concept extraction for “breast
cancer” disease and visualized a trial-concept sharing network for facilitating learners
in understanding the design of clinical trials.

Acknowledgements. This work was supported by National Natural Science Foundation of China
(grant No. 61403088).
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Abstract. In this paper, we share our experience in designing a media computing
course that aims to teach creative media students who had a diverse technical
background. We describe several strategies in the course design and delivery that
is aligned with our discovery enriched curriculum. Firstly, we designed the
learning materials with visual content that is related to students’ real life to stim‐
ulate their interest. Secondly, we catered for students’ diverse background by
designing learning tasks with different levels of difficulty. We also offered
different means of help to the students in case they faced any problems. Our design
of the learning and assessment tasks encouraged students to make self-discovery
and innovation. An empirical study is conducted by analyzing the relationship
between several factors for a selected group of students. The relationship between
the students’ homework grade and their attendance in the laboratory illustrates a
positive trend, showing that students who attended our laboratory more often got
better scores in the homework. Moreover, the relationship between students’
homework grade and their quiz grade also illustrates a positive trend, showing
that the design of our laboratory tasks was well aligned with the quiz assessments
to help students master the concepts in this course such that we can adjust our
focus to put more emphasis on certain topics based on the strength and weakness
demonstrated by the students in the homework.

Keywords: Discovery enriched curriculum · Diverse background · Discovery
and innovation · Experience sharing

1 Introduction

City University of Hong Kong has been adopting a discovery enriched curriculum (DEC)
in developing teaching and learning activities since 2012. With DEC in mind, we would
like our students to be able to make original discovery. The slogan of our university is
Discover&Innovate@CityU® which clearly aligns with our university mission to nurture
and develop the talents of students and to create applicable knowledge in order to support
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social and economic advancement. There are three key aspects that we would like our
students to develop: attitude, ability and accomplishment. Our students have received a
number of awards and generated some intellectual properties as a result of the DEC
introduction (http://www.cityu.edu.hk/provost/dec/DEC_awards.htm).

In this paper, we shared our experience in devising strategies to deliver a discovery
enriched curriculum in a media computing course. This course includes some program‐
ming elements for students to implement some media effects. It was found that a
student’s motivation and willingness to participate in learning activities is a major
determining factor in his/her academic success [1]. As a result, we described how we
designed our learning tasks to stimulate students’ interest to keep them engaged in class.
In fact, Regueras et al. examined students’ motivation in learning programming in a
competitive learning environment [2]. The e-learning communities have explored
different aspects of teaching programming. Vesin et al. modeled the learners with a
programming tutor system [3]. Watson et al. proposed to make use of concept visuali‐
zation together with corrective feedback for students to learn programming in a game-
like setting [4]. Hwang et al. focused on students’ collaborative learning of programming
through a web-based system [5]. Choy et al. proposed an automatic assessment system
for correcting programming assignments [6]. A virtual education system with a lot of
visual content has been implemented to teach C programming [7]. In our previous work
[8], we have shared our experience in teaching webpage programming course by
including a number of interesting demonstration webpages to be shown to the students
in the lectures to ignite students’ passion for knowledge and motivate them to come to
the lectures. In this paper, we shared our experience in teaching another course on media
computing to students with diverse technical background.

This paper is organized as follows. In Sect. 2, we will introduce our course and state
our strategies in designing this course to align with our discovery enriched curriculum.
In Sect. 3, we include an empirical study to analyze different factors in evaluating some
aspects on the design of our course. The conclusion and future work are described in
Sect. 4.

2 Course Design and Delivery

In this paper, we would like to share our experience in designing a course that was taken
by first year students. It is an introduction course about media computing offered by the
Department of Computer Science. On the other hand, this course is offered to our
students studying in creative media so many of them do not have strong technical back‐
ground. It is thus a challenge to design this course to stimulate students’ interest and to
suit students with diverse background such that students are able to implement some
media computing techniques through writing some simple programs. We have devel‐
oped several strategies towards achieving this goal and they are described in the
following subsections.

2.1 Designing Visual Content Related to Real-Life Examples

The course spans a duration of 13 weeks. Every week there are 2 hours of lecture and
2 hours of laboratory. The assessment tasks consisted of 2 individual homework, 1 quiz
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and 1 group project. Most of our course is focused on two media types: image and audio.
We designed the course content to include examples that are closely related to students’
real life in order to provide them better motivation to learn about the subject.

For images, we provided HTML5 code to illustrate image manipulation techniques such
as color-to-gray conversion, brightness adjustment, flipping and rotation, etc. HTML5 was
used because students had already learnt it in the previous semester on web programming.
Many students already had experience with Photoshop to manipulate images. In this course
we would like to show students how some of these functions can be implemented in prac‐
tice. In the first homework, students were asked to implement some image effects. They
were asked to work with the portrait images containing their own faces since nowadays
many students like to take selfies and apply various image effects with their mobile
phones. By asking them to work with their own photos, we would like to motivate students
to work on the homework to implement the image effects by themselves and get more
attached to the interesting results. For example, one of the homework tasks is to identify the
centerline of the face region and then flipping the left part of the face horizontally and
pasting it to the right part of the face to construct a symmetric face as shown in Fig. 1.

Fig. 1. One of the first homework tasks to construct a symmetric face.

For audio, we used Web Audio API to demonstrate the implementation of various
sound effects because it is easy to load an audio file and do some low-level processing
by manipulating individual audio samples. With Web Audio API, some javascript code
was shown to the students to illustrate how simple audio processing can be implemented
such as changing loudness, changing playback speed, fade in/out etc. In one of the labo‐
ratory, the tasks were designed to let students simulate a touch tone keypad. First a
graphical interface of a mobile phone illustrated in Fig. 2 was provided to the students.
They were then guided to implement the touch tone for each key by applying dual-tone
multi-frequency signaling, i.e., generating two sinusoids of specific frequencies corre‐
sponding to each key. In this way, they were able to create the touch tones similar to the
real-life case as if they are pressing a key in their touch tone phone. These touch tones
together with dial tone, ring tone and busy tone are introduced in the laboratory such
that students can implement these familiar sounds on their own.
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Fig. 2. Graphical interface of the second homework to work with touch tones.

2.2 Catering for Students with Diverse Background

As mentioned before, the students in this course were in their first year with diverse
technical background. Prior to entering university, some students already had taken
some courses in multimedia and programming. On the other hand, some students may
have taken information and communication technology while other students had only
taken art subjects without any previous experience on computer related subjects. Given
the diverse background of students, it is a challenge to design the course content
regarding the level of difficulty. If the course content is too difficult, then students with
little technical background would not be able to catch up. On the other hand, if the course
content is too easy, then students with strong technical background would feel too bored.

The laboratory tasks were designed to cater for students with diverse background.
They consist of basic tasks that are relatively easy as well as some more challenging
tasks that are optional. During the laboratory, students were given time to solve each
basic task. The lab tutor would walk through the solution of the basic task with the
students after a while. Students who finished the basic tasks early were asked to carry
on to work on the next tasks and continued to do the optional tasks if they finished all
the basic tasks. In this way, all students can make accomplishments to a level depending
on their abilities. For example, during one of the laboratories, students were asked to
add rectangular borders on an image to create the collage effect. The basic task assumes
that the rectangular borders are upright so that they do not need to consider rotation
(Fig. 3 left) while the optional task asks students to come up with the rotated rectangular
borders which correspond to a much more challenging task (Fig. 3 right).

On the other hand, the homework was designed to be an extension of the laboratory
tasks. As a result, students who had attended the laboratory sessions should be able to
complete the basic tasks of the homework by putting together what they had done from
the laboratory. In other words, the laboratory was a preparation step towards other
assessment tasks such as homework and quiz.
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2.3 Offering Different Means to Help Students

It is inevitable that students may have questions about the course work. As a result, it is
important to provide support to help students in this case. In this course, different means
of help were available to support the students. During the laboratory sessions, the lab
tutor and the teaching assistant would go around the class to check with the students if
they had any problems and answer their questions. Students were asked to form groups
during the laboratory to solve problems and work on the project. The classroom where
the laboratory was held has chairs equipped with wheels that facilitate students moving
them around to form groups quickly. In this setting, students could also get help from
their peers which is preferred by most students. During the classes, the instructor also
kept reminding the students that they could contact him after class in case they had any
questions. The course webpage also includes a discussion board feature where students
could post questions for the instructor to answer. In the second homework, one question
is posed as follows:

Whenever you have problems in your program, you may have asked your class‐
mate(s). In addition to this option, do you know that there are also other options, for
example,

• Check and post your questions on the discussion board in the Canvas course page?
• Ask the instructor/tutor/teaching assistant during or after class?
• Schedule an appointment with the instructor and ask him questions and the instructor

will be very happy to help you?
• Review the related materials from CS1303 which you should have learnt?

The above question aims to remind students about their options for seeking help in
case they face problems in this course.

Fig. 3. Outcome from a basic task (left) and an optional task (right) in one laboratory.
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2.4 Encouraging Students to Discover and Innovate

The slogan of our university is to Discover and Innovate, which indicates what we would
like our students to achieve. In the design of this course, students were encouraged to
make discovery on their own and be innovative. Near the end of each laboratory session,
each group was given some time for them to discuss about issues related to what they
had learnt in that class and then they would give a presentation in front of the class.
Students were also asked to provide self-reflections about what they had learnt in each
homework. For the project, each group is required to describe what the group members
have learnt and discovered throughout this project. They were asked to demonstrate their
critical thinking by considering various issues such that what problems or challenges
they had encountered, how they overcame the difficulties, how they made adjustments
and derived the solution, what kind of learning experience they would like to share, etc.
From these self-reflections, students can realize better what they have discovered
through different learning tasks. For example, one student wrote about her discovery
from the first homework: “I think this homework is the advance level of all lab exercise.
I can modify the code which we learned during the lesson. But I try to find another ways
to finish the coding. For example, I use the if-else statement instead of Boolean statement
to show center line.”

Fig. 4. A group project in the form of a webpage demonstrating creativity.

In each homework, students were asked to come up with their own creative effects.
There was a lot of freedom in this task. Some students explored on their own to create
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interesting media effects. Those students could not come up with novel ideas still could
finish this part by putting together the effects that they had learnt in the class. For the
project, each group was asked to include any innovative ideas or creative aspects that
the group has put into this project. In particular, they were asked to state how their work
is different from existing similar webpages/products/platforms and emphasize about the
novel aspects of their work. For example, one project group has come up with a creative
idea and applied the media computing techniques to implement a webpage that lets the
user to have a student card like layout with customized photos and text as illustrated in
Fig. 4.

3 Empirical Study

In the course described in this paper, the students were divided into 7 laboratory sessions
which are co-taught by 3 lab tutors, with the first author being one of them. The first
author has selected two laboratory sessions that were taught by himself for the empirical
study reported here. Altogether there were 53 students in these 2 sessions. As mentioned
previously, these students had diverse technical background as some of them had taken
multimedia and programming subjects before whereas some other students may not have
taken science subjects during their senior secondary school. In this study, we mainly
examine 3 factors: (1) students’ attendance rate during the laboratory sessions; (2) their
homework grade; and (3) their quiz grade.

3.1 Relationship Between Attendance Rate and Homework Grade

Attendance is taken during each laboratory session. In this study we counted how many
times the students were present during Week 4–11 since the laboratory tasks during
these 8 weeks were highly related to the 2 homework. On the other hand, we added the
grades of the 2 homework for each student. We would like to examine the relationship
between these 2 factors in order to determine whether the design of our laboratory tasks
could actually help students complete a higher percentage of the homework and thus
achieve a better grade. The relationship between these 2 factors is plotted and shown in
Fig. 5. In Fig. 5, the x-axis indicates 4 homework grade categories: [0,15], [15-20],
[20,25], [25,30]. Note that each of the two homework carries a maximum of 15 marks
thus the sum of the two homework grade has a maximum of 30. Under each of these
grade categories, we take the average attendance among students from Week 4–11 (thus
a maximum of 8) and show it in the y-axis. It can be observed in Fig. 5 that there is a
clear increasing trend showing a positive correlation between these 2 factors. The result
shows that in general as students attended more laboratory sessions, they had better
performance in their homework. A possible explanation of this trend is that our labora‐
tory task design was effective that it was guiding students to accomplish their homework.
One may also argue that better students may attend the classes more often and they may
do well in the homework simply because they are better students. We agree that this is
true for some students who were already good, on the other hand, we also observed that
many students who attended the classes had weak technical background thus it is still
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beneficial for students to attend the laboratory and get better grade. However, we also
believe that we should not force students’ attendance by imposing any absence penalty.
This is because we believe that although it is important for students to attend classes so
that they can learn better, it is also as important for students to learn to be responsible
for their own choices and actions. This is the attitude that we would like to train our
students in addition to their ability and accomplishment.

Fig. 5. Relationship between students’ homework grade and average attendance during Week
4–11

Fig. 6. Relationship between students’ homework grade and average quiz grade
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3.2 Relationship Between Homework Grade and Quiz Grade

At the end of the semester, the students were given a quiz to test their concepts. The
quiz consists of 60 multiple choice questions and students had 1.5 hours to work on it.
Each question carries 0.5 mark thus the maximum grade of the quiz is 30 marks. The
relationship between the homework grade and the quiz grade is examined to determine
if the homework tasks helped students understand the concepts covered by this course.
The relationship between these 2 factors is shown in Fig. 6. In Fig. 6, the x-axis is the
same as the one in Fig. 5, i.e., the 4 homework grade categories. Under each homework
grade category, the quiz grade for those students is averaged and shown in the y-axis. It
can be observed in Fig. 6 that there is a positive relationship between the homework
grade and the quiz grade, meaning that in general students who got better scores in the
homework also performed better in the quiz. The result illustrates that the design of our
homework tasks was well aligned with the assessment tasks from the quiz. The home‐
work scores can thus be considered as good continuous assessment indicators to predict
the students’ performance at the end of the course such that we can adjust the focus to
put more emphasis on the concepts with which the students are weak. This will help
students accomplish more at the end of the course and enhance their learning experience.

4 Conclusion and Future Work

In this paper, we have shared our experience in designing a media computing course
that aims to teach creative media students who had a diverse technical background. We
have shown several strategies in the course design and delivery that is aligned with our
discovery enriched curriculum. Firstly, we designed the learning materials with visual
content that is related to students’ real-life to stimulate their interest. Secondly, we
catered for students’ diverse background by designing learning tasks with different levels
of difficulty. We also offered different means of help to the students in case they faced
any problems. Our design of the learning and assessment tasks encouraged students to
make self-discovery and innovation. We have made an empirical study by analyzing the
relationship between several factors in a focus group. The relationship between the
students’ homework grade and their attendance in the laboratory illustrates a positive
trend, showing that students who attended our laboratory more often got better scores
in the homework. Moreover, the relationship between students’ homework grade and
their quiz grade also illustrates a positive trend, suggesting that the design of our labo‐
ratory tasks was well aligned with the quiz assessments to help students better master
the concepts in this course. We could thus look at the strength and weakness demon‐
strated by the students in the homework tasks and adjust our subsequent teaching focus
to help students make better accomplishments.

One problem that we observed in teaching this course was that some students did
not want to take this course but felt that they were forced to take it because it is a
compulsory course. As a result, they were not too motivated to learn despite our efforts
in designing this course with a lot of interesting content. In the future, we can work with
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the program leaders to see if we can devise a better way to deliver the message to the
students that this course is a fundamental step in their programme and it is crucial for
students to learn the programming techniques so that they can handle the courses in their
senior years. On the other hand, we will keep an open mind about how to adopt other
strategies in this course and explore other factors to enhance the learning experience of
the students while following a discovery-enriched curriculum.
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Abstract. Educational peer assessment has proven to be a useful approach for
providing students timely feedback and allowing them to help and learn from
each other. Reviewers are often expected both to provide formative feed-
back─textual feedback telling the authors where and how to improve the
artifact─and peer grading at the same time. Formative feedback is important for
the authors because timely and insightful feedback can help them improve their
artifacts, and peer grading is important to the teaching staff, as it provides more
input to help determine final grades. In a large class or MOOC when the help
from teaching staff is limited, formative feedback from their peers is the best
help that the authors may receive. To guarantee the quality of the formative
feedback and reliability of peer grading, instructors should keep on improving
peer-assessment rubrics. In this study we used students’ feedback from the last 3
years in the Expertiza peer-assessment system to analyze the quality of 15
existing rubrics on 61 assignments. A set of patterns on peer-grading reliability
and comment length were found and a set of guidelines are given accordingly.

Keywords: Educational peer-review � Review rubric � Peer assessment

1 Introduction

Providing timely formative and summative feedback on students’ work is crucial to
students’ success in a course. Feedback is traditionally provided by teaching staff alone;
however, it is only with great dedication and conscientiousness that feedback can have
a real impact on students’ learning process [1].

Peer assessment serves as an alternative to feedback from teaching staff, and it has
several well-known advantages: students have better chance to receive timely feedback,
and their understanding levels also improve from giving feedback to their peers [2, 3].
Peer assessment also frees the teaching staff of some of the burden of grading and
giving feedback to the students. The time saved by peer assessment may not be
appealing enough for small or medium-size class settings, but for large classes and
MOOCs, tremendous time can be saved for teaching staff.

One of the daunting aspects of designing a course which supports peer assessment
is to design or find an appropriate assessment rubric. In educational settings, a rubric is
commonly defined as a “document that articulates the expectations for an assignment
by listing the criteria or what counts, and describing levels of quality from excellent to
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poor” [4]. Rubrics are believed to be powerful tools for “evaluating and providing
guidance” [5]. Recent research has also shown that they can help students understand
the goals of assignments [6], provide student authors timely feedback [7] and motivate
students to engage more fully in homework [8].

Instructors typically create their own peer-assessment rubrics. As mentioned above,
these rubrics are frequently used to provide formative and summative assessment.
These qualities of rubrics (e.g. rating reliability and validity, length and tone of
comments) are rarely evaluated in the context where they are used.

To test and improve the quality of peer-assessment rubrics, a iterative process
should be modeled (Fig. 1). The first stage, rubric design, is to create a peer-assessment
rubric with the instructors’ best knowledge and skill. After a new version of the rubric
is ready, an instructor can deploy it to an online learning management system (LMS,
e.g. Expertiza [9], Coursera [10]) and associate it with online assessment tasks. After
one or several task is finished, data collection can be done on both formative and
summative responses. In lexical and data analysis, the students’ responses on each
rubric criteria are analyzed with statistical and natural language processing techniques.
The result can be used by instructors to revise peer-assessment rubrics and the new
versions can be deployed again to the LMS.

The short-term product of this iterative process is a set of empirical guidelines on
creating peer-assessment rubrics. This paper reports on a pilot study that attempts to
“close the circle” and analyze the quality of existing peer-assessment rubrics. We
focused our efforts on finding what types of criteria and rubrics have more
formative-feedback value and higher peer-grading reliability.

In the long-term, we hope to build a predictive model that can be used to predict the
feedback validity, peer-grading reliability and overall quality of a peer-assessment
rubric even before it is used by any students.

Fig. 1. Rubric improvement cycle
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2 Background and Methodology

In this section we provide an overview of our project, including the data set, definitions
of different types of criteria and measures used.

2.1 Class Settings

Our data set is generated by students using Expertiza, which is a web-based system
developed to facilitate peer assessment on student-generated course content [9].

Sixty-one assignments were used in this research. All of them were from the past 3
academic years (fall 2012–spring 2015) in the NC State University College of Engi-
neering. There were 2 main types of assignments: 10 programming assignments and 51
writing assignments. The programming assignments required students to submit their
code; peer assessment focused mainly on functional testing, code review and design
patterns. The writing assignments required students to submit their own writings, which
could be wiki textbook chapters, case analysis essays or design documentations. The
peer assessment tasks for writing assignments focused on a variety of aspects which
could help determine the quality of the artifacts, including originality, structure, use of
language and examples, etc.

There were 592 students who finished these assignments (490 graduates and 102
undergraduates). Students who dropped the courses were excluded from the data set.
According to the syllabi, students were required to do small numbers (for example, 2)
of peer assessments for each assignment; however, students were able to request more
artifacts to review for extra credits. The instructor could also set a maximum number of
peer assessments for each artifact to prevent authors from being overwhelmed by large
numbers of reviews.

When doing each peer assessment, students reviewers filled out a peer-assessment
rubric. Most of the criteria in these rubrics allowed reviewers to give both textual
feedback and Likert-scale scores. Fifteen different peer-assessment rubrics were used in
these assignments. More than 200,000 students’ responses on different criteria were
collected for this research.

2.2 Types of Rubric Criterion

To facilitate later analysis on which kind of criteria are more suitable for educational
peer assessment task, we tagged the peer assessment criteria as one of three types:
true/false criteria, focused criteria and verification criteria.

True/false criteria can simply be answered “yes” or “no”. However, reviewers can
add a text response in Expertiza. Focused criteria are the ones that require the
peer-reviewers to rate and comment on one aspect. The criteria which are not focused
are called broad criteria in this paper. Verification criteria are the ones that require the
peer reviewer to look for specific feature from the artifact and this can be done without
having full understanding of the artifacts. The criteria which are not verification criteria
are called appraisal criteria in this paper. Table 1 gives examples of those criteria.
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2.3 Measures of Criterion and Rubric Quality

When designing a peer assessment task, instructors are primarily concerned with two
issues: validity and reliability.

Validity refers to whether the rubric is measuring what it is supposed to measure. In
the context of student peer assessment, this means whether scores given by student peer
reviewers are consistent with the grades given by the teaching staff, which is often
called “ground truth” [11]. This paper does not consider validity because for part of our
data set, the ground truth data was not available, or staff grading was not done by
exactly following the rubrics.

Intra-rater reliability─the consistency of grading on the same artifact by the same
rater─was not calculated because students cannot review the same artifact twice on
Expertiza. Inter-rater reliability refers to the consistency of grades from different
reviewers on the same artifact. Two categories of inter-rater reliabilities were used in
this paper: agreement and consistency.

Two types of agreements are calculated: exact agreement and adjacent agreement.
Exact agreement is defined as whether a given grade on an artifact on one criterion is
exactly the same as the median on the same artifact on the same criterion. Adjacent
agreement is defined as a grade within a range of [–1, +1] of the median on the same
artifact on the same criterion.

Two types of consistencies were used to measure the grading reliability between
one peer assessment and all the peer assessments on the same artifact (using the
median): Pearson correlation coefficient and Spearman’s Rho.

3 Grading Agreements and Comment Lengths on Each
Criterion Type

In this section we investigated the length of the students’ text comments, and grading
agreement on different types of criteria. We hoped to answer these research questions:

• Do average comment lengths differ between criterion types, or assignment types, or
between levels of students (graduate vs. undergraduate)?

• If so, which criterion types have longer comments, and which types have shorter
comments?

Table 1. Examples of different types of criteria

T/F criteria Focused criteria Verification criteria

● Is the
organization of
page(s) logical?

● Is the problem
relevant to the
material
covered in
class?

● List any sources that
may infringe
copyrights.

● What other sources
or perspectives
might the author
want to consider?

● Can an admin assign admin rights to a
user? Can an admin delete other users and
other admins?

● Does the write-up clearly indicate how to
run the project or the tests?
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• Does the percentage of students grading agreements differ between criterion types,
or assignment types, or between levels of students (graduate vs. undergraduate)?

• If so, which criterion types have higher agreement percentages, and which types
have lower agreement percentages?

3.1 Comment Lengths on Each Criterion Type

We used Student’s t-test to compare the averages of the independent samples of
comment lengths from 3 different criterion types. Our hypotheses are:

H0a: there is no significant difference on the comment length between true/false
criteria and non-true/false criteria.
H1a: there is significant difference on the comment length between true/false criteria
and non-true/false criteria.
H0b, H1b, H0c and H1c are similar hypotheses but for focused criteria and veri-
fication criteria.

We discarded all the empty comments and only used the rest for the tests. From the
data analysis in Table 2, all the p values are smaller than 0.01, which means that the
populations of comment length between each pairs (true/false and non-true/false,
focused and broad, verification and appraisal) were different. Those p-values, together
with the average comment lengths suggested that the true-false criteria, focused criteria
and verification criteria may lead to lower average comment lengths.

We further separated the assignments by student levels (graduate or undergraduate)
and assignment types (writing or programming). Table 3 shows the statistical results.

From the left part of Table 3 we found that for most of the criterion types, the
undergraduate students tended to give more comment than graduate students in most
cases, which indicates that in this sample, the undergraduate students tended to give
more formative feedback. From the right side of Table 3 we found that artifacts in
writing and programming assignments received longer comments on different criterion
types. In writing assignment, true/false criteria, focused criteria tended to receive longer
comments; in programming assignments verification criteria tended to receive longer
comments.

Table 2. Comparison on comment lengths on each criterion type

#
responses

# responses
w/lengths > 0

Avg. comment
length

Standard
deviation

P
value

TF 135763 79945 8.07 11.51 <0.001
Non-TF 64669 22139 9.12 12.26
Focused 146850 70742 7.46 10.65 <0.001
Broad 53582 31342 9.08 12.62
Verification 27505 16641 6.73 10.57 <0.001
Appraisal 172927 85443 8.74 11.92
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3.2 Grading Agreements on Each Criterion Type

We used Student’s t-test to compare the averages of the independent samples of
aggregated grading agreements on each assignment. Our hypotheses are:

H0a: there is no significant difference on the percentages of average adjacent
grading agreement between true/false criteria and non-true/false criteria.
H1a: there is significant difference on the percentages of average adjacent grading
agreement between true/false criteria and non-true/false criteria.
H0b: there is no significant difference on the percentages of average exact grading
agreement between true/false criteria and non-true/false criteria.
H1b: there is significant difference on the percentages of average exact grading
agreement between true/false criteria and non-true/false criteria.

The data analysis in Table 4 shows that there are significant differences between
each pair on both adjacent and exact measures, except for focused and broad criteria on
adjacent agreements. Most of the adjacent agreements are above 90 % and most of the
exact agreements are above 70 %, which means the more than 90 % of the grades given
by student raters on Expertiza were within the –1 to +1 range of the median grades, and
more than 70 % of them gave exactly the same grades as the medians. This is an ideal
result meaning most of the student raters on Expertiza did reliable peer assessments.
The criterion type which had the lowest agreement level was verification criterion,
which was a little surprising. We explored further into the data set and found that
“courteous grading” was the reason: the raters, even found the feature asked for in the
criterion was missing from the artifact, might not give a 0, but more likely to give a 2 or
3 out of 5. This was also the reason that the agreement levels for true/false criteria were
lower than non-true/false criteria.

Table 3. Comparison on comment lengths on each criterion type by assignment types

Stu.
level

Avg. comment
length

P
value

Assgt.
type

Avg. comment
length

P
value

TF Ugrd. 9.56 <0.001 Prgmg. 4.13 <0.001
Grad. 4.77 Writing 6.91

Non-TF Ugrd. N/A N/A Prgmg. 5.26 <0.001
Grad. 4.67 Writing 3.14

Focused Ugrd. 9.64 <0.001 Prgmg. 3.17 <0.001
Grad. 3.80 Writing 6.82

Broad Ugrd. 5.06 <0.001 Prgmg. 5.78 <0.001
Grad. 5.90 Writing 6.12

Verification Ugrd. N/A N/A Prgmg. 4.22 <0.001
Grad. 4.07 Writing 2.44

Appraisal Ugrd. 9.56 <0.001 Prgmg. 4.34 <0.001
Grad. 5.06 Writing 6.83

The reason for the “N/A”s in this table is that there was no non-true/false and verification criteria
used in any peer-assessment rubric in undergraduate assignments.
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We further separated the assignments by student levels (graduate or undergraduate)
and assignment types (writing or programming). Table 5 shows the results.

From Table 5 we found that the grading agreement (both adjacent and exact)
between undergraduates and graduates was not significantly different for most criterion
types. We also found that for all criterion types, the agreements on writing assignments
were higher than programming assignment.

4 Which Factors Can Influence Average Grading Reliability

We used the Pearson correlation coefficient and Spearman’s Rho as measurements of
peer-grading reliability between each rater’s grade and the median grade on the same
artifact. We further aggregated the reliability on each reviewer on the same artifact and
got the overall peer-grading reliability on each assignment. The distributions of Pearson
correlation coefficient and Spearman’s Rho are shown in Fig. 2.

Table 4. Comparision on grading agreements on each criterion type

Avg.
adjacent
agrmt %

Standard
deviation

P
value

Avg.
exactagrmt.
%

Standard
deviation

P
value

TF 0.91 0.065 <0.001 0.74 0.13 0.009
Non-TF 0.95 0.057 0.79 0.15
Focused 0.92 0.064 0.063 0.76 0.13 0.013
Broad 0.91 0.066 0.72 0.14
Verification 0.89 0.085 <0.001 0.72 0.16 0.048
Appraisal 0.93 0.056 0.75 0.13

Table 5. Comparison on grading agreements on each criterion type by assignment types

Stu.
level

Avg.
adjacent
agrmt %

P
value

Avg.
exactagrmt
%

P
value

Assgt.
type

Avg.
adjacentagrmt
%

P
value

Avg.
exactagrmt
%

P
value

TF Ugrd. 0.90 0.076 0.74 0.977 Prgmg. 0.89 <0.001 0.69 <0.001
Grad. 0.92 0.74 Writing 0.93 0.77

Non-TF Ugrd. N/A N/A N/A N/A Prgmg. 0.9 <0.001 0.66 <0.001
Grad. 0.95 0.79 Writing 0.97 0.85

Focused Ugrd. 0.90 0.001 0.73 0.131 Prgmg. 0.90 <0.001 0.70 <0.001
Grad. 0.93 0.77 Writing 0.94 0.79

Broad Ugrd. 0.90 0.835 0.82 0.317 Prgmg. 0.88 <0.001 0.67 <0.001
Grad. 0.91 0.72 Writing 0.94 0.77

Verification Ugrd. N/A N/A N/A N/A Prgmg. 0.87 <0.001 0.68 0.002
Grad. 0.89 0.72 Writing 0.96 0.81

Appraisal Ugrd. 0.90 <0.001 0.74 0.31 Prgmg. 0.90 <0.001 0.69 <0.001
Grad. 0.93 0.76 Writing 0.94 0.79

The reason for the “N/A” in this table is that there was no non-true/false and verification criteria used in any peer-assessment
rubric in undergraduate assignments.
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The average reliabilities of the grading done on Expertiza in past 3 academic years
was close to 0.5, which means that peer-grading is moderately dispersed around the
median. To determine which factor may influence the overall peer-grading reliability,
we applied data analysis to answer the following research questions:

• Does the number of criteria influence the reliability of peer grading?
• Do the percentages of certain criterion type influence the grading reliability?
• If there are such patterns, do they hold for both undergraduates and graduates?
• If there are such patterns, do they hold for both programming and writing

assignments?

We applied linear regression to test the influence of number of criteria, the per-
centages of different types of criteria on the overall peer-grading reliabilities of each
assignment. The statistical results are shown in Table 6.

Table 6 shows that the number of criteria has a negative influence on peer-grading
reliability. The unstandardized beta is more than 1 %, which means that, in our data set,
with one more criterion added to the rubric, the expected drop in reliability was more
than 1 %. Another interesting observation is that the constant value of reliability is
roughly 60 %, which means that the expected peer-grading reliability, when there are 1
rubric criterion, is 59.4 % (60.6 %-1.2 % on Pearson correlation coefficient). However,
we did not have data to validate this, as there were at least 5 rubric criteria in all our

Fig. 2. Distributions of peer-grading reliability measures on all assignments

Table 6. Influence of Different Factors on Peer-Grading Reliability

Pearson Spearman
Ustd. beta Sig. Constant Ustd. beta Sig. Constant

Criterion num –0.012 0.001 0.606 –0.011 0.001 0.601
TF % 0.114 0.126 0.393 0.100 0.163 0.407
Focused% –0.043 0.433 0.500 –0.042 0.419 0.504
Verification% –0.160 0.093 0.487 –0.181 0.045 0.493
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rubrics. Another observation is that the percentage of verification criteria may hinder
the reliability. The reason was “courteous grading,” as discussed above.

We further separated the assignments by student level (graduate or undergraduate)
and assignment type (writing or programming). Table 7 shows the analysis results.

Table 7 shows that the pattern “with one more criterion added to the rubric, the
expected drop on peer-grading reliability is more than 1 %” is mainly contributed by
graduate students and writing assignments. There was not such a significant pattern for
undergraduate students and programming assignments. In addition, the graduate stu-
dents peer-grading reliability was also sensitive to the percentage of focused criteria.
The right side of Table 7 also shows that the more true/false criteria were in favor of the
peer-grading reliability of graduate students.

5 Conclusions

Effective peer review requires a well-designed rubric. In this paper we emphasize that
rubric development should be iterative and the most important step, “closing the cir-
cle”, is to analyze students’ feedback to figure out how to refine the rubrics.

In our research we collected students’ responses to 15 rubrics on 61 assignments.
We recorded the comment length for each comment and calculated the grading relia-
bilities for each assignment. Through statistical analysis, we developed a set of
empirical guidelines for designing peer-assessment rubrics for engineering students.

• Students tended to give shorter comment on true/false and verification criteria.
• Students’ grading were less consistent on true/false and verification criteria, perhaps

due to “courteous grading”.
• Undergraduate students tended to give more comments than graduate students.
• Students tended to give more consistent grades for artifacts in a writing assignment

than ones in a programming assignment.
• More verification criteria could potentially lower the peer-grading reliability.

Table 7. Influence of Different Factors on Grading Reliability by Assignment Types

Pearson Spearman Pearson Spearman
Stu.
level

Ustd.
beta

Sig. Ustd.
beta

Sig. Assgt.
type

Ustd.
beta

Sig. Ustd.
beta

Sig.

Criterion
num

Ugrd. –0.005 0.677 –0.004 0.687 Prgmg. –0.004 0.678 –0.003 0.726
Grad. –0.010 0.007 –0.009 0.009 Writing –0.012 0.001 –0.012 0.001

TF % Ugrd. 0.098 0.677 0.084 0.687 Prgmg. 0.445 0.394 0.292 0.499
Grad. 0.020 0.814 0.012 0.886 Writing 0.167 0.031 0.156 0.037

Focused % Ugrd. 0.201 0.560 0.143 0.643 Prgmg. –0.100 0.583 –0.061 0.685
Grad. –0.122 0.027 –0.114 0.032 Writing –0.059 0.306 –0.062 0.260

Verification
%

Ugrd. N/A N/A Prgmg. –0.004 0.678 –0.003 0.726
Grad. –0.106 0.254 –0.133 0.138 Writing –0.012 0.001 –0.012 0.001
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• For graduate assignments, more focused criteria could lower the peer-grading
reliability.

• The grading reliability tended to drop if the peer-assessment rubrics had more
criteria, this pattern was more significant for graduate or writing assignments.

• For writing assignments, more true/false criteria could improve grading reliability.

For future work, we will use the empirical pattern to improve our rubrics and test
them in the classes in the next semester. We will also work with other peer-assessment
systems, collect more data from different settings and develop more guidelines. After
we have collected big enough data, we will build a predictive model which can predict
the quality of new peer-assessment rubrics even before it is used by any student. Our
long term goal is to make the predictive model a web service which can help more
instructors design their rubrics.
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Abstract. The current study reports on an experiment with 60 Chinese college
students, aiming to explore the effects of using online corpora BFSU CQP web
for revision tasks in EFL writing. Quantitative data about the 60 lower level EFL
learners’ scores in the post writing test show that there is a significant difference
between the experimental group and the control group in terms of the lexical
accuracy and the use of cohesion devices, which prove that corpora as reference
resources are more useful than the online dictionary in helping learners improve
their linguistic competence in writing. The follow-up interviews on the selected
participants in the experimental group reveal different learners’ perceptions of
using online corpora in the process of revising essays and the reasons behind their
opinions, which can provide guidance for teachers to apply corpora effectively in
teaching writing.

Keywords: Online corpora · Reference resources · Revision tasks · Writing

1 Introduction

The process writing approach that has been prevailing throughout the West in the past
thirty years emphasizes the significance of revision. The process of revising is not only
helpful to improve the overall writing quality but also crucial to promoting learners’
writing competence. But it is found that a considerable number of English as a foreign
language (EFL) learners ignore this process and they seldom correct all the underlined
errors, leading to the occurrence of similar errors again and again. The reasons for the
phenomenon may partly lie in the fact that it is difficult to correct all the errors by learners
themselves especially those with lower level of proficiency. However, providing the
correct form directly to them may result in learners’ over-reliance on teachers. Just as
Corder [1, p. 11] states, “making a learner try to discover the right form could often be
more instructive to both learners and teachers”. That is to say, it is more effective for
learners to self-correct errors with the help of some reference resources.

Since Data-driven learning was proposed by Johns [2], corpora have been gradually
used as reference resources to assist learners in solving their language problems in
writing in western world. Many empirical studies [3–7] have proved the positive effects
of using corpora for error correction in writing, but some factors such as error types,
learners’ training and language proficiency may, to some extent, influence the effects of
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corpus use. And it can be also found from studies [8–10] that learners’ search behavior
and types of corpora also had impacts on the outcome of corpus consultation. Besides
correcting errors, Corpora as reference resources could be also used to learn linking
adverbials [11, 12], to differentiate synonym adjectives [13], and to assist learners in
writing creatively [14]. Thus corpora can be used for various purposes in writing.

However, there are still some limitations of previous studies concerning corpus use
in writing. Firstly, the studies concerning lower-level EFL learners in China are rela‐
tively few, which is partly due to the fact that corpus tools are not sufficiently user-
friendly. Secondly, most studies using corpora for error correction just examine whether
the accuracy rate of corrections can be improved but seldom explore the impact of corpus
consultation on learners’ long-term writing competence. Thirdly, there is still a lack of
studies comparing the roles of corpora and traditional resources such as dictionaries in
improving learners’ linguistic competence in writing. Therefore, the present study
focuses on Chinese lower-level EFL learners and selects the user-friendly online corpora
as the platform aiming to examine the long-term effects of using corpora for revision
tasks, that is, to check whether corpora can play more effective roles in promoting EFL
learners’ writing than online dictionaries in the following aspects: to improve the
linguistic accuracy and lexical complexities, and to make learners more skilled in using
cohesion devices such as linking adverbials thus to improve the cohesion of the essay.

2 Method

2.1 Research Questions

In this study, the following research questions are investigated:

(1) Which one is more useful in helping learners improve linguistic competence in free
writing, consulting corpora or consulting the online dictionary in the process of
revising essays?

(2) What are the differences between learners who make apparent progress and those
who make no progress or even behave worse in post-writing test in terms of their
attitudes toward corpus use in the process of revising essays?

Learners’ linguistic competence is mainly examined in the writing test in terms of
the linguistic accuracy, complexity, and the use of cohesion devices. And EFL learners’
attitudes are investigated in the form of interview.

2.2 Participants

60 Chinese sophomores with 7 years’ experience of learning English participated in the
whole experiment, and they finished all the designated writing and revision assignment
under the teacher’s instruction. Among them, 27 (3 females, 24 males) from one college
English class are in the control group and 33 (4 females, 29 males) from another class
are in the experimental group. All of them were lower-level learners since their scores
in College English Test Band 4 (CET 4 for short) in July 2014 ranged from 350–399
(The total score is 710). At the end of the term they would take CET 4 again thus they
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had strong motivation for improving their writing competence, which may guarantee
their enthusiasm in continually writing and revising essays. A writing test conducted
before the experiment showed no statistically significant difference between the two
groups in English writing competence.

2.3 The Online Corpora and Online Dictionary

To supervise them better and confirm they really exploited the reference resources, the
two groups were supposed to use the designated online corpora or online dictionary.

The online corpora used by the experimental group was BFSU CQP web (http://
124.193.83.252/cqp/), which was set up by Mr. Wu and maintained by Dr. Xu and Mr.
Wu of the National Research Centre for Foreign Language Education. Compared with
other online corpus, BFSU CQP web has the following advantages: Firstly, it is user-
friendly and easy to handle enabling technically less competent learners to exploit
corpora just like browsing web pages [15]. Secondly, EFL learners can get multiple
corpus examples from different corpus. When learners log on to BFSU CQP web, they
can have quick access to several native speakers’ corpora such as Brown corpus, CLOB
corpus. So when one corpus fails to provide sufficient examples about a key word they
can conveniently consult another corpus to get more corpus evidence. Thirdly, the 4
parallel corpora can help learners a lot when learners are confused about some new
words in the corpus examples or when they are unable to convey what they want to
describe in target language.

The control group in this study preferred http://dict.cn/ as the online dictionary
because a majority of them have been already accustomed to using it. This dictionary
can be stored in mobile phones and it not only provides functions of the monolingual
dictionaries but also has the advantages of bilingual dictionaries.

2.4 Procedure

The experiment lasted for a whole term. The procedure was as follows.

Step 1: Training About Corpus Use. Since all the participants had no prior experience
in consulting corpus, instruction was given to the experimental groups about how to use
corpora on revision tasks before the writing assignment. As Smart [16] states, interacting
with corpora directly may be a challenge for learners who are not used to inductive
activities and for those who have never used corpora in language learning. Thus the
training started from the paper-based materials without requiring learners to access
corpora directly. The teacher prepared reference sheets containing concordances
selected from BFSU CQP web. For example:

We should always remind ourselves the importance of learning in the university.
Figure 1 provided information for students to correct their mistakes. When they were

able to correct errors in this way, they were required to get direct access to corpora to
finish some revision tasks. 3 types of revision tasks were included here.

Type 1: Correct the lexico-grammatical errors in the sentences.
More and more people dependent on computers.

The Use of Online Corpora as Reference Resources 39

http://124.193.83.252/cqp/
http://124.193.83.252/cqp/
http://dict.cn/


Type 2: Find an alternative to the underlined words.
Besides the good effects, it also has bad effects.

Type 3: Use appropriate cohesion devices (linking adverbials).
It is going to rain now. I think we should go back home.

Fig. 1. Eight concordance lines of REMIND retrieved from BFSU CQP web

The teacher showed how to do simple queries as well as complex queries in BFSU
CQP web in the classroom. If they just conducted the simple query, they may hardly
find out the appropriate alternatives. For example, to revise the second type of the errors,
learners had to input [pos = “J.*”] “effect”, and then they can get the concordance
evidence as follows (Fig. 2).

Fig. 2. Ten concordance lines of EFFECT extracted from BFSU CQP web

After the training, some revision tasks were given to the experimental group to make
the participants more skilled in consulting corpora independently. One thing to note is
that there was no special training on the control group for they knew how to use the
online dictionary to revise their essays.

Step 2: Writing and Revision Assignment. After the training, the participants were
required to write 6 essays in total and revise the marked essays based on teachers’
requirements. The procedure about every essay was as follows. Firstly, the teacher gave
students the writing assignment and provided some cohesion devices (linking adver‐
bials) relevant to the essay for them without telling them the specific usage before
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writing. Secondly, the participants finished the writing assignment after class and handed
in them on time. Thirdly, the teacher underlined all the places that should be revised by
consulting corpora or the online dictionaries. Sometimes the teacher also offered some
synonyms or words that were easily confused to learners, in order that they could differ‐
entiate and use these words or phrase better by consulting reference resources by them‐
selves. Fourthly, the experimental group revised the essays and kept a record of the
concordance evidence while the control group finished the revision tasks by referring
to the online dictionary. After that, they exchanged their revised essays with each other
to examine whether the revision is correct or appropriate and then handed in the essay
again to the teacher. Finally, the teacher examined the revised essays and gave a
comment in the class based on their correction work.

2.5 Data Collection and Analysis

In order to examine whether the use of corpora have positive effects on learners’
linguistic competence in writing, the study employed pre- and post-writing test design.
And the topic of the writing tests were both about the internet that the participants were
familiar with. Both tests included measures of learners’ linguistic accuracy, complexity,
and the use of cohesion devices without considering the contents of the essay. The
linguistic accuracy was marked by the number and seriousness of the lexico-grammat‐
ical errors. The fewer errors they committed, the higher scores they got. The mechanical
errors such as spelling errors, capitalization errors were regarded as minor errors which
has less negative influence on the score than the serious grammatical errors such as verb
forms, tense. The linguistic complexity was assessed in terms of lexical and syntactic
complexity. The lexical complexity was measured by the sophistication and array of
learners’ productive vocabulary [17]. The syntactic complexity was judged by how
varied and sophisticated the construction elements or linguistic structures are [18]. The
use of cohesion devices was mainly marked globally based on the frequency, variety
and appropriateness of the linking adverbials in the essay. Three college English teachers
were invited to mark the essays respectively in terms of the above three aspects to ensure
the objectivity of the test. The average score of the 3 teachers about each aspect would
be calculated, and then we put the data in SPSS17.0. An independent T-test was
conducted to examine whether there was significant difference between the two groups
in the three aspects of linguistic competence in writing. To know the participants’ atti‐
tudes toward corpus use in the process of revising essays, a semi-structured interview
was conducted on 6 participants in the experimental group.

3 Results Analysis and Discussion

3.1 Results for the Pre-writing Test

It can be revealed from Table 1 that there was no significant difference between the
control group and the experimental group in terms of their linguistic accuracy,
complexity, and the use of cohesion devices. So the two groups were equivalent in
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linguistic competence in writing at the beginning of the experiment (p > 0.05). The
following problems existed equally in both of the two groups’ essays: frequently
appeared lexico-grammatical errors, lack of cohesion devices such as linking adverbials,
an obvious lexical poverty reflected by their use of too many superordinates or general
words such as good, bad, important, etc.

Table 1. Comparison between the two groups about the pre-writing test

Category Group N M Std. Mean Diff. t Sig. (2-
Tailed)

Accuracy (5) Control 27 2.8770 0.5149 0.0228 0.198 0.844

Ex. 33 2.8542 0.3769

Complexity(5) Control 27 2.6974 0.5052 −0.0244 −0.214 0.831

Ex. 33 2.7218 0.3789

Cohesion
devices (5)

Control 27 2.9267 0.4194 −0.1688 −1.681 0.098

Ex. 33 3.0955 0.3584

Total (15) Control 27 8.4996 0.8814 −0.1719 −0.827 0.412

Ex. 33 8.6715 0.7296

3.2 Results for the Post-writing Test

The results of the post-test in Table 2 showed that there were significant differences
between the two groups in terms of linguistic accuracy, the use of cohesion devices and
the overall writing quality (p < 0.05) but no significant difference existed between them
in linguistic complexity (p = 0.121 > 0.05).

In terms of linguistic accuracy, the experimental group had superior results than the
control group, showing that the experimental group made fewer lexico-grammatical
errors in essays. In the process of correcting errors, they had to analyze concordance
lines and induce the lexical or grammatical rules and eventually applied the rules into
the correction work. It’s obvious that they were actively involved in the learning process,
undertaking the researchers’ role, to solve linguistic problems. This time-consuming
process may make them deeply aware of the wrong linguistic forms and the repeated
linguistic pattern in concordance line may help them master the right usage better. Thus
they would try to avoid the previous errors and naturally recalled the right pattern which
frequently appeared in corpus examples. This supports Huang’s [19] opinion that
corpus-based inductive learning helps learners notice and acquire collocational patterns
better, which in turn enables learners to generate more accurate patterns. However, the
limited examples in the online dictionary were not sufficient to make learners in the
control group fully notice the errors. Due to the native language interference, they always
committed the similar errors, which could be found in their post-test. This result shows
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support for a number of papers [3, 4] which study the use of corpora as a reference
resource for error-correction.

Table 2. Comparison between the two groups about the post-writing test

Category Group N M Std. Mean Diff. t Sig.
(2-tailed)

Accuracy (5) Control 27 2.9944 0.4444 −0.6668 −5.521 0.000**

Ex. 33 3.6612 0.4818

Complexity (5) Control 27 2.9937 0.5136 −0.2084 −1.573 0.121

Ex. 33 3.2021 0.5081

Cohesion
devices (5)

Control 27 3.3707 0.4921 −0.3059 −2.366 0.021*

Ex. 33 3.6767 0.5033

Total (15) Control 27 9.3581 1.3596 −1.1970 −3.318 0.002**

Ex. 33 10.5552 1.4149
**p < 0.001, *p < 0.05

Regarding linguistic complexities, the experimental group also had a higher mean
score than the control group, but the difference was not significant. The reasons may be
as follows. Firstly, it may take a long time for learners to improve their linguistic
complexities. One term’s training about writing and revision may not be enough for
them to make significant progress. Secondly, some participants didn’t know how to
skillfully consult corpora to improve the complexities. In most of the cases they had to
conduct complex queries or consult the parallel corpus for finding better alternatives to
replace the underlined simple word or phrase, but some of them seldom did the complex
query and the parallel corpus was not exploited fully.

Concerning the use of cohesion devices, the experimental group also behaved
significantly better. They used the linking adverbials more frequently and more skillfully
in the post-test. A lot of participants in the experimental group tried to put some linking
adverbials such as however in the middle of a sentence as a parenthesis since however
was often put in the middle of a sentence in corpus examples. But most participants just
habitually put them at the beginning or the end of a sentence. This result is consistent
with Boulton’s [11] opinion that corpus data as reference resource are more effective in
learning linking adverbials than the traditional resources.

3.3 Results for the Interview

The follow-up interview included 3 questions: (1) What are the positive and negative
sides of using corpora in revision tasks? (2) Do you think the use of corpora can improve
your overall writing competence? (3) Will you keep the habit of using corpora in the
future writing activities? There were altogether 6 participants in the experimental group
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being interviewed. Among them, 3 were randomly selected from those who made appa‐
rent progress in the post-test and they were assigned to the first group being interviewed
in the first round. The other 3 were the only 3 learners who got lower scores in the post-
test and they were assigned to the second group being interviewed in the second round.
The two different groups showed divergent opinions about the use of corpora.

The first group generally had a favorable attitude towards corpus use for revision
tasks in writing. Firstly, they believed it could help them improve their linguistic accu‐
racy by saying that “it’s really helpful for detecting and correcting errors, especially
errors about collocation and preposition.” This supports O’Sullivan’s [20] opinion that
corpus consultation can present an opportunity for learners to notice their errors and
provide evidence that learners can use to correct their linguistic output. Besides the
positive effects on error-correction, they also emphasized some other benefits of using
corpora for revision tasks such as “raising the awareness of the importance of colloca‐
tions”, “mastering the usages of words and phrases better”, “acquiring new words inci‐
dentally”, “learning synonyms in a better way” and so on. Although some negative sides
such as “too time-consuming” and “failure to understand the incomplete sentences” were
also mentioned, they generally agreed that the positive sides outweighed the negative
sides and they believed that the use of corpora was beneficial to improving their linguistic
competence in writing as long as they could persist in using corpora. Thus when being
asked about whether they would keep using corpora, two of them gave a definite answer
“Yes”, saying that they would firstly consult corpora when they encounter some expres‐
sions that they are not sure of. And the other one was a little hesitated by saying “it
depends” for he believed that dictionaries and corpora could complement each other.
He revealed that he would firstly refer to the dictionary and when the dictionary fail to
provide what he wants then he would consult the corpora.

The second group revealed less positive attitudes toward corpus use. Although they
all admitted there were some positive effects of using corpora in writing, they expressed
their reluctance to use corpora sometimes for they were usually more willing to be told
how to correct the errors directly rather than take much time to explore the right form
by themselves. They have already been used to being told what to do by the teacher
since the primary school. This may be one of the reasons why a small number of students
in the experimental group made no improvement. In their eyes, the negative sides
outweighed the positive sides, which could be reflected from the following comments:
“too many examples in concordance lines”, “too much time spent in searching, analyzing
and inducing”, “too many new words”, “unable to induce the right grammatical rules”,
“failure to get what I want”, etc. Due to these factors, while being asked about whether
the use of corpora improved their linguistic competence in writing they were not certain.
One of them responded that sometimes he consulted corpora just for finishing the
teachers’ assignment but not for finding out the best alternatives or the most appropriate
word. And the other two also expressed the similar meaning that if they could spend
more time in learning from corpora and persist in using them, their linguistic competence
in writing would be improved. Finally, only one of them implied that he would still keep
on using corpora for reference purposes in writing and the other two responded that they
will firstly refer to the online dictionary which can save much time and then go to corpora
for more detailed information if time permits.
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The results of the interviews revealed that the more benefits learners got, the more
positive attitudes they had. Thus, to make lower-level learners actively involved in
learning from corpus consultation, teachers can start with some simple tasks since the
accomplishment of these tasks can help them feel the sense of achievement, which may
stimulate them to keep on using corpora. In the meanwhile, appropriate guidance should
be offered to them to reduce their anxiety in using corpora especially when they get
confused in analyzing the concordances.

4 Conclusion

The present study explored the effects of using online corpora BFSU CQP web in the
process of revising essays, finding that the use of corpora is more useful than the online
dictionary in improving EFL learners’ linguistic competence in writing, especially the
linguistic accuracy and the use of cohesion devices. However, the interviews revealed
that learners’ attitudes toward corpus use were closely related to the benefits learners
got from corpora. If they got no progress from using corpora they would naturally show
negative attitudes and reluctant to use them in the future. Thus teachers should help them
overcome the difficulties technically and psychologically to make them benefit more
from using corpora. If learners can skillfully use corpora and get achievements, they
will voluntarily exploit corpora for their own purposes, which will definitely promote
learner autonomy and improve their writing competence. Nevertheless, there are still
some limitations of the present study. Firstly, the learners’ essays were merely marked
by three teachers, the automated writing assessment system can be used in the further
study to ensure more objectivity and transparency in the assessment. Secondly, this study
just focused on three aspects of learners’ linguistic competence regardless of the contents
of the essay, the following study can concentrate on the effects of corpus use on the
improvement of content since the content also has great impact on the overall writing
quality. Thirdly, the experiment lasted for only one term, a longitudinal study should be
conducted to know whether the corpus use can make learners form the habit of using
corpora for writing purposes.
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Abstract. The current trend of rapid development in the field of BigData brings
a new educational direction in teaching Database Servers. Due to our students´
demand in this area the need has arisen to implement teaching NoSQL databases,
which are closely connected with BigData. To ensure a highly professional
training program the faculty cooperation agreement with IBM started in the
summer semester 2015. The aim of the joint training program BigData EduCloud
is to provide students with practical professional skills and prepare them for new
positions that have recently been created in the labour market. The program
consists of lectures, workshops and intensive consultations. Since the face-to-face
teaching is organized in blocks, we have created teaching materials for self-study
in the Blackboard LMS to support the quality level of the learning environment.
The first part of the program is supplemented by multimedia teaching materials,
interactive lectures, tests to verify knowledge and by the learning environment
created at IBM. Our paper introduces the various parts of the program and their
connectivity within an e-learning environment.

Keywords: Bigdata · E-learning · Nosql · Hadoop · Blackboard LMS

1 Introduction

One of the main objectives of the Faculty of Informatics and Management is to facilitate the
integration of our students in national and international labor markets by equipping them
with the latest theoretical and applied investigation tools for the IT area. In this respect the
close cooperation with IBM Company, which created together with the Information Tech‐
nology and Quantitative Methods Department an educational program called EduCloud,
appears to be logical and correct step. The aim of this program, which started in February
2015 (summer semester), is to create a transparent set of multidisciplinary courses, semi‐
nars and online practical exercises which give students the opportunity to gain both theo‐
retical and practical knowledge as well as to develop their key skills. The program is of
course supported by e-learning course. BigData, which is one of the key topics mentioned
in recent IBM study “The IBM Business Tech Trends Study 2014”1 was the first part of the

1 http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?htmlfid=XIE12347USEN&appname=
skmwww.
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EduCloud program - module, which was launched in summer semester 2014/15. It is
important to point out that the abovementioned cooperation is the first of this kind in the
country and thus our students will be the first to be fully trained for the position of Big
Data Analytics. Students participating in this program will get practical experience in a
very specific field with a great potential. The added value and one of the advantages of the
program is the opportunity to receive globally recognized certifications for free (credited
by IBM). Considerably important is also just released publications IBM DB2 Express – C
[3] which became inevitable part of the learning and teaching process and which was
donated to the university library by the authors. The book has contributed to a more open
interest in the database server, is considered to be one of the pillars of the whole issue of
big data and brings more effective approach not only to students but also trainers. Gener‐
ally, we can say that this effective cooperation between the academic and commercial
spheres can be developed in the future even for actual applied research.

2 Methods – BigData

The term Big Data has become universal. Owing to a shared origin between academia,
industry and the media there is no single unified definition, and various diverse and often
contradictory definitions are available [10]. In 2001, industry analyst Doug Laney
(currently with Gartner) introduced the now mainstream definition of big data as the
three vs of big data: volume, velocity and variety [4]. Sometimes two additional dimen‐
sions are considered: variability and complexity. For the needs of this paper we can state
that the term Big Data is generally used for large volumes of data that are difficult to
process using traditional data processing methods. Every day the world produces
2.5 trillion bytes of data and the volumes have constantly been increasing. 90 % of all
the data has been originated only within the last two years and we can imagine them as
outputs of sensors measuring the climate, data from social networks, pictures, videos,
business transactions, unstructured text, and other formats. Due to the worldwide expo‐
nential increase in data and information Big Data is increasingly followed up by
commercial companies - whether in terms of data volume and speed of data flow, diver‐
sity or reliability. Processing of large amounts of data both structured and unstructured,
in the traditional way would mean making huge investments in software and hardware
implementations [8]. Thanks to Big Data technologies, data can be stored and analyzed
more efficiently and without large upfront investments. The companies understand the
great potential in data analysis and their proper usage, on the other hand, the lack of
qualified professionals who would be able to handle this data worries them. Figure 1
shows extending data management options enables greater returns on information assets.

2.1 Stakeholders and Their Roles

IBM actively cooperates with the University (Faculty) to create suitable joint curriculum
topics in the course of bachelor and master IT studies. IBM, which is the guarantor of
the EduCloud program, provides the academia with the latest expected trends and
knowledge of the labor market from the perspective of commercial partner proposes the
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graduates preparatory materials, implements practice-oriented lectures and provides a
software environment for running EduCloud POT workshops. Faculty of Informatics
and Management is involved in selected areas of post-graduates training, collaborates
with IBM to create the appropriate courses and course modifications with respect to the
content consistency in the frame of the EduCloud program. Within this extensive collab‐
oration high level technical co-operation is necessary during the start-ups of EduCloud
POT workshops cyber environment. As this program is not included in current syllabi,
the Institute for Further Education (IFE) of the Faculty of Informatics and Management
deals with the overall organization and communication with students, including the
program promotion. IFE arranges and offers the courses, seminar meetings, lectures and
other activities connected to further education of professional start. The target group is
represented mainly by second and third year students of Applied Informatics and Infor‐
mation Management. There are no special limitations or restrictions which would
prevent some students from applying to the EduCloud program.

3 Instruments – The Program Progress

The program is divided into several parts - modules, some of which can be completed
during the standard period of semester as accredited courses and some parts have been
created solely for the purpose of this program. The University applies the European
credit system, which was integrated into this program. An integral part of the EduCloud
program implementation to the University educational and credit system was to identify
key skills; upgrade corresponding courses; to prepare workshops run by experts from
industry and to arrange online exercises on concrete data and technologies.

As already mentioned, the program is composed of individual modules, faculty
regular courses, additional seminars and on-line practical exercises. In order to meet the
program requirements and get a final certificate of Big Data Analyst, a student must
successfully pass all regular faculty courses listed in the curriculum as well as all IBM
modules. The price of this certificate is thanks to the IBM sponsorship reduced from
$ 200 to $ 30, which is for students a very motivating tool. Students may also be certified
in DB2 Fundamentals, focusing on the position of administrator or developer. Those
who do not wish to complete the entire course have the opportunity to attend individual

Fig. 1. Data Management Solutions [4]
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modules which they are interested in but without the possibility of obtaining Big Data
Analyst certificate. During the program, students can also get certified in DB2 Academic
Associate, which is free and it can be achieved after completing the faculty courses,
DBS, DBS2 and lectures Hadoop and NoSQL- Introduction.

Table 1. Curriculum of the EduCloud modules

Module Abbreviation Subject Type of module Timing Credits

A.DBS1 Database systems 1 University acredited course WS 2014/15 6

A.DBS2 Database systems 2 University acredited course SS 2014/15 5

L.HAD Hadoop Introduction Lectured by the IBM expert SS 2014/15 1

L.NoSQLDB NoSQL Introduction Lectured by the IBM expert SS 2014/15 1

A.DORDB DOR database University acredited course WS 2015/16 6

L.BigIn Lecture Big Sheets Technological lecture WS 2015/16 2

E.BigIn PoT BigSheets EduCloud online exercises WS 2015/16

A.APSTA Applied Statistics University acredited course WS 2015/16 6

L.SPSS SPSS Modeler Lectured by the IBM expert WS 2015/16 2

E.SPSS PoT SPSS Modeler EduCloud online exercises WS 2015/16

E.BigIn/SPSS PoT SPSS Modeler EduCloud online exercises WS 2015/16 2

Note: WS = Winter semester, SS = Summer semester

New courses have also been awarded by credits, the overview of which can be
seen in Table 1. As a part of passing module A.DBS1 student´s task was to create a
realistic project while within module A.DBS2 students had to attend a mandatory
workshop DB2, verify their knowledge by completing e-learning test, and create a
real project. Lecture L.HAD aimed at information about Big Data, explained the
history and creation of Hadoop, highlighted current trends and prepared students for
e-learning test. Next vocational lecture L.NoSQLDB, dealt with detailed introduc‐
tion to NoSQL database types and their use in practice; acquired knowledge was
again examined by e-learning test. In the first academic year, students can obtain a
certificate DB2 Academic Associate, which is described in the very part of this
chapter entitled “Certificates”.

Another part of the program will take place in the following academic year when
L.BigIn will be introduced with the specifications of Hadoop use in the enterprise
environment, students will learn about the platform and NoSQL database types and
their use in practice. The verification instrument testing students´ knowledge and
skills will be an e-learning test, designed by the team of university teachers and IBM
specialists. E.BigIn module is aimed at online technology IBS with prepared
scenarios of real data. Students will receive IBM Voucher, which entitles them to
access directly the IBM environment and the platform consisting of exercises and sub
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tasks. Within L.SPSS will be performed a real demonstration of the use of selected
statistical methods for data processing. E.SPSS and E.BigIn/SPSS modules deal with
IBM technology and selected scenarios of real data. Student will receive IBM
Voucher, which accesses them directly to the environment and the platform where
IBM experts will train our students, who will be expected to perform particular sub
tasks. At the end of the program, students may receive the Big Data Analyst certifi‐
cate, which is described further in this paper. For easier reference see Table 1, that
streamlines program modules in the time sequence.

3.1 Certificates

In the course of the program, students can take part in two certifications, which
brings them obvious advantages. First, they can use the IBM certificates as part of
their CV documents, and second the certificates entitle them to a better starting posi‐
tion in IBM, be it an internship or full-time positions in the company. Of course the
certificates officially confirm knowledge of company databases, etc. The first certif‐
ication can be folded within the Bachelor program and DB2 Academic Associate
certificate2.

3.2 E-learning in the EduCloud Program

An integral part of the whole program implementation has been networking with
e-learning lessons. All the study materials were created and uploaded in the Faculty of
Informatics and Management LMS system BlackBoard (BB). BB includes a user-
friendly environment focusing on presentation of study materials, references, syllabuses
etc. and as Poulova et col [6] states in her work there are plenty of strengths and weak‐
nesses some of which are listed below in Fig. 2. The listed advantages and disadvantages
of the BB LMS implementation (some of which were taken from the Bradford et co. [1]
research work) were taken in mind when the new BigData EduCloud modules were
designed. The BlackBoard Learn allows users to manage learning content, digital assets,
and ePortfolios in an enterprise learning environment and thus it is very suitable platform
for EduCloud program. All students as well as teachers and IBM experts have access to
the e-learning course which is designed to give relevant and essential information about
the program process. The e-learning courses - modules have been created based on the
close cooperation between parties, university teachers and IBM experts, so the connec‐
tion between academic theory and practical real life aspects are perfectly in harmony
here [2, 5], see examples Figs. 3 and 4.

2 http://www.ibm.com/developerworks/data/events/db2academiccertification/exam.html.
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Fig. 3. University e-learning in BB, example
of Hadoop lecture

Fig. 4. University e-learning in BB, example
of NoSQL databases exercise

In this particular case new practices and strategies that have emerged precisely from
direct cooperation with IBM, have been used. The basic idea came from the very
conception of the Big Data, which is currently very busy issues - it not only attracted
the interest of students and teachers, but also has created a need for some new aspects
in subsequent e-learning environment. Tests and teaching materials created during the
project acquired another dimension, which would be described as a direct relationship
between authors, trainers and students. The outcome of this approach is undoubtedly
higher quality education, and especially, better access and cooperation with students.
The program therefore is not just about Big Data as a theoretical issue but it also launches
practical implementation, supported by specific tests and e-learning supporting material.
Each module is equipped with its own guiding instructions, study materials, and modi‐
fied tests with comprehensive sets of questions. Study materials have been developed
not only as standard presentations; they contain audio-visual materials, animations and
video instructions. Students´ attendance in the courses and lectures is monitored in order
to evaluate not only the results of the individual tests but also to detect the fields of
students´ interest.

Fig. 2. Pros and Cons of BB LMS
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E-learning and its prospective within the tertiary education courses and programs.
Information technology in teaching and learning environment has created a need to

transform the way of university students´ learning and teaching paradigm by using
modern, efficient, and effective alternative such as e-learning. E-learning can be viewed
as the delivery of course content via electronic media, such as Internet, Intranets, Extra‐
nets, satellite broadcast, audio/video tape, interactive TV, and CD-ROM.[7] A lot of
projects, authors and managers in higher education institutions see e-learning as offering
high potential for quality improvement and key skills development. In practice,
e-learning is complex and involves considerable individual and institutional change,
beyond the provision of technology [9]. The technological landscape of modern
E-Learning is dominated by so-called learning management systems such as Blackboard
(BB)3 WebCT. E-learning at the Faculty of Informatics and Management has a fairly
long tradition; it has been almost 11 years since our students can benefit from better
access to learning resources. However, e-learning projects often failed to deliver the
results expected, mostly because of poor implementation. It is necessary to understand
that e-learning is not a technological solution but rather a process with cultural conse‐
quences. Successful implementation of e-learning process requires reflection in three
main areas people, processes and technology [10]. Based on our research results we can
claim that the new BigData EduCloud modules, which have been designed with the
support of highly professional teachers and IBM experts, meet even the most demanding
requirements for efficient and high quality e-learning course.

4 Results – The Pilot Program Results Assessing

Student’s progress in the course of the first academic year of the pilot program BigData
EduCloud was detected and analysed, with special focus on students´ reported activities in
the program. The results, which appear to be very interesting, will be applied and used for
further development of the program in order to increase the quality and consistency of
teaching and learning environment in the upcoming semester, as most of modules will be
run in winter semester 2015/16 (see Table 1).

Table 2, indicates an overview, which shows high interest of our students in the pilot
program. 54 % of students who belong to primary focus group participated in the
program. Out of these, 43 % successfully passed the achievement tests and examinations
while 57 % failed.

To gain detailed data analysis correlation between participation in Hadoop lecture
(L.Hadoop course) and successful relevant test completion in the e-learning environment
was initially investigated. Contingency table (Crosstab) designated as Fig. 5, which
shows that 11 students who did not attend the lecture as well as 17 students who did
participate in the lecture failed in the tests, on the other hand 26 students who attended
the lecture actively, passed the test without any particular problems. Considering the
measured values the Pearson Chi-square test, which allows to test the independence of
the row and column variables, was applied.Asymptotic significance value is, in this case,

3 http://www.blackboard.com/.
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smaller than a given value of alpha confidence level, which leads us to the conclusion
that the investigated variables are interdependent. Thus, participation in a lecture directly
influences the outcome of e-learning test which is uploaded in the e-learning environ‐
ment [11]. Once again the well-known statement claiming that supporting e-learning
materials should, especially in case of intensive and sophisticated courses, involve face
to face lecturing or explanations, is confirmed.

Table 2. Basic program overview in numbers

Total number of students participating in the program: 54

Total number of successful students:a 23

Total number of failed students: 31

Total number of successful students in percentage is 42.60 % while 57.4 % of the
participating students failedb.

Total number of students applying for the certification: 21

Successful students: 13

Failed students: 8

Totally 61.90 % of participating students was successfully certified while 38.1 %
were unsuccessful.

The number of DBS2 students in summer semester2014/2015c. 100

In total, 54 % of students from primary focus group participated in the BigData
EduCloud program.

aThese are students who have successfully completed modules: A.DBS1, A.DBS2, L.HAD,
     L.NoSQLDB.
bThe actual numbers exceeded our expectations and it proves that despite the complexity of the BigData
     EduCloud program significant interest of our students has been indicated.
cThis is the primary focus group for the BigData EduCloud program.

Fig. 5. Participation vs test results – Hadoop
module

Fig. 6. Participation vs test results – NoSQL
module

The success of L.NoSQLDB module test was assessed in a similar way. The result
can be seen in the contingency Fig. 6. Even in this case the correlation between partic‐
ipation in the lecture and success in e-learning test was confirmed.
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5 Implications

The implications of this teaching program from the learning pedagogy pointare mani‐
fold. 1. Feedback: Big Data can be informative from a feedback and context perspective.
2. Motivation: Students potentially become invested in inputting data to the process
because they see the impact of how it works. 3. Personalization: Big Data will change
the way we approach e-learning design by enabling developers to personalize courses
to fit their learners’ individual needs. 4. Efficiency: Learning programs which were most
effective will be indicated, including the timing. 5. Collaboration: Specialists from
multiple departments must come together to keep a Learning Management System. This
encourages cooperation, collaboration, and interdisciplinary thought processes.
6. Tracking: Big Data can help us understand the real patterns of our students more
effectively by allowing us to track their experience in an e-learning course. 7. Under‐
standing the learning process: By tracking Big Data in e-learning, we can see which
parts of an assignment or exam were too easy and which parts were so difficult that the
student got stuck.

Still, when discussing BigData educational program, we must consider the risks that
it raises e.g. transparency, privacy, and infrastructure, depth of measurement or value
to the students. Since BigData educational program is just evolving at our faculty, it is
difficult to be prescriptive about such issues at this stage. It will be part of our further
research within BigData educational program.

6 Conclusion

The project benefits for faculty development is predominantly in the future employability
of the university graduates. In the data analysis and their proper usage see the firms and
companies a great potential. What they are concerned about, however, is the lack of quali‐
fied professionals who would be able to handle this data. Recently the positions of Big
Data architects, Big Data analytics, and lead engi-neer for Big Data have been requested
and offered by plenty of IT companies on the labor market. This university program
prepares students for key and demanded positions. The close connection of practical
insights, teaching practice and students´ interest was the support milestone that resulted in
one of the most successful realization and cooperation of such nature in recent years in our
region. Although the program is not finished and will continue next academic year as one
of the university grant projects, we recommend to implement the new forms of outputs and
approaches used in this program into similarly oriented university courses, as it means
more open and more direct access to not only solved problems but also to the new
resources (authors, companies, etc.). Finally, even modifications of standard university
e-learning courses are beneficial not only for students but also for instructors and teachers.
Both parties can benefit from greater saturation of what they expect from similar projects
and at the same time they can broaden and update their experience and information level.
Nevertheless, there era still some questions we shall address in the future e.g. what are the
unique features of face-to-face teaching, and for what kinds of learner are these essential;
we shall also ask how to achieve an appropriate balance between face-to-face and tech‐
nology-based teaching. There will always be some aspects of teaching and learning for
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which face-to-face teaching will be much more appropriate. However, no longer can it be
taken as a general assumption that face-to-face teaching is always better. On the contrary,
it will become increasingly important to justify it.
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Abstract. In this paper, we propose an automated adaptive solution to
generate logical, accurate and detailed tree-structure outline for video-
based online lectures, by extracting the attached slides and reconstruct-
ing their content. The proposed solution begins with slide-transition
detection and optical character recognition, and then proceeds by a sta-
tic method of analyzing the layout of single slide and the logical relations
within the slides series. Some features about the under-processing slides
series, such as a fixed title position, will be figured out and applied in
the adaptive rounds to improve the outline quality. The result of our
experiments shows that the general accuracy of the final lecture outline
reaches 85 %, which is about 13 % higher than the static method.

Keywords: E-learning · Lecture outline · Adaptive slides analysis

1 Introduction

E-lectures are very close to our daily lives today, and video is the core material for
most online courses, no matter in traditional tele-teaching or MOOC (Massive
Open Online Course). But how can learners find the lecture videos or segments
exactly what they want among such huge amount of choices? Metadata is so far
the best answer. Currently tags and manual descriptions are the main sources
of such metadata, but we believe a lecture outline would be a better option.

Some studies suggest that students benefit from the lecture outline when tak-
ing online courses [1,2]. And a survey offered with a MOOC course [3] shows that
91 % of the respondents (90 of 99 ) believe an accurate outline could be a positive
factor in their learning process. A proper outline contains much more informa-
tion than tags and is much better structured than descriptions, which enables
multiple functions such as preview, navigation, segmentation and retrieval.

It would be an extra burden for the lecturers if we ask them to provide
outlines for their courses, and hiring others to create outline manually would
cost lots of time or/and money. These facts prompt us to search for automated
outline generation possibilities. However, concluding outline from lecture speech
transcript [4] is too challenging, while capturing the teacher’s writing on the
blackboard [5] becomes less practical, because slides have occupied the front of
the classroom nowadays [6,7].
c© Springer International Publishing Switzerland 2015
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Fig. 1. The framework of proposed solution

Actually most of the lecturers use the slides exactly as the outline of their
speeches. Parsing the digital slide files seems to be a good option. But in the
purpose of navigation or segmentation, timing information is crucial, which the
digital files cannot provide. Instead we will take the slide images extracted from
real-time lecture video as the input. Slide images can be located and restored
from the projection screen in traditional single-stream lecture video [8,9]. And
with double-stream recording systems, such as Tele-TASK, a desktop stream
recodes directly from the lecturer’s computer. The accuracy of applying OCR
(Optical Character Recognition) on the high quality slide images extracted from
desktop stream reaches 85 % [10], which is available for further use.

Some early efforts have been made with the slides, by exploring the hierar-
chical semantic concepts [11] or locating the slide title [12]. The first slide-based
lecture outline generator has been proposed in 2013 [13]. It explores different
components within the slides according to a pre-defined “template” and achieves
decent result. But the slide layout could be very diverse due to numerous differ-
ent slide templates developed by agencies all over the world, the performance of
[13] drops drastically when the slides do not fit the pre-defined template.

Therefore we intend to develop a “smarter” outline generator, with the ability
to detect the characteristics of the template used by the under-processing slides
series and adjust the analyzer adaptively. The initial round of the proposed
solution is based on the static method described in [13]. Then four Adaptive
Features (AF) describing the differences between slide templates will be analyzed
from the output, including Potential Title Area (PTA), General Hierarchical Gap
(GHG), Low Case Start (LCS) and Item Bullet (IB). PTA indicates the default
title area and the others focus on template characteristics of text-blocks.

The AF-involved steps, along with a few steps implemented in adaptive
rounds only, are marked with light blue background in Fig. 1. All AFs will be
updated after each round and any change of them will trigger a new round. But
the maximum of adaptive rounds has been set to 3, in order to avoid potential
“dead loop”. The result of slide transition analysis and OCR is taken as sys-
tem input. Each round can be separated into pre-processing, intra-slide layout
analysis, inter-slides logic analysis and post-processing, which will be further
illustrated by Sects. 2, 3, 4 and 5 respectively. The evaluation and conclusion
come afterwards.
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2 Pre-processing

With OCR result as input, each slide can be simplified as a blank background and
a group of text-lines. But not all the text-lines should be included in the outline.
Since most of the lecturers or presenters will create their slides with affiliation-
related templates, logos, names or the presentation titles may appear repeatedly
throughout the whole slides series. Thus, a searching scheme is applied to traverse
all the slides and mark those repeatedly appearing text-lines with same content
and position. If the number of a text-line’s accumulated appearances is beyond
the threshold, it will be removed from all slides. Sometimes a real slide title, or
part of it, might also be shared in multiple continuous slides under the risk of
being marked as redundant. So we introduce one adaptive feature, the potential
title area, to the pre-processing in adaptive rounds. Any text-lines in the PTA
will bypass the pre-processing.

Another task in pre-processing is to modify ill-recognized text-lines caused
by OCR errors. Nobody wants to see meaningless strings in the lecture outline,
so they need to be deleted. The standards to define meaninglessness include the
average word length smaller than 2 characters, extreme text-lines sizes (either too
large or too small), containing too many same letters or symbols, etc. Moreover,
the extra space in the beginning of the text-lines will also be removed here.

3 Intra-slide Layout Analysis

3.1 Title Seeking

Slide title is the most important component in building a lecture outline. We
search title candidates in the top 1/3 of the slide. A text-line must have an
above-average height and locate not too close to the slide edges. Since the title
may occupy multiple rows, including potential subtitle, we accept up to 3 can-
didates as long as they locate closely. In adaptive rounds, we search prior within
the PTA zone. PTA has a strict limitation on vertical position but is quite
open horizontally. If a text-line located in this bar-shaped PTA zone, it will be
accepted as title candidate and exclude all text-lines out of the zone. With this
effort some text components in the slides, which are occasionally near the title,
will no longer be mistakenly recognized as the subtitle.

3.2 Table Detection

Table is a type of frequently used data structure in slides. When existing, it
contains a lot of detailed information, which we do not need in the outline. We
develop a table detection algorithm specialized for slide images. It begins with
detecting rows and columns from the text-lines. And then their intersections
will be found. An evaluation process comes afterwards to examine whether these
intersections belong to a table by analyzing their content, structure and location.
When confirmed, these intersections will be considered as a table prototype and
further expanded alongside the rows and columns. A final rectangle table area
will form and all text-lines inside it will be removed.
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(a) Left-Right-Bottom (b) Left-Top-Bottom (c) Top-Left-Right-Bottom

Fig. 2. The examples of page layout analysis (Color figure online)

3.3 Page Layout Analysis

The slide layout can be very diverse. Besides the tables, diagrams or multi-
column layout may also lead to complex text-lines distribution, which cause a
lot of problems in the static method. Detecting them will definitely improve the
accuracy of slide content reconstruction. Ignoring the title area, we attempt to
split text-lines into groups with proper vertical and horizontal axis, as the red
lines shown in Fig. 21. Each group can be represented as a block, either a text
block to be further processed, or a diagram block to be deleted. The specific
procedures are introduced as follow:

1. Attempt to find a middle line which horizontally divides all text-lines, except
for the title, into left and right blocks. If there are more than one option,
apply the one closest to the absolute middle. (Fig. 2-a)

2. For every left-block or right-block, if there is a huge line space inside the
block, split it again vertically. (Right block in Fig. 2-a)

3. If step 1 failed, attempt top-left-right or left-right-bottom layout. In this case
no further vertically splitting is applied. (Fig. 2-b)

4. If step 3 still failed, attempt top-left-right-bottom layout, treat the middle
parts as diagram and remove them. (Fig. 2-c)

5. Any blocks which can be further horizontally split will be removed as diagram.
(Right-bottom sub block in Fig. 2-a, with light blue line)

6. Analyze all remaining blocks by their content. A block contains many digits,
single words or not well-aligned will also be considered as a part of diagram
or chart and gets deleted.

After removing the blocks supposed to be diagrams, every block left is
acknowledged as text block and will be treated as an independent text sys-
tem in following procedures. For those slides which cannot be split into blocks,
all their text-lines is considered as a whole, in other words, an entire block.
1 The copyright of the example slides belongs to original authors: Mr. Paul Cockshott,

Prof. Audun Jøsang & Prof. Thomas Neumann.



Adaptive E-Lecture Video Outline Extraction Based on Slides Analysis 63

3.4 Continuous Text-Line Combination

When several text-lines locating in different rows belong to a long statement,
they need to be reconnected. We take the factors like line spaces, horizontal posi-
tions and text-line initials under consideration, in addition with some adaptive
features. Here we take tn−1 and tn to represent the text-lines supposed to be
combined and explain the decisive factors as follow:

� When IB is positive, a combination will be suggested if tn−1 has a bullet but
tn does not. if tn has a bullet, the combination will be strongly opposed.

� The text-line initial can be upper-case, no-case (digit e.g.) or lower-case, with
descending values. A combination will be suggested when the value of tn−1

is larger than tn. If LCS is positive, the weight of this factor decreases.
� If the line space of tn−1 and tn is way larger than their heights, or obviously

larger than the line space of tn and tn+1, a combination is opposed.
� The left-ends of tn−1 and tn should be horizontally close if they belong to same

sentence. Please note if the difference of their horizontal starting points fits
the GHG, the combination will be vetoed.

� All text-lines sharing same horizontal starting point with tn−1 will be traversed
and the widest one will be taken as reference. Only if the difference between
the width of tn−1 and the reference is smaller than the width of the first
word in tn, the combination could be suggested.

All above factors will be quantified, with “suggested” into positive values
while “opposed” or “vetoed” into negative. Finally if the sum is above 0, a
combination will be applied. Please note the combination of multi-rows text-
lines is implemented within text blocks, but if a combination is necessary between
same-row text-lines, it would be done before the page layout analysis.

3.5 Tree-Structure Outline Reconstruction

The default content reconstruction method, which is the only option in initial
round, begins with searching a large enough text-line (above average height at
least) whose left-end locates in the left-top quarter of the slide. It will be taken
as the datum. Then by checking the horizontally aligned and vertically adjacent
text-lines of this datum, up to 3 hierarchies will be marked and the tree-structure
outline can be generated.

In adaptive rounds more possibilities can be provided. Taking text blocks
from the layout analysis as input, a second method specialized for center-aligned
situation is applied on such text system which contains less than 5 text-lines.
The first text-line is directly set to level-1, and all other text-lines center-aligned
to the first will be set to level-2. If there are more than 5 text-lines in the block,
a third method is introduced. It traverses all the text-lines to find out the most
frequently used left-end as the datum, then locates the 3 potential hierarchies.

By comparing the result of the default method and the alternative, the
method that makes more text-lines involved in the system will be adopted. If
a slide is divided into several blocks, their content will be combined together
according to the order of top-left-right-bottom.
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(a) Tag-Page (b) Split-Page (c) Section-Page

Fig. 3. The examples of “border” slides

4 Inter-slides Logic Analysis

4.1 Redundancy Removal and Slides Combination

Redundancy is something that every lecturer attempts to avoid when creating
slides. But in real-time presentation, it is quite natural to roll back to a previ-
ous slide for further explanation or just misoperate, either of which causes extra
slide transitions and results in repeated slides, such as making an original slide
sequence ‘A-B-C-D’ into ‘A1-B1-C1-B2-A2-B3-C2-D’. We use Levenshtein Dis-
tance [14] (L.D.) to evaluate how similar two slides are, along with counting the
number of same words (S.W.) existing in compared slides. For repeated slides
just like A1 and A2, L.D. is supposed to be small while S.W. is large. Then the
redundancy can be removed.

Slide combination takes place when two adjacent slides share the same title,
sometimes with additional numbers, like “(1/3)”, “<b>” or “III”. There are two
possibilities: either a progressive displayed slide is detected as several indepen-
dent slides, or a key point needs to be discussed in several continuous slides.
In such cases the slides will be merged and the text-lines involved in intra-slide
content-trees keep their hierarchies unchanged.

4.2 Global Segmentation and Partial Indexing

In many cases a lecture consists of several segments, each of which focuses on a
subtopic. Some lecturers mark those segments directly by using special “border”
slides, such as a tag-page which is a rough outline of the lecture with a certain
highlighted text-line, a split-page which contains only one text-line indicating the
subtopic, or a section-page which has special phrases like “Part 1” or “Section
two” in its title. Examples can be found in Fig. 32. By confirming these border
slides, the whole lecture can be easily segmented globally.

For the lectures without available border slides, or when the globally seg-
mented subtopics are still too general, we propose partial indexing to explore
2 The copyright of the example slides belongs to original authors: Prof. Rudi Studer,

Mr. Paul Cockshott & Prof. Gil Rosenman.
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the connections within neighboring slides. Sometimes a slide may act as a pre-
view of several following slides by listing their titles. We address it as index-page,
mark it the root node of a partial segment and link previewed slides as its leaves.
The range of a partial segment led by an index-page cannot beyond the border of
global segments. In extreme instance, a leaf node linked to an index-page inside
a global segment can be in level-3.

Besides, we also search for continuous slides with same keyword or prefix in
their titles, by which these slides are supposed to illustrate different aspects of
a certain topic. If a noun or a phrase repeatedly appears in the floating search
interval, a virtual index-page will be created, taking the keyword or prefix as
the title. This virtual index-page will be inserted before the interval and act
as a real index-page. And virtual index-page searching is only available for slides
not included in any global segments.

5 Post-processing

By setting the slide title as level-0 root element in the intra-slide content tree,
every text-line has an intra-slide hierarchy ranged 0–3. In addition with an inter-
slides hierarchy ranged 1–3, a final hierarchy of each text-line can be calculated
by a simple addition, which is ranged 1–6 in tree-structure outline.

Meanwhile, the adaptive features are also achieved or updated. The title
position of each slide is recorded and the repeatedly used positions (1/4 of all
slides) are stored as PTAs. The gap between level-1 and level-2 text-lines within
each slide is also recorded. If more than 1/4 slides have similar hierarchical gaps,
the value will be saved in GHG. The boolean attributes LCS and IB derive from
the statistics of the final outline. When more than 30 % of outline items begin
with lower-case letters, LCS will be set to “true”. And threshold for IB, which
means a subtopic begins with a bullet recognized as single character, just like
‘o’ or ‘u’, is 20 %. Any change in AFs will trigger a new round, unless this is
already the 3rd adaptive round.

6 Evaluation

In our evaluation session, we select 12 complete e-lectures or academic presenta-
tions of 12 different lecturers from Tele-TASK platform to build the test dataset.
A total number of 354 pages of original slides are supposed to be extracted from
the desktop stream of 437 min of lecture videos, by which the diversity of the
dataset could be assured. A lecture ID is used to identify certain lecture, and
all these lectures are publicly available3, in addition with the manually created
ground-truth of the lecture outlines4. We would like to compare the perfor-
mances of proposed adaptive solution with the static outline generation method
introduced in [13].
3 The lecture (ID = ‘id’) is in http://www.tele-task.de/archive/lecture/overview/id/.
4 https://drive.google.com/folderview?id=0B13Cc1a7ebTufmV6WFRCbmxPYllxR3

hYNE1SRUtWN3hxZl9tdHBPaHU0THZwOXVpM29sZEE&usp=sharing.

http://www.tele-task.de/archive/lecture/overview/id/
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Table 1. Intra-slide accuracy report

ID
Character Aspect Item Aspect

Length L.D. Precision G.T. Hit Recall All Correct Precision

S
ta

ti
c

S
o
lu

ti
o
n

5626 2305 393 83.0% 66 50 75.8% 82 36 43.9%
5759 5596 1625 71.0% 208 162 77.9% 215 128 59.5%
6011 6888 596 91.3% 123 115 93.5% 132 101.5 76.9%
6031 6103 961 84.3% 158 129 81.6% 139 114 82.0%
6102 5637 1223 78.3% 162 147 90.7% 184 137 74.5%
6106 4417 2800 36.6% 107 87 81.3% 169 68.5 40.5%
6196 7742 2585 66.6% 268 152 56.7% 194 132.5 68.3%
6201 3381 786 76.8% 118 104 88.1% 133 100.5 75.6%
6261 4268 1273 70.2% 132 98 74.2% 132 93.5 70.8%
6266 2569 272 89.4% 65 63 96.9% 81 61 75.3%
6663 4014 245 93.9% 98 94 95.9% 113 89.5 79.2%
7314 2820 1352 52.1% 83 63 75.9% 109 60 55.0%
All 55740 14111 74.7% 1588 1264 79.6% 1683 1122 66.7%

A
d
a
p
ti

v
e

S
o
lu

ti
o
n

5626 2305 205 91.1% 66 64 97.0% 68 58.5 86.0%
5759 5596 755 86.5% 208 185 88.9% 205 156 76.1%
6011 6888 612 91.1% 123 110 89.4% 124 98 79.0%
6031 6103 515 91.6% 158 154 97.5% 166 146.5 88.3%
6102 5637 1263 77.6% 162 153 94.4% 184 141 76.6%
6106 4417 1074 75.7% 107 102 95.3% 139 89 64.0%
6196 7742 1767 77.2% 268 230 85.8% 257 220 85.6%
6201 3381 328 90.3% 118 112 94.9% 117 111 94.9%
6261 4268 506 88.1% 132 115 87.1% 136 105.5 76.1%
6266 2569 302 88.2% 65 63 96.9% 76 60.5 79.6%
6663 4014 205 94.9% 98 91 92.9% 94 87 92.6%
7314 2820 407 66.6% 83 68 81.9% 78 59.5 76.3%
All 55740 7939 85.8% 1588 1447 91.1% 1644 1330.5 80.9%

First we focus on the intra-slide phase with two aspects: characters and items.
In character aspect, the whole content-tree of a slide is connected together as a
string, and a Levenshtein distance (L.D.) will be calculated against the ground-
truth (G.T.). The smaller the L.D. is, the higher the precision reaches. Then
in item aspect, whether a content-tree is hierarchically accurate will be tested.
The content and the hierarchy of an outline item value 0.5 respectively. And
by comparing with the G.T., both recall and precision can be obtained. Please
note minor differences in characters leading no misunderstanding will be ignored
here, because they have already affected in character aspect. Statistics can be
found in Table 1.

The second phase of evaluation focuses on the inter-slides logic. Slide title will
represent the whole slide, with a string and a hierarchy ranged 1∼3. Similar to
the item-aspect intra-slide evaluation, the string and the hierarchy weight 50 %
each. Table 2 shows the result. Total Slides (T.S.) indicates how many slides have
been extracted from the video originally, which in many cases differs from the
G.T., due to the logical inter-slides processing.

A final accuracy is calculated generalizing all aspects, as shown in Forma-
tion (1). The general intra-slide item-level accuracy is achieved by applying
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Table 2. Inter-slides accuracy report

ID T.S. G.T. Static Adaptive

Correct Accuracy Correct Accuracy

5626 17 13 10 76.9 % 10 76.9 %

5759 45 20 5.5 27.5 % 19.5 97.5 %

6011 18 10 5 50.0 % 8 80.0 %

6031 22 20 7 35.0 % 19 95.0 %

6102 36 30 26.5 88.3 % 28 93.3 %

6106 28 28 25 89.3 % 25 89.3 %

6196 81 31 19 61.3 % 21.5 69.4 %

6201 25 25 22 88.0 % 23 92.0 %

6261 27 20 12 60.0 % 14 70.0 %

6266 18 18 12.5 69.4 % 14 77.8 %

6663 20 20 19 95.0 % 19 95.0 %

7314 17 18 12 66.7 % 10.5 58.3 %

All 354 253 175.5 69.4% 211.5 83.6%

Table 3. General accuracies

Intra-slide (A1) Inter-slides (A2) Afinal

Character (PC) Item

RI PI

Static 74.7 % 79.6 % 66.7 % 69.4 % 71.5%

Adaptive 85.8 % 91.1 % 80.9 % 83.6 % 84.7%

F-measure (harmonic mean) on recall (RI) and precision (PI). Then the G-
measure (geometric mean) of both item-level accuracy and character-level preci-
sion (PC) represents the general intra-slide accuracy. The final accuracy derives
from the G-measure of both intra-slide and inter-slides accuracies (A1 and A2).
From the statistics illustrated in Table 3, we can easily figure out that the general
accuracy of proposed solution reaches approximately 85 %.

Afinal =

√
A2 ·

√
PC · RI · PI

RI + PI
(1)

7 Conclusion and Future Work

In this paper we introduce our effort in generating outline adaptively for online
lectures by analyzing the slides extracted from videos. The proposed solution
goes by analyzing and further utilizing the specified features of the certain under-
processing slides series. The evaluation shows that the accuracy of final output



68 X. Che et al.

reached 85 %. In the future we tend to adjust our system for the compromised
slide images from single-stream lecture video, enable the digital slide file parsing
for accuracy improvement and apply further applications, such as lecture video
retrieval, based on the outline generated.
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Abstract. Most of the Open Educational Resources are scattered
around the Web, and not well described and structured so causing huge
problems in their use, search, organization and management. We present
a system which can collect and analyze domain-specific contents from
massive online learning materials and publications, and automatically
identify domain-specific knowledge terms and aggregate them into well-
organized topics. The system helps learners who want to learn cutting-
edge technology to effectively and efficiently locate appropriate online
courses and learning materials using topic-specific recommendation. We
further examines the system with real-world data and applications.
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1 Introduction

The Web can be described as an ocean of information and knowledge usable for
learning. Theoretically, learners can flexibly choose the subjects they want and
build up their own curriculum and study schedule which suits their personal
needs. However, most of the Open Educational Resources (OERs) are scattered
around the Web, and not well described and structured so causing huge problems
in their use, search, organization and management. Therefore, it is not easy for
learners to locate and judge which learning materials are the right ones for them
from massive online learning materials. This is one of the reasons why education
done through personalized informal learning is still less effective than through
personal interaction in a classroom.

Although some standardized domain knowledge structure like curriculum or
ontology exists, they suffer from excessive generalization and only exceptionally
fit to the learners’ needs at the desired level of granularity [9]. In such cases
the domain knowledge structure has to be created “from scratch”. Unfortu-
nately, manual construction is a tedious and time-consuming task even for small
domains. Compared with traditional and classic courses (such as K12 mathemat-
ics), the new and advanced fields (such as machine learning and deep learning)
c© Springer International Publishing Switzerland 2015
F.W.B. Li et al. (Eds.): ICWL 2015, LNCS 9412, pp. 71–81, 2015.
DOI: 10.1007/978-3-319-25515-6 7
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without mature and stable curriculum have even more serious issues. The success
of any e-learning system depends on the organization of learning materials with
respect to a domain knowledge structure [8], and practically the domain knowl-
edge structure can be organized into multiple layers: basic concepts represented
as domain-specific knowledge terms and high level topics.

In order to address the above issues, we propose a topic-specific recommen-
dation system for OERs, which makes the following main contributions. First,
we present a system which can collect and analyze domain-specific contents from
massive online learning materials and publications, and automatically identify
domain-specific terms and aggregate them into well-organized topics. Second,
the system presents an novel approach for topic-specific recommendation, which
helps learners who want to learn cutting-edge technology to effectively and effi-
ciently locate appropriate online courses and learning materials. Third, the sys-
tem is demonstrated and examined with real-world applications.

We organize the remainder of the paper as follows. Section 2 illustrates the
general framework of the system we propose. Section 3 presents our experimen-
tal results on real-world applications. Section 4 introduces some related work.
Finally, Sect. 5 summarizes our work and discuss the future work.

2 System Framework

As shown in the Fig. 1, we briefly describe the system framework.

2.1 Focused Crawling for Domain-Specific OERs

There are a few centralized OCW and MOOC portal sites, such as MIT OCW,
Coursera and edX, but most OERs are sparsely distributed on scattered sources

Fig. 1. The system framework.
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such as personal home pages of professors [11]. In addition, scientific publica-
tions online also can be valuable learning materials, especially for cutting-edge
technology domains. The contents in the centralized OER sites usually are gen-
erated by templates of content management systems, so we can easily generate
site-specific extraction rules based on limited page templates of these sites, and
automatically acquire all required information. Since most scientific publications
are generally available in specific literature databases with structural meta-data
such as DBLP, it is straightforward to collect and extract related information.
However, crawling and extracting information from scattered OERs is a much
more challenging task, and we create a genre-based focused crawler which can
automatically and efficiently discover and identify specific types (or genres) of
pages including online courses and corresponding learning materials contained,
and collect and extract information from them [11].

During the crawling, we can naturally and simultaneously extract meta-data
including names of lecturers or professors offering courses and learning materials,
and institution names. Authors and citations can be easily extracted as meta-
data from online publications as well.

2.2 Automated Extraction of Knowledge Terms

Although OERs offer abundant and valuable educational contents, most of them
usually are not well structured and organized. Ideally, we would like to have a
universal knowledge structure which illustrates all basic knowledge units or con-
cepts being taught in a broad range of courses in specific domains, and it is
helpful to support decision making such as curricula planning for students, and
to support course and curriculum design by teachers based on OER offerings.
As shown in Tables 1 and 2, knowledge terms are important artefacts for repre-
senting knowledge in and formulating scientific knowledge. Researchers describe
knowledge terms as the linguistic representation of the basic knowledge units or
concepts in a particular domain [5]. For cutting-edge domains with rapid change,
only few domain experts are capable of creating a repository of knowledge terms.
Clearly, manual specification is not scalable, and does not adapt over time with-
out the dedication of further expensive resources [5]. So we propose a robust
approach to automatically extract knowledge terms of different length without
relying on complicated linguistic analysis or hand work.

For crawled web pages or documents of domain-specific learning materials,
page format and layout analysis can applied to detect sequence borders such
as line breaks, table cell borders, sentence borders and specific punctuations.
The pages and documents are segmented into a batch of sequences of tokens (or
words) based on the detected borders. With regular pre-processing such as nor-
malizing plurality and removing specific punctuations, all individual sequences
are feeded into a generalized suffix tree (GST) [2], which offers an efficient data
structure to quickly find repeated sub-sequences (or phrases) as candidates of
knowledge terms. Every term instance occurred in the GST contains related
information, such as its positions in the source sequence and the source page or
document, respectively. Post-processing can be applied to filter out candidate
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phrases that start or end with auxiliary stop-words (e.g. conjunctions, prepo-
sitions, personal pronouns) [5], and acquire statistical information of each can-
didate phrase. For instance, a frequency threshold can be used to filter rare
candidates, and the mutual information and branching entropy can be used to
deal with overlapped candidates [6,7]. For instances, “statistical machine learn-
ing” and “machine learning” are identified as knowledge terms, but “statistical
machine” is invalid. In addition to heuristic rules, specific methods based on
machine learning can be applied to estimate parameters of statistical informa-
tion and refine candidates as well [6].

2.3 Topic Model Analysis

Sometimes navigation and search through keywords or knowledge terms alone
are not enough, and we might want to study a topic that we are interested in.
Topic models have become a popular method for discovering the abstract topics
underlying a collection of documents, and it can help us further refine domain
knowledge structure with thematic or topical views, and facilitate understanding,
organization and exploration of vast amounts of OER contents. We might “zoom
in” and “zoom out” to find specific or broader topics; we might look at how
those topics changed through time or how they are connected to each other.
Topic models are based upon the idea that documents are mixtures of topics,
where a topic is a probability distribution over words [4]. Given a collection of
learning material documents and a specified number of topics, a topic model can
automatically assign a topic to every word in a document, and further obtain
corresponding topic distribution in the document. The conventional topic model
is based on the “bag-of-words” assumption, and a list of most probable unigrams
is used to describe individual topics, yet these unigrams often provide a hard-
to-interpret or ambiguous representation of the topics [3]. The GST constructed
in Sect. 2.2 is tracking knowledge term instances in source learning material
documents, so the documents can easily be represented as the “bag-of-terms” and
feeded into the topic model analysis. As shown in Table 2, augmenting unigrams
with knowledge terms provides a more intuitively understandable and accurate
description of a topic. Clearly, the knowledge term “Support Vector Machine”
is much more interpretable and readable than one single word “machine” or
“vector” in a topic representation list.

2.4 Topic-Specific Recommendation and Analysis

In a practical example, if a learner is interested in some topics in machine learning
and data mining, and she can easily find dozens of online courses which look
similar or with ambiguous course titles, but how should she select appropriate
ones without sufficient understanding of courses and learning materials? Or how
much do those courses overlap with each other? Traditional educational institutes
solve this problem in the old-fashioned way via academic advisors, but it is not
suitable for a informal learner. But after we have established domain knowledge
structure of online courses and learning materials, which can be represented
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with basic knowledge terms and well-organized topics, it is possible to offer an
efficient facility to recommended appropriate learning materials aligned with
specific topics of interest.

Generally, in cutting-edge domains experts with topic-specific expertise are
more likely to offer high quality learning contents. Domain-specific publications
are valuable sources for evaluating personal expertise and generate corresponding
topic-specific profile.

As shown in Fig. 2, a co-author network and a citation network can be con-
structed based on the publication meta-data MP extracted in Sect. 2.1. If the
total number of publications is p, and MP is a vector of length p, and we can
extract the total number of unique authors a. The co-author network is a undi-
rected graph, in which each node is representing an author, and an edge between
two nodes is representing co-author relation between two authors. The citation
network is a directed graph, in which each node is representing a publication,
and an edge is representing a citation relation between two publications. We can
use centrality metrics, such as betweenness [1], to measure personal influence of
authors among the co-author network, and use PageRank [1] to measure influ-
ence of publications in the citation network. Topic model analysis in Sect. 2.3 can
reveal topic distributions TDP of all p publications, and if k is the number of
topics, TDP is a p×k matrix. As shown in Algorithm 1, the topic-specific exper-
tise profile EP of all authors is a a × k matrix, which can be generated based
on TDP and PR (influence of all publications) and CB (personal influence of
all authors).

Algorithm 1: Topic-specific Expertise Profile Generation

Input: Meta-data MP and Topic Distribution TDP of Publications

Output: Expertise Profile EP

Authors = GetAllUniqueAuthors(MP)

a = |Authors| #Authors is a vector of length a

p = |MP|

CoAuthorNet = ConstructCoAuthorNetwork(MP)

CB = Centrality(CoAuthorNet) #CB is a vector of length a

CitationNet = ConstructCitationNetwork(MP)

PR = PageRank(CitationNet) #PR is a vector of length p

Initialize EP with 0

for i := 1 to a do

for j := 1 to p do

if Authors[i] in Publication j

EP[i] += TDP[j] * PR[j]

EP[i] *= CB[i]

return EP

Topic model analysis in Sect. 2.3 also recovers topic distributions TDO of all
courses and learning materials contained. If there are c courses which contain
m learning materials in total, TDO is a m × k matrix. The course meta-data
MO extracted in Sect. 2.1 is a vector of length m. From MO we can extract all
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unique lecturers into a vector Lecturers of length l. Every lecturer is assigned
a BASELINE expertise, a constant vector of length k, and if a lecturer is also
a publication author, then her corresponding expertise in EP will be added as
well. As shown in Fig. 2 and Algorithm 2, based on the above information and
the author expertise profile EP , we can recommend appropriate OERs including
courses and learning materials according to interested topics T of a learner. T is
a vector of length k, in which the elements corresponding to the interested topics
are 1, and 0 otherwise. Various analysis also can be applied to OER contents for
insightful understanding, such as trend or evolution of specific topics.

Algorithm 2: Topic-specific Recommendation and Analysis

Input: Meta-data MO and Topic Distributions TDO of OERs

Expertise Profile EP and Interested Topics T

Output: Recommended learning material list RM and Course list RC

Lecturers = GetAllUniqueLecturers(MO)

l = |Lecturers| #Lecturers is a vector of length l

Materials = GetMaterialList(MO); m = |Materials|

Courses = GetCourseList(MO); c = |Courses|

Initialize LEP with 0 #a l*k matrix of Lecturer Expertise profile

Initialize RM with 0 #a vector of length m

Initialize RC with 0 #a vector of length c

for i:=1 to l do

LEP[i] = BASELINE

if Lecturers[i] is found in publication authors

Get corresponding author_id in EP

LEP[i] += EP[author_id]

for i:= 1 to m do

lecturer_id = GetCurrentLecturer(MO,i)

course_id = GetCurrentCourse(MO,i)

for j:= 1 to k do

if T[j] == 0:

LEP[lecturer_id][j] = 0

score = LEP[lecturer_id]*TDO[i]

RM[i] = score

RC[course_id] += score

select Top-N of RM, RC by score

return RM, RC

3 Experiments

In this section, the system is demonstrated and examined with real-world data.
We begin with the description of datasets. The system mainly focuses on helping
informal learners who want to study cutting-edge technology to find appropriate
OER contents, and in practice, it can be applied to any scientific domain. We
select machine learning as the domain for experiments, because it is a rapidly
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Table 1. Examples of auto-extracted multi-word knowledge terms.

Length = 2 Length = 3 Length ≥ 4

Neural network Support vector machine Markov chain monte carlo

Graphical model Hidden markov model Deep convolutional neural network

Gaussian process Latent dirichlet allocation Stochastic dual coordinate ascent

Topic model Principal component analysis Alternating direction method of multiplier

Dimensionality reduction Restricted boltzmann machine Partially observable markov decision process

. . . . . . . . .

changing and emerging domain, and there are relatively abundant domain-
specific OERs available online as well. Based on the focused crawling method
in Sect. 2.1, we collect a wide range of online courses, from which we find 75
machine learning related courses containing 1672 lecture notes from 49 lecturers
of 21 universities. We also collect publication data from top machine learning
related academic conferences and journals including 3300 papers of International
Conference on Machine Learning (ICML), 5439 papers of Neural Information
Processing Systems (NIPS) and 1069 papers of Journal of Machine Learning
Research (JMLR) from 10142 authors in total.

In practice, knowledge terms with more than 5 words are very rare, so we
set the maximum length as 5 and the frequency threshold as 20, and extract
591 knowledge terms from the above datasets using the heuristic rule-based
method in Sect. 2.2. Table 1 shows real examples of auto-extracted multi-word
knowledge terms. Abbreviations also can be identified and unified into corre-
sponding original knowledge terms, such as “support vector machine (SVM)”,
“hidden markov model (HMM)”, “latent dirichlet allocation (LDA)”, “principal
component analysis (PCA)”, “markov chain monte carlo (MCMC)”, “alternat-
ing direction method of multiplier (ADMM)” and “partially observable markov
decision process (POMDP)”.

Generally, we can use precision and recall to evaluate quality of extracted
knowledge terms. The extracted terms are presented to three experienced
researchers familiar with machine learning for manually checking if they are
correct, and the average precision from the three researchers is 90.4%. How-
ever, we don’t have the ground truth of all correct knowledge terms, so recall
cannot be measured directly. Recently, two senior researchers took huge efforts
and manually curated knowledge term lists1 including 361 terms in the machine
learning domain. We can compare our extracted terms with the curated terms,
and evaluate the coverage rate, which is a reasonable alternative of recall. And
the experiments show that our auto-extracted terms from OERs and publications
achieves coverage of 82.5%, which is comparable to the state of art [6].

After running experiments with different values of k, we select the topic
number k = 20. Table 2 shows real examples of auto-discovered topics and cor-
responding knowledge terms. We present all the discovered topics with the cor-
responding frequent knowledge terms to the same three researchers, and ask
1 https://www.metacademy.org/browse.

https://www.metacademy.org/browse
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Table 2. Examples of auto-discovered topics and corresponding representations with
knowledge terms.

Topic 1 (learning

methods)

Topic 2 (probabilistic

graphical models)

Topic 3 (neural network and

deep learning)

Topic 4 (brain activity)

Machine learning Graphical model Neural network Neural activity

Reinforcement learning Topic model Recurrent neural network Spiking neuron

Active learning Hidden markov model Deep belief network Visual cortex

Supervised learning Conditional random field Deep learning Firing rate

Unsupervised learning Latent dirichlet allocation Convolutional neural network Neural response

. . . . . . . . .

them to check if a identified topic is informative and corresponding knowledge
terms contained are coherent. For example, all 4 topics in Table 2 are informa-
tive and coherent, and can be described with succinct labels, respectively. All the
three researchers independently find the same one topic containing terms, such
as dynamic programming, global linear models, domain knowledge, prior knowl-
edge, which are meaningful machine learning concepts but not coherent with each
other, so we cannot label the topic with a succinct description. Two researchers
identify all other 19 topics as informative and coherent. One researcher agrees
on 17 topics with the two other researchers, but identifies 2 topics as coher-
ent and non-informative, because one topic mainly contains terms such as data
sets, training data, labelled data, and another topic mainly contains terms such
as experimental results, theoretical results, case study. The results show that a
well-organized knowledge structure can be established by the topic model.

Based on Algorithm 1 in Sect. 2.4, the topic-specific expertise profile of all
publication authors can be generated, and Table 3 shows real examples of sev-
eral influential machine learning researchers, and due to limited space, it only
lists some top topic-specific expertise of each researcher. The results are also
presented to the same three researchers, and all of them think that the expertise
profile data are consistent with their general impressions to top topic-specific
experts, which are accumulated from their experiences based on long-term liter-
ature reading. The system generates a integrated profile page for every person,
which lists personal topic-specific expertise, and topic distributions of all per-
sonal publications, courses and learning materials. As shown in Fig. 2(a), the
three researchers with the highest expertise scores on the topic of neural net-
work and deep learning discovered by the system are exactly the three most
famous leaders reviving the topic together.

After generating the topic-specific expertise profile, we can further apply
Algorithm 2 in Sect. 2.4 to the collected OER data organized by topic, and rec-
ommend appropriate courses and learning materials based on topics of interest
selected by a learner. Table 4 shows some real examples of recommended topic-
specific courses, and due to space limit, examples of recommended learning mate-
rials are not presented. The topic-specific recommendation results are presented
to the three experienced researchers again for evaluation. All of them think rec-
ommended courses of over 15 topics are high quality contents suitable for a
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Table 3. Examples of personal topic-specific expertise profile.

Person Total score Topic-specific expertise

Eric P. Xing 51.91 Graphical model (26 %)

David M. Blei 37.95 Graphical model (48 %)

Michael I. Jordan 117.92 Graphical model (18 %), machine learning (9 %)

Yee Whye Teh 40.93 Graphical model (37 %), inference (11 %)

Joshua B. Tenenbaum 33.91 Graphical model (30 %), machine learning (15 %)

Zoubin Ghahramani 71.93 Graphical model (34 %), inference (10 %)

Geoffrey E. Hinton 67.93 Pattern recognition (16 %), neural network (9 %)

Yoshua Bengio 63.92 Neural network (17 %), graphical model (12 %)

Yann LeCun 34.2 Neural network (16 %), pattern recognition (13 %)

Andrew Y. Ng 69.92 Machine learning (17 %), pattern recognition (13 %)

Tom Mitchell 10.93 Machine learning (22 %)

. . . . . . . . .

Fig. 2. (a) Influential researchers on neural network (and deep learning). (b) Trend in
neural network research.

learner planning to learn the selected topics, and the recommendation results
are more compact and informative compared with keyword search results from
general search engines. With topic distributions of courses and learning mate-
rials, a learner can easily get a high-level overview on knowledge maps, and
compare related courses and materials, and it is especially critical for informal
learners lack of professional guidance. The system can provide navigation and
recommendation by knowledge terms, topics and persons, and in addition, some
interesting analytical results can be produced. As shown in Fig. 2(b), based on
topic-specific analysis of the publication data set, we can quantitatively measure
research activities on neural network in terms of aggregated topic-specific weight
of related publications over the last two decades, which reached the peak in the
mid-90s and bottomed soon, and recently rebounded due to the deep learning
renaissance.
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Table 4. Examples of topic-specific recommendation of courses and learning materials.

Topic Courses Score

Neural network
(deep learning)

CSC321 Introduction to Neural Networks and Machine
Learning (Geoffrey E. Hinton)

67.10

Deep Learning (Yann LeCun) 60.68

Coursera: Introduction to Neural Networks and
Machine Learning (Geoffrey E. Hinton)

56.29

Graphical model COS597C: Advanced methods in probabilistic modeling
(David M. Blei)

86.98

10708 Probabilistic Graphical Models (Eric P. Xing) 69.06

STAT/CS 6509: Foundations of graphical models
(David M. Blei)

65.53

Machine learning CS 229 Machine Learning (Andrew Y. Ng) 32.80

Coursera: Machine Learning (Andrew Y. Ng) 24.66

10-701/15-781, Machine Learning (Tom Mitchell) 13.90

4 Related Work

ThemePageRank model [5] attempts to automatically generate reading lists of
scientific publications for novices, and it also involves topic-specific expertise
measurement combining topic model with PageRank. However, it is only try-
ing to recommend quality publications from publications themselves. Our work
focuses on topic-specific recommendation of OERs by combining expertise pro-
file generated from scientific publications, and our algorithms are also different
due to the different target. Researchers also combined the merits of traditional
collaborative filtering and probabilistic topic modeling, and tried to recommend
scientific publications to users of an online community [10]. Because most OERs
are sparsely distributed, it is hard to create a single online community which can
apply collaborative filtering for recommendation. ToPMine also tries to extract
quality phrases of different length from scientific publications, and generate more
meaningful and readable representations for topic models [3]. But their work
mainly focuses on topical phrase mining and doesn’t involve topic-specific rec-
ommendation.

5 Conclusion and Future Work

This paper presents a novel system for topic-specific recommendation of OERs,
which helps learners who want to learn cutting-edge technology to efficiently
locate appropriate online courses and learning materials, and the system has been
demonstrated and examined with real-world data and applications. A number of
open problems still need to be solved in order to establish a more comprehensive
domain knowledge structure. For instance, selecting appropriate topic number
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or granularity, inferring hierarchical and prerequisite relationship among topics
and corresponding knowledge terms are all critical for learners who try to create
own curriculum and find optimal learning pathways.
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Abstract. The higher education worldwide is in the period of transition, affected
by globalization, the requirement for mass access, changing relationships between
the university, state and new technologies and others. Internationalization is one
of the major forces impacting and shaping higher education as it evolves to meet
the challenges of the 21st century. These were the main reasons why the Run-up
InterUniversity Study Project (RIUS) was designed by three Czech higher educa‐
tion institutions. After the successful piloting process the project continued as the
InterUniversity Study (IUS) Project, been built on co-operation of eight European
universities. Running the R/IUS projects the borderless web-based concept was
applied. Several tools were developed for the complex evaluation of the project.
The results, presented in this paper, entitle us to state the model of InterUniversity
Study designed and verified within the R/IUS projects was successful and can be
applied within further on.

Keywords: Web-based learning · Higher education · Interuniversity project

1 Introduction

The higher education worldwide is in a period of transition, affected by globalization,
the requirement for mass access, changing relationships between the university, state
and new technologies and others [1]. Internationalization is one of the major forces
impacting and shaping higher education as it evolves to meet the challenges of the 21st
century. Overall, the picture of internationalization is one of complexity, diversity and
differentiation. The internationalization of higher education is a process in rapid evolu‐
tion, both as actor and reactor to the new realities of globalization and to the rather
eventful times facing higher education [2–5].

Altbach and Knight cite several motivations universities apply to internationalize. This
process may include several approaches, starting from exchange study programmes to the
borderless education, i.e. to running the process of instruction online for students of other
education institutions. These motivations include profit motivations and the support to
increased access and demand for education, improved cultural structure of the student
population, competitiveness, prestige, and enhanced strategic alliances with other institu‐
tions [6]. To capture the ways in which higher education goes about internationalizing,
Arum described international education with three overarching categories: international
studies, international educational exchange and technical assistance [7].
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There is no one way to be an international scholar or to define international schol‐
arship. The history of internationalization in education is multifaceted [8] and covers
administrative and managerial opportunities, teaching/learning opportunities (e.g. coop‐
eration on projects, teaching and curriculum design and revisions, instruction/study
abroad participation, or the employment of global, social, economic, political, and
educational resources) [8, 9]. Moreover, the participation in international academic
activities provides scholars with globalizing academic communities [10]. These
communities suggest and create a “ceremonial space” (p. 372) in which scholarship is
“played” and “performed” (p. 373) and both “knowledge and academic identities” are
produced (p. 377). All these activities may assist individuals to expand and enrich their
critical international perspectives, practices, and identities [5].

Therefore, the main objective of this paper is to introduce the concept and feedback
from the R/IUS projects as a way towards internationalization through web-based
process of instruction.

2 R/IUS Projects Design: Methodology, Tools, Research Sample

The Run-up InterUniversity Study Project (RIUS), supported by European Union funds,
was designed by three Czech higher institutions – University of Tomas Bata, Zlin
(UTBZ), University of West Bohemia, Pilsen (UWB) and University of Hradec Kralove
(UHK). The project been successfully piloted, it continued as the InterUniversity Study
(IUS) Project in the next semester. In both EU projects following international institu‐
tions, project co-solvers, participated: University of Huddersfield, United Kingdom
(UH); Galway-Mayo Institute of Technology, Ireland (GMIT); Savonia University of
Applied Sciences, Finland (SUAS); Riga International School of Economics and Busi‐
ness Administration, Latvia (RISEBA) and University of Genoa, Italy (UG). The RIUS
project aimed at following fields:

• to create the base of university network in the Czech Republic for the purposes of
interuniversity study (IUS);

• to prepare both pedagogical and administrative staff for IUS realization;
• to share teaching/learning aids (mainly those for the hybrid process), educational

infrastructure and tools;
• to prepare Czech universities for more intensive co-operation with similar organi‐

zations in other EU countries;
• to develop infrastructure, processes, know-how for the connection of created Czech

IUS network to similar networks in other EU countries for the purposes of IUS.

The RIUS project design focused on three fields – study, organization and coordination
of learning-related activities. The process of instruction was held in the LMS WebCT/
Blackboard in tutored distance online courses where only the starting tutorial and final
assessment were organized in the face-to-face form. The process of instruction,
schedule, quality assessment, administration etc. were agreed and managed by the
steering committee consisting of member of all partner institutions. Running the R/IUS
projects the ‘barrier-free’ access to higher education was provided.
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The pilot RIUS project been finished and results analyzed, the objectives were
applied for the IUS project without any change. Exploiting the distance online
learning approach [11] both the RIUS and IUS projects were of identical concepts,
i.e. selected European universities provided distance courses in English running in a
LMS for students of other universities. In the starting tutorial students were provided
with information about the objectives and structure of the subject, ways of commu‐
nication in the online course, requirements for successful passing exams etc., as well
as the access to the course was opened for them. The LMSs WebCT/Blackboard,
EDEN and Moodle were used for designing and running the courses. Despite the
universities differed in using the LMS, all three learning environments were recog‐
nized as standardized and user friendly to provide learners with all tools required for
simulating the real process of instruction. The assessment tutorial was organized at
the end of the semester where students’ knowledge was evaluated by written tests and
oral exams. The design of all subjects followed the distance education standards
covering both the course design and process of running the instruction (e.g. [12]).

In the RIUS project totally 40 subjects were offered to students, taught by 40
teachers from the above listed institutions; 217 students enrolled in 31 subjects; 102
of them met all requirements and passed the final exams. In the IUS project totally
49 subjects were taught by 46 teachers, 336 students enrolled in 35 of them; 258 of
them met all requirements and passed the final exams. Both the teachers (tutors) and
students participated on voluntary basis in the project. Detailed data are presented
in Table 1.

Table 1. Research sample of the RIUS and IUS projects (n)

RIUS IUS

Teachers in
RIUS + IUS

Subjects
offered/
attended

Enrolled
students

Passed
exam

Subjects
offered/
attended

Enrolled
students

Passed
exams

UH 0 + 5 0 0 0 5 8 4

GMIT 4 + 5 5 51 22 5 49 38

SUAS 5 + 4 5 70 38 5 85 61

RISEBA 5 + 4 5 15 9 6 23 15

UG 5 + 5 5 7 4 5 3 1

TBUZ 8 + 10 7 48 17 8 70 61

UWB 5 + 6 5 18 6 6 19 14

UHK 8 + 7 8 8 6 9 79 64

Total 40 + 46 40/31 217 102 49/35 336 258
Success

rate
47 % 77 %
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3 RIUS/IUS Projects Evaluation

Despite the provided opportunity of studying at foreign universities was challenging and
interesting for many students, only the best ones succeeded in the study, as displayed in
Table 1.

The online courses and exams been finished, students’ and tutors feedback was
collected. Several tools were developed for the complex evaluation in particular subjects
during the course of study: written questionnaires (for successful students analyzing
their positive and negative experience; for unsuccessful students collecting deeper focus
on their problems within the course of study; for tutors) and oral evaluation interview
with students and teachers.

Below, the selected results from the evaluation questionnaires and follow-up
interviews to make all responses clear are presented.

In Table 2 the amount of those provided feedback is displayed. Under ‘failed
students’ two types of students are included: (1) those who did not meet the course
requirements within the semester, i.e. they did not submit assignments in time, stopped
studying from any reasons (personal, health reasons, bad time management, low moti‐
vation etc.), (2) those who failed the exams.

Table 2. RIUS/IUS participants providing evaluation feedback

Respondents RIUS (n) IUS (n) Total (n) Provided
feedback (n)

Provided
feedback (%)

Successful
students

102 258 360 332 92

Unsuccessful
students

115      78 193 156 81

Tutors      39      47      86      82 95

The process of evaluation ran in two phases: (1) after the RIUS project; (2) after the
IUS project. Despite the feedback collected after the RIUS project was implemented in
the IUS project design, identical comments, strengths and weaknesses were detected
after the IUS project. Therefore, all data were summarized and presented together.

3.1 Course Evaluation by Successful Students

The questionnaire for successful students was structured in two parts covering 64 items
relating to didactic and technical (technology-supported) fields of study. Each field was
monitored by several items so the collected data were structured to 15 final items. The items
were provided in the form of statements and evaluated on the four-level scale (1 -
completely agree, 4 - completely disagree). The questionnaire focused on learning objec‐
tives, study materials, exam requirements, tutor’s work (motivation and stimulation of
students, explanation of problems, study materials and teaching methods etc.), quality of
methodological instruction on how to study in the distance online course, IT and
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organizational support, the adequacy of work load during the study and (last but not least)
the process of administration. Selected results (ordered from best to worst) are presented
in Table 3. The evaluation levels 1 (I completely agree) and 2 (I partially agree) are consid‐
ered positive, levels 3 (I partially disagree and 4 (I completely disagree) are negative.

Table 3. Successful students’ feedback (%)

Statement Total
positive
feedback

‘I completely
agree’

‘I partially
agree’

Written instructions for assignments were clear
and appropriate

80 52 28

Technical requirements were appropriate 79 52 27

Tutor was interested in our learners’
opinions

77 58 19

I consider learning within the project
beneficial for me

77 47 30

The learning objective was clearly defined 76 38 38

Tutor explained the structure and
organization of study

71 40 31

The subjects required an adequate work load
for me

71 29 42

The subject documentation was available and
clear

70 47 23

Tutor provided sufficient methodological
instructions to assignments

70 43 27

I will participate in similar projects in the future 67 41 26

Information on the RIUS/IUS project was clear
and provided in time

63 41 22

Learning content was explained in a
systematic and comprehensive way

57 28 29

Exam and credit requirements were clear and
adequate

59 40 19

In case of technical difficulties efficient help
was promptly provided

57 27 30

Applied methods stimulated my learning
activity

52 26 26
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Despite the above presented evaluation was from successful students, the data are
not unambiguously positive. Some features of the course, e.g. definition of learning
objectives, tutor’s explanation of the structure and organization of study, methodological
instructions on how to write assignments, subject documentation, tutor’s feedback in
learners’ opinions, adequate work load etc. received rather positive feedback (above
70 %), whereas others, e.g. methods to support learning activity, should be substantially
improved, as well as further advancements could be considered in how to explain the
learning content, exam and credit requirements in the distance way, how to provide
immediate technical support, how to improve administration of the project etc.

Moreover, most frequent comments were collected in follow-up unstructured
interviews. Students would appreciate more frequent communication, information, instruc‐
tions, from at least two reasons: (1) to have enough information and feedback on how to
study, how to prepare assignments, to discuss their problems with other course partici‐
pants, and (2) to communicate so as not to feel lonely. Despite some problems numerous
students stated that way of learning was very motivating for them and exceeded their
expectations.

Despite all the above presented, more than two thirds of students are going to partic‐
ipate in another course (other courses) in the future.

3.2 Course Evaluation by Unsuccessful Students

The questionnaire for unsuccessful, i.e. drop-out and failed, students consisted of twelve
items covering two sections:

• relating to the process of instruction, i.e. the content and way of learning/teaching
the subject, quality of tutor’s work;

• relating to technical and administrative problems.

The items were in the form of statements; students were to express complete agree‐
ment (1) or complete disagreement (4) with statements on the four-level scale.

In each section three areas of substantial problems were detected where students
could state also other reasons of their study drop-out additionally to those listed above.
Results (ordered from best to worst) are displayed in Table 4.

As we can see, these statements express students’ attitudes from individual points
of view. Most of the results are crucial for further running such courses. Despite most
tutors were experienced and trained, not all of them performed excellent. On the other
side – the question is why students’ expectations were different (didn’t they read the
syllabus carefully?), what (how much) motivation they expected from the tutor in case
they voluntarily enrolled in the course they were interested in, what the cause of technical
problems was, why they considered the communication complicated (because of tech‐
nical problems?) etc. More problems seemed to be on students’ side. Were students able
to study autonomously? Did they have enough capacity (abilities, time management) to
complete the subject? Did they expect it would be easier to get credits in a pilot project?
However, in follow-up interviews most students explained the main reason(s) of their
drop-out in themselves, mostly by inappropriate time management. Problems connected
with the content and the teaching/learning of the particular subject were not frequently
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mentioned. Some students stated they had missed contact with their tutor. Several
students discovered the reason(s) of their drop-out in technical problems, e.g. university
anti-spam filter marked tutor’s e-mail as spam and deleted them, they commented. Other
students saw the reason of their drop-out in administrative problems. Moreover, another
area relating to tutor’s work which was rather criticized by some students (but not by
the others) was the proper and early announcement, e.g. instructions were sent late, the
starting date was postponed etc.

Table 4. Unsuccessful students’ feedback (%)

Statement Total
positive
feedback

‘I completely
agree’

‘I partially
agree’

Communication in the course was
complicated

83 70 13

Bad organization and administration
discouraged me from studying

80 70 10

Tutor was not able to establish a good contact
with students

79 56 23

This way of study did not suit me 74 52 22

The learning content was different than I
expected

71 57 17

Tutor did not enough motivate me to studying 70 57 13

I stopped studying because of technical
problems

69 52 17

The organization of lessons was poor for me 61 53 8

The subject was too demanding for me 53 44 9

3.3 Course Evaluation by Tutors

The questionnaire for tutors consisted of 15 items. Tutors provided responses in the form
of multiple choice (nine items) and open answers (six items).Their responses focused
on teaching, organization, and technical support to the courses. As presented above,
totally 66 courses were provided within the RIUS/IUS projects which were tutored by
86 tutors (several courses were tutored by more than one instructor), 82 tutors provided
their opinions, experience from running online courses and proposals to implementation
in the future. The collected data (ordered from best to worst) are summarized in Table 5.

Nearly all tutors were interested in tutoring the courses despite they considered the
work more demanding compared to face-to-face instruction. They did not have any
crucial technical problems, as well as they appreciated students had not required support
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from them very often. Above all, this way of work was very motivating for most of them
and they would recommend such experience to other tutors. Despite these facts, only
half of them thinks students did excellent work. In other words, from their opinion,
students could have worked harder. Tutors also appreciated the opportunity to commu‐
nicate with foreign students (also with Czech students) in English and the experience in
teaching students from other universities, cultures (and thus to get a possibility to teach
foreign students and get familiar with different studying cultures.

Problems with communication and motivation, which were mentioned mainly by
unsuccessful students, were considered a problem by tutors as well. They often
mentioned impersonal contacts and higher possibility of student’s cheating, lack of
communication, the fact students did not have correct communication manners devel‐
oped (no or late answers to tutor’s emails), and running communication via LMS was
considered very time-consuming.

The most frequent students’ problem from tutors’ views involved writing essays on
given topic, working out assignments according to written instructions only, motivating
students and keeping them motivated; probably student’s level of English knowledge
could have been higher.

Table 5. Tutors’ feedback (%)

Statement Total
positive
feedback

‘I completely
agree’

‘I partially
agree’

Was the tutor’s work within the project
beneficial for you?

100 58 42

Reflecting my experience from this project, I
would recommend other tutors to
participate in further courses

     96 27 67

The project represents a great motivation for
my future tutor’s work

     80 42 38

I was satisfied with the project organization      80 17 63

Do you consider the tutor’s work in the
project more demanding compared to
face-to-face instruction?

     71 21 50

Did students make excellent work?      50 33 17

Did you have any crucial technical
difficulties?

     46 40      6

Did students frequently need your help or
support?

     16      7      9
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Tutors appreciated their students’ enthusiasm, high level of work, their real and
honest effort and positive attitude, participation in discussions, some of them conducted
inter-university team co-operation. On the other hand, tutors disliked rather massive
decrease of students at the beginning and during the course, starting study to late which
was later reflected in the quality of students’ knowledge, some problems in communi‐
cation, partially caused by problems in understanding English.

4 Conclusions and Recommendations

Latest developments in borderless web-based education are shaped by a number of
factors including the emergence of lifelong education and advances in the use of ICT.
The traditional area of higher education (universities, colleges) is changing rapidly as
new providers and forms of education emerge, thus defining a wider context of changes
in education and society in general. The term of web-enhanced education refers to
developments that cross the traditional borders of higher education, both geographic and
conceptual [11]. In the conceptual framework, we used to operate in, new didactic means
should be applied, i.e. organizational forms, methods of instruction and other relating
features, at least the competences required from both the tutors and learners to success‐
fully master such an approach to education. The results presented in this paper entitle
us to state the model of InterUniversity Study designed and verified within the R/IUS
projects was successful and can be applied within the internationalized web-based
education.

Reflecting these results, the project of interuniversity study provided positive impact
on the involvement of selected Czech universities in the world network of borderless
internationalized education, despite in the RIUS project fewer than 50 % of students met
the requirements and successfully passed exams (see Table 1). Emphasis must be paid
to the fields which have not proved good performance (see Tables 4 and 5 – unsuccessful
students’ and tutors’ feedback), particularly on:

• keeping the teaching methods maximally stimulating the process of learning and
steadily increasing their impact in the affective field of the process;

• improving teaching materials, mainly their comprehensiveness, so that the under‐
standing the topic was as complete as possible;

• providing the exam requirements clear and stable, but reflecting latest pedagogical
achievements;

• providing fast IT service and methodological support in case of technical difficulties
in LMS.

After solving the problem of rather passive partner institutions (see Table 1), possibly
by contracting other universities which will be more active project partners and more
deeply engaged in the project work, the project would be recommended to further
implementation in following academic years. The main strengths were detected in the
fields of tutor’s work, setting clear educational objectives and applying appropriate
methods of instruction, including the communication. Above all, taking the educational
contribution of the project into consideration, it definitely provided ‘added value’ to
students’ motivation to further education [6].
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Abstract. This review examines the literature on Serious Games used as
learning tools for people with intellectual disabilities. Although intellectual
disabilities are a very broad field where each individual has very specific
characteristics, it would be beneficial to have general evidence-based recom-
mendations about how to design videogames adapted to their cognitive
requirements. Thus, the purpose of this paper is to identify and review the
available literature on Serious Games for intellectual disabilities classifying
them according to the learning outcomes associated. Search terms identified 43
papers covering this topic and this review presents the initial results. The final
goal is to identify what is working in this kind of games and how this can be
generalized into a methodology to simplify the creation of more effective games
for people with intellectual disabilities.

Keywords: Serious Games � Intellectual disabilities � Cognitive disabilities �
Educational games � Autism spectrum disorder � Down syndrome

1 Introduction

The use of educational or therapeutic videogames (aka Serious Games) in scientific
investigations has grown over the past years but their use for people with intellectual
disabilities is still a relatively unexplored field. Even though intellectual disabilities are
a very broad and diverse field where each individual has very specific characteristics,
it would be beneficial to have general recommendations about how to design video-
games adapted to their cognitive features. To pursue this goal, the purpose of this paper
is to identify and review the available literature on Serious Games for intellectual
disabilities and classify the research found according to the learning outcomes asso-
ciated to them.

Early research on Serious Games for intellectual disabled people is mostly focused
on adapting the interface of existing videogames [1, 2] but we consider that the real
challenge is to design learning-games identifying the specific needs of intellectual
disabilities users to ensure an effective learning outcome.
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2 Serious Games for Intellectual Disabilities

The AAIDD (American Association on Intellectual and Developmental Disabilities)
describes ‘Intellectual Disability’ as a disability characterized by significant limitations
both intellectual functioning (reasoning, learning or problem solving) and in adaptive
behavior, which covers a range of everyday social and practical skills [3]. An indi-
vidual is considered to have an intellectual disability based on the following three
criteria: (a) intellectual level (IQ) is below 70–75, (b) significant limitations exist in two
or more adaptive skills areas (like communication, self-care, social skills, home living,
leisure, self-direction) and (c) the condition is presented from childhood [4].

Attending to this definition there is a wide range of mental conditions that can be
considered intellectual disabilities, depending on its causes, signs and symptoms. Even
though the different intellectual disabilities have similarities, it is not possible to
standardize the learning mechanisms of all impairments and reflect them in the design
of a videogame’s mechanics. The result is that not all Serious Games are suitable as
learning tools for all disabled game players [5, 6].

Although the search terms used in this review covers most of the intellectual
disabilities in general to ensure that the results are representative enough, we are
interested in identifying those articles referred to two concrete disabilities: ASD
(Autistic Spectrum Disorder) and DS (Down Syndrome) for three reasons:

1. Down Syndrome is the most common genetic disorder found in newborns and the
most common intellectual disability associated with mental impairment. The
prevalence of Down syndrome has been reported to occur in about 1 out of every
600 live births [7].

2. ASD comprises a group of conditions within the category of developmental dis-
orders. Due to its heterogeneity of symptoms, ASD is the disorder with the largest
number of scientific investigations among the intellectual disabilities [8].

3. There are a large number of associations in Spain and US dedicated to ASD and DS
(separately) that can provide us advice about the characteristics, skills, attitudes and
behavior of each group and provide users for the actual game testing.

3 Method

We applied the same method used by Connolly et al. [9] to examine the available
literature in Serious Games.

3.1 Databases Consulted

The databases consulted are relevant in three different fields according to the topic of this
article: Computer Science, Psychology, Medicine and Science in general. All of them
were accessed in their electronic format and are listed below: ASSIA, BioMed Central,
EBSCO (consisting of Psychology and Behavioural Science, PsycINFO, PubMed,
SocINDEX, Library, Information Science and Technology Abstracts, CINAHL, ERIC,

96 A.R. Cano et al.



IEEE, Medline and Academic Search Premier), IngentaConnect, Science Direct and
Web of Science.

3.2 Search Terms

We identified three groups of search terms which combination helps us to perform an
accurate search in databases referred to the technology, the subject and our particular
interest in game design and development methodologies. The final query used in the
databases remains as follows:

(“videogame” OR “game”) AND (“intellectual” OR “cognitive” OR “disability”
OR “behavior” OR “down syndrome” OR “autism”) AND (“design” OR “methodol-
ogy” OR “survey”)1

3.3 Selection of Papers for Inclusion in the Review

We applied the following selection criteria to the 498 studies found in the databases
searched in order to choose which articles include in our review:

1. The purpose of the study is to test the acquisition of knowledge through videogames
designed or adapted considering specific needs of a particular intellectual disability
or a common feature in people with intellectual disabilities in general.

2. The purpose of the study is to identify patterns and behaviors in the use of
videogames in people with intellectual disabilities.

3. The purpose of the study is to apply a methodology in the design or development of
videogames for a particular intellectual disability or intellectual disabilities in
general.

In addition, we discarded the studies that do not appear in scientific publications
and those published before 2005. Those papers that do not report an empirical evidence
of the results has been included only when the results show relevant behaviors of the
users or when best practices are identified.

Once the inclusion criterion is applied, 43 studies have been included in our review.
The classification of the Serious Games is a controversial issue since there is not a

single taxonomy widely accepted by the scientific community [10, 11, 12, 13, 14]. We
chose the taxonomy proposed by Wouters et al. [15] who described a classification
consisting of four categories of learning outcomes in Serious Games: cognitive, motor
skills, affective and communicative. The studies included in our review are classified as
follows: First, we determined the purpose of the investigation in accordance to one of
our three inclusion criteria. Second, we applied the taxonomy described by Wouters to
those studies which purpose is to learn a skill.

1 Note that each database has its own nomenclature. We adapted the query to each database’s search
requirements without removing any search term.
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4 Studies and Results Classified by Purpose of the Investigation
and Learning Outcomes

See Tables 1, 2, 3, 4 and 5.

Table 1. Acquisition of knowledge through the design or adaptation of videogames. Cognitive
skills

Author/s Domain Control
group

Effect Summary/Results

Brown et al.
(2011)

Intellectual
disabilities

Young + Positive and effective results in
planning, rehearsing and
travelling routes independently

Chang et al.
(2014)

Intellectual
disabilities

Adults + The participants improved their
success rates and maintained
their acquired skills after the
three phases of the study,
suggesting the effectiveness of
the developed video game for
learning long, complex and
difficult recycling tasks

Curatelli et al.
(2014)

Intellectual
disabilities

Children +/− Positive results in manipulating
abstract elements in people with
mild intellectual disabilities.
Medium to severe intellectual
disabilities had troubles in the
management of memory, recall
past events and actions, fix in
memory new facts and in the
management of attention and
concentration

Delavarian
et al. (2014)

Mild
intellectual
disabilities

Young + Improvements in visual-spatial,
auditory and speaking skills

Gonzalez
et al. (2009)

Intellectual
disabilities

Children +/− Practical example of designing a
personalized SG centered in four
cognitive processes: motivation,
attention, concentration and
emotion. Not tested with users
yet

Grynszpan
et al. (2007)

Autism
spectrum
disorders
(ASD)

Children +/− Protocol that studies the influence
of the specific constraints of the
learning areas (spatial planning
versus dialogue understanding)
as well as Human Computer
Interface modalities for children
with Autism

(Continued)
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Table 1. (Continued)

Author/s Domain Control
group

Effect Summary/Results

Hussaan et al.
(2011)

Intellectual
disabilities

General +/− System that generates learning
scenarios depending on the
cognitive abilities and the
domain competences of the user.
Not tested yet

Jimenez
(2008)

Learning
disabilities

Children + Users showed an improvement in
phonological awareness and
word recognition during the
playing sessions

Lee et al.
(2012)

Intellectual
disabilities

Old + Evolution in game scores during
sessions suggest that users
improved in performing basic
daily activities such as setting the
table, peeling a fruit and using
the elevator

Ripamonti
and
Maggiorini
(2011)

Down
syndrome

Children + All participants achieved the
purpose of the Learning Game
(reading the time) after sessions
playing with a custom-developed
SG

Sajjad et al.
(2014)

Other Young + The game has remained effective in
helping psychotherapy by
reducing symptoms like
depression, anxiety, anger and
disruptive behaviour

Table 2. Acquisition of knowledge through the design or adaptation of videogames. Motor
skills and affective learning

Motor skills
Author/s Domain Control Effect Summary/Results
Elaklouk et al.
(2012)

Traumatic brain
injury (TBI)

General +/− Collection of game design
principles to develop
therapeutical SGs. Not
tested yet

Golomb et al.
(2010)

Hemiplegic
cerebral palsy

Young + Results showed
improvement function of
the plegic hand in all
participants

Karal et al. (2010) Mild
intellectual
disabilities

Children + Results showed a positive
attitude and motivation of
the users while playing a
SG aimed to assist the
psychomotor
development

(Continued)
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Table 2. (Continued)

Montani et al.
(2014)

Traumatic brain
injury (TBI)

Young + Results showed that the SG
developed enhances
mental flexibility,
multitasking, attention
skills and executive
functions

Salem et al. (2012) Developmental
delay

Children + Results showed an
improvement of the
motor skills and motor
performance of players
using WiiFit

Schoene et al.
(2013)

Elderly with
cognitive and
physical
impairments

Old + Results showed an
improvement of physical
and cognitive parameters
of fall risk

Affective learning
Benveniste et al.
(2012)

Alzheimer Old + Usability study shows that
patients are able to
understand and use the
interface using Wiimotes.
Therapeutic impact is the
next step of the
investigation

Fernandes et al.
(2012)

Autism
spectrum
disorders
(ASD)

Children +/− Positive reaction to the
game, but it is necessary a
context to achieve the
goals and the possibility
of customization. More
research is required

Fernandez-Aranda
et al. (2012)

Intellectual
disabilities

General + Patients started to show new
coping styles with
negative emotions in
normal stress life
situations, additional
generalization patterns
and more self-control
strategies after using the
SG described in the paper

Isleyen et al.
(2014)

Schizophrenic Adults + Use of HE (Heuristic
Evaluation) and TA
(Think-Aloud) together is
useful to identify
interface usability
problems for patients with
Schizophrenia and/or
autism

(Continued)
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Table 2. (Continued)

Kostoulas et al.
(2012)

Intellectual
disabilities

Adults + Description of a speech
interface (speech
recognition and emotion
recognition component)
implemented on a
platform for the
development of SGs.
Results showed that
patients applied the
strategies of the game to
reality

Table 3. Acquisition of knowledge through the design or adaptation of videogames.
Communicative Learning

Communicative learning
Author/s Domain Control Effect Summary/Results

Bernardini
et al.
(2014)

Autism
spectrum
disorders
(ASD)

Children + Improvement in social interaction
through the VG character in all
players

Frutos
et al.
(2011)

Autism
spectrum
disorders
(ASD)

Children + Positive qualitative results in users’
pronunciation compared with the
pre-established pattern recorded in
the game

Gonzalez
et al.
(2007)

Autism
spectrum
disorders
(ASD)

Children + Positive effect in concentration,
motivation, attention and better
assurance in the learning process.

Silva et al.
(2014)

Autism
Spectrum
Disorders
(ASD)

Children + Interaction on the multitouch interface
and the collaboration patterns
encourage the user to interact with
other users performing tasks in the
interface, guiding the partner,
having physical contact, asking for
help, answering, rectifying,
complaining, smiling and thanking
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Table 4. Patterns and behaviors

Blum-Dimaya
et al. (2010)

Autism
spectrum
disorders
(ASD)

Children + General improvement in the activities
proposed in the video game Guitar
Hero II. The activities implied: the
use of (a) an activity schedule to set
up, turn on and turn off the game
and system, (b) simultaneous video
modeling embedded in the game to
teach how to manipulate the game.
controller and (c) the training of
multiple exemplars of songs

Facoetti et al.
(2014)

Learning
disabilities

Children + Positive results in usability tests.
Children have been successfully
performed through touch screens
connected to a PC and tablets
without a previous training session

Foran and
Cermak
(2013)

Autism
spectrum
disorders
(ASD)

Children +/− No differences reported between
ASD and TD (Typical
Development) children in the use
of commercial videogames

Mazurek and
Engelhardt
(2013)

Autism
spectrum
disorders
(ASD)

Children +/− Results showed that daily videogame
use was positively correlated with
age. Most preferred video game
genre is Action, followed by
Platform and Shooter. There is a
positively correlation between
daily hours of video game play, the
type of video game preferred and
PVGT (Problematic Video Game
Playing Test)

Mazurek and
Wenstrup
(2013)

Autism
spectrum
disorders
(ASD)

Children +/− Boys with ASD spend more time
playing video games than TD boys.
Inattentive symptoms were
strongly associated with
problematic video game use for
ASD

Noor et al.
(2012)

Autism
spectrum
disorders
(ASD)

Children + Review of articles for Autism
children with diverse positive
outcomes in therapy and education

Whyte et al.
(2014)

Autism
spectrum
disorders
(ASD)

General − Limited evidence of generalization
from tasks learned in the
videogame to the real-world
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Table 5. Methodology for game design or development

Author/s Domain Control Effect Summary/Results

Alaribe
(2015)

Mild
intellectual
disabilities

Young +/− Summary of learning strategies
and need analysis to create a SG
to use public transportation.
Game not developed yet

Archambault
et al. (2008)

Other General +/− State of the art of accessibility
(physical and intellectual) in
computer games

Cankaya
and Kuzu
(2010)

Autism
spectrum
disorders
(ASD)

Children +/− Proposal of project for
investigating how children with
Autism interact with SGs.
Presents application stages for
the design and development Not
tested yet

Elaklouk et al.
(2013)

Traumatic
brain injury
(TBI)

General +/− Framework that provides a game
tailoring environment
customized to therapist and
reduces the development cost of
the games

Horne-Moyer
et al. (2014)

Intellectual
disabilities

General +/− Provides clinical recommendations
to design SGs for cognitive
therapeutic purposes based on
several studies

Lanyi et al.
(2012)

Learning
disabilities

General +/− Collection of Design principles for
SG oriented to cognitive
disabilities in general. Not tested
yet

Sauve et al.
(2015)

Other Old +/− List of recommendations for game
design oriented to old people.
Aspects like challenge,
competition, learning content,
feedback, readability and
user-friendliness were positively
valued by players in a survey

Tome et al.
(2014)

Intellectual
disabilities

General +/− List of design principles to
implement in a SG divided by:
interface, user control,
identification with the game,
feedback, transmission of
concepts and accessibility.

Torrente et al.
(2014)

Other General +/− List of strategies for adapting SGs
for players with disabilities
classified by disability:
blindness, low vision, motor
disability, hearing disability and
cognitive disability

(Continued)
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5 Conclusions and Future Work

We provide an outline of the research available on Serious Games for intellectual
disabilities by reviewing and classifying 43 studies according to the purpose of the
investigation and the learning outcomes associated to them. This is only a first step to
obtain guidelines for creating games for users with intellectual disabilities. We have
identified challenges and trends after reviewing the literature.

In general terms, most of the studies are designed for users with a certain disability
because of the heterogeneity of the skills that this type of users have. Most of the
studies describe methodologies and design guidelines that provide recommendations
and best practices for a particular disability, but a large number of them have not tested
their effectiveness in an actual development with a relevant cohort of users.

We also observed that the results of the studies seem to be positive. Apparently,
disabled users acquire new skills through the use of Serious Games but not many
investigations provide qualitative results that prove the efficiency of this type of games
in a long-term learning process. The use of learning analytics can fill this gap collecting
data about the gameplay and the progress of the user, tracking the selected skills to
reinforce the learning process.

As a conclusion we believe that the number of the studies and the results obtained
are not enough to ensure general recommendations but is a good start point to identify
what is working in this type of games. It would be desirable to identify, compile,
implement and test these best practices to systematize the creation of tailored serious
games for people with intellectual disabilities into a general methodology to simplify
the creation of more effective games.
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Abstract. In our teaching practice, we often observe that, due to the lack of
prerequisites and limited mastery of a language, foreign students face difficulties
in understanding course contents. This especially burdens students from Eastern
and South-Eastern Asia, because of the distance between their native languages
and the instructional language (French in our case). We propose a quick and cost-
effective method for making educational content accessible in the native tongues
of the students, through a contributive computer-assisted multilingualization by
voluntary participants. The process consists in post-editing MT (Machine Trans‐
lation) pre-translations via an interactive multilingual access gateway (iMAG),
which displays a web page in a selected language. Since 2012, several students
have validated the approach by producing in Chinese more than 500 pages (125 K
words) of French undergraduate and graduate course material about computer
science, at a rate of about 10 min (total time) per standard page. This multilingual
resource is freely accessible on the MACAU-Chamilo platform.

Keywords: Multilingual access · Educational material · Computer-assisted
translation · Post-editing

1 Introduction

Our university receives each year about 2300 foreign students. Around 650 of our own
students spend a part of their studies abroad via student exchange programmes such as
Erasmus1.

Their academic success depends heavily on their mastery of the instructional tongue,
in our case French, and, to a lesser extent, English. But, unfortunately, their linguistic
skills are often too limited. It is also common for such students to lack scientific prereq‐
uisites necessary to follow the courses of the host university, and as a consequence they
have to spend additional time acquiring them.

1 http://ec.europa.eu/programmes/erasmus-plus/index_en.htm.
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When faced with difficulties in French, some seek books in English, however they
encounter two important problems:

– these books are barely helpful to them if their English skills are no better than their
French, a frequent case with our students from East Asia

– the notations in these books often differ from what is taught in our classes, and they
don’t cover the same topics, with the same level of detail.

Thus, these students need to get access to course material in the tongue they know
best, and in sync with what is taught in our university.

Motivated by this observation, we started the MACAU project in 2012, aiming at
providing a multilingual access to the educational content produced by professors,
lecturers, as well as students, such as books, hand-outs, lecture notes, report papers,
exam papers, solutions to exercises, etc.

A naive approach to multilingual access would be to use a free online machine
translation (MT) service, such as Google Translate2 (GT), without any further ado. GT
offers a wide choice of language pairs, however it presents important problems.

1. The quality of translations, though quite acceptable for short conversational
sentences, deteriorates for narrowly specialized and advanced technical areas that
are taught in our university, as well as for many language pairs, and for longer
sentences.

2. While GT allows suggesting corrections to translations, these corrections are not
displayed upon subsequent visits to the page. They are stored in Google’s translation
memory and used for retraining later its statistical MT system.

3. GT requires a URL to a file repository where course material would be stored.

Although rough machine translations are of limited usefulness for multilingual
access to educational material, they can be very helpful for accelerating human trans‐
lation [1]. The approach adopted in the MACAU project described in this paper is to
immediately give access to the pedagogical material (formatted in html) in the desired
access language, using MT “pre-translations”, and then to improve the quality of target
segments in an incremental and contributive fashion. In other words, if a student is not
satisfied with the proposed translation, s/he can correct it directly on the web page, in a
seamless manner.

The rest of the paper is organized as follows: in the next sections, we discuss previous
and similar work, then describe the platform and its features, and lastly discuss the
resources obtained as by-products, as well as the encountered difficulties.

2 Prior Work

There seems to be not much prior work. Two projects that stand out are the EU Bologna
project and the more recent SlideWiki contributive project.

2 https://translate.google.fr/.
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2.1 The Bologna Project

The Bologna project3 was a EU-funded initiative aiming at building “a translation service
designed for translation of course syllabi and study programs from 9 languages — Dutch,
English, Finnish, French, German, Portuguese, Spanish, Swedish and Turkish — into
English”, using computer-assisted translation tools. Chinese was later added as Chinese
students often outnumber all other nationalities among foreign students. This three-year
project ended in 2013, and offered a demonstrator of the collaborative web platform,
however it has not led to a permanent web service. The translation tools were to be specif‐
ically adapted to the translation of course syllabi. In 2013, we evaluated the online Bologna
demonstrator and found its translations to be of a quality inferior to that of GT. This
service has since been discontinued.

Several ideas underlying the Bologna project converge with those of our project:

– collaborative approach to translation and its improvement
– usage of translation memories specialized to each context
– definition of roles and tasks, such as translator, post-editor, moderator, MT developer,

etc.
– handling different formats (html, docx, xslx, txt, rtf, URL link).

However, Bologna had both conceptual and implementation flaws.

• The project lacked ambition, as it was limited to translating 9 of 224 European
languages into English and Chinese. International students arriving in a foreign
country are mostly non-native speakers of English and do not have a sufficient
mastery of English to really understand translated documents, and even less to
contribute to the improvement of machine pre-translations, as one should always
post-edit into one’s native tongue.

• The MT systems that were demonstrated produced output of inferior quality. This is
due to the use of statistical MT, which can produce useful results only if it is trained
on a large or very large corpus of parallel translations of good quality.

• Access to the post-edition interface was restricted to approved users, and the interface
itself was cumbersome. In order to elicit contributions, the interface should allow for
post-edition directly on the displayed document, and be freely accessible.

2.2 SlideWiki

SlideWiki is a recent project aiming at the online collaborative construction of educa‐
tional presentations [2]. These presentations can either be built on the website, or be
imported from a pptx format. An interesting aspect is the possibility of producing
versions in a different language using Google Translate. However, limiting the content
type to presentations appears too restrictive, and the lack of a translation memory limits
the efficiency of the translation process.

3 http://www.bologna-translation.eu/.
4 There are now 23 official languages in the EU, but Croatian was added only in 2013.
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2.3 Interactive Multilingual Access Gateways

The concept of an interactive multilingual access gateway (iMAG) has been proposed
by Boitet and Bellynck in 2006 and has been used in our laboratory since November
2008 [3]. An iMAG is a gateway very much like Google Translate at first sight: one
specifies the URL of a web page and the access language, and then navigates in that
access language. The iMAG displays the translated web page with the layout preserved.
When the cursor hovers over a segment (usually a sentence or a title), a palette displays
the source segment and proposes to contribute by correcting the target segment, in effect
post-editing an MT result.

Contrary to GT, an iMAG is dedicated to an elected Web site, or rather to the elected
sublanguage defined by one or more URLs and their textual content. It contains a dedi‐
cated translation memory (TM). Segments are pre-translated not by a unique MT system,
but by a (selectable) set of MT systems. Systran and Google Translate are mainly used
now, but specialized systems developed from the post-edited part of the TM have also
been used, notably for French→Chinese (Fig. 1).

Fig. 1. The post-editing palette on a segment.

While reading a translated page, it is possible not only to contribute to the segment
under the cursor, but also to seamlessly switch to an advanced online post-editing envi‐
ronment, equipped with proactive dictionary help as well as filtering and search-and-
replace functions, and then return to the reading context.

An MT middleware, TRADOH, allows us to select, parameterize and call the MT
systems and define the translation “routes” used for various language pairs. An iMAG-
relay is planned to manage users, groups, projects (some contributions may be organized,
other opportunistic), and access rights. But, for the moment, these functions are managed
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by the “back-end” corpus and TM manager, SECTra_w. MT systems tailored to the
selected sublanguage can be built and have been built (by combinations of empirical
and expert methods) from the TM dedicated to a given elected Web site. That approach
inherently raises the linguistic and terminological quality of the MT results, that can
sometimes produce raw rather than rough translations.

Besacier [4] reported in 2014 on an experiment on collaboratively translating into
French a short English language novel via an iMAG. In this experiment, which involved
non-professional translators, he showed that costless translations of literary texts of
acceptable quality can be produced relatively rapidly by post-editing volunteers, even
though such translations initially present a certain lack of unity, as well as stylistic inad‐
equacies typical of a beginner translator’s work. For our purposes, however, stylistic
considerations are less relevant.

3 Proposed Solution

Our aim is to provide a platform allowing users to upload their documents, and to access
these documents in the languages of their choice. The translated versions should preserve
the layout of the original document, as well as allow users to edit the translations where
needed, collaboratively and incrementally, through direct interaction with the concerned
segments.

Language learners find it helpful to be able to see both the original text and its trans‐
lation simultaneously. It allows them to learn sentence to sentence correspondences
between languages. We therefore should provide a means to display in parallel the source
text and the translation.

Although the access to the content should be open to all, some rights management
policy for post-editing should be implemented. The iMAGs can be configured with
several modes of control or “moderation”, somewhat like Wikipedia.

To support the pedagogical documents, we use an open-source e-learning platform
Chamilo, instances of which are widely used by our universities. It features a multilin‐
gual interface, and allows users to create courses either by uploading existing HTML
documents or by building them online via a WYSIWYG HTML editor. It also allows
to communicate via forums or instant messages, as well as to define dictionaries.

We have thus set up a Chamilo platform and equipped it with tools for selecting the
access language of a document. The list of languages is defined by the available MT
systems or translation memories (Fig. 2).

The default access language of a document is its original language. To access it in
another language, one selects it in the “AXiMAG” menu and clicks on “Translate”. The
resulting course page is reconstituted from the MT results or from the available post-
editions, which are both stored in a TM (translation memory) managed by the MACAU
iMAG. This works for any HTML content available on MACAU-Chamilo, whether it
has been created through the tools of the platform or uploaded by a user. It has to be
noted that we are not restricted to Chamilo: iMAGs can be easily integrated with any
other platform that provides a URL to its course material.
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For a course that has not yet been post-edited, the first translation is obtained by MT.
The user can correct the translation via the palette that appears when the cursor hovers
over the sentences, and these corrections are saved in the translation memory managed
by the SECTra_w “backend” of the iMAG. The (system-assigned) reliability level and
the (user-assigned) quality score are used for ranking the translations and post-editions
in the memory; the post-edition with the highest score is displayed during the visit of
the page via the iMAG.

The correction process is called “post-editing”, as opposed to “revising”. The differ‐
ence is that it is absolutely necessary to read and understand every sentence before
correcting the “pre-translation”. This is why we regularly ask good foreign students in
the classes where we teach (undergraduates and graduates in computer science) to make
the first post-editions.

The user can switch between the parallel view, which displays both the translation
and the original, and the translation view, which displays only the translation. The
optional “reliability brackets” around segments allow to see at a glance which have been
post-edited: green brackets indicate that the segment has been validated by a moderator,
yellow brackets that it has been post-edited but awaits moderation (for contributions by
users that are not registered), and red brackets enclose MT results (Fig. 3).

Fig. 2. Multilingual access integrated into Chamilo.
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Fig. 3. A parallel presentation of a document, in target and source form, displaying optional
reliability brackets around target segments.

4 Method and Results

Our experiments so far confirm the hypothesis that post-editing machine translations of
course material by volunteers is a viable way of producing versions of “sufficient
quality”, even when the MT systems used are not of good quality, if judged by transla‐
tors. Usage quality does not necessarily correlate with linguistic quality.

The first step is to collect material and convert it into HTML. We have collected
educational documents about computer science produced by our teachers and students.
These documents include a book on logic (“Logic and automatic demonstration” by
S. Devismes, P. Lafourcade, and M. Lévy), lecture notes on computational complexity,
as well as various handouts.

Documents came in different formats. The book and lecture notes were in LaTeX
and had to be converted into HTML via tools such as HeVeA5 and LaTeX2HTML6.
Others were in Microsoft DOCX format, an XML-based format whose conversion into
HTML is straightforward and performed well by office suites such as Microsoft Office,
LibreOffice and AbiWord.

5 http://hevea.inria.fr.
6 http://www.latex2html.org.
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The situation was less favorable for PDF files. When this experiment was conducted,
there were no tools of acceptable quality for converting PDF into HTML. The available
tools either only extracted the text, disregarding the document layout, or produced
HTML documents that attempted to preserve the typographical layout of the pages, but
in doing so produced HTML code quite difficult to parse for submitting to MT systems.
Progress has since been made by Microsoft Word, which now can transform some PDF
files into Word documents. This is fortunate, as some teachers are only able to supply
us with PDF files, and not their sources.

A second step is the segmentation into pages of convenient size for the MT system
we used (GT in this experiment), typically the size of a chapter. This step was done
automatically via SegDoc, a segmentation tool for potentially marked-up text that we
developed for the purpose.

A further crucial step is normalization, which consists in selecting sections of HTML
that should be protected from translation, typically mathematical formulas in their alpha‐
numeric transcription, as well as algorithm code, both susceptible to be treated as text by
MT systems. For instance, a variable named ‘I’ may be interpreted as a first person
pronoun, which is problematic. Other literals may be removed or inverted by the MT
system, thus deforming the entity. Protecting these sections consists in inserting the
attribute “translate=no”, part of the HTML5 standard, into surrounding HTML tags.

As for the moment we have no automatic tool for detecting these non-linguistic
fragments in most cases, this step had to be done manually. One perspective of this work
would be to employ a classifier for automatic detection of such entities.

Once the documents were prepared and uploaded, we incited foreign students
(mostly Chinese) to perform some post-editing. As a result, 70 HTML documents,
totaling 16069 segments (sentences or titles) of an average length of 8 words per
segment, have been post-edited into Chinese. This represents about 514 standard pages.
The Table 1 shows the current status of the platform.

All these documents are freely accessible to the public7. We are also open to creating
new iMAGs for those who are interested in our approach.

A detail worth noting is that post-editing course material into Chinese proved to be
quite useful for some students, as it helped them prepare some exams requiring a good
and fast understanding of quite lengthy and complex exam papers (in French). A striking
example of this is a student who earned excellent marks during the semester in situations
where he was able to read the instructions at his own pace and wasn’t required to produce
lengthy explanations in French on the spot, and yet scored 2.5/20 at the final exam. After
post-editing with us, his grade rose to 11/20 and he passed. We conclude that this process
helped him make progress both in the subject domain and in expression in French.

With this experiment, going on since 2 years, we have thus

• shown that our approach is a viable way of producing multilingual content from
monolingual sources

• produced a significant amount of documents in Chinese, with free access
• seen that post-editing helps understand the subject matter.

7 http://tools.aximag.fr/macau/chamilo-macau/.
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As stated in the introduction, Google Translate does not translate well domain-
specific terms. Our students solved this problem by creating and “feeding” a specific
online multilingual terminological lexicon in a Google Spreadsheets file. This allowed
them to maintain inter-translator consistency in their translations.

Table 1. Current status of the MACAU-Chamilo platform

Subject matter Content type Pages (html) Available translations

Introduction to propositional
and first-order logic

Full book 45 Chinese (full)
English (partial)
Russian (partial)

Computational complexity Lecture notes 13 Chinese (full)

Human-machine interaction Teacher lectures      7 Chinese (full)

Formal languages and parsing Teacher lectures,
hand-outs

     5 Russian (partial)

Modelling of digital systems Exam paper      2 Chinese (full)

AI and automatic planning Exam paper      2 Chinese (full)

Introduction to ergonomics Student report      1 Chinese (full)

As SECTra associates a chronometer to each segment, which measures the primary
PE time (Tpe_1) spent in editing the PE cell of a segment, it is easy to retrieve it, for
each segment post-edited in the SECTra PE interface. However, this is not yet possible
directly for segments that have been post-edited from the iMAG palette, directly on a
Web page. But a recent study indicates that Tpe_1 can be computed from the combined
edit distance8 between the MT result used and the post-edited segment.

The total PE time (Tpe_tot) includes Tpe_1 and the secondary PE time (Tpe_2),
which is the time spent “outside a PE text area” (palette or SECTra cell), in particular
on terminological search. In our experiments, we asked the participants to time their
time globally, from the start to the end of a PE session. We then obtained a global value
for the final ratio Tpe_tot/Tpe_1 (about 3), from which, assuming proportionality,
we got an estimated value for Tpe_2 and Tpe_tot for each segment.

To estimate the gains in overall time, we must compare with the time it would take
junior translators to produce comparable final translations in the classical way. The times
reported in the profession (by technical translation agencies) are: (1) 1 h/p9 to produce
a first draft and (2) 20 mn/p to do a professional revision (by a senior translator). As
what we achieve (and want to achieve) with our method is only the equivalent of a first
draft, our basis of comparison is 1 h/p. As Tpe_tot is equal to 15–20 mn/p, we can

8 For 2 strings A, B and 2 words u, v, Dcomb(A, B) = α Dchar(A, B) + (1-α) Dwords(A, B), where
Cost_exchange(u, v) = Dchar(u, v). This kind of mixed TER has ben introduced in 2004.

9 h/p = hour per page, mn/p = minute per page, where a standard page has 250 words.
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conclude that, in our context, post-editing machine translations is three to four times
faster than translating from scratch.

5 Conclusion and Perspectives

We have presented an e-learning platform that allows users to access educational content
in many languages, and the method for producing multilingual content from monolin‐
gual sources. We have made a set of documents freely accessible on our platform10 in
Chinese (also some in Russian), achieving a satisfactory linguistic quality and a very
good usage quality through the contributions of foreign students themselves.

Our perspectives are now:

• to increase the number of subject matters
• to recruit more post-editors and foster international collaborations, and to orchestrate

their post-editing activities via the collaboration platform Synaps11

• to integrate some lexical and terminological helps, to ensure terminological coher‐
ence

• to make it possible to also easily edit the source segments (source post-editing!), to
check and modify on screen the segmentation graph (at segment level), and to control
the normalization results

• to use the obtained HQ translation memories to train custom statistical machine
translation systems — that has already been done for French→Chinese [5]
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Abstract. The aim of the paper is to present the role of modelling and simulation
in education of future managers. The text reflects the experience that students can
learn better when they solve real practical problems. Some of the managerial
problems include stochastic variables, and experiments with these models are
known as stochastic simulation. The paper presents and focuses on a decision
model for a selection of a mobile phone tariff. Since ICT is widely and effectively
used in the process of simulation, the paper also presents particular practical steps
how to prepare and how to analyse a selected model in MS Excel. All steps are
implemented at LMS system. Based on the described method, the paper formu‐
lates several recommendations in the area of the model theory and the decision
support teaching that can be used in higher education of managers.

Keywords: Computer supported teaching · Decision support · LMS · Simulation

1 Introduction

With regard to the managerial practice, a model can be considered as simplified repre‐
sentation of a real object/organization of their interest, see [9]. Models are usually used
to study properties of the given organizing processes in two ways: either to reveal the
effect of different policies impact on that organization, or to investigate possible
improvements in the organization, see [1]. Typical models constructed by business
analysts are used in decision support systems and for comprehension of business rules.
Decision support systems can be considered as a part of business analytics component
of business intelligence, see [11]. Since a lot of variables within the considered model
can have a probability character, computer simulations are widely used to study their
properties. In this paper we would like to show that the process of developing of a
simulation model is a complex one which uses knowledge and findings from different
areas. There are a lot of pedagogical challenges linked with potential ways of explaining
the main ideas of modelling and simulation to learners. Firstly, students should be aware
of the following essential steps of simulation: (a) formulation of the problem – defining
of the problem, acquiring of input data, developing of a simulation model, (b) solution
of the problem - running of the computer simulation model including its testing,
(c) interpretation of the obtained results – statistical processing and analysing of output
data. All these parts of the simulation process are quite complex and long-lasting.
Therefore, it is not sufficient to build up only a theoretical framework, but it is also
necessary to focus on practical solutions to problems. Moreover, there are a lot of
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different approaches how to simulate a given problem, and students should learn which
approach is just the best one in the given situation, [9]. Since students usually positively
appreciate when a real problem is being solved or when a model is based on real data,
we agree with [6, 7] that it is desirable to use models where real data are available. We
think that, apart from solutions of simple problems, students should solve more complex
problems in their seminar projects. Therefore the aims of this paper are: (a) to introduce
a step by step implementation of key learning outcomes (LO) into teaching of the subject
called “Stochastic modelling and data”, which is offered at our institution; all steps are
also implemented at Blackboard Learn LMS (BbL) that is used at our university, (b) to
introduce quite a simple but non-trivial model that solves a decision problem when
implemented in MS Excel; the main focus will be given on a case study of a decision
problem of a small entrepreneur that compares two different mobile phone tariffs and
selects the better one, (c) to show that the process of developing a simulation model is
complex and that it involves and applies knowledge from different areas of the curric‐
ulum, (d) to show that a statistical analysis of output data is necessary for finding a
solution of the problem, (e) to present the students’ attitudes and opinions concerning
each stage of the developing of the simulation model.

2 Methods and Material

The learning objective of the subject “Stochastic modelling and data”, which is divided
into several modules, is as follows: At the end of the course the student will be able to
construct a simulation model for a given managerial problem and to provide an analysis
of its solution. In the framework of the seminars in this subject students work out and
submit their seminar project. The principal steps of the modelling process are well
known, see [9]. They can be briefly presented through the following instructions: analyze
and formulate the problem; formulate the model; solve the model or make simulations;
verify, interpret and analyze the model’s solution; report and present the model. These
steps will be introduced as LO of the teaching/learning process in this paper, see [4]. At
the end of the course which has been chosen for this case study students were supposed
to evaluate the difficulty of each step of their solution process, this evaluation was made
through answering the questions included in a short questionnaire.

Since spreadsheets are one of the main tools for modelling in business and manage‐
ment, see [2, 3, 8, 10], the considered model is implemented in MS Excel. Our approach
is based on that one used in [1]. When a problem contains at least one variable that
exhibits a probability character, the Monte Carlo simulation can be applied. This method
of simulation is based on generation of multiple random trials to determine the obser‐
vation sufficient for finding of the expected value of the output variable. The process
can be described in the following steps: First, we find a probability distribution for each
parameter that can be represented by a random variable. Secondly, we use a random
numbers generator and simulate values from the probability distribution for each random
variable. Finally, we repeat the process for series of trials that are usually called repli‐
cations. Let us remark that symbol N(μ, σ2) denotes the normal distribution with the
mean μ and the variance σ2, and the symbol R(a, b) denotes the uniform distributions
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(discrete) between the lower limit a and the upper limit b. MS Excel has two functions
to produce random numbers. The function = RAND() produces a (continuous) uniform
distribution between 0 and 1. The function = RANDBETWEEN(a;b) provides a
(discrete) uniform distribution between a and b. If we want to use the normal distribution,
we have to convert the uniform distribution that is available. One of the possible ways
is the following one: Let’s remind that function NORM.INV is the inverse of the
NORM.DIST function and that it calculates x variable given probability p. It can be used
in the following way: = NORM.INV(p; μ; s), where μ is the mean and s is the standard
deviation of the considered normal distribution. Functions RAND() and NORM.INV
can be combined to calculate a random number from a normal distribution. The resulting
formula is = NORM.INV(RAND(); μ; s).

2.1 LMS Section - Assignments and Tasks

The following problem was assigned to students as their seminar project: an entrepreneur
wants to compare his potential costs linked with different phone tariffs. He makes the
decision between two possibilities given by the mobile phone operator that are described
in Table 1.

Table 1. Selected mobile phone tariffs (source: https://www.t-mobile.cz/dcpublic/Cenik_
sluzeb_T-Mobile.pdf)

Tariff Monthly
fee in CZK

Free credit
in minutes

Extra free
credit in
minutes,
calling
inside T-
Mobile

Price in
CZK per
minute,
calling
inside the
company

Price in
CZK per
minute

Price per 1
SMS in
CZK

Plus 250 250.00      58 25 0.30 4.30 1.00

Plus 450 450.00 136 45 0.30 3.30 1.00

2.2 LMS Section - Input Data, Data Understanding and Data Preparation

During the process of preparation of the input data, the following LO can be considered:
A student gathers the input data, makes a simplifying assumption and determines the
variables and units of the given problem.

To be able to calculate the costs of phone calls per month, one needs data that are
related to the length of calls. For different entrepreneurs we find different input data, and
therefore we can gain different results. These data can be collected from the entrepre‐
neur’s records taken from his/her former phone calls invoices. The particular approxi‐
mations of data used in our paper are introduced in Table 2.
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Table 2. Random variables of the model and their distributions (source: own observations)

Variable Distribution

Length of calls inside the company/minutes T1 ~ N(180, 900)

Length of calls inside T-Mobile/minutes T2 ~ N(80, 400)

Length of calls outside T-Mobile/minutes T3 ~ N(50, 100)

Number of text messages (SMS) X ~ R(0, 50)

2.3 LMS Section - Model

At the stage of formulation of the model, the following LO can be considered: A student
establishes relationships among variables and determines equations and functions for them.

Suppose that FCi is the fixed monthly fee for using mobile phone tariff i, i ∈ {250,
450}, where i = 250 represents the tariff Plus 250, and i = 450 represents the tariff Plus
450. Further, suppose that MCi are the variable costs of mobile phone calls inside the
company, VCi are the variable costs of mobile phone calls outside the company. Finally,
suppose that XCi are variable costs of text messages (SMS). The total costs TCi of the
services paid are the sum of the fixed costs and the variable costs, which can be formally
written as

(1)

where i ∈ {250, 450}. First, let us consider the variable costs of mobile phone calls
outside the company. Since there are free minutes available in this tariff mode, it is
necessary to determine the total time Ti, i ∈ {250, 450}, that has to be charged in this
mode. Further considerations presented in the text are related to the tariff Plus 250 only.
Similar considerations can be obviously applied to the tariff Plus 450. According to
Table 1 the time TMOB that has to be paid for calling inside T-Mobile is

(2)

Similarly, the total time T250 that has to be paid for calling outside the firm is

(3)

The above given relations (2) and (3) can be simplified and summarized as follows

(4)

In the same way we could find

(5)
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Now we can express the relation for the total costs. According to (1) and Table 1 we
can write

(6)

and similarly

(7)

Relations (6) and (7) represent the model of our problem. Although we have found
simple expressions for the total monthly costs of calls, we could realize that both quan‐
tities TC250 and TC450 are random variables. When we want to characterize them better,
we need to carry out simulations.

2.4 LMS Section - Model Implementation and Simulation

At the level of the implementation of the simulation model we can state the following
LO: Students are able to use MS Excel to prepare computations with the given formal
model.

We do not present all details of this step here. First, it is necessary to record the input
variables given in Table 1. Next we record all parameters of the random variables given
in Table 2. The formulas used are summarized in Table 3.

Table 3. Formulas specification for input variables

Description Cell address Formula

Length of calls inside
the company

H5 =NORM.INV(RAND(); $H$2; SQRT($H
$3))

Length of calls inside
T-Mobile

I5 =NORM.INV(RAND(); $I$2; SQRT($I$3))

Length of calls outside
T-Mobile

J5 =NORM.INV(RAND(); $J$2; SQRT($J$3))

Number of text
messages

K5 =RANDBETWEEN($K$2;$K$3)

After having prepared all necessary input data, we can proceed to construct a simu‐
lation model. Using (6) and (4) we gain the costs of calls and texting with the tariff Plus
250, and similarly, using (7) and (5), we gain the costs of calls and texting with the tariff
Plus 450. The formulas used are summarized in Table 4. The formulas in Table 4 use
both absolute and relative addresses of some cells. The absolute addresses are used
because formulas will be used for replications of the model, and at each step of repli‐
cation it is necessary to refer to the same input values. Such constant values in the given
tariff are: monthly fee, unit prices and number of free minutes, see Table 1. On the other
side, relative addresses are used because the formula contains references to random
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variables that will be freely changed at each replication. Such variables are related to
times given in Table 2. Since the constructed simulation model is quite compact, the
replications can be performed by copying the model several times. To finish the simu‐
lation, the number of replications has to be determined.

Table 4. Formulas specification for output variables

Description Cell address Formula

Costs of Plus 250 L5 =$B$5 + $B$8*H5 + $B$9*MAX(0; MAX(0; I5-
B$7) + J5-$B$6) + $B$10*K5

Costs of Plus 450 K5 =$D$5 + $D$8*H5 + $D$9*MAX(0; MAX(0;
I5-D$7) + J5-$D$6) + $D$10*K5

The simplest way how to find this number is as follows. The number of replication
can be determined in such a way that the relative error of the mean E(TC250) of total
costs is less than 2 %. Since the margin of the error e for 95 % confidence interval is
approximated by

(8)

where δ is the standard deviation and n is the sample size (in the context of simulation
it is the number of replications), see [5], the relative error can be estimated as e/μ ≤ 0.02.
Using the given relations, the number n of replications can be estimated as

(9)

The unknown values of standard deviation and means can be approximated from the
first 100 replications of our model, for instance. In this way it was found that μ ≈ 540,
δ ≈ 90. Using these values and (9) we find that n ≥ 267. Particularly the number n = 350
of replications has been selected.

2.5 LMS Section - Analysis and Interpretation

At the stage of analysing the output data we can consider the following LO: A student
applies principles of statistical inference for the output data, analyses them and identifies
the potentially best managerial solution. Within the environment of BbL system students
then debate the economic effects linked with different solutions of the given managerial
problem.

Here we mainly concentrate on comparison of two means: μ1 = E(TC250) and
μ2 = E(TC450). Since the two considered tariffs, i.e. the tariff Plus 250 and the tariff Plus
450, are different, our research hypothesis is that μ1 ≠ μ2. This means that the null and
the alternative hypotheses are H0: μ1 = μ2 and HA: μ1 ≠ μ2. The test will be conducted
with the significance level α = 0.05. The simulation has been designed in such a way
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that both values TC250 and TC450 are computed simultaneously, so the test for paired
samples can be used, see [5]. The basic visual characteristic feature of the data analysis
is given by box and whisker plots, see Fig. 1.

Fig. 1. Box and whisker plots and histograms of data obtained by simulation.

Let d = TC250 − TC450 be the difference between the costs of calls with the tariff Plus
250 and the tariff Plus 450. Using the replications data of the given simulation model,
it was found that the average d ̅ of the difference d is d̅ = −2.07 and its standard deviation
is sd = 97. The critical value tcrit of the rejection region is a quantile of Student’s t-
distribution. For two tailed test, α = 0.05 and n − 1 = 349 degrees of freedom, where n
is number of replications, it has been found that tcrit = t1−α/2(n − 1) = 1.97. This value
can be found by function T.INV(0.975;349) in MS Excel.

The test statistics is calculated using the following formula

(10)

Due to |t| < tcrit, we do not reject the null hypothesis. This observation allows us to
formulate a conclusion. Based on the input data and on the simulation data, no sufficient
statistical evidence exists to conclude that there is a difference between the tariff Plus
250 and the tariff Plus 450. It has to be notified that this result is strongly dependent on
the input data given in Table 2. Students should be aware of the fact that working with
different input data could bring a different result.
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3 Results and Discussion

The essential principles that students of management courses can learn about stochastic
simulation in the process of working out their projects were introduced and summarized
in this paper. These steps are implemented within the Blackboard Learn system as
sections of a module. Having submitted their project in the winter term of academic year
2014/15, the students were asked to answer a few questions in a short questionnaire that
was distributed them by BbL system. Some of the results are presented below (a reduced
analysis was made). The first question was: What was the most difficult part in devel‐
oping of the simulation model? 86 students formed the group, 73 answers were gathered.
It was found that the distribution for the given question can be characterized as follows:
4.1 % of the students - understanding of the problem, 10.9 % of the students - analysis
of the input data, 38.3 % of the students – the model formulation itself, 15.1 % of the
students – the implementation of the model, 8.4 % of the students - the simulation itself,
20.5 % of the students – the statistical analysis of the output data, 2.7 % of the
students – reaching the decision. From this survey it is clear that in the opinion of our
students the most difficult part of the solution is the part where it is necessary to establish
relationships among variables and some mathematical relations have to be used. This
part of construction of the model is the most critical because students of economics and
management often avoid mathematical concepts. We have found that this aversion can
be partly overcome when students work with a real problem and real data. This is in
accordance with [7]. Quite surprising is the fact that students do not consider the part of
preparation and analysis of input data as difficult as it is usually considered, see [1, 11].
We think that the main reason is that the input data were partly given in the assignment
of the problem. Another difficult part of the modelling seems to be statistical analysis
of the output data. We think that this finding corresponds with the general aversion of
students of economics and management to quantitative methods, see [4]. The students
also stated that the own implementation of the simulation model in MS Excel was fairly
difficult. This is the reason why we deal with this problem in detail in this paper. This
issue is quite new for students and we agree with [1] that it is necessary to extend the
competences of students in using MS Excel in different areas. In this case we partly
modify the approach for Monte Carlo simulation given in [2]. The case study was
presented in a detailed way because we want to show how complex the problem of
simulation is and which steps are relevant for developing a useful model. A possible
way how to simulate a random variable with normal distribution in MS Excel was
presented, this simulation allows us to solve a wide range of problems.

Another question that students were asked in the final questionnaire was: Were you
interested in the result and impact of the decision made in connection with the given
problem? It was found that 67 % of students were interested in the result. Thus we think
that solving real problems can motivate our student effectively. These real problems can
also support our students’ ability to think about and consider the given problem in many
different ways. Working on their practical projects, the students can propose different
approaches how to reach solutions. They can work in teams and discuss different ideas,
which can support their team co-operation. In our practice we have found that the process
in which students work out their projects and work with real data is very useful for them
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as future managers. Working on projects, students learn how to collect data, how to
analyze them and how to approximate them. They also learn how to prepare and how
to formulate a model for a practical problem and finally how to prepare a computer
simulation that enables them to provide an experiment with the given model. During
most parts of their work students use ICT. With the help of the simulation model, they
can find different phenomena and qualities of the model. These findings do not differ
from the findings made by [6], who studied some issues from the sphere of science.

Finally we would like to discuss some advantages of using learning outcomes (LO)
that were used in the teaching module. We proposed a concise formulation of LO, which
turns the decision about the education strategy away from a teacher to a learner, and
tends the orientation of education on its (measurable) outputs as the education purpose,
see [4, 12, 13]. Another question the students were asked in the final questionnaire about
LO was: Have you found that LO helped you to understand the process of developing
a simulation model? The positive answer was stated by 61.6 % of students. We therefore
agree with [4] that LO can enhance learning. LO usually provide relevant information
about the content to be learned and also about the way in which the student will demon‐
strate his/her knowledge. It means that if the student has a set of LO he/she can make
better choices about study methods and content emphasis. Moreover, LO can also help
teachers and instructors to better design and implement their educational intention within
BbL system. With LO teacher can better plan and manage their instructions, manage
learning or facilitate evaluation activities.

4 Conclusion

Managers and their decisions can be successful only if they work with correct and rele‐
vant information. Because it is not possible to implement an experiment with institutions
that are to be managed, it is necessary to provide artificial experiments within an appro‐
priate model. This is the way how simulation models are introduced into managerial
work. Since we are aware of this reality, we intend to prepare students of management
courses in modelling and simulation.

Each model can be enriched, modified and particularized in many ways. The model
that was presented in this paper can be also modified, and instead of the monthly costs
of phone calls we could compute e.g. the annual costs. Moreover, the statistical analysis
can be enriched and can focus on describing of another feature of the output data, for
instance that of mapping the difference in the variety of the output data distributions.
All these modifications can be discussed with our students. Since modelling and
computer simulation provides a useful methodology of the experimental research in the
current management and in the university education as well, we would like to aim at the
methodological issues in future papers. The intention is to present more detailed descrip‐
tion of how to use simulation in business problems and transfer them to our students by
BbL LMS.

This paper has been supported by the Specific research project called Models and
algorithms for optimization problems in terms of uncertainty II of the Faculty of Infor‐
matics and Management of University of Hradec Kralove.
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Abstract. The European Go-Lab project offers Inquiry Learning
Spaces (ILSs) as open educational resources to support Inquiry-based
Learning (IBL). To successfully exploit ILSs and implement IBL, proper
support for orchestration is needed. Researchers have highlighted the
complexity of orchestrating Technology Enhanced Learning (TEL) sce-
narios and the need for supporting participants in this endeavour. In
this paper, we address this issue by analyzing the teacher needs when
orchestrating IBL and relying on ILSs. Concretely, we have carried out
a survey-based study with 23 expert teachers in IBL and four in-depth
case studies in authentic classroom scenarios with 2 teachers. The results
lead us to a set of needs to be covered regarding the design of the ILS,
the learning process and the learning outcomes.

Keywords: Orchestration · Inquiry-based learning · Teachers

1 Introduction

In inquiry learning the main goal is to encourage students to develop their own
questioning, figure out their own responses by making proper hypotheses and
designing proper experiments, and reflect on the observations. Inquiry learn-
ing can be a successful pedagogical approach, provided that effective support
is offered to the students [7]. Support can be implemented at various levels.
First, activities can be structured in successive inquiry phases (e.g. Orientation,
Conceptualization, Investigation, Conclusion, Discussion). Second, within each
phase, scaffolding tools can support activities. For instance a concept mapping
scaffolding tool can support the Conceptualization phase. Third, relevant cues
can be given to the students when necessary. Additionally, in order to conduct a
successful learning activity, other authors have highlighted the challenge of pro-
viding stakeholders with technologies that support orchestration [14,18]. Since
teachers play a crucial role in the orchestration of learning activities, it is nec-
essary to analyze what their orchestration needs are in a IBL scenario to help
them in this endeavour.
c© Springer International Publishing Switzerland 2015
F.W.B. Li et al. (Eds.): ICWL 2015, LNCS 9412, pp. 131–142, 2015.
DOI: 10.1007/978-3-319-25515-6 12
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The Go-Lab European project1 is an ongoing initiative that precisely aims at
providing this kind of support to promote inquiry learning at school for STEM
education via inquiry learning spaces – ILSs for short. In order to overcome the
complexity of orchestration in IBL, this paper addresses the following research
question: What are the teacher orchestration needs when using ILSs? To bet-
ter understand this question, this paper presents a survey-based study with 23
expert teachers in IBL and four in-depth case studies in authentic classroom
scenarios with 2 teachers.

The remainder of this paper is structured as follows. Section 2 provides an
overview of the related work done in orchestration of IBL. Section 3 presents the
concept of the ILS in Go-Lab. Section 4 describes the research methodology that
guided the studies covered in Sects. 5 and 6. Finally, Sect. 7 discusses the main
findings and Sect. 8 wraps up with the conclusions.

2 Related Work

In the field of TEL, the metaphor of orchestrating learning is frequently used
to reference the challenges that teachers, students, parents, institution, etc.
face throughout the learning scenario lifecycle [4]. It covers aspects such as
design, management, adaptation and assessment of learning activities, aligning
the resources available to achieve the maximum learning effect, informed by the-
ory while complying pragmatically with the contextual constraints of the setting
[13]. Technological solutions can facilitate this endeavour by providing adequate
support [10]. E.g., Dyckhoff et al. [5] identified a list of teachers information needs
to be addressed. The resulting categories were related to the learning process
(at individual, group and course level), the learning outcomes generated by the
students, and to the teacher (e.g. to improve his/her teaching practice).

In IBL, the main orchestrating challenge is to combine structure and guidance
with the freedom of exploring required by the method [16]. Thus, teachers play
an essential role in explaining the inquiry process, orienting learners through
activities, presenting the inquiry topic and supporting student throughout the
inquiry learning process [16].

There are plenty of platforms available on the web to support IBL and many
of them address orchestration aspects. In terms of content, we can classify these
platforms in three categories from least to most flexible in terms of resource
aggregation: standalone tools such as SMILE [15], which do not allow to aggre-
gate external resources; platforms that provide a set of proprietary applications
that can be combined, e.g., GreenTouch [19], SAIL [17], and nQuire [12]; and
platforms that support the integration of third-party tools, for example WISE [9],
SCY [3], weSPOT [11], and Go-Lab [8].

To carry out our studies, we have chosen Go-Lab because apart from support-
ing IBL, aggregating rich content, and providing orchestration support, it allows
to edit collaboratively, reuse and share the ILSs, which supports the complete
1 Go-Lab project: http://www.go-lab-project.eu.

http://www.go-lab-project.eu
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life-cycle of the learning resource. Go-Lab provides a repository2 where teachers
can find and reuse online labs, applications (a.k.a. apps) and existing ILSs. In
addition, Go-Lab also offers Graasp3, an ILS factory where teachers can reuse,
modify or create ILSs from scratch.

3 Inquiry Learning Spaces

Figure 1 presents the different stages of an ILS. An ILS supports inquiry learning
given that inquiry phases can be structured in tabs, content can be added to each
phase and scaffolding apps can be embedded. Figure 1.1 shows an ILS entitled
Anamorphose conique in edition mode in Graasp. There, the teacher can add
or modify resources and apps in each inquiry phase, which can also be modified
and renamed. Graasp provides a Standalone View for each ILS, which can be
accessed through a secret URL (accessible by clicking the Standalone View but-
ton). Figure 1.2 shows the login home screen of a Standalone View, which only
requires a nickname. Once logged in, students see the ILS in the first inquiry
phase as illustrated in Fig. 1.3. Students can then navigate to subsequent phases
through the tab-based navigation bar as depicted in Fig. 1.4.

4 Methodology

Contrary to positivist methodological approaches, where all the variables are
known in advance and can be controlled, in this work, the factors that impact
the research questions are expected to emerge and evolve during the process [2].
Additionally, the multidisciplinary nature of TEL implies a need for mutual
understanding among the involved stakeholders, demanding their active partic-
ipation during the whole development cycle of TEL solutions [6]. Hence, since
teachers are our target users, we involved them from the very beginning in the
formulation of our proposals. These research context characteristics led us to
choose Design-Based Research (DBR) [1] as the methodological framework. DBR
is a systematic but flexible research approach aimed at improving educational
practices through iterative analysis, design, development, and implementation,
based on collaboration among researchers and practitioners in real-world set-
tings, and leading to contextually-sensitive design principles and theories [1].

According to the DBR criteria, our research process comprises three iter-
ations. The main purpose of the first and second iterations is to explore the
stakeholders orchestration needs in IBL scenarios using ILSs. While the first
iteration focuses on teachers, the second, currently in progress, aims at gain-
ing insight on the students’ needs. The results of these iterations will lead to
the definition and refinement of the solutions which will be applied in the third
iteration for their evaluation.
2 Golabz portal: http://golabz.eu.
3 Graasp: http://graasp.eu.

http://golabz.eu
http://graasp.eu
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Fig. 1. Inquiry learning space in the authoring view (1) and in the standalone view
(2,3,4).

In this paper, we report on the first DBR iteration. To identify the main
orchestration needs of teachers when using ILSs, we conducted a survey-based
study with 23 expert teachers to reveal what they consider as needs given their
current practices. To supplement the survey and to uncover “actual” needs,
we carried out 4 in-depth case studies with 2 teachers, helping us to better
understand the needs that can emerge during the life-cycle of an ILS. In the
following sections we describe these studies.

5 Expert Teacher Survey

To identify the orchestration needs that Go-Lab teachers detect when using
Graasp, we conducted a survey from January 30th to March 15th, 2015. We
received responses from 23 teachers, including 8 females and 15 males, between
23 and 60 years old from different European countries Cyprus, Estonia, Germany,
Greece, Portugal, Spain, and Switzerland). All of them had previous experience
applying IBL and using ILSs in their courses. The purposes of this questionnaire
were to better understand the learning scenarios where the teachers use their ILSs
and identify what additional support could help them orchestrate such scenarios.
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5.1 Learning Context

In order to understand how the participants used their ILSs, we asked them
about the characteristics of their learning contexts in terms of number of stu-
dents, their age, learning mode and social level. As it is shown in Fig. 2, the
age range of the students is heterogeneous but the most significant group is
between 15 and 16 years old. Regarding the group size, the number of the stu-
dents involved in the learning scenarios varies from 12 to 140, with an average
of 27 students per class. According to the responses, the teachers use their ILSs
totally (47.83 %) or mainly (39.13 %) in the classroom, where the students work
either individually or in small groups of 2–3 people.

5.2 Teacher Information Needs

To identify what information would help teachers orchestrate their learning sce-
narios when using ILSs, we asked them an open-ended question where they could
express their ideas. Table 1 summarizes their answers. We have classified teacher
interest on information needs along three categories: needs related to the learn-
ing design, the learning process and the learning outcomes. Table 1 shows the
list of 21 needs extracted from the teachers answers, and the number of teachers
mentioning a given need. Looking at the number of participants who mentioned
needs, there are not many requests regarding the learning design (8.70 %). It
appears that teachers are concerned first and foremost about the learning out-
comes (73.91 %) and secondly about the learning process (56.52 %).

Learning Design. To improve the design of the ILS, the teachers identified
two main needs: getting feedback from experts (e.g., other teachers, app or lab

Fig. 2. Description of the surveyed teachers’ learning contexts, in terms of student age,
number of students, learning mode, and social level.
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owners), and having specifications and tips from other teachers who have cre-
ated/used the ILS.

Learning Process. Certain needs identified by the teachers have awareness
purposes. Some of them may be covered by Learning Analytics solutions applied
to the traces generated by the student’s interaction with the ILS (e.g., the current
phase where the students are working) and others required the student involve-
ment (e.g., signaling of “stuck students”). This awareness information may help
teachers intervene and regulate the learning scenario. Other needs serve reflec-
tion purposes, helping the teacher understand how the students use the ILS (e.g.,
looking at the time spent in the different parts of the ILS). Such information
about the learning process may provide relevant feedback for the refinement of
the ILS (e.g. by adapting the activities to the time available).

Learning Outcomes. Most of the teachers highlighted the importance of hav-
ing access to students’ work: reviewing the intermediate versions of the artifacts
may help teachers intervene (e.g., by correcting errors or providing feedback)
and regulate the scenario (e.g., suggesting the students to skip certain activities
if they are running out of time); and, accessing the final versions of students’ out-
puts enables the (summative) assessment of their work. Whenever the learning
activities allow it (e.g., when using quizzes), providing students with automatic
evaluation may help them identify their weak points and even offer recommen-
dations to redirect the learning path, if needed. This information is also relevant
from the teacher’s point of view, since it provides an insight of the individual
and whole-class comprehension of the subjects presented in the ILS. Aside from
the automatic evaluation, teachers also identified the need of providing support
for self, peer, and teacher evaluation of students’ work in the ILS.

6 Classroom Case Studies

To better understand the needs that emerge during the orchestration of an ILS,
we conducted 4 studies with 2 teachers and their students: Alice4, with no expe-
rience in using ILSs or IBL, and Bob, who had already used ILSs and IBL
in his courses. The studies were carried out in Geneva between January and
March 2015. Alice’s studies took place at the École de Commerce Nicolas-Bouvier
involving two groups of 7 and 11 students (18 to 20 years old) respectively. The
other two studies were conducted at the Collège Sismondi with Bob and two
groups of 15 and 17 students (15 to 16 years old).

The aim of these studies was to address the research question of this paper
(What are the teacher orchestration needs when using ILSs? ) by taking into
account orchestration needs that emerge during the learning scenarios. To answer
this question we used interviews and observations as main data sources. First,
we interviewed the teachers before the experiments to be aware of their expertise
on IBL and ILSs. Second, we collected the teachers’ needs during the design of
the ILS and attended the classroom to observe the learning process. Third, after
4 Names have been replaced to preserve teachers’ anonymity.
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Table 1. Teacher information needs classified according to the dimension they refer:
learning design, learning process or learning outcome.

Teacher information needs No. Teachers L Design L Process L Outcome

Expert feedback on the ILS design 1 x

Specifications and tips from other teachers 1 x

Current phase per student / students per phase 3 x

Current actions 1 x

Current state 1 x

Time spent (per phase, app, ILS) 4 x

Followed path 3 x

Visited phases 1 x

Used resources, apps, labs 2 x

Used devices (e.g., phones, tablets, PCs) 1 x

Statistics per session (filtered) 1 x

Students questions/ comments 2 x

Students who required hints 1 x

Stuck students 2 x

Evidence of face-to-face interaction 1 x

Learning outcomes 12 x

Intermediate learning outcomes 2 x x

Automatic evaluation 5 x

Self-evaluation 2 x

Peer-evaluation 1 x

Teacher-evaluation 1 x

No. indicators per category 2 14 6

No. of teachers mentioning a category 2 13 17

Proportion of interested teachers 8.70% 56.52% 73.91%

the use of the ILSs, the teachers were interviewed about the problems that they
faced and the orchestration needs that should be covered.

Learning Design. During the design phase, both teachers elaborated a first
draft of their ILSs. In the case of Alice, she required some help to solve doubts
about the ILS authoring and certain tools, as well as recommendations about
apps that could satisfy her pedagogical objectives. Once the drafts of the ILSs
were ready, the teachers sent them to the expert to get some feedback for
the refinement of their proposals. The ILSs designed by Alice were for two
maths courses. These ILSs contained theoretical descriptions, quizzes, Geogebra
resources, a Wolfram Alpha widget5, and Google Documents where the students
had to add the result of their work. The ILS designed by Bob was devoted to two
of his physics courses. It was made up by a brief theoretical introduction to the
topic, a few tasks to be carried out using the bibliographical resources available
in the classroom, and a PhET on-line lab6. In the case of Bob, he refined the ILS
5 http://www.wolframalpha.com/widgets/.
6 https://phet.colorado.edu/.

http://www.wolframalpha.com/widgets/
https://phet.colorado.edu/
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he used in his first course to reuse it in the second one. Moreover, the teachers
integrated monitoring apps in their ILSs. These apps were supposed to show
them the current students per phase, the time spent per phase, and the actions
registered per app.

Learning Process. In the two studies carried by Alice, the students were
allowed to work individually or in groups. Since Alice was not nearby her com-
puter, she displayed the monitoring apps using the projector, so teacher and
students could see the visualizations as presented in Fig. 3. She walked around,
answering the questions that emerged during the learning activity. After answer-
ing the questions, Alice had a look to the apps and, according to the student
distribution across inquiry phases, chose the next group to visit. At the same
time, the students periodically observed the apps to compare their own progress
with that of their peers. In the case of Bob, the students worked in groups of 2
to 3 sharing one computer. Since he could access the students’ screens from his
computer, he controlled the situation from his desk, going to the students just
when the students had doubts. Bob mainly used the visualization of the active
users per phase to monitor whether the students were using the ILS or not,
and to be aware of the current phase where they were working on (see Fig. 4).
Although both teachers had designed the ILSs to be used in 90-mins, face-to-face
sessions, they were also used at home because some students could not attend to
the class and others did not finished the activities on time. Thus, they wanted
to monitor the on-line work.

For reflection purposes, the teachers considered that the “time spent per
phase” could be a relevant indicator for better understanding the students’
progress. Alice also mentioned that “the actions registered per app” could con-
tribute to understand what are the apps that usually attract/discourage the
students. Concerning the activity flow, the teachers detected that the students
were going back and forth between phases. Therefore, Alice and Bob presented

Fig. 3. Awareness information displayed for Alice and students during the first study.
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Fig. 4. Bob monitoring the students from his desktop during the second study.

interest on analyzing the learning path, i.e. the sequence of phases and the
time spent per phase, to help them improve the flow description of their ILSs.
Another functionality requested by Alice was the option of visualizing the stu-
dent responses, especially with the quizzes, to have an quick overview of the
class.

Learning Outcomes. Both teachers agreed that their main concern was related
to the assessment. According to their rubrics, around 80 % of the marks focus
on the learning outcomes. Therefore, they need to collect the students produc-
tions. In the case of Bob, he normally does it in paper format to have evidence
sharable with other teachers, parents and students. Since certain apps and labs
embedded in their ILSs did not provide storing features, they decided to collect
the production of the students on paper.

7 Discussion

Hereafter we discuss the findings of the studies presented above along the three
ILS life-cycle phases, namely learning design, learning process, and learning
outcome.

Regarding the learning design, the surveys and the case studies showed that
the participants were interested in having feedback from experts, as well as
specifications and tips from other teachers who have created or used the ILS.
Despite teachers are sometimes seen as working alone on their own projects,
these findings suggest that they are actually keen to collaboratively design and
discuss learning activities in a community of practice. Apart from supporting the
collaborative creation of ILSs and providing social functionalities, we envision
that offering recommendations based on best practices inferred from community
(Go-Lab users) could guide the teachers in their designs. For example, applying
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Learning Analytics, teachers could know which apps/labs are most frequently
used in each IBL phase or how many items are usually added per phase.

Multiple needs detected in the survey and the case studies were related to
awareness or reflection on learning process. Although they could be addressed
by means of Learning Analytics solutions such as the monitoring tools devel-
oped in the project, they should take into account the timing and the learning
context. For instance, due to the lack of time to pay attention to the apps
during the learning activity, the apps should provide simple information that
can be interpreted in a glance to support intervention and regulation decisions.
Besides, to cover those cases where teachers are not using their computers in
the sessions, it is necessary to provide apps that do not require interaction (e.g.,
for real-time monitoring apps). Furthermore the solutions should be responsive,
meaning accessible either through mobile devices or through a public display.

Finally, the survey and the studies revealed that the main teacher concern
was to have access to the learning outcomes in final and intermediary versions.
Although integrating third-party tools provides multiple design benefits, it also
implies important challenges in terms of awareness and assessment because the
technological support should integrate evidence and content coming from het-
erogeneous sources. Moreover, as we have seen in the case studies, some apps
do not store the student’s results or register the user activity. Then, no support
for awareness or assessment can be provided in those cases. This issue can be
mitigated by promoting the usage of open standards such as Activity Streams
or Open Social. To support teachers and students in the collection of learning
evidence, one potential solution could rely on the automatic generation of a
student portfolio. Additionally, providing ad-hoc apps for self-assessment would
help, on the one hand, students to reflect on their work and, on the other hand,
teachers to focus not only on a final document but also on the learning methods
the student gained.

8 Conclusions and Future Work

This paper investigates the orchestration needs of teachers using ILSs through
a survey to 23 expert teachers and 4 authentic case studies with 2 high school
teachers. The collected needs have pointed to three main conclusions. First,
teachers need and appreciate collaboration support for designing inquiry-based
learning activities. Second, teachers request awareness and reflection tools to sup-
port and better understand the learning process as well as improve the learning
design. Last but not least, the main concern of the teachers was to have access
to learning outcomes in their intermediate and final versions, so that they could
further guide the students and assess their work.

In the following iterations of the DBR process, we plan to explore student
orchestration needs and evaluate the solutions created to support the different
stakeholders.
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Abstract. The steadily widening access to instruments and services for digital
content production allows students and teachers to modify, remix and re-use a
wide range of existing artefacts or create new artefacts and assemble them into
various content collections. This development holds the potential for shifting
patterns of power, roles, and responsibilities of students in digital textbook
publishing sector and for supporting the strategic educational vision of “students
as creators”. However, this vision causes a growing pressure on academic
publishers and other learning resource providers, as it tends to intervene and
disrupt existing practices and business models of content development and provi‐
sion. Existing models of interaction analysis are not suitable for the emerging
context of mash-up learning resources co-authored by learners. The paper
proposes a new analytic framework LoCA for evaluating level of learner’s inter‐
action with and co-authorship of digital content.

Keywords: Trialogical learning · Curating · Authorship levels · E-textbooks ·
Knowledge creation

1 Introduction

An increasing number of everyday activities are enhanced and transformed through the
extensive growth of digitisation in our societies. This development has been accelerating
by a massive growth of personal mobile device ownership. Thus personal and social
computing is becoming truly pervasive and ubiquitous [1], supported by, and supporting,
an ever-changing configuration of networked devices, applications and actors [2, 3]. It is
becoming the norm that we can all access, interpret and process informational artefacts on
the go, transform them into various representational states, or create entirely new ones.
We can decouple from, and recouple with, external resources and artefacts of various kinds
on a continuous, interactive basis [4]. Be it laptops, smart phones, or tablets - these devices
are becoming also increasingly accessible and affordable for our student populations.
Thus, a growing number of students experience that the digital realm is gradually pene‐
trating a widening range of activities in their life. In principle this development holds the
potential for shifting patterns of power, roles, and responsibilities in educational settings,
too. Proponents of such a change vision continue to emphasise that students should be
enabled to form their own digital learning ecosystems and design their personal learning
environments for various learning purposes [5]. Students can (and should) learn how to take
control and responsibility for systematically re-instrumenting their (learning) activities.
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From this perspective, mastering a range of digital instruments for working on diverse sets
of digital artefacts, is increasingly seen as the pre-requisite for become contributors and
(co-)creators of knowledge. By offering their own interpretations, explanations and exam‐
ples [6], students are shifting ownership of, and control over, knowledge artefacts and the
development of their own learning environments.

Current educational policy in Estonia – as formulated in the “Estonian Lifelong
Learning Strategy 2020” - is trying to support and stimulate a system-wide change
project under the label of “digital turn in schools” that embraces, among other aspects,
the idea of “students as creators”. Students are expected to collaborate, communicate
and connect to ideas in entirely new ways through authoring, remixing, and co-creating
digital, networked artifacts of various kinds and of different representational qualities.
It is also envisioned that all schools are providing digital resources, making a modern
infrastructure available for one-to-one computing, incorporating digital culture in
teaching and learning practices and focusing on supporting learners’ critical thinking,
creativity, knowledge building, and problem solving.

In the context of this ambitious national project of change, existing models and
formats of digital textbook production and provision are also scrutinized from the
perspective of a future educational practice that would systematically support a shift
towards the concept of “student as creator” that we have briefly outlined above. In the
remaining paper we want to highlight and discuss some insights and unresolved chal‐
lenges that we have gathered in the context of Learnmix – an applied research project
focusing on the pedagogical and technical re-conceptualisation of the next-generation
digital textbook production and provision model in Estonian context.

2 Trialogical Learning and the Concept of Students as Creators

The increasing pervasion of personal and social computing among students offers
multiple ways to interact with, reuse, create, and author digital artefacts of all kinds. In
consequence, we seemingly need a rather different set of frameworks and metaphors for
addressing and capturing this emerging form of learning activity and its mediation.
Inspired by Scardamalia and Bereiter’s work [7] Paavola et al. [8] propose, for example,
a knowledge creation and building metaphor, which they call “trialogical learning”.
Trialogical learning emphasizes the central role of operations on, and through, knowl‐
edge objects. In this view it is essential that students collaboratively create and develop
shared, novel (digital) artefacts with the support of (digital) instruments of various kinds.
Paavola and Hakkarainen [9] state that “in trialogues the central aim is not to enhance
dialogues but the common ground is provided by jointly constructing external repre‐
sentations, practices and artefacts (dialogues can, of course, help here). In trialogical
processes the common ground is deepened (and provided) by modifying those artefacts
and practices (“shared objects”), which are objects of joint activity. In trialogues we
are not interacting only with words or concepts, but also modifying conceptual artefacts,
external representations, and practices” (p. 12). Knowledge building and creation
stresses the importance of idea (conceptual artefact) advancement, expansion and
improvement; and the ability of students to develop cultural or conceptual objects. In
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this manner, students can construct their own knowledge by incorporating and elabo‐
rating on artefacts that are, for instance, professionally developed by instructional
designers, e-textbook authors, teachers, and so forth or even create their own objects
from scratch. According to [9] the objects “can be knowledge artefacts, practices, ideas,
models, representations, etc. but understood as something concrete to be developed
collaboratively” (p. 4).

While the concept of students as creators and producers is certainly not an entirely
new one, digitisation has transformed existing practices and is stimulating the emergence
of new types of creation and production. In this way, it is allowing students to express
themselves in a widening range of re-presentational modes. Teachers and students are
slowly expanding the boundaries of their respective roles in education. They are
becoming (co-)authors of digital content, thus challenging established models and
processes of educational content production, its organisation, and provision.

3 Authoring Digital Content Collections

In the context of the Learnmix project, we carried out empirical research on interaction
with digital content in 6 schools, where teachers and researchers co-designed 12 lessons
where students (age ranging from 8 to 18 years) used personal digital devices to learn
through using, editing and creating digital learning resources. All lessons were observed,
protocolled and video-recorded by one researcher. Qualitative analysis of lesson proto‐
cols and videos showed that when trialogical learning scenarios were successfully
implemented, the students were actively engaged in interaction with the content in the
role of a creator. The products of the student-centered knowledge creation process were
increasingly of an aggregated, collage-like nature. Over time we came to see this practice
of combining and aggregating various content items in meaningful ways as yet another,
particular aspect of “co-authorship” (see [10]).

In networked environments teachers and students potentially have access to count‐
less content items (images, graphs, videos, tables, text, and so forth) of various quality
and origin. Some of them are professionally produced, stored in dedicated repositories,
and equipped with different licensing models and metadata. Some of them are freely
available, created and designed by “amateurs”. This seemingly infinite pool of digital
content provides teachers and students with numerous ways to assemble and curate
content item collections. Depending on the type of educational scenarios that are initi‐
ated and supported, students might even create, collage-like, artefact collections, which
may not make use of professionally created artefacts at all.

As part of our work around a series of intervention studies in Estonian K-12 education
we traced and modeled the (inter-)action levels with digital micro-content, and various
content collections, as they occurred throughout the execution of a variety of scenario
based teaching approaches – all designed around the general notion of “students as
creators”.
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Fig. 1. Illustration of the formation and composition of teacher and student curated content
collections

Without going into the details of specific scenarios and their particularities, we would
like to emphasise that we were not only able to trace a whole range of individual interac‐
tions and authorship levels in relation to specific (micro-)content items, but also the
composition and formation of mash-up artifact collections as products of collective
knowledge building. Figure 1 on the following page might serve as an illustrative
example of such an analytical perspective. The documented case depicts how a teacher
pre-selects and arranges a variety of micro-content items or collections of micro-contents
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in preparation for a particular teaching and learning scenario. The various items sit on a
range of repositories. Some graphics and some more elaborated and pre-structured micro-
content collections (such as topic based, informational “modules” made of text, graphics,
video, questions…) are actually retrieved from professionally produced content reposito‐
ries that carry some sort of a commercial license. Some additional images come from a
Web-based collection offering a range of open licenses. Additional “modules” (of struc‐
tured and aggregated micro-content) are retrieved from a repository that provides open-
licensed content that is created and shared by other teachers. And finally some additional
items come from a collection of self-produced, digital content that may only be stored
locally by the teacher herself.

If we finally analyse the products that student groups have co-authored while going
through a particular scenario (supporting the notion of “students as creators”), we get a
rather rich, collage-like image of aggregated content collections that combine various
items that were originally provided by the teachers, items that were modified, and items
that were created from scratch by the participating students.

It should be rather obvious that this type of educational practice in which students and
teachers move beyond simple levels of (inter-)action into the field of content authoring and
the creation of content collections, poses further challenges for academic publishers and
commercial content providers. Based on the conceptual and empirical work that we carried
out within the context of Learnmix project, we see a considerable misfit between the
current status quo of contentment provision and production among academic publishers and
the importance of supporting the full range of levels of interaction and co-authorship that
contemporary educational frameworks such as “trialogical learning” suggest. We see it as
an important challenge for educational research and development to design, develop, and
test new approaches that potentially align innovative learning and teaching scenarios with
the affordances of expanding digital and networked technology, and revised business
models for content production, publishing and distribution.

4 Levels of Co-authorship with Digital Content

In the realm of professional and commercial content production for education, however,
“interaction” has been promoted as the key added value of digital learning materials.
Apparently, it is a widely shared belief among publishing companies, educators, instruc‐
tional designers and policy makers, that e-textbooks and digital materials need to (and
can) be redesigned in ways that enable somewhat more variable modes of interaction
with content. Turning e-textbooks and any other digital learning material more interac‐
tive in comparison to their printed counterparts is considered to be a significant step
further in terms of technical and conceptual development.

However, the bulk of digital learning material and e-textbook solutions currently
available are hardly supporting the more ambitious notion of various levels of distributed
co-authorship of digital artefacts, as it emphasised within frameworks such as the tria‐
logical learning and knowledge creation that we have mentioned above.

In the context of a national research and development project called Learnmix we
attempted to address the changing roles of teachers and students as creators and authors
of content. We re-designed learning and teaching practices so that students can become

Re-thinking Digital Textbooks: Students as Co-authors 147



active (co-)constructors of their own knowledge by creating, modifying and integrating
various physical, and digital artefacts. In these practices textbooks didn’t function as the
main references tool and primary means of delivering course content anymore. Instead,
participants were making use of various micro content and content collections from a
wide range of authors ranging from professional content designers to students and other
Internet users interested in the topic at hand. In addition to a descriptive analytical
framework, which allows to focus on specific actions, mediating artefacts, and micro-
content used or created before and during the learning experience [10], we also extracted
7 distinct levels of co-authorship on digital textbooks to describe how teachers and
students worked with artefacts in the context of our intervention studies (Fig. 2). Our
taxonomy - Levels of Co-Authorship (LoCA):

0. Consume - The lowest and the most static way to interact with content is to simply
consume it. This refers to viewing a video clip, listening a podcast or for instance
just reading a text. The content item will remain untouched by its users, no changes
will be done with the actual content of that artefact.

1. Annotate - The next level allows annotation of content with various types of meta‐
data: e.g. highlights, likes, ratings, tags, comments. Annotation makes content
meaningful and personal for the user as he/she carries out some operations with it,
mainly at a metadata level. Some annotations (tags, bookmarks) can be shared within
online communities.

2. Manipulate - This is the most common level of interaction among professional e-
textbooks publishers today (e.g. while publishing in iBook, mobi or ePub formats).
Although learners are engaged in interacting with some components of the textbook
by clicking on hot spots, dragging and dropping some elements to correct location,
or filling in some fields in a digital form, they cannot modify or add the content. The
software gives immediate personal feedback to learner’s interactions with content,
while teacher or other learners cannot receive, view or analyse the responses of the
learner. The learner’s co-authorship remains restricted and temporary, as a digital
content of e-textbook is not changed permanently.

3. Submit - On this level, the learners are prompted to solve some problems, manip‐
ulate interactive content or enter responses to questions. Unlike with the previous
level, the results of such interaction or problem-solving will be submitted for review
and feedback to the teacher or other participants in the process of learning. The input
requested from learners and the feedback given by the teacher will not be included
in the textbook itself, but sometimes it is archived as a companion or annex.

4. Expand - On the level of expansion a user can edit or complement an artefact, add
some micro content to the original artefact, however, the core content of that artefact
remains mainly intact. For instance, merging together some video clips, filling in
blanks in a self-test, adding a story to a photo etc. While the previous levels of the
authorship didn’t allow changing the original core content, with this level the original
content itself will be complemented with some additions, however, the core parts of
the content are still visible and recognisable. We consider this (inter-)action level to
mark the starting point for a progressive transition into “authorship”.

5. Remix - Remixing means altering the original state of the content by adding,
removing, and/or changing pieces of the item. In the case of remixing it is difficult
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to extract its initial version and parts. The main characteristic of remixing is that it
appropriates and changes other materials to create something new. Here, the original
author is distanced from her material. The original meaning of the content and the
intention of the author might change entirely. The remixer makes the material her
own.

6. Create - A user can create a totally new artefact from scratch. In this case the user
doesn’t make use of any other content, but develops his own.

Fig. 2. Levels of co-authorship of digital textbooks

Distinguishing between these different levels of co-authorship of digital textbooks
has given us an analytical instrument for describing how particular learning and teaching
scenarios support various forms of interaction and co-authorship. It also helps us to
explore to what extent a particular scenario allows students to become the author of their
own knowledge representations. We have also found it useful to apply this analytical
perspective while designing and describing new scenarios.

It is quite obvious that the need to support more advanced forms of interaction, where
students and teachers progress into “authorship” territory, put a considerable pressure
on academic textbook publishers and other learning material providers.

Digital artefacts are more fluid, unstable and liable to mutate than traditional forms
of content provision such as print. In an increasingly networked and digitised world, we
all not only have instantaneous access to digital artefacts of various kind, we can also
easily produce our own. In consequence, academic publishers and their textbook authors
are gradually losing their position as sole authors and owners of authoritative (learning)
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materials. The steadily widening access to instruments and services for digital content
production is increasingly diffusing the power of publishers. Students and teachers
already hold the means to modify and compartmentalise a wide range of existing arte‐
facts. They can also produce a variety of digital content items such as photos, video
clips, audio recording, and so forth. However, they can also assemble, curate, and share
their own collections of micro content according to their desires and needs. The identity
of the ‘original’ author(s) of each fragment often becomes ambiguous or even invisible
in the process of this practice.

However, the traditional practices in textbook publishing world have always drawn
very clear boundaries between authors and passive users (teachers, students), also
between commercially produced (print) content and user-generated (digital) content.
Even today, the national legislation in Estonia defines and regulates explicitly the
process and quality assurance mechanisms concerning only the printed textbooks and
workbooks. While Estonian teachers have been increasingly authoring and using digital
learning resources over the last decade, the user-generated digital learning content has
existed in completely separate ecosystem than commercially/professionally produced
textbooks (e.g.: separate repositories, regulations, delivery channels, legitimacy, peda‐
gogical patterns and platforms of use). The situation is about to change soon, as the
Ministry of Education and Research of Estonia has decreed that all newly published
textbooks and workbooks have to be available also in the digital format starting from
May 2015. As there have been no specifications regarding expected digital formats for
upcoming e-textbooks, publishers are pursuing various routes to digital realm. While all
textbook publishers acknowledge that digital textbooks cannot be merely static copies
of their printed counterparts, the way interaction is introduced in pilot e-textbooks
demonstrates the desire of textbook industry to maintain the strict separation of author’s
and user’s roles also in the future. For instance, popular e-textbooks published in the
Apple iBook format provide quite limited range of interactivity, as students are allowed
merely to fill in or choose the right answer, which will not be shown even to the teacher.
Students and teachers cannot add resources to iBook or hide some parts that are not
relevant. Yet, some other publishers are experimenting with Web-based textbooks
allowing various ways and levels of contributions from teachers and learners. Our
agenda behind creating the LoCA analytic framework is helping the textbook publishers,
researchers and teachers in comparing, analysing and developing innovative digital
textbooks that support trialogical learning. Our next step is validation of the LoCA
framework by applying it for comparative analysis of different e-textbooks in Estonia
and Finland.

5 Concluding Remarks

It seems obvious that the emerging notion of “students as creators” and related concep‐
tual frameworks like “trialogical learning” and “knowledge building” carry several
challenges that go beyond the current state of affairs in the realm of professional and
commercial content production, publishing and distribution. If we truly want to support
emerging digital practices that augment the productive and creative co-authoring of
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knowledge artefacts, we need to reconsider what type of models of digital content
provision actually make a fit with our emerging vision of education (students as creators)
in the digital age.

The changing extent of content and content collection authorships raises a number
of particular questions, such as who is the owner of the content; how the ownership is
changing in the process of modifying an artefact and who can and should control its
distribution in terms of timing, cost, licensing, openness, and so forth. We can witness
that alongside a traditional lifespan of a content item, new life cycle paths emerge, as
part of the control over content is transferring to students and teachers. Furthermore,
this emerging discourse is concerned with further innovations, revenue models, content
enrichment, the digital rights management, open-access models, marketing, new sales
channels, legal frameworks, formats, pricing, the rise and the possibilities of self-
publishing and so on. And this all need to be researched and developed together with
emerging educational visions and technological developments.

Acknowledgments. This research has been produced in the context of LEARNMIX project (No
RU/3013) funded by Archimedes Foundation.
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Abstract. Self-Regulated Learning (SRL) and related meta-cognitive
learning competences help to increase learning progress. However, facili-
tating the acquisition of such competences with learning technologies is
challenging. Training requires an individualized approach and the right
balance between the learner’s freedom and guidance. To support SRL,
we applied personalisation and adaptive technologies in the development
of an Open Source toolkit for Responsive Open Learning Environments
(ROLE). In this paper we present a conceptual foundation for the opera-
tionalization of self-regulated learning in personal learning environments
as a cyclic process model. Furthermore, we present results of a long-term
usage data analysis of the ROLE Sandbox, an open and free Web-based
hosting environment for personal learning environments. In particular,
we trace self-regulated learning activities in three years of productive
operation. We conclude our findings with guidelines for self-regulated
learning in personal learning environments.

Keywords: Self-regulated learning · Personal learning environments ·
Long-term evaluation · Guidelines

1 Introduction

Self-Regulated Learning (SRL) has become a very active research field [2,15,17]
with contributions from various disciplines, including pedagogy, psychology and
neuroscience. The cyclic phase structure of the SRL process as well as meta-
cognitive, motivational and behavioural aspects have been in the focus of educa-
tional research. Our main interest is the use of Personal Learning Environments
(PLE) [13,16] to support SRL processes. PLE support learners in defining their
own learning goals and managing their learning contents, tools, and peers with
a high degree of autonomy. Pedagogical scaffolding can be provided by suitable
recommenders in such community-based adaptive systems [8].
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We argue that SRL processes in reality are embedded in many learning set-
tings ranging from formal to informal settings, even within formal educational
institutions. We also argue that in many learning situations the learner is not
ready for autonomously performed learning processes. Current research under-
estimates the complexity stemming from differences in technology and learning
culture as well from the real learner needs.

We have performed extensive research in realistic learning settings ranging
from learning in higher education organizations in different countries, in work-
place learning and in self-organized social software-supported learning commu-
nities. We found that besides the collection of Web 2.0 tools, learning tools must
be integrated into existing learning platforms like organizational or institutional
Learning Management Systems (LMS). We also found that learner support must
range from total freedom to detailed control of the learning process, contents,
tools, and peers. These dimensions have been underestimated in research so far
and led to coining the term Responsive Open Learning Environments (ROLE)
for a new class of SRL-enabled personal learning environments.

This paper makes the following contributions. First, we present our con-
ceptual self-regulated learning process model with an emphasis on its opera-
tionalization in PLE. Second, based on usage data sampled from over three
years of operation, we analyzed activity in the ROLE Sandbox, a PLE man-
agement platform including SRL support. The goal was to trace self-regulated
learning over a long time in naturalistic informal learning settings as supple-
ment to rather short-termed controlled laboratory studies. Our results suggest
that only a small fraction of ROLE Sandbox users were or have become self-
regulated learners. However, these few self-regulated learners are PLE power
users in terms of serendipity and repeated frequent use, thus suggesting that
the included SRL tools provide appropriate, however yet improvable support for
different SRL phases. Third, resulting from our observations, we derive a set of
design guidelines for better support of self-regulated learning in PLE.

In Sect. 2 we discuss related work on self-regulated learning and personal
learning environments. In Sect. 3 we introduce our SRL Process Model and its
operationalization in widget-based responsive open learning environments. In
Sect. 4 we present the results of our analysis on SRL activity in the ROLE
Sandbox, based on a long-term collection of usage data. In Sect. 5 we conclude
five key requirements for PLE management platforms to achieve support for
self-regulated learning.

2 Related Work

In the last decades, much research has been conducted in the field of SRL, which
overlaps with different disciplines, including pedagogy, psychology, neuroscience,
and technology enhanced learning. In particular from a psychological point of
view, self-regulated learning is a complex field of research that combines moti-
vational, cognitive and personality theories. Components of SRL are cognition,
meta-cognition, motivation, affects, and volition [10], accompanied by six key
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processes essential for self-regulated learning [3]. These are goal setting, self-
monitoring, self-evaluation, task strategies, help seeking, and time management.
A cyclic approach to model SRL has been given by Zimmerman [17]. SRL is a
process of meta-cognitive activities consisting of three phases, namely the fore-
thought phase, the performance phase, and the self-reflection phase. According to
this model, learning performance and behavior consist of both cognitive activities
(e.g. attaining new knowledge) and meta-cognitive activities for controlling the
learning process. Aviram et al. [1] extended this model towards a self-regulated
personalised learning (SRPL) approach by adding a self-profile enabling learners
to indicate own preferences.

PLE [13] empower learners to control and arrange their own learning tool
sets, contents, and processes [6]. They support individuals to combine own suit-
able learning environments from a global ecosystem of generic Web 2.0 services,
e.g. blogs, links, wikis, social software and RSS feeds. The goal of widget-based
PLE platforms is to technically empower learners without strong technical back-
grounds to realize such combinations on their own with steep learning curves.
In such platforms, learners select multiple widgets from an existing ecosystem
(e.g. widget store) and combine them on a desktop surface metaphor. Thereby,
widgets are conceived as small-scale Web applications clearly focused on specific
simple tasks and activities. However, most existing widget platforms and Web
2.0 tools do not meet the complex needs of self-regulated learners in PLE with
respect to planning, learning, and reflection activities. We addressed these short-
comings from conceptual, methodological and technical perspectives with the
help of the ROLE SDK, a development environment and management platform
for PLE with built-in conceptual and technical support for self-regulated learn-
ing. Due to the comparably short existence of widget-based PLE, little research
has been conducted to observe and analyze self-regulated learning processes in
naturalistic PLE settings over longer periods.

3 Self-Regulated Learning in Widget-Based PLE

From a user (i.e. learner or teacher) perspective, the central concept of the
ROLE PLE management platform is the space, which also provides the user
interface for the learner. A space serves as container context for widgets, i.e.
small learning tools usually consisting of a Web front-end and a Web-service in
the backend. Examples of such widgets are search tools for learning material or
tools for planning learning activities. The user can select widgets from a ROLE
widget store [4] and add them to a space. The ROLE implementation provides
several core features of the space concept on top of plain PLE management.
First, it provides a dynamic storage of space and user resources where context
and learner-specific information can be stored. Second, it enables both widgets
and users in the same space to interact with each other, thus enabling a seamless
orchestration of learning tools and real-time communication and collaboration
among learners. Third, the platform is augmented with rich logging facilities,
thus enabling learning analytics [14]. Altogether, a ROLE space can be defined
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as a bundle of widgets that includes storage for user and context information
and widget data. Spaces can also be pre-configured and shared with others, thus
allowing rich re-use of learning environments across learning contexts.

From a conceptual point of view, ROLE spaces are the contexts in which we
model self-regulated learning as a cyclic process. Our SRL process model [9] is
based on Zimmerman’s original SRL conception [17] and the SRPL approach [1].
Our contribution is its adaptation for operationalization in PLE in two ways.
First, we introduced an additional phase primarily related to the creation of
the own learning environment (preparation phase). Second, the phases are con-
stituted not only on the meta-cognitive level, but also on the cognitive level.
These adaptations are necessary to consider active PLE creation and manage-
ment as part of the SRL process. Our learner-centric SRL process model thus
consists of four cyclic phases (planning, preparing, learning, and reflecting). Each
of these phases is associated with concrete learning strategies, in turn established
by learning activities on a finer granularity level. Figure 1 depicts our four-phase
process model including the related learning strategies. In order to operationalize
our model, we defined a taxonomy of learning strategies and techniques assigned
to the learning phases. In this way learning phases are described with clearly
defined learning activities, thus establishing a connection between the pedagogi-
cal constructs and concrete learning tools. Instead of directly assigning pedagog-
ical constructs to widgets, widget functionalities are used as mediator construct.
This mediator approach has the advantage that widget creators simply describe
widget functionality without the need to describe pedagogical purpose. By con-
trast, pedagogical experts can make the assignment of learning techniques with
functionalities without knowing which widgets are available.

Fig. 1. The ROLE self-regulated learning process model
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4 Tracing SRL in the ROLE Sandbox

In 2012, we launched the ROLE Sandbox as a Web deployment of the ROLE
SDK with widget and widget-bundle developers being the intended target group.
Equipped with usage data collection, cleaning, and enrichment [14], ROLE Sand-
box supports the observation of arbitrary human interaction with the system’s
APIs. Entries in our data set include origin IP address (who), timestamp (when),
request URL and operation (what), along with context enrichments. In partic-
ular, the data set provides logs of PLE management operations such as cre-
ate space, join/leave space, add/remove widget to/from space, including context
information on widget categories from the ROLE Widget Store [4,12]. Apart
from typical repeating patterns of widget development and testing, we found
emergent patterns of system interaction indicating learning activity wrt. our
operationalization of SRL in PLE (cf. Sect. 3), thus motivating deeper analysis.

We collected our data set over more than three years of operation (2012–
2015). For this work, we selected the first 1.5 year sample (03/2012–09/2013)
including 1.72 million API requests from >3900 IP addresses in >600 cities and
>80 countries. Figure 2 provides an overview of spatio-temporal platform usage
distribution. The map on top indicates geospatial usage distribution limited to
IPs having accessed the system >10 times. The bottom timeline chart shows
temporal usage distribution in terms of request frequency (blue/red graphs) and
data transfer (yellow/green graphs).

Fig. 2. Spatio-temporal distribution of ROLE Sandbox use from 2012/03–2013/09
(Color figure online)
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Dots on the map aggregate amounts of distinct IP addresses resolved to the
same geo-coordinates, encoded with different dot symbols and colors. High num-
bers of IP addresses with same geo-location hint to usage in larger institutions,
while low numbers indicate private use by individuals. Thus, we find that the sys-
tem was used by both individuals and institutions with varying size and varying
intensity. Usage mainly concentrates on European countries, but also includes
large institutions in both China and the US.

From our data sample we find, that users created 974 spaces in total, where
682 (70 %) can be considered active spaces, i.e. spaces loaded frequently. About
1324 (33.5 %) different users interacted with the ROLE Sandbox in different
ways. 178 (4.5 %) users created new spaces, 251 (6.4 %) joined spaces, 320 (8.1 %)
added widgets to spaces. 1231 (31.2 %) users loaded spaces designed by oth-
ers. These statistics confirm the usual observation in social software systems,
that only small fractions of users become active in terms of designing learning
environments on their own, while most other users only benefit from learning
environments previously created by others. According to our SRL process model
extension, self-regulated learning includes the design of personal learning envi-
ronments as well as refinements after repeated self-reflection and evaluation.
Thus, we can assume that only a small amount of ROLE Sandbox users are
self-regulated learners in that sense.

Furthermore, we analyzed the widgets used in the ROLE Sandbox with
regard to SRL. In total, users employed 634 distinct widgets in personal or
collaborative learning environments. In order to support self-regulated learn-
ing, the ROLE consortium designed and implemented a set of 15 SRL widgets

Fig. 3. SRL-related and non-SRL widget categories (Color figure online)
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for different purposes such as recommendation, self-assessment, self-monitoring,
self-evaluation, and SRL-style work. In our data we found the use of 40 (6.3 %)
SRL-related widgets, most of them being further customized deployments of
the 15 original SRL widgets. Furthermore, another 40 (6.3 %) widgets were
assigned to one or more of the categories Search & Get Recommendation, Plan &
Organize, Communicate & Collaborate, Create & Modify, Train & Test, Explore
& View Content and Reflect & Evaluate, which relate to typical functionality
groups assigned to the four phases of our SRL process model. Figure 3 provides
an overview of SRL-related (red dots) vs. non-SRL-related widgets (grey dots)
assigned to the categories (blue dots). Widget node size encodes how often the
particular widget was added to a space. Category node size encodes the number
of widgets assigned to the particular category. Most widgets are not assigned to
any category, including the most influential SRL widgets. Most of the assigned
widgets are only associated with exactly one category, thus indicating their clear
purpose for one of the SRL learning phases. We also find that most of the widgets
assigned to categories were used more frequently than those not assigned to any
category. This difference is explained by category-based widget recommendations
issued to space designers. We conclude that category metadata is helpful for a
better overview of the available widget ecosystem and ultimately for improved
guidance and tool selection. The majority of unassigned widgets should thus be
assigned post-hoc to make them accessible for targeted recommendations.

In order to examine the relation widget added by user we constructed a bi-
partite graph of users and widgets. We thereby distinguished SRL widgets vs.
non-SRL widgets and SRL widget adders (i.e. users who added at least one
SRL widget to any space) vs. non-SRL widget adders. The resulting graph (not
shown due to space restrictions) exhibits 22 connected components with one
giant component. Most of the widgets are used by multiple users, and most users
added more than one widget. Users in the smaller components mostly represent
widget developers working on widget prototypes never used by others. Notably,
all SRL widgets and SRL widget adders were part of the giant component. 63
(1.5 %) users added SRL widgets to spaces, 29 (0.7 %) more than one. 123 (3.1 %)
users actually used SRL widgets in space contexts, 34 (0.8 %) more than one. In
general, we find a correlation between the number of widget add operations and
the number of distinct widgets added by a user. This correlation is significantly
stronger for SRL-widget adders. At the same time, we find that SRL widget
adders are significantly more active in designing own PLE.

We furthermore analyzed our data from the space perspective with the goal
to investigate significant differences between SRL spaces, i.e. spaces in which at
least one SRL widget was added or loaded, and non-SRL spaces. In total, we
found 138 (20.1 %) SRL spaces. In a first step we aggregated widget add frequen-
cies, distinct widget categories, IP addresses and widgets per space. Regarding
widget add frequency per space, we clearly observed distribution differences for
SRL and non-SRL spaces. Non-SRL spaces span a wider range of widget add
frequencies. However, a majority of spaces exhibits very few widget add opera-
tions. In contrast, SRL spaces span a closer range, but tend to better distribute
widget add frequencies in this range. Regarding the number of distinct categories
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per space, we again found significant differences. SRL spaces tend to cover more
distinct categories to higher extents and less often exhibit widget constellations
not assigned to any category. Since categories more or less directly map to the
different phases of our SRL model, we can conclude, that SRL spaces tend to
cover more learning phases than non-SRL spaces. Again, categories seem to fulfill
their role as guidance support.

Regarding the number of distinct IP addresses per space, we find that SRL
spaces involve less learner collaboration than non-SRL spaces. The number of
SRL spaces with only one learner involved is significantly higher than for non-
SRL spaces. The maximum numbers of distinct IP addresses per space also
significantly differ with 25 for non-SRL spaces vs. 13 for SRL spaces. Regarding
the number of distinct widgets, we find that non-SRL spaces concentrate on lower
numbers, while SRL spaces exhibit a larger range with a better distribution.
Thus, we can conclude that more exploration of potentially valuable widgets for
learning happens in SRL spaces than in non-SRL spaces, again attributable to
the SRL recommendation tools we developed.

Finally, we examined widget add operations from the category perspective to
receive an overview which categories showed to be most influential in SRL spaces
and in spaces in general. Again, we found significant differences, as depicted in
Fig. 4. First, a significantly lower percentage of widgets added to spaces belonged
to no specific category for SRL spaces (58.8 %) in comparison to non-SRL spaces
(64.8 %). Furthermore, we find differences regarding the importance of categories
for SRL and non-SRL spaces. While non-SRL spaces put the strongest focus on
the category Collaborate & Communicate, SRL spaces are stronger in support for
SRL-relevant categories such as Plan & Organize (13.0 % vs. 8.7 %) and Reflect
& Evaluate (4.7 % vs. 2.6 %). In other categories, differences between SRL and
non-SRL spaces were insignificant.

In total, we found significant differences in terms of PLE management behav-
iour between SRL-related entities (users and spaces). Category metadata as part
of our conceptual SRL process model was helpful for guidance and recommen-
dation. It should be noted that our analysis cannot prove that SRL took place
after all. The data merely captures PLE management operations, and not con-
crete learning activities. However, we consider PLE management operations as
integral part of SRL, in particular in planning and exploration phases. We thus
see our analysis as relevant evidence that SRL happened in the ROLE Sandbox.

Fig. 4. Categories of widgets added to SRL spaces vs. all spaces
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5 Conclusions

From our observations, we conclude five key aspects of self-regulated learning in
PLE (cf. [7]): personalisation, guidance & freedom, meta-cognition & awareness,
motivation and collaboration & good practice sharing.

Learners should be empowered to personalize and adapt their PLE to own
needs and preferred learning techniques, content, tools, services, peers, and
communities. The widget space concept provides a context for the creation
of own learning environments by adding widgets relevant to respective learn-
ing goals. However, personalisation requires an understanding of how to create
pedagogically-enabled widget spaces.

The degree of guidance and freedom is important regarding optimal learner
support. While proficient learners prefer freedom and unobtrusiveness, novice
learners need guidance. Therefore, different levels and types of guidance are
needed for learners with different SRL skills. Guidance should never be pre-
scriptive, but leave the decision to the learners. Initial guidance helps in assem-
bling or finding widget bundles to build initial PLE. In-learning-process guidance
includes support for performing learning activities, using specific widgets, finding
content, and developing awareness of their own learning process. In ROLE, such
guidance is realized with widgets for personal (i.e. teachers, peers) or algorithmic
recommendations, based on usage data and category metadata.

Meta-cognition is a kind of self-monitoring, self-observation and self-
regulation related to cognitive and information processing. It is stimulated by
engaging learners with the key processes of the self-regulated learning process
model. To support meta-cognitive processes, we recommend widgets or widget
bundles designed to perform meta-cognitive activities (e.g. reflection or progress
visualization) and to give learners feedback about their own learning process,
thus stimulating awareness. Such feedback requires support for learning analyt-
ics.

For stimulation of intrinsic motivation, PLE must enable learners to develop
autonomy, competence, and relatedness. Motivation is a consequence of the right
balance between guidance and freedom, thus being an implicit feature of our
framework. However, initial extrinsic motivation facilitated by teachers or peers
is advisable in any case.

Collaborative learning comprises extra activities generated by interaction
among peers [5]. These collaborative activities trigger additional cognitive mech-
anisms and appear more frequently in collaborative learning situations than in
individual learning [11]. ROLE spaces include a range of ready-to-use collabora-
tion and communication features, including facilities to share and re-use personal
learning environments for arbitrary learner constellations and learning contexts.

ROLE Sandbox will continue to operate and receive improvements in an
Open Source manner to even better enable self-regulated learning and analytics
thereof in naturalistic informal settings over even longer evaluation periods.
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Abstract. Expert finding is important to the development of commu-
nity question answering websites and e-learning. In this study, we pro-
pose a topic-sensitive probabilistic model to estimate the user authority
ranking for each question, which is based on the link analysis technique
and topical similarities between users and questions. Most of the existing
approaches focus on the user relationship only. Compared to the exist-
ing approaches, our method is more effective because we consider the
link structure and the topical similarity simultaneously. We use the real-
world data set from Zhihu (a famous CQA website in China) to conduct
experiments. Experimental results show that our algorithm outperforms
other algorithms in the user authority ranking.

Keywords: Community question answering · Expert finding · PageR-
ank · Latent topic modeling

1 Introduction

Community Question Answering (CQA) websites are extremely popular in recent
years. In CQA websites, users can raise their own questions, answer the ques-
tions posted by others and read the corresponding answers to a question. It is
interesting that the CQA websites have strong social characteristics, which are
different from the traditional ones, such as Baidu Knows (https://www.zhidao.
baidu.com). Take Zhihu (https://www.zhihu.com) as an example, the content
read by a user u in his/her home page depend on the people u has followed
(i.e., “friends” of u). Therefore, a user is able to see the questions raised by all
his/her friends, their answers and their “liked” answers. By allowing the inter-
action between users, the number of registered users in CQA websites has grown
tremendously.

Although the CQA website has attracted many users, it brings several chal-
lenges to provide high quality services: (1) Poor expertise matching: Many
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questions are difficult to be recommended to the expert with the best-matching
interest and ability to answer them, which results in suboptimal answers and
delay of satisfaction [1]. (2) No answer: Since it is hard for users to find ques-
tions that they are really interested in, there are many questions with no answer.
(3) Similar questions: If a user can not find a satisfying answer for one ques-
tion, he/she may post a new similar question. Thus, it is necessary to use expert
finding algorithms in CQA websites to solve these problems.

Traditional algorithms of expert finding are based on the relationship between
users primarily [2,3], which are insufficient to get a unique user authority rank-
ing for each question. For example, the appropriate users to answer different
questions may differ. If we rank the user authority based on the relationship
between users only, the user who is a movie star will have many followers and
achieve a high ranking. However, he/she may not be appropriate to answer the
questions about computers. We here propose a new algorithm based on the link
analysis technique and topical similarities between users and questions, which
can get a unique user authority ranking for each question. In our algorithm,
we consider all answers posted by a user as a document, the description and
all answers to a question are also treated as a document, then we apply latent
Dirichlet allocation (LDA) [4] to extract topics from both users and questions.
After generating these topics, we can measure the topical similarity between
questions and answers, and rank users by the relationship between users and the
topical similarity between users and questions.

The rest of the paper is organized as follows. Section 2 introduces the relative
works on user ranking in social networks. In Sect. 3, the ZhihuRank algorithm is
described in detail. Section 4 illustrates the dataset used and the experimental
results. We conclude our paper and make a future plan in Sect. 5.

2 Related Work

The existing algorithms computed the user authority in CQA websites by the
relationship between users primarily. Bouguessa et al. [5] proposed a method
to dig out the expert user, which is based on the best answer the user posted.
Jurczyk and Agichtein [6] applied HITS algorithm [3] to their works and compute
the user ranking by the followed-following relationship. Zhang et al. [7] proposed
an algorithm based on the users’ specialty. Although the algorithms that analyze
the relationship between users have achieved the desired results, there are some
challenging problems that are difficult to be solved by these algorithms, e.g.,
the expert discovered could not give the satisfying answer to the field he/she
is not skilled in. Thus, some other algorithms based on topics were proposed.
Guo et al. [8] proposed an algorithm to explore the similarity between users and
the askers by the tags of users. Liu et al. [9] used language model and LDA to
detect the best answerer.

Recently, there are algorithms that composed the relationship between users
and the similarity of topics. TwitterRank [10] is a typical algorithm which is
able to figure out the influence of Twitter users based on the followed-following
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relationship and topic similarities. Zhou et al. [11] proposed a TSPR algorithm
for expert recommendation in CQA websites. In the TSPR algorithm [12], the
topics of users were first extracted by LDA, and then experts were recom-
mended by the number of answers a user posted and the similarity between
the user and the asker. Zhao et al. [13] designed a method to generate experts
and topics simultaneously by incorporating the users’ contribution dynamically.
Chen et al. [14] established the user reputation rating system based on user com-
ments. Pal et al. [15] proposed an algorithm based on Gaussian mixture models
to identify topical authorities in microblogs. Liu et al. [16] proposed a new topic
model for expert recommendation in CQA websites.

Different from these algorithms, our method considers both the link structure
of users and the topical similarity between users and questions, which achieved
a competitive performance. To the best of our knowledge, it is the first time that
the topical similarity between users and questions for expert recommendation
problems in CQA websites has been considered.

3 ZhihuRank Algorithm

ZhihuRank algorithm is able to figure out the user authority ranking in each
question, which is based on the relationship between users and the topical sim-
ilarities between users and questions. Conventionally, the more “likes” a user
receives, the higher authority he/she will achieve, which is similar to the rank-
ing approach of websites. It is important to note that the weight of each “likes”
given to an answer is different from the others. Assume that both User B with
higher authority and User C with lower authority give “likes” to User A, the
“likes” from User B is often more powerful to improve the authority of User A
than User C. Therefore, we compute of influence of users based on the iteration
method of PageRank [2]. In addition, since each question may entail different
topics and the topics those users are familiar with may be many, we take also
the similarity between users and topics into consideration.

3.1 Topic Extraction from Users

We apply LDA [4] to perform the topic extraction from users. LDA is an unsu-
pervised topic extraction model, which is based on the bag of word assumption.
It treats each text as a vector whose characteristic of each dimension is the
number of a word that appears in the text. Each text can be expressed as the
probability distribution of a series of topics and each topic can be expressed
as the probability distribution of a series of words. LDA is a nature model for
topic extraction from long text, which has been applied to various areas includ-
ing social emotion mining [17,18], emotional dictionary construction [19], and
emerging event detection [20]. In LDA, the probability distribution of topics for
each text and words for each topic can be estimated by Gibbs sampling [21].
The detailed process of user topic extraction in ZhihuRank is as follows:
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Firstly, we consider all answers of a user posted as a text and the one-to-one
mapping between a user and its text is established. Meanwhile, all answers to a
question are treated as another text. There is also a one-to-one mapping between
a question and its text. Secondly, we use LDA to train the text of all users
and question, in which, the probability distribution of the topics corresponding
to each text θ and probability distribution of the words corresponding to each
topic ϕ can be estimated. Thirdly, we keep θ unchanged and carry out the Gibbs
sampling only with the input of user text. Finally, we get a new ϕuz as follows.

Definition 1 ϕUZ: The user-topic matrix, where U is the number of users, Z is
the number of topics. ϕiz represents the number of words that assigned to topic
z appearing in all answers posted by User i.

3.2 User Authority Transition Matrix

In the past researches on social networks, the relationship of following and being
followed between users is often used to generate the user authority transition
matrix by iterative computation [22]. Different from the traditional social net-
works, the approval mechanism is introduced into the CQA websites. Conven-
tionally, the more “likes” a user receives, the higher authority he/she will achieve.
Meanwhile, the weights of a “likes” given by different users are varied, i.e., the
approval by the expert in a certain field is more powerful to improve the author-
ity of the user whom he/she give “likes” to in this field. In addition, the “likes”
given by a user who seldom make approval is of higher value in comparison
to those who often delivers “likes”. Therefore, we consider the users’ authority
ranking in each topic as a Markov Chain [22], and the transition matrix of topic
z is defined as follows:

Definition 2

Tz(i, j) =
Vj→i∑

for every user k Vj→k
× simz(i, j), (1)

where Tz represents the user authority transition matrix of topic z. Tz(i, j) rep-
resents the influence of User i to User j in topic z. Vj→i represents the number
of “likes” that User j gives to User i, and the denominator is the summation
of the number of “likes” that User j gives to all users. simz(i, j) represents the
similarity between User i and j in topic z.

Definition 3

simz(i, j) = 1 − 0.5 × ((ϕ′
iz − ϕ′

jz) × ln

(
ϕ′

iz

ϕ′
jz

)
), (2)

where ϕ′ is the row-normalized form of matrix ϕ, i.e., the L1-norm of each row
is 1. ϕ′

iz reflects the degree of interest of User i in topic z. If the degrees of
interest of User i and j in topic z are close , both ln

(
ϕ′

iz

ϕ′
jz

)
and ϕ′

iz − ϕ′
jz tend
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to approximate 0 while sim tends to approximate 1,otherwise sim will be small.
If there is a huge gap between the degrees of interest of User i and j in topic z,
the value of ln

(
ϕ′

iz

ϕ′
jz

)
will be positive infinity. The larger the value of sim is, the

more similar User i and j in topic z will be.

3.3 User Authority Ranking for Each Topic

In Sect. 3.2, we get the user authority transition matrix iteratively. Next, Zhi-
huRank takes the approval relationship between users and the topical similarity
into account to compute the authority ranking of users in topic z:

Definition 4
URz = λTz × URz + (1 − λ)ϕ′′

z , (3)

where URz represents the user authority ranking of topic z. λ is a weighting
parameter between 0 and 1.A lager value of λ indicates that the approval rela-
tionship between users has a greater influence on the authority ranking. While a
smaller value of λ indicates that the degree of interest of the user to topic z has a
greater influence on the authority ranking. Tz is the transition matrix described
in Sect. 3.2. ϕ′′

z is the column-normalized form of matrix ϕ, i.e., the L1-norm of
each column is 1. It represents the degree of interest of each user to topic z.

After convergence, we get the final result of the user authority ranking for
each topic.

3.4 Topic Extraction from Questions

We consider all answers to a question as a document. Then we apply LDA trained
in Sect. 3.1, i.e., keep θ unchanged and carry out the Gibbs sampling with the
input of question document again. Finally, we get ψQZ as follows.

Definition 5 ψQZ: The question-topic matrix, where Q is the number of ques-
tions, Z is the number of topics. ψqz represents the number of words that assigned
to topic z in all the answers of question q.

3.5 User Authority Ranking for Each Question

Since we get matrix ψ (the topic distribution of every question) and UR (the
user authority ranking of every topic), multiply the two matrices (i.e., Bayes’s
rule) then we get the user authority ranking of each question.

Definition 6
QR = ψ × UR, (4)

where ψ represents the topic distribution of each question. UR represents the user
authority ranking of each topic. The multiplication result is the user authority
ranking of every question.
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4 Experimental Analysis

The previous section introduced the details of our algorithm. In this section, the
dataset we used and the experimental results are to be shown.

4.1 Dataset

We use the real-world data from Zhihu for experiments. Zhihu is one of the most
popular question answering communities in China, where all users who “like”
an answer are available. Thus, we can get the user authority transition matrix
based on users’ “like” relationship.

We crawled 576 questions, 9043 users and 209309 answers from Zhihu, and
employed Jieba Chinese Text Segmentation (https://www.github.com/fxsjy/
jieba) to perform the Chinese word segmentation. The detail process of preparing
the above dataset is as follows:

• For each question, its description, contents of all its answers and the real
ranking of all answers were crawled.

• For each user, the number of friends, followers, answers, “likes” received and
the contents of all answers he/she posted were crawled.

4.2 Parameters

When applying LDA in topic extraction, the hyper parameters α and β are set
to be 0.1 and 0.01, respectively. We selected 50 topics, performed 1000 times of
iterations and finally got these topics.

When computing the user authority ranking of each topic, λ is set to be 0.85
based on cross-validation.

4.3 Evaluation Metrics

To measure the accuracy of different algorithms, two evaluation metrics com-
monly used in information retrieval were chosen:

• Mean Reciprocal Rank (MRR): This metric is the multiplicative inverse of the
rank of the first retrieved expert for each topic.

• nDCG:

nDCG@K =
1
Q

∑
q∈Q

∑K
j=1

1
log2(j+1)score(Mq,j)

IdealScore(K, q)
. (5)

In the above, Q is the set of questions. Mq,j is the j-th expert generated by
method M for question q. score(Mq,j) = 2v(Mq,j) − 1. v(Mq,j) is the ground
truth score for the expert Mq,j . IdealScore(K, q) is the ideal ranking score of
the top K experts for question q.

https://www.github.com/fxsjy/jieba
https://www.github.com/fxsjy/jieba
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4.4 Comparison with Baselines

In this part, we will introduce the baselines and the criterion to measure the
experimental results. The baselines used are:

• In-degree by Number of Followers: This algorithm measures the author-
ity of users according to the number of followers. The more followers a user
has, the higher value of the user authority will be.

• In-degree by Number of “Likes”: The algorithm measures the authority
of users according to the number of “likes” received. The more “likes” a user
owns, the higher value of the user authority will be.

• Topic-sensitive PageRank [11]: The algorithm generates the user ranking
of each question according to the following aspects: (1) the user topical simi-
larity between the asker and other users; (2) the number of times that users
answered the questions raised by the asker.

For convenience of description, the algorithms are denotes as: ZhihuRank
(ZR), In-degree by number of followers (IDF), In-degree by number of “likes”
(IDV), and Topic-sensitive PageRank (TSPR). The following table shows our
experimental results:

Table 1. Performance of expert finding for different methods.

Algorithm MRR nDCG

IDF 0.75676 0.85459

IDV 0.74568 0.84730

TSPR 0.63710 0.77037

ZR 0.84114 0.87893

From Table 1, we can observe that the proposed ZR outperformed other meth-
ods for both metrics. The results indicate that it is effective to consider the top-
ical similarity between questions and users when computing the user authority
ranking.

5 Conclusion

In the proliferating Web 2.0 communities, the behavior of users is highly influ-
enced by the behavior of their neighbors or community members [23]. This paper
proposed an effective algorithm to estimate the user authority ranking in CQA
websites, which is based on the relationship between users and the topical sim-
ilarity between users and questions. We evaluated the algorithm by the dataset
from Zhihu and experimental results demonstrated the effectiveness of our algo-
rithm when compared to other existing methods. The proposed user authority
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ranking algorithm has potential applications in Web-based learning [24] and
learner profile generation [25].

In the future, we plan to test the algorithm by more data sets, and design a
new topic model to cover the shortcomings of LDA in short text topic extraction
when there are few answers to a question.
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Abstract. Micro learning is gradually becoming a common learning mode in
massive open online course learning (MOOC). We illustrate a research strategy
to formalize and customize micro learning resources in order to meet personal
demands at the real time. This smart micro learning environment can be organized
by a Software as a Service (SaaS) we newly designed, in which educational data
mining technique is mainly employed to understand learners learning behaviors
and recognize learning resource features in order to identify potential micro
learning solutions. A learner model with regards to internal and external factors
is also proposed for personalization in micro MOOC learning context.

Keywords: MOOC · Mobile learning · Micro learning · Learner model

1 Introduction

Nowadays the quantity of available learning resources is exponentially rocketing. One
of the most noticeable trends in that enrichment is, along with many leading universities
opening up access to their courses, the massive open online course (MOOC) gains its
popularity in the whole higher education sector. It is an online course delivery framework
targeting large-scale interactive participation and open access via the Web, which is an
important supplement to the traditional distance education [1]. The explosive growth of
learning resources leads to a revolution of education and learning [2]. Educational
professionals have strived to explore the MOOC format as a regular pedagogical
approach for m-learning, however, established studies show that learners using MOOC
are currently suffering from low completion rate [3]. Most learners who enrolled in
MOOC courses ended up dropping out. As research and development of MOOC are still
in infancy, there are evidently many opportunities to improve MOOC courses as well
as their affiliations, such as learning platforms and learning support services, to enable
easier access and better experience for both providers and learners.

In this paper we introduce a research strategy which targets on supporting smart
micro learning in MOOC. We attempt to use a Software as a Service (SaaS) which aims
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to give learners opportunities to make the best use of every fragmented piece of time so
as to effectively engage in the MOOC learning. We particularly concentrate on deliv‐
ering learners adaptive learning resources in small chunks that can be learnt in relatively
short duration, and modelling the learner and learning context in an extensible manner
with respect to the micro learning environment.

2 Micro Learning in MOOC

2.1 The Popularity of Micro Learning in Taking MOOC Courses

MOOC providers try to promote their courses and affiliated educational products by
making them available everywhere around the world. They leverage m-learning to
enable learners to easily participate in learning activities regardless the restriction of
time and location. However, these courses often start with a large number of learners,
but many quit halfway. Arguably, this is mainly because learners fail to conduct effective
time management, so that they are suffering from time consuming and conflicts with
their real life responsibilities [3]. Another crucial factor is that learners deem it is not
easy to find appropriate resources they want, or the chosen resources do not always meet
their expectation [4]. The third reason is that the types of learners engaged in MOOC
courses are more comprehensively diversified. Some MOOC learners do not have a
concrete aim to complete an entire course as to get the credits, because they just want
to acquire the specific knowledge they actually need. Such knowledge are often enclosed
in small course units or passed on during phases going by midway of the course delivery.
Therefore, once they are satisfied with the progress they have made, they are possible
to quit while leaving assignments or tests unfinished [4].

From a research [5] which analyses the time lasting for young learners’ attention in
m-learning, the results show that when proceeding m-learning they frequently pause
their learning activities and transfer their attention to another thing, so that their attention
spans are often limited in 15 min. In addition, by analyzing 6.9 million records of video
playing, edX found that the videos with a time length less than 6 min are more attractive,
while students’ engagements drop sharply after 6 min [6].

These can explain why m-learning in MOOC appears distinct from its traditional
forms and modes in on-campus and distance education [9]. It is found that learning
activities are off and on frequently during the progress of MOOC course and many
learning activities are completed within fragmented pieces of time. In other words, their
learning processes become fragmented or of micro size. Hence, it is not surprising that
MOOC follows the principles of micro learning to a certain extent and even MOOC is
typically designed around the principles of micro learning enabling learners to go
through bytes of learning in short duration [6]. For instance, some course materials have
been chunked and the units ideally do not exceed 15 min [7].

2.2 Definition of Micro Learning

In literature, “micro learning” processes cover a time span from few seconds (e.g. in
mobile learning) to up to 15 min or more. Another definition of micro learning is Web
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focused: ‘micro learning refers to short-term learning activities on small learning units.
In the contemporary mobile/web society, micro learning pertains to small pieces of
knowledge based on web resources’ [7]. With mobile devices, quite often learners
accomplish learning missions in a short time period. According to the study [8], micro
learning can be an assumption about the time needed to complete a relevant learning
task. Hence, micro learning booms with the wide use of mobile devices, and it becomes
a major learning means in mobile environment. Micro learning shares some similar
specialties with mobile learning as they are both individually referable, self-contained,
reusable and re-mixable [9].

Micro learning resources can be made available on-demand to facilitate just-in-time
learning [10]. These small learning bytes not only aid quick assimilation but also make
it possible to learn on the go, thus reducing the dependency on a fixed time slot or the
need to take a large chunk of time out of one’s working day [7]. As micro learning
evolves, micro-content delivery with a sequence of micro interactions enables users to
learn without information overload [10]. It is a key technology to ensure better learning
results in terms of retention of propositional content [8].

2.3 Research Challenges

Fragmented learning with mobile devices requires learners’ concentration and reflec‐
tion. However, being on the go, it is fraught with distractions. Students often find them‐
selves in situations with unpredictable but significant distractions. This leaves the mobile
learners with a highly fragmented learning experience.

The operation of MOOC generates a huge amount of data about the learners, courses,
educational institutions, networking, and technical details and so on. It could be very
difficult for learners to quickly choose the preferred and suitable course chunks in a
timely manner. Since the acquirable learning resources become massive, how to set and
select the right and appropriate objectives, which stand out from the numerous available
resources, brings a challenge for both MOOC providers and customers.

Moreover, there are studies indicating that personality and learning styles play
significant roles in influencing academic achievement [11]. As learners commonly do
not have sufficient expertise in customizing learning schedules for themselves, and
perhaps they are not familiar with their own learning styles, there are high probabilities
that they cannot access the right sets of micro content. This may affect them to achieve
satisfactory learning outcomes though a lot of time might be spent. In the current situa‐
tion, learning resources are generally divided and wrapped up by education providers
or course lecturers. It considerably lacks flexibilities to fit every specific learner’s time
availability so that learner should get accommodated to the time length of course setting
and manage to squeeze time to accomplish those learning activities.

3 Micro Learning as a Service-System Framework

In this paper, we attempt to employ design science method to overcome the above chal‐
lenges so as to deliver learner customized learning resources, in the form of small chunks
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or fine-grained units. Optimally learners can easily complete the learning process of
each unit within fragmented pieces of time. An ideal course module delivered to a learner
should be limited in the time length (e.g. 15 min) to ensure a micro but complete learning
experience. The framework of the proposed SaaS, Micro Learning as a Service (MLaaS),
is shown in Fig. 1.
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Fig. 1. Framework of adaptive micro learning system for MOOC

The Learner Modelling Service aims to build a specific model for each learner, on
the basis of his/her historical information and ongoing learning behavior. Learners’ basic
information about learning styles, preference and learning purposes is gathered. Based
on these data collections, this service assesses the pre-knowledge level for each learner
and marks up these features by a set of measurable variables. It is also provided with a
function, which tracks learners’ behaviors during micro learning process and ensures
their models being kept up-to-date once new data are detected or generated.

The Learning Resource Representation Service stores all representations of the
available micro learning resources. It extracts course modules from well-developed
MOOC courses. Based on their time lengths, they are categorized into micro learning
resources (less than 15 min) and non-micro learning resources. Referring to the results
of EDM, these longer course modules are cut off programmatically and encapsulated
into small units with reasonable time lengths. As this module holds a metadata reposi‐
tory, a metadata standard for describing micro course units is going to be established
semantically [12]. According to this standard, all learning resources are represented in
terms of discipline, key words, time length, language of instruction, popularity, difficulty
and so on [12]. Data related to good-quality and mostly-followed/discussed learner-
generated content, can be refilled in to Learning Resource Repository in order to support
peer-to-peer learning in MOOC.

For MLaaS, the Real-Time Learner Data Retrieve Service retrieves learners’ real-
time data, including their learning progress and time availabilities (how many minutes
they prefer to use in the moment). Furthermore, in the Learning Resource Repository
Service, selected course modules are clustered using text/data mining technologies. This
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service also measures correlations among chunks, or, if feasible, derives correlations
from existing MOOC course modules. It helps to set learning start point and exit point
and it also distinguishes the suggested sequences of learning resources and identifies a
learning path among them.

Taking inputs from all the above services, the Adaptive Engine acts by providing
learners with customized learning resources, which are matching their current micro
learning context, personal demands, learning styles and preferences. It is the core of the
proposed system, which embeds machine learning technologies to realize the adaptive
mechanism [13].

4 Learner Modelling for Micro Learning

Much data generated along with the proceeding of MOOC courses represents learners’
behaviors in a form which is longitudinal and fine-grained. Reporting them visually and
statistically in order to reveal each learner’s learning story is even more crucial. This
plays a significant role in conducting study ratiocination, judging learners’ study status,
estimating learners’ study effects and carrying out learning strategy decision making.
Finally, a personalized learner model for micro MOOC learning can be established by
using these screened and sorted data [14], according to their historical and real-time
data. This is the aim of the Learner Modelling Service. As shown in Fig. 2, the learner
model consists of two domains of factors (i.e. internal and external), while the internal
factors can be classified into personal intelligent and non-intelligent factors. Some
components can fall in the intersection of two domains which means these components
are multi-correlated to two factors. Also, a component can be overlapped with others
which suggest that they are associated and mutually affected.

Fig. 2. Personalized learner model for micro MOOC learning

To understand the specific learning pattern of each learner from huge amount of data
tracked from daily MOOC usages, EDM is the key technique we employ to explore the
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common shape and trend of micro learning and set the basis for subsequent adaptation
mechanisms. The data collection for building learner model can be realized in two ways:
mandatory request and automated extraction. The detailed learner features and learning
context we intend to explore through EDM are listed as follows.

4.1 Personal Non-intelligent Factors

Learner Types. The types of MOOC learners vary evidently in accordance with their
particular learning purposes and work, learning and life patterns. Their background
information cannot always be searched from their registration and logon data [15].
Commonly, they can be university students, educators, researchers, employees or life-
long learning pursuers.

Time Availability. EDM performs to clustering similar learners into a cohort. Their
disposable time varies to a great extent, which is highly indicative for whether and how
often these learners would adopt micro learning modes.
Their current time availability is a mandatory request for them to input before they start
each micro learning activity.

Learning Engagement. Mainly it is measured in terms of a learner’s total online time
length, frequency of logon, submission of required assignments, participation in forums,
completion of courses or course chunks, etc.

Learners’ engagement can also be categorized into active or passive learning. The
former refers to that learners are self-motivated to attend virtual classes in MOOC plat‐
form so that they look for and initiatively access MOOC learning resources, which they
need when they want; while the latter refers to that learners act as recipients of knowledge
through information pushed by MOOC platforms or MOOC affiliated social medias, for
example, they might have subscribed electronic reading materials.

Progress Identification. This is basically identified by breakpoints and milestones
made by learners. In micro MOOC learning, learning activities become disperse, and
the content in two continuous learning phases can be not rigidly restricted in accordance
with the sequences in the course curriculum. For this reason, EDM has another signifi‐
cant duty to retrieve back to learners’ latest learning content and activities in order to
profile a learners learning recentness. Recentness is not confined into particular time
points. The recentness of learning categories can be extracted automatically.

Learning Motivation and Purpose. Basically in MOOC learning learners are either
interest-driven or task-driven. Their learning purposes are identified by mandatory
request data which means learner are suggested to input their learning purpose prior to
the commencement of their MOOC learning.

Learning Preference. Learning preference refers to learners’ subjective and affective
opinion about learning content. It can be sorted out through learners’ comments and tags
made on resources they have accessed.
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4.2 Personal Intelligent Factors

Learner Pre-knowledge Assessment. To build a profile for each learner and
customize micro learning strategy for learners with different backgrounds and basis, a
measure that is necessary to take in prior is to assess each learner’s knowledge in terms
of several standards. In micro MOOC learning, it is suggested to investigate and identify
their pre-knowledge level in terms of the extent of their education, their historical courses
grades in MOOC, and results of pre-course quizzes which are easy to be quantized.

Learning Styles. Individuals differ in how they learn. Learning styles refer to the
systematic differences in individuals’ natural or habitual pattern of acquiring and
processing information in learning situations. According to [16], learning styles can be
represented as concrete experience (feeling), reflective observation (watching), abstract
conceptualization (thinking) and active experimentation (doing). However, because
operations on mobile devices are relatively simple, which are limited in input and output
methods, these four learning styles are difficult to be reflected straightway through
monitoring learners’ operation. Thus, identifying learners learning style requires extra
efforts, such as self-evaluation. In addition, if learning activities in other MOOC courses
are specified in terms of relevant learning styles, learners’ performance in an exact
learning activity can indicate their value on the corresponding learning styles.

Memory Ability. Memory ability can impact learning outcomes after the retention and
reproduction stage of learning [17]. For MOOC courses in the disciplines of culture,
literature, arts, language and history, etc., memory ability is one of the key measures
that help learners to transfer the content of online MOOC resources into their own
knowledge.

4.3 Intersection of Non-intelligent and Intelligent Factors

Learning Habits. Each individual has a completely isolated structure of available time
and learning time. Learning times for on-campus instructor-led learning mostly falls in
day time. Unlike that, the mobile/micro MOOC learning time spread over all 24 h of the
day. By analyzing the distribution of hotspots of frequently used learning time, EDM
serve as to discover whether there are regular patterns of time organization among
learners in or across cohorts, and to set up a unique learning habit summary for each
learner. Their personal situations affect their learning habits, which refer to, in this paper,
how learners utilize their time on MOOC learning, in what way they get learning
resources passed on, how often they make pause and repetition, after how long they take
a review, whether they learn several MOOC courses in parallel, during what time stages
in a day they are more often to make MOOC learning happen, and among those time
stages, when they are more often intending to adopt micro learning means.

Learning Speed. This feature simply refers to the extent they have spent to go through
a course chunk and finish related tasks in average, estimated from their historical
learning record.
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Language Skill and Preference. Learners’ language skills and preference should be
taken into consideration to opt their learning resources. Because most MOOC courses
are taught in English so that identification for learners’ level of English skills is essential.
Alternatively, this service investigates whether they prefer to learn in their native
languages or second languages other than English.

Degree of Distraction. Internally it concerns a learner’s mood and emotion, and it is
highly correlated to the degree of disruption which is a component of the external factors.

4.4 External Factors

Learning Locations and Environments. The ways that learners get connected to
Internet apparently reveal their learning locations and surrounding environments.
Generally in micro learning scenarios, they are brought to Internet through wireless
networks by two means, namely Wi-Fi or mobile cellular network (e.g. 4G, 3G, and
GPRS). Simply, connecting to internet through mobile network means learners are
taking on learning activities ad hoc, the strength changes of the mobile signals can reflect
their statuses of being on-the-go. The logon data of Wi-Fi portal may also determine
learners’ exact indoor learning places. Normally connecting Internet via Wi-Fi provided
in public places rather than homes indicates learners are possible to experience higher
frequency of interruptions as their surrounding environments can be more noisy and
complicated.

General Situation. General situation regarding learning context partially affects their
learning experiences and achievements. Information regarding the mobile devices and
mobile OSs the learners utilized to carry out micro MOOC learning must be specified
in order to determine devices capabilities, features and limitations [18].

Assistance from Collaborative Learning. Encouraged by the nature of how MOOC
is structured and its pedagogical concept, learners can get helpful information from
collaborative learning, virtual social activities over social network and content generated
by other learners.

Degree of Disruption. The degree of disruption depends on the noise and interference
factors from their surroundings, conflicts with their daily works, comfortableness with
the setting and layout of the MOOC platforms and course design and so on [19].

5 Micro MOOC Learning Resources Process and Measurement

Given some micro learning resources are provided within short time length (i.e. 15 min),
they are normally delivered right away. However, most achievable MOOC contents are
non-micro learning resources, which need to be refined properly. These contents need
further processing and revision to fulfill micro learning demands. The ultimate shapes
of resources after processing are summarized as follows:
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• Visual encyclopedia: Learning key points are listed out in terms of the knowledge
structure of the entire course. For each key point, a video or textual material is set
out without time limit to clearly illustrate the contained content. Because the content
contained solely cover a particular scale, accordingly the time length to go through
it is short.

• Logical segmentation of course videos: Herein each unit covers the complete infor‐
mation of a learning section, which includes the conditions of beginning and ending,
carries coherent content, and can be studied individually.

• Course-related and educational information in affiliated social media: This is a rami‐
fication of learning resources and also rich in educational values. This resource can
be found not only in forums or blogs embedded in MOOC platforms, but also in other
popular social media, where learners, educators or external experts publish course-
related materials [20]. A noticeable feature of this kind of resource is that its amount
increases from time to time while some of the content may contain pseudoscience or
incorrect information. EDM serves as to distinguish such information, which can be
useless, harmful and may cause time wasted for learners. EDM can also screen well-
recognized information in order to recommend to learners as their learning augmen‐
tation besides the materials from course providers [21].

• Two-way interactive contents or activity settings, ranging from feedback, assess‐
ment, review for contents generated by other learners, peer-to-peer learning, coop‐
erative writing, collaborative work, and flipped classroom, etc.…

Additionally, for learners who are usually involved in passive learning, EDM has
another role to make the decision of when is the best timing to push information to
learners and remind them, if needed.

For modelling purpose, a learning resource chunk is considered to be measured with
regards to the following features: (1) Time length; (2) Suitability for mobile learning
(inferred from frequency of historical records or instructor); (3) Shape of expression;
(4) Difficulty (level of knowledge); (5) Completeness; (6) Requirement of attention;
(7) Preferred learning styles; (8) one-way imparted or two-way interactive; (9) Require‐
ment of input or hands-on practice.

6 Conclusion and Future Work

Building and optimizing learning path are undertaken by the Learning Resource Repo‐
sitory Service, and the Adaptive Engine provides a learner with proper educational
resources, contents or activity settings to meet his demands and all sorts of features and
context as clarified in the personalized learner model. Technical details of these two
functional services are beyond the scope of this paper and we will report them in future.

In this paper we describe a research strategy which is underpinned by using adaptive
micro learning as a cornerstone of the learning support SaaS. Multiple functions in the
SaaS target on tailoring personalized learning schedule, specific to every fragmented
time piece, for each learner. The SaaS will be finalized and implemented and imple‐
mented in the near future while we will carry out case studies focusing on finding out
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how our proposed system can facilitate micro learning in MOOC and how it can, qual‐
itatively and/or quantitatively, help learners achieve their learning expectations.
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Abstract. Web-based collaborative learning environments enable
groups of learners to negotiate meaning around shared digital artefacts,
e.g. by annotating them collaboratively. This particularly applies for
complex digital artefacts such as multimedia or 3D objects and is mostly
achieved by using metadata description standards, understandable to
both user and machines for queries, context detection and retrieving rel-
evant details. However, current approaches lack the ability to rapidly
prototype courses by using lightweight Web technologies on the server
and the browser side. In this paper, we present a customizable and light-
weight approach for designing and performing Web-based collaborative
courses using 3D Objects in the medical domain. These artefacts and the
annotations are shared using near real-time updates between learners and
tutors. In principle, we solve the problem of different annotation stan-
dards that can be used in the same environment by providing an API for
using simple contextualized annotations. The evaluations and collected
user feedback show that our collaborative browser-based approach sim-
plifies access to digital artefacts and enables more collaboration.

Keywords: 3D objects · Learning environments · Near real-time col-
laboration · Semantic annotation · Community information systems

1 Introduction

In order to support learning efficiently it is necessary to find a balance between
guidance and freedom regarding the appropriate learning strategies for learners.
New approaches such as “hybrid learning”, “mixed learning” or “multi-method-
learning” are challenging methods especially in formal education scenarios that
still rely very much on conventional teacher-centered approaches. Applications
from the Technology-Enhanced Learning domain aim to achieve optimal commu-
nication and information transfer between tutors and learners with integration of
specific technologies and media artifacts. Such a learning arrangement combines
didactic methods that have been selected for a specific learning purpose and
c© Springer International Publishing Switzerland 2015
F.W.B. Li et al. (Eds.): ICWL 2015, LNCS 9412, pp. 187–196, 2015.
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for a certain environment. Even though several approaches exist, the mixture of
personal and collaborative systems that can adapt to formal and informal needs
of learners –also in near real-time (NRT)– still offers a rich field for research.
Courses of Anatomy in classical medical education may serve here as a sce-
nario representing diverse teaching methods such as teacher-centered lectures.
Such lectures can take place in the dissection hall with hundreds of students, or
the learning can take place individually or in small groups. In both cases, the
vast amount of factual knowledge that is to be processed by medical students
requires education resources highly adaptive to needs of learners and tutors alike.
In conventional medical education a broad variety of anatomical models either
generalized or highly detailed exist to address this need. In particular physical
anatomical models originating from human beings are essential examples used in
medical education, since they provide real-world experience that is not possible
to gain from abstracted models. Furthermore, with the digitalization of medical
objects, education has far progressed and anatomical 3D graphics are nowadays
almost ubiquitous available. Applications scaffolding learning that make use of
3D objects and multimedia are subject to many changes due to the appearance
of new fast and reliable protocols and the emergence of new standards that
make the Web the most suitable environment for hosting such applications. In
the same time, these changes drive innovation and improve the experience of
learners, that can benefit from a faster learning. While such Web applications
render quite generalized manipulable 3D anatomical models of the human body,
techniques that can be employed to capture and transform real world physical
artifacts (3D scanning) into digital artifacts are becoming more affordable. Such
“digital twins” of real world objects are offering a rich immersive experience and
overcome difficulties such as restricted accessibility or fragile handling associated
with the original physical object. In this context, driven by the near real-time
Web, research efforts are needed to investigate which Web technologies enable
seamless integration of collaborative technologies on 3D Objects for learning
scenarios and how rendering of 3D Objects on the Web and their collabora-
tive consumption can foster learning processes for specialized domains such as
medicine.

In this paper, we present a Personal Learning Environment(PLE) [1] that
allows the NRT collaborative visualization of 3D objects on the Web and the
instant generation of annotations on these objects. Annotations are created col-
laboratively and correspond to specific needs of the tutors and learners in terms
of what information needs to be captured and retrieved. In contrast with the
existing specific 3D exploration and annotation tools, our system is optimized for
the Web and does not use dedicated environments or over-specialized solutions.
We propose a lightweight approach based on standards such as HTML5, x3dom
for 3D Objects visualization and a microservice oriented architecture for stor-
ing the annotations. Conceptually, our approach is based on the learner-centric
self-regulated learning process model, consisting of four cyclic phases (planning,
preparing, learning, and reflecting) [1].
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The above mentioned scenario for medical students has been selected to
demonstrate the relevance that NRT collaborative approaches can have on stu-
dent learning behavior in terms of activation and self-regulation by direct feed-
back loops and ubiquitous access to learning resources. The service has been
implemented in the context of a blended learning project in education involv-
ing Anatomy classes at RWTH Aachen University Clinic providing access to
digital 3D objects of physical models and prosected specimens available in the
Anatomy department and that are only usable in the department room due to
their fragile nature. The system provides digital learning environments in which
the annotation service can be used to create descriptions and terminologies col-
laboratively on the 3D objects, which can be explored and annotated either in
self-learning or group-learning scenarios. The next section presents related work
and systems used for 3D Objects. In Sects. 3 and 4 we present the main concepts
behind our learning approach and the information system used to technically
realize the learning environment and foster collaboration. After the presentation
of the evaluation results in Sect. 5, we conclude the paper and offer a summary
of future work.

2 Related Work

Digital representations of real world objects offer a cost-efficient and effective way
to enable access to information in learning settings. In this context, 3D Objects
can be used effectively for collaborative exploration of certain artefacts that
would otherwise be hard to procure, expensive, hard to maintain, etc. (e.g. parts
of human body, cultural heritage objects, expensive construction equipment and
others).

Such digital content requires a semantic enrichment to reveal the relevant
relationships and information such as the history, provenance, specific charac-
teristics, etc. Annotating 3D objects has therefore become popular in research,
where most 3D annotation applications are directed at niche markets, like biol-
ogy, engineering or science. This is partially also due to the increase in hardware
capabilities and the browser-based technologies. As such, WebGL1 enables the
usage of 3D graphics in all contemporary browsers. Based on OpenGL, this
cross-platform Web standard in combination with HTML5 uses natively the
capabilities of graphic cards by means of HTML5 Canvas and DOM interfaces.
X3D is an open ISO standard for handling 3D computer graphics [2]. The stan-
dard (ISO/IEC IS 19775-1:2013) is the further development of Virtual Reality
Modeling Language (VRML). There are initiatives that try to make X3D ele-
ments supported natively in HTML5, like x3dom2 open source Javascript library
developed by Fraunhofer IGD, which allows the integration of X3D elements as
part of the HTML5 DOM tree.

The existing standards and frameworks have already been adopted for appli-
cation development in different domains. 3D environments were considered for
1 https://www.khronos.org/registry/webgl/specs/1.0/.
2 http://www.x3dom.org/.
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modern pedagogy, more specifically in virtual worlds [3]. In the referenced work,
the authors present a model-view-controller framework for collaborative virtual
environments for learning, based on the X3D standard. Here, users can meet
and interact with other users, agents, virtual objects and virtual environments.
Landro et al. [4] present a Web portal design for academic communities in sci-
entific information exchange. Teachers and learners can use 3D learning objects
in a simulation of virtual laboratories to engage in face-to-face learning sessions
with thematic Web-seminars. However relevant might the digital content be, the
size of the available information can be overwhelming for users. This is why
metadata can be used for searching and cataloging the information. There have
been various approaches trying to solve the problem of multimedia retrieval
and classification [Rui et al. 1999][Lew et al. 2006]. The prominent solutions
are content-based search or include user generated metadata, like annotations.
Here, we make use of a context-aware multi-granular tagging model, which was
developed based on a PLE for Chinese Classic Poems and which associates the
learner and the learning content’s context [5].

In the Cultural Heritage domain there is a new trend to expose 3D content to
a broad audience, the example of the SmithsonianX3D3 being the most promi-
nent here to date. Enrichment of such 3D content with useful metadata is the
challenge for the future, addressed exemplary in the 3DSA project4. The system
provides a Web-based interface for semantic annotation of 3D objects originating
from museum collections [6] based on the Open Annotation Core Data Model5.

ToBoA-3D is a tool that tries to combine top down and bottom up annotation
strategies in dedicated virtual environments. Free form tagging is combined with
annotations deriving from ontology based OWL classes [7].

All last examples demonstrate that the semantic enrichment of 3D objects
is a rather complex process requiring specific domain knowledge. We propose a
rather lightweight approach for both the process of annotating 3D objects based
on community practice [5,8] as well the associated storing and parsing of this
information. This approach allows a fast deployment of evaluation prototypes
that are able to engage profound community involvement required for in-depth
enrichment of 3D artifacts.

3 A Lightweight Collaborative Annotation Approach
for 3D Objects

We concentrated our efforts in achieving a usable Web platform where learn-
ers can interact collaboratively on the Web with 3D Objects, in NRT. There-
fore, for a specific course (e.g. from medicine curricula) users can collaborate
on and explore 3D Objects in a PLE. By entering the corresponding learning
environment, learners can browse 3D Objects directly in browser in two modes:
3 http://3d.si.edu.
4 http://www.itee.uq.edu.au/eresearch/projects/3dsa.
5 http://www.openannotation.org/spec/core/.
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Fig. 1. Shared PLE for exploring 3D anatomical models

a personal mode, where they can explore the objects independently and a col-
laborative mode where an object of focus is available to all learners and all
interactions upon the object are synchronized in NRT. The interaction with the
3D object allows zooming and rotation from arbitrary views, the synchronization
function allows the tutor to share a specific view to all the participants of the
virtual space. They are also allowed to collaboratively annotate the objects they
are currently exploring. The PLE simulates the real world experience both in
terms of freedom of interaction with the 3D model and awareness of the partici-
pants among each other, a stimulus regarded essential in conventional classroom
learning.

For this purpose, we have used ROLE SDK, a development kit for the imple-
mentation of PLEs [1,9]. The framework simplifies the development and deploy-
ment of widget-based applications. Web widgets are embedded in containers
called “Spaces”. Essentially, each space is a widget container that has an unique
URL and can be joined by multiple users, engaging in collaboration. A space also
offers authentication, authorization, user account management and data storage
mechanisms [10]. The NRT collaboration feature is enabled by the usage of Inter-
Widget Communication (IWC) [10], on top of the XMPP standard protocol [11].
An example for our annotation interface is presented in Fig. 4.

The courses and 3D Objects are managed on a dedicated Website 6, that links
to the PLEs which are dedicated for the collaborative study of the objects. As
such, the Website offers functions for managing the courses, the spaces, uploading
the 3D Objects and assigning them to specific courses. Figure 1 shows a PLE
used for an Anatomy course, according to the above described scenario.

As it can be observed, the space is composed from two widgets, one being
a repository of existing 3D Objects to be explored and a visualization widget,
that can display one 3D Object at a given time. The 3D Object Viewer is built
using the x3dom library and features various examination modes of the objects
(e.g. examine, walk, fly, etc.). Learners or tutors can synchronize (receive and

6 http://dbis.rwth-aachen.de/3dnrt/Anatomy2.0/.
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visualize the updates of other users based on the same object) or unsynchronize
(ignore updates) objects. They can reset the view to its initial position and
view angle and show x3dom information about the current object, e.g. hardware
rendering, number of nodes, number of points, etc. All participants in a course
that have the synchronized mode enabled will have the same view on the same
object and each participant can interact with the object of focus.

During the annotation process, tutors (or learners) can use certain annotation
types in order to describe the 3D Object. The annotations are performed at the
meso level (i.e. at the 3D Object level) in the PLE [5]. The community uses the
annotations in order to exploit knowledge (annotations are used as a method
of underlining relevant or interesting aspects of an object) and as reflection
possibility for the case where a learner explores others’ annotations [1]. As can be
observed in the figure, we use simple text annotations containing a title, author
and a description. Furthermore, our annotation approach also provides a range
of basic meso-level annotations that can be used to disambiguate meaning [12].
From the expressiveness point of view, we achieve a highly customizable tagging
structure that can be used for rapid prototyping and can guarantee a good and
expressive annotation experience for learners and tutors involved in the process.

4 Infrastructure and Architecture

Our technical approach focuses on achieving a collaborative environment that
can easily scale with the number of learners and that can be also used in different
contexts (e.g. extension of annotation for videos, images, etc.). We therefore
consider the architecture instance presented in Fig. 1.

Fig. 2. Architecture instance for rapid prototyping and lightweight annotation services
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The lightweight approach proposes dedicated microservices for fulfilling clear
functionality such as multimedia annotation or multimedia storage (i.e. of 3D
Objects). The microservices are reflected on the interface level using widget
components, such as the 3D Object List seen in Fig. 1 or the Annotations widget.
These can be composed with other widgets, which leads to an environment that
suits well the expectations of the collaborative learning process.

We use JSON7 for storing metadata, because it offers a lightweight and exten-
sible interchange format which is both human and machine readable. Our archi-
tecture reflects a methodological approach where widgets are considered to be
clear-cut Web interfaces for microservices. The microservices are all implemented
as RESTful Web Services. As such, the backend platform used for storing the
objects and the metadata is composed of multiple microservices, each one ful-
filling a clear-cut functionality and having its own database. The microservice
approach was introduced by Fowler8 and represents an agile solution to Ser-
vice Oriented Architectures (SOA). As depicted in Fig. 2, our environment uses
2 microservices: a 3D Object List microservice and an annotations microser-
vice. The 3D Object List microservice uses a MySQL database to store infor-
mation about the 3D Objects such as title, description, URL, learning envi-
ronment address to which they belong, etc. The annotation microservice uses
ArangoDB, a non-SQL hybrid (i.e. graph, document, relational) database writ-
ten in Javascript. The annotations are stored inside the service as a graph, using
a JSON format. We use two main graph vertex types (i.e. collections), which have
unique object identifiers (e.g. for the 3D Objects data stored in the 3D Object
List database) that represent objects and annotations, with their full JSON rep-
resentation. If an annotation is added to an object, a vertex will be added to the
graph and an edge will be created to link the annotation with its corresponding
3D Object. The contextual data concerning the annotation and the respective
object (i.e. annotation time, absolute coordinates of the 3D Object, where the
annotation is added, rotation and translation information, etc.) is stored in the
edge, also as a JSON representation. Annotation types can be easily added upon
learner’s needs and rapidly included into the user interface. Since standardiza-
tion for annotations is still an open issue, we propose to achieve interoperabil-
ity by specialized conversion microservices, that can transform the unstructured
JSON annotation representation into more structured standards such as MPEG-
7, DublinCore, etc. This is how a transformation between an existing annotation
and a dedicated standard (e.g. with the goal to include annotations as native
labels in X3D) can be achieved.

Finally, the 3D Object Viewer does not have any connection to a microser-
vice, but it listens via IWC to the other widget events in order to get information
regarding its state (e.g. object to display, annotations related to current view,
etc.). The other widgets are displaying information coming from the microser-
vices. The widgets are composed from events, functions and HTML5 elements.
7 http://json.org/.
8 http://martinfowler.com/articles/microservices.html.
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Fig. 3. Evaluation results

5 Evaluation

We are currently evaluating our approach within our blended learning project
providing access to 3D anatomical models presented in Sect. 3. The evaluation
is ongoing and taking place parallel to the development of the system.

In order to test the feasibility for learning and the usability of our approach,
we performed two study sessions with students from the medicine faculties of two
different universities. 24 participants from Aachen and Maastricht used the PLE
to visualize the 3D Objects and annotate the non-obvious information of the

Fig. 4. Annotations for 3D objects used for evaluation with medical students
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anatomical models. First, a tutor provided information on certain 3D Objects
by using the synchronized view. Then, students were allowed to visualize and
annotate independently or collaboratively the objects.

Figure 4 shows contextual text in form of attached annotations to a 3D object.
This setting was created in order to test the performance of the annotations
service and how the 3D Objects are perceived in the browser by the users.

Finally, we measured the acceptance of the system using questionnaires based
on a five points Likert scale (cf. Fig. 3). The overall acceptance towards the
current version of our prototype was very good and the usage of the models where
characterized as helpful. However, the relevance to the subject requirements still
remain unclear. Based on the available system, the evaluation will be extended
in the near future with more scenarios.

6 Conclusion

In this paper, we present a lightweight approach for collaborative exploration
of 3D Objects on the Web, using annotations and NRT mechanisms. We have
opted for an accessible and open Web platform to be used as a PLE and a
combination between 3D technologies, annotations and NRT collaboration in
order to facilitate learning in Web browser. The evaluation performed using
anatomical artifacts showed the relevance and the power of these technologies
for learning.

As future work, we plan to develop further our tool using the gathered eval-
uation results and the tutor’s and learners’ requirements. We plan to enhance
our platform with synchronization mechanisms and NRT shared editing func-
tionality, for the annotations and the exploration of 3D Objects.

Moreover, we plan to support more annotation techniques and explore the
vocabulary formed by the communities during the evaluation process. Because
the approach is very general, we plan to research how to provide a more domain-
specific annotation process, by also keeping the lightweight characteristic.

We are also currently exploring how can the distribution of different widgets
on multiple devices and a seamless experience can influence learning in such col-
laborative settings. Based on the good early evaluation results, the annotation
process will be extended for other types of multimedia, such as videos or images.
Finally, we plan to perform community monitoring and success measuring [13]
methods in order to complete the evaluation of our system for learning commu-
nities and to provide self-reflection mechanisms [1,14] for tutors and learners.

Acknowledgments. This research was supported by the European Commission in
the 7th Framework Programme project Learning Layers, grant no. 318209.
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Abstract. Blogging has been used in education with various goals and
within various contexts. While many benefits of its application have been
shown, it is not always clear what kind of blogging tasks should be used,
and what is the proper methodology for their implementation, given
certain educational goals. In this paper, we provide a large scale expe-
rience report on the use of blogs in several courses, run in two universi-
ties over multiple years, with more than 1500 students enrolled overall.
A catalogue of blogging activities used for learning is provided, outlining
their purpose and structure; their integration in four courses (different in
terms of curriculum, student background and instructional approach) is
also described. A set of findings and practical guidelines are drawn from
our experience, which could prove useful to other educators who want to
foster student learning through blogging.

Keywords: Social media in education · Blogging · Learning scenario ·
Experience report

1 Introduction

Various social media services, such as blogs, wikis, microblogging tools or social
networking tools, have started to be used as communication and collaboration
platforms in educational contexts. There are many reasons behind this, including
the ease of use, effectiveness, familiarity and attractiveness of these tools for
digital native students [7]. In this paper, we focus specifically on blogs, which
have a distinctive position in this area, a large number of applications and are
particularly well aligned with modern learning theories such as constructivism,
constructionism and connectivism [11,18,20].

Several studies have shown empirical evidence of positive impact of blogging
activities on students’ learning gain [1,4,9,19]. However, these positive effects are
attributable mainly to how blogging is used, and not simply to the technology
[8]. Therefore, it is very important to focus on the types of learning activities and
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the pedagogical scenarios in which blogging is integrated. Especially in blended
learning settings and in cases where blogging activities are incorporated within
organized curricula, there are questions related to how to combine them with
more traditional teaching activities, such as lectures, labs, homework etc.

In this paper, we focus on selected blogging activities and their suitability
for various learning goals within blended instructional scenarios. We provide a
detailed experience report, which builds on a decade of practical use of blogs in
two universities from two Eastern European countries. Our situation is specific
in that many university students in Eastern Europe are not always well moti-
vated, their engagement patterns with similar activities are often irregular and
they require increased teacher guidance [2,5,10]. The blogging activities were
integrated in four different courses, which vary in terms of curriculum, student
background and instructional approach; a total of more than 1500 students were
enrolled in these courses up to the present.

From this large scale experience we abstract a number of observations. Some
of them are specific to our context, but many of them are fairly general and
we contend that they will be useful to educators who want to use blogging
as an effective tool for their teaching. Thus, the rest of the paper brings the
following main contributions: (i) a systematic description of blogging activities
used for learning in Sect. 2; (ii) an experience sharing from the various courses
taught in Sect. 3; (iii) a summary of findings and practical guidelines drawn from
our observations in Sect. 4. A short conclusion and future outlook complete the
paper.

2 Blogging Activities

In what follows we describe the different blogging activities that we have tried
in our courses, outlining their purpose and structure.

2.1 Presentation of Self-acquired Information

Description: After studying resources connected to a certain topic, the students
are tasked to write a blog post on that subject. They may either be given both
the topic and the references to suitable resources, or they may be required to
select the topic and find the resources themselves. The subject matter may be
directly part of the curriculum or the task may also be to find some relevant
related topic based on the student’s interests.

Purpose: The goal is to stimulate higher engagement with a selected theme
(either part of or related to the curriculum). This task also allows students to
have a higher involvement with a topic of their particular interest. If the activity
is combined with reading and commenting on peers’ postings, it further widens
the students’ outlook in the area and allows for exchange of opinions among
learners.

Structure: (i) selection of the topic; (ii) looking for and studying of relevant
resources; (iii) blog post composition and publishing; (iv) optional comments
phase.
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2.2 Reflection on the Lectures

Description: The activity is combined with an organized course comprising
lectures (or possibly also different types of learning sessions). After each lecture,
or just after some selected ones, the students are asked to write a blog post
reflecting on the material discussed during the lecture, or their experience learned
from the lecture. Optionally, the students may be asked to research and process
additional related resources (similar to Activities 2.1 and 2.6).

Purpose: The main purpose is to stimulate reflection, further engagement, and
alignment of the knowledge acquired during the lectures (or other educational
activities) [12]. The activity may be done individually, but since it is useful for
the students to compare their learning experiences and points of view, it is also
often combined with commenting on each others’ blog posts.

Structure: (i) the activity is preceded by a lecture, exercises, or some other
educational activity; (ii) a time period to reflect and organize their knowledge,
or optionally to explore further resources on the topic; (iii) blog post composition
and publishing; (iv) typically also a comments phase.

2.3 Project Diary

Description: If a project is included among the course activities, blogs can be
used as a space for publishing the ongoing report on the project development
and/or the project results. This type of project diary is suitable both for individ-
ual and group projects. In the former case, the students are asked to regularly
post information about their progress in handling the project tasks, about the
methods used for problem solving, how well they stick to the schedule, etc. In
the latter case, the indicated activities are complemented by dividing the roles
in the group and assigning the partial tasks to each group member.

Purpose: One of the most important purposes is to encourage the continuous
and regular work of students. The blog helps to maintain a learning log, while
also showcasing the project progress and status update. While writing about the
project development, the students gain a better insight into their assignment
and are able to identify particular sub-problems and the procedures to solve
them. Also, reading the reports on peers’ projects can help students to work out
potential problems in their own project. Furthermore, blog reports enable the
teacher to track the activity and progress of students in the project development
[3]. In case of group projects, blog posts help the teacher to estimate the share
of work per particular group member.

Structure: (i) project assignment; (ii) regular publishing on the blog about the
project progress; (iii) optionally, reading and commenting on the peer project
reports.
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2.4 Professional Blogging

Description: Professional blogging is similar to Activity 2.1 – students are
asked to write blog posts on topics related to the course subject. Additionally,
they are asked to develop a full professional blog, including their background
information, professional interests, etc.; it may also be similar to writing for a
company blog. Their articles are required to have all features of a real blog post –
the proper form and structure, appropriate formatting, correctly cited resources,
respected copyright, etc.

Purpose: Beside encouraging learners’ interest in course topics and deepening
their knowledge, this activity also aims to raise students’ awareness of profes-
sional writing and rules of blogging. Furthermore, the purpose is to try the expe-
rience of developing their own professional profile via maintaining a professional
blog, which some of the students may continue doing also in the future.

Structure: (i) selection of the topic; (ii) study of relevant resources; (iii) blog
article writing and publishing; (iv) commenting by instructor; (v) reading and
commenting on peers’ postings; also, since the blogs are open, external comments
should be welcome and the students should be encouraged to react to them.

2.5 Web Content Publishing Practice

Description: This activity is combined with a course that includes web con-
tent publishing among its topics. Students are tasked to post content on their
blog, however the main focus in the evaluation is not on the content itself, but
especially on its form and adherence to quality standards.

Purpose: The purpose is to learn web publishing technology, and the required
web content publishing skills such as writing and structuring content for the
web, proper formation of titles, usage of links, images and multimedia content.
The students may pick the content freely, but some requirements should be in
place, regarding number of articles, post length and different types of content
that should be present (i.e., images, links, code samples, tables, etc.).

Structure: The activity may be as simple as iterating between (i) publishing a
blog posting; and (ii) instructor feedback. But it can also be enhanced by (iii)
reading and commenting on peers’ postings.

2.6 Gathering and Sharing Learning Resources

Description: This activity complements an assignment or homework, for which
students need to autonomously find support resources (e.g., tutorials, algorithms,
code samples, software libraries, technology description, etc.). The resources
which are considered interesting, useful and relevant to the task can be shared
with peers by means of blog posts, which also include a short description or
appraisal of the educational material.
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Purpose: The collection of resources is not a goal per se, but a means to solving
a task or completing a project. The activity fulfills two main roles. First, students
benefit from the resources already gathered by peers; these have the advantage
of being generally relevant to the students, since they reflect the preference
of a relatively homogeneous learning community (i.e., classmates with similar
backgrounds, completing the same curriculum and having to solve a similar
task) [16]. Secondly, students practice their critical assessment skills by filtering
the large number of available resources and providing recommendations and
assessments.

Structure: The activity entails three main steps: (i) search for resources of
interest; (ii) evaluate the quality and usefulness of the resources; (iii) share and
recommend relevant resources.

2.7 Requesting and Providing Help/Feedback

Description: Students can use the blog for describing the problems and diffi-
culties encountered in their work and asking for help; peers can offer solutions
and advice based on their own experience. Furthermore, in case of team work,
students may present their ideas and proposed approaches on the blog and ask
for their teammates’ feedback and approval.

Purpose: This activity is based on peer tutoring approach, in which learners
help each other and learn by teaching [6]. The goal is to rely on peers’ experi-
ence, eliciting the wisdom of the crowd for solving a problem. Furthermore, a
repository of problems and solutions is created, which is helpful both for other
students (who may be faced with the same issues) and for the instructor (who
can better understand the learning difficulties encountered by the students).

Structure: The activity involves two basic steps: (i) post a description of the
problem encountered; (ii) receive comments with solutions and advice from peers.
Additional clarifications may be asked in subsequent comments.

Finally, it should be noted that students can also use the blog as a communi-
cation tool and many of the activities described above already imply some infor-
mation exchange between learners. Especially in case of cooperative or collabo-
rative work, the blog serves as a medium for discussing ideas, sharing experience
and imparting knowledge. Furthermore, personal interactions through blogging
are also encouraged (e.g., expressing emotions and appreciation, congratulating
and encouraging peers for their activity); some off topic and small talk posts
(e.g., phatics, salutations, greetings, humour) may also be useful, since they
foster interaction between students, enhance group cohesion and team spirit.

3 Our Experience

In this section we describe the experience with the above listed blogging activ-
ities, as they have been implemented in multiple courses from two different
universities – Comenius University in Bratislava, Slovakia and University of
Craiova, Romania.
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3.1 Experience from Comenius University in Bratislava

Course 1. Since 2006 we have continually used blogging in a Web Design course
[2,9,10]. The course was offered in both bachelor and master curricula of Applied
Informatics and Computer Science. Throughout these past nine years, more than
800 students were enrolled in this course, the cohort size varying from 54 to 158
attendants per year.

As a practical project, the students were tasked with creating the design
of their blog, and then with posting meaningful articles on their blog (as two
separate assignments). During 2006–2013 we used professional blogging (Activ-
ity 2.4), that is the students were required to maintain a “web design practitioner
blog”, and post interesting articles related to the topic of the course, their own
experiments and projects with web technology, etc. The aim was to reinforce
learning outcomes from the project work by providing meaningful content for
the blogs, to stimulate further engagement with related topics, and to stimulate
social learning via mutual comments.

In the first 3–4 runs the course was voluntary, and the results were encourag-
ing, albeit a smaller number of students participated regularly (the blogging part
was not compulsory). In the following years, we tried to attract students to the
assignment by allocating it a larger share of evaluation points. While the par-
ticipation was higher, many students did not have a deep interest in it and they
only posted very weak articles to get a few grading points. Furthermore, students
were not interested in peers’ postings and comments were very sparse. Hence,
in the past few years we made a number of changes. We introduced a stricter
publishing schedule, with alternating weeks dedicated to publishing and reading
respectively, which was further reinforced with structured peer reviews. In the
last two years we also deviated from professional blogging, which the students
found too demanding, to simple web content publishing practice (Activity 2.5).
Both changes brought some positive results – the participation increased from
less than 36 % on average in previous years to more than 92 % and learning out-
comes also significantly improved (see [2] for more details), however we still have
to work on improving the students’ satisfaction with the activity.

Course 2. The course on Algorithms and Data Structures (ADS) is an obliga-
tory subject in the bachelor study program of Applied Informatics. Blogging was
incorporated into this course in 2009, 2010 and 2012, with the aim to stimulate
reflection and engagement with further related topics [10]. The task combined
Activities 2.1–2.3. That means students were allowed to choose among the pre-
sentation of a new topic related to the course subject, reflection on the lectures
or project diary. The first two topics were selected more often, whilst the project
diary occurred quite rarely.

The total number of students attending the ADS course in the years in ques-
tion was 371 (135 in 2009, 124 in 2010 and 112 in 2012). In the first two years,
the blogging assignment ran in three rounds, approximately one month each.
During each round students were asked to regularly publish several blog posts,
which were evaluated by the instructor after the round was over. The activity
was voluntary. Although the bloggers were rewarded by some extra points, the
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number of participating students was low and varied from 5 % to 15 % in differ-
ent rounds. Moreover, students often participated only partially, just in one or
two rounds, and they posted a limited number of articles. We tried to encourage
students to read the posts of their peers and to comment on these posts, but our
efforts did not bring expected results.

Therefore, we restructured the activity in 2012 and integrated peer review
with it. The whole blogging assignment period was divided into six two-week
rounds, first week being dedicated to publishing blog posts and the second
week to peer reviewing. Similarly to the experience gained in the Web Design
course, although the activity remained voluntary, the students’ involvement with
it increased significantly (to 67 %) and the learning outcomes improved as well.

Course 3. In 2009 we started a new course on using Web Technologies in Educa-
tion. This subject is offered as a voluntary course in the master study program for
Pre-Service Teachers in Informatics. Blogging was introduced as a main learning
activity from the first course run. Students were asked to regularly post their
subjective view on the topic discussed during each lecture (Activity 2.2); the
aim was to stimulate reflection and opinion exchange. This task was mandatory
and the score gained for it made up a significant part (one third) of the overall
student grading. Since the course is voluntary, only students who agreed with
this rule enrolled in it. This is a smaller course, with 3 to 8 attendants per run,
giving a total number of 34 students for the whole period 2009–2014.

In the first three runs of the course, students had no previous experience
with blogging. Although they were not too enthusiastic about this activity at
the beginning, their blog posts brought many interesting and useful ideas and
suggestions towards the integration of web technologies into educational process
at primary and secondary schools. Starting with 2012, two changes occurred:
(i) the students enrolled in this course had some previous experience with edu-
cational blogging (from other courses); (ii) peer review was integrated with the
blogging activity. The new settings brought an improvement in the blog contri-
butions and an increased number of blog comments, leading also to more fruitful
face-to-face discussions between students in subsequent seminars.

3.2 Experience from University of Craiova

Course 4. Our practical experience with educational blogging at University
of Craiova took place in the context of a course on Web Applications Design
(WAD), taught to 4th year undergraduate students in Computer Science. Blogs
were first included as support tools in the instructional scenario in the academic
year 2009–2010 and have been used in all subsequent installments (6 course runs
up to the present) [13–15]. A project-based learning (PBL) approach was used,
in which learning was organized around the development of an authentic web
application; students collaborated in teams of 3–6 peers, in order to build their
chosen system (e.g., a virtual bookstore, an online auction website, a professional
social network, an online travel agency etc.). The PBL scenario was implemented
in blended mode, with weekly face-to-face meetings between each team and the
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instructor complemented by the use of social media tools for communication
and collaboration activities between team members. In particular, the blog was
used mainly for Activities 2.3, 2.6 and 2.7: reporting the progress of the project,
sharing ideas and resources, providing feedback and solutions to peer problems;
each team had its own blog, but inter-teams cooperation was encouraged as well.
The student assessment took into account both the final product delivered at
the end of the semester and the continuous collaborative work carried out by
the students, including the blogging activity.

It should be noted that the blog was used in conjunction with other social
media tools, such as wiki (for collaborative writing of the project documenta-
tion) or microblogging tool (for short news, announcements and status updates).
The settings were refined from one course run to the next, to take into account
students’ feedback and results. Thus, we found out that the introduction of
four compulsory intermediary presentations engaged students more and discour-
aged the practice of activity peak at the end of the semester. Also, students’
involvement was increased by introducing a peer evaluation mechanism, both
for milestone presentations and for the collaborative activity on the social media
tools.

A total of 304 students were enrolled in the WAD course throughout the 6
semesters and were involved in the educational blogging activities. According to
the opinion surveys applied at the end of each semester, the majority of the stu-
dents were satisfied with the use of blogs for their projects; most of them found
it easy or very easy to learn how to use the blog as well as actually use it, and
did not encounter any technical problems. The main roles fulfilled by the blog
(as perceived by the students) were: (i) learn how to use the tool; (ii) exchange
experience; (iii) help organize knowledge; (iv) find interesting/useful informa-
tion; (v) improve writing skills; (vi) receive feedback; (vii) improve collaborative
skills; (viii) increase competitiveness. However, several drawbacks of the blog-
ging activity were also revealed: (i) significant variation among students and
teams in the number of blog contributions; (ii) relatively low level of interaction
between students (as reflected in the lower number of comments compared to
the number of posts); (iii) relatively high amount of time and effort necessary
for accomplishing the blogging tasks.

4 Findings and Practical Guidelines

In what follows, we summarize the findings from our experience report and we
draw some practical recommendations for other instructors interested in using
blogs in educational settings.

Student’s Acceptance: The proper selection of blogging activity type for the
given educational goals is very important; inappropriate tasks can discourage
students from blogging. For example, at Comenius University in Bratislava stu-
dents of Computer Science and Applied Informatics displayed a dislike for profes-
sional blogging or lecture reflection. On the other hand, blogging as a reflection
on lectures was successfully used for several years with groups of pre-service
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teachers at the same university. Similarly, Computer Science students at Uni-
versity of Craiova acknowledged the benefits of using blogs in activities such as
project diary, sharing ideas and resources, and providing feedback and solutions
to peer problems. Hence, a successful integration of the blog in the educational
activity requires a carefully designed instructional scenario, based on a sound
pedagogy; the blogging activity should be harmonized with the curriculum and the
learning objectives.

Irregular Engagement: As shown also by other studies [2,5,10], some students
in Eastern Europe have a reserved attitude towards the use of social media tools
in education, which is a different approach from what they are used to do in
other courses. They may not perceive the benefits at the beginning, which leads
to highly irregular engagement, with activity peaking only towards the end of the
semester for many of them. Results from both universities show that this can be
greatly amended by improving guidance and introducing intermediate reporting,
deadlines, and stricter structure to the blogging/reading activity. Furthermore,
there are significant disparities between students in terms of involvement with
the blogging activity, with highly active learners versus virtually inactive peers.
This can be frustrating especially in case of teamwork, where students have to
rely on the work of their peers who refuse to collaborate. A solution would be
to try to engage students more uniformly in blogging and learning activity in
general, by increasing their accountability through multiple checkpoints during
the semester.

Voluntary vs. Compulsory Activity: The problem of irregular engagement
can also be addressed by making the blogging activity compulsory to a certain
extent and making it a part of the grading scheme. The experience from the Slo-
vak university shows that the activity should be rewarded by a certain number
of evaluation points, but these have to be carefully set. If the blogging activity is
completely voluntary, only a small number of students will invest their time into
it. On the other hand, if the share of grading points for the activity is perceived
as too high by the students, some of them may feel that they are forced to do
it; at the same time, some learners may feel they are not evaluated properly,
since they regard the blogging activity as secondary to more traditional evalu-
ation approaches. The experience from the Romanian university reinforces the
conclusion that the blogging task should be mandatory and explicitly graded; at
the same time, ensuring also an intrinsic motivation is equally important – this
could be done by allowing students to take control over their own learning and by
providing a meaningful and authentic task, highly relevant to the student [17].

Instructor’s Feedback: Since students are often not experienced in educational
blogging, an immediate feedback from the instructor helps them to identify and
remove the flaws in their blog posts. It can also serve as support for students
who experience difficulties with blogging (both technical and motivational) and
boost their activity. According to the surveys, students reported that thanks
to the instructor feedback they improved their blog contributions in subsequent
rounds, they selected their topics better and they were more aware of copyright



206 E. Popescu et al.

issues. Overall, the recommendation for the instructor is to provide continuous
technical support, clear guidelines for interaction as well as adequate feedback to
the students.

Peer-feedback: While blogging can be beneficial also as self-centered reflective
activity, its effectiveness is further enhanced by engaging students with each
other’s postings, encouraging experience and opinion exchange. However, it may
not always be easy to involve students in this activity: based on our experience
at Comenius University, few students read and commented on peers’ postings.
We have successfully addressed this issue by introducing peer reviews, defining a
dedicated reading/reviewing period, and explicitly assigning students the postings
they are supposed to read and review. This lead to an enhanced participation
in blog reading, better learning outcomes, and an improved perception on the
meaningfulness of the reading/reviewing activity. On the other hand, observa-
tions from University of Craiova reveal that many students are interested to read
other teams’ blogs as well, in an attempt to search for information and solutions
to problems encountered, but also out of curiosity and for checking out compe-
tition. Therefore, instructors should encourage students to ask for peer help and
to share their questions and obstacles encountered; the potential fear of expo-
sure that students may feel when making their ideas public could be alleviated
by ensuring a positive group climate and creating an atmosphere of trust and
confidence [15].

5 Conclusions

This paper provided an experience report on using blogging in educational set-
tings, in the framework of multiple courses taught at two Eastern European
universities. We introduced blogs as learning support tools a decade ago (the
first course running in 2006), and we are still using them in the present, after
several refinements of the learning scenarios. Overall, our experience as instruc-
tors has been generally positive; we believe the catalogue of blogging activities,
the experimental findings and the practical guidelines drawn from our experience
will prove useful to other educators who want to foster student learning through
blogging.

As future work, we would like to perform a more detailed content analysis
of students’ blog contributions. Further comparisons with similar educational
blogging experiences in other universities are also envisaged.

Acknowledgment. This work was supported from the Slovak national VEGA project
no. 1/0948/13. The co-authors carried out part of this work thanks to an Erasmus+
teacher mobility in May 2015.



Blogging Activities in Higher Education 207

References

1. Arslan, R.S., Sahin-Kizil, A.: How can the use of blog software facilitate the writing
process of English language learners? Comput. Assist. Lang. Learn. 23(3), 183–197
(2010)
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17. Popescu, E., Maria, C., Udriştoiu, A.L.: Fostering collaborative learning with wikis:
extending MediaWiki with educational features. In: Popescu, E., Lau, R.W.H.,
Pata, K., Leung, H., Laanpere, M. (eds.) ICWL 2014. LNCS, vol. 8613, pp. 22–31.
Springer, Heidelberg (2014)

18. Top, E.: Blogging as a social medium in undergraduate courses: sense of community
best predictor of perceived learning. Internet High. Educ. 15, 24–28 (2012)

19. Wong, R.M.F., Hew, K.F.: The impact of blogging and scaffolding on primary
school pupils’ narrative writing: a case study. Int. J. Web-Based Learn. Teach.
Technol. 5(2), 1–17 (2010)

20. Yang, C., Chang, Y.: Assessing the effects of interactive blogging on student atti-
tudes towards peer interaction, learning motivation, and academic achievements.
J. Comput. Assist. Learn. 28, 126–135 (2012)



Integrating Data Across Workplace
Learning Applications with a Social

Semantic Infrastructure

Adolfo Ruiz-Calleja1(B), Sebastian Dennerlein2, Vladimir Tomberg1,
Tobias Ley1, Dieter Theiler2, and Elisabeth Lex2

1 Tallinn University, Narva Road 29, 10120 Tallinn, Estonia
{adolfo,vtomberg,tley}@tlu.ee

2 Graz University of Technology, Inffeldgasse 13, 8010 Graz, Austria
{sdennerlein,dtheiler,elex}@know-center.at

Abstract. This paper presents our experiences using a social seman-
tic infrastructure that implements a semantically-enriched Actor Arti-
fact Network (AAN) to support informal learning at the workplace. Our
previous research led us to define the Model of Scaling Informal Learn-
ing, to identify several common practices when learning happens at the
workplace, and to propose a social semantic infrastructure able to sup-
port them. This paper shows this support by means of two illustrative
examples where practitioners employed several applications integrated
into the infrastructure. Thus, this paper clarifies how workplace learn-
ing processes can be supported with such infrastructure according to
the aforementioned model. The initial analysis of these experiences gives
promising results since it shows how the infrastructure mediates in the
sharing of contextualized learning artifacts and how it builds up an AAN
that makes explicit the relationships between actors and artifacts when
learning at the workplace.

1 Introduction

Informal learning at the workplace is typically connected to current demands of
the workers. The knowledge acquired while working is contextualized and it is
typically highly dependent on the context where the learning episode happens
[1]. These characteristics motivate the learning process and make the knowledge
to be easily applicable. However, they hinder individual learning experiences to
be further taken up in systematic organizational learning practices [2].

Supporting such unplannable learning processes with technology has proven
to be a major challenge. Several authors have already proposed three main
approaches to systematize these processes: the first one trusts on adaptive learn-
ing technologies to scale workplace learning by supporting the mentorship of
an apprentice by a more knowledgeable peer [3]. Other approach uses social
technologies to support communities of practice when sharing information and
building collective knowledge [4]. Finally, other authors exploit semantic tech-
nologies to scale the processes of meaning generation at the workplace [5].
c© Springer International Publishing Switzerland 2015
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The Learning Layers project1 focuses on supporting these informal learning
processes. This project proposed a conceptual model that integrates the three
aforementioned perspectives in a coherent way [2], thus providing basis for the
analysis of the domain and the development of applications to scale informal
learning at the workplace. In order to support the processes defined in the model
many different applications are used. Some of them are developed for a specific
domain, such as surgical simulators. Others offer a functionality useful for learn-
ing in many domains, such as concept map tools. In addition, there are many
other applications that were not specifically developed for educational purposes
but have been successfully employed for learning, such as blogs.

The amount of applications employed for workplace learning and their
unplannable use by the workers imply that bits and pieces of useful informa-
tion are manipulated in different moments using different applications, being
impossible to foresee when and how it will happen. This information sparsity
problem hinders the scalability of the workplace learning since it makes difficult
to share information between workers that use different applications but still
belong to the same work group, organization or community of practice. For these
reasons, the Learning Layers project also proposed an technical infrastructure
called Social Semantic Server (SSS) where different applications have already
been integrated [6]. Nonetheless, how to support theoretical-compliant learning
processes at the workplace using the SSS is still an open question.

In order to illustrate the relationship between theory and workplace learn-
ing support, this paper describes two different experiences where the SSS was
used in real scenarios in conjunction to four different applications integrated
to it. With this aim we firstly present the Integrative Model of Scaling Infor-
mal Learning (Sect. 2) and the Social Semantic Infrastructure (Sect. 3). Then,
we show in Sect. 4 two experiences where we integrated applications into our
infrastructure and end users employed them for workplace learning. The main
conclusions of the paper are summarized in Sect. 5.

2 A Conceptual Framework for Scaling Informal Learning
at the Workplace

The need for a focus on theory as part of the learning analytics agenda was
convincingly argued by [7]. For this purpose, the Integrative Model of Scaling
Informal Learning was proposed [2] following a Design Based Research approach
[8] and integrating different perspectives of how technology can enhance scal-
ing informal learning settings at the workplace. This model defines the learning
processes that occur at workplace and groups them in three perspectives: task
performance, reflection and sense making, which describes the process of expe-
riencing, reflecting, sharing the reflection and its collaborative validation; help
seeking, guidance and support, which describes the process of seeking, finding
and obtaining help from a collective knowledge; and emerge and maturing of
1 http://learning-layers.eu.

http://learning-layers.eu
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Fig. 1. Integrative model of scaling informal learning, taken from [2].

collective knowledge, which describes the process of how individual experiences,
reflections and their related material can be shared to others. In addition the
model includes some intersections between the three perspectives that are medi-
ated by shared artifacts. For example, the artifacts that collect the knowledge
emerged from a collaborative knowledge process represent sources that individ-
uals trust when seeking for help. It is graphically represented in Fig. 1.

As a distinguishing characteristic, our model focuses on learning practices
that go beyond those connected to task performance. In this sense, the model
provides an integrated view on learning practices and their support enabling
the use of different tools with respect to those practices. So the question arises,
how some type of integrated support can be provided. In a first evaluation of
the model we conducted in-depth empirical studies in two workplace learning
domains: construction and healthcare. These included field observations, sev-
eral tens of interviews with stakeholders, focus group discussions and panels of
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experts. All this data was triangulated and analyzed (see [2]) and it was reviewed
to further understand learning processes at the workplace.

For example, in the construction domain we found examples of informal net-
works created with the purpose of discussing particular construction challenges
(e.g. what type of concrete to use depending on characteristics of the ground).
These challenges often resulted from particular problems and decisions made on
the construction site, documented by photos, notes and drawings. Sharing these
experiences in a wider network by means of social network technologies allowed
the experiences to be discussed in a wider community.

In the healthcare domain, medical guidelines developed in the national health
service needed to be implemented locally by a medical practice requiring them
to develop an implementation plan that would also recognize local peculiarities
(such as the ethnic composition of the local community) and existing experi-
ences made in the practice. While working on this plan for the practice served a
collective aim, individuals involved in this initiative would also be able to report
these experiences in their revalidation process.

As these experiences show, scaling learning actually involves learning on sev-
eral interacting levels of analysis (individuals, groups, collectives) and involves
the use of a number of different applications and technologies, as well as data
shared across these applications. In [6] we proposed a social semantic infrastruc-
ture that allows these different perspectives to be integrated by representing a
common data layer across different applications. In this paper, we report our
initial attempts to integrate four applications through this infrastructure, and
hence support and scale informal learning.

3 A Social Semantic Infrastructure

The scenarios collected in our empirical studies show that apprentices and train-
ers interact with learning artifacts (e.g. text, images or videos) by creating,
manipulating, accessing or aggregating them. These interactions occur in spe-
cific contexts, which should be taken into account since the relevant information
and the way this information is accessed, highly depend on the learning con-
text. Three kind of relationships between actors and artifacts can also be dis-
tinguished: actors may be related to artifacts (e.g. an apprentice creates video);
actors can be related to other actors (e.g. several workers participated in the
same discussion); and artifacts can be related to other artifacts (e.g. an artifact
may aggregate some others).

In order to support and analyze the interactions between actors and artifacts
we proposed a technical infrastructure called Social Semantic Server (SSS) [6]
(see Fig. 2). The SSS relies on a semantically-enriched Artifact-Actor Network
(AAN) [9] that combines the social-network (e.g. Facebook) and the artifact-
network (e.g. Wikipedia) approaches to describe the relationships among actors
and artifacts in different contexts [10]. Thus, it logs the interactions between
actors and artifacts - including some meta-data that describes the context where
the interactions take place - and then it offers an abstraction of this data as
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Fig. 2. Integration of evernote and bits & pieces into the SSS.

an AAN that makes explicit the different relationships between its entities. In
addition, as the relationships of this AAN have a semantic meaning, they can
be based on different characteristics of the entities that may depend on their
associated context. For example, two artifacts may be related because they share
the same author while other two may be related since they are frequently accessed
from the same place (a contextual characteristic).

It is not possible to foresee all the possible applications that can potentially
be integrated into this infrastructure. For this reason we developed the SSS as a
framework that implements an AAN and a set of core services (such as activity
tracking or users and artifacts recommendations) accessible through a REST
interface [6]. These services can then be extended to satisfy the requirements of
the applications integrated. Additionally, purpose-specific services can also be
developed for some applications that require some extra functionality2.

As Fig. 2 represents, several applications are expected to be integrated simul-
taneously into the social semantic infrastructure. They may use different services
but they will share an AAN. However, it would still not be possible for these
integrated application to share information unless they share a common vocab-
ulary to describe the entities of the AAN and their relationships. For this reason
the infrastructure includes a core data model (depicted with white background
in Fig. 3) that defines a set of high-level concepts useful to describe learning

2 https://github.com/learning-layers/SocialSemanticServer/releases.

https://github.com/learning-layers/SocialSemanticServer/releases
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Fig. 3. Core data model of the SSS (white background) and its extensions by Bits &
Pieces (grey background) and Evernote (black background) (Color figure online).

practices at the workplace. This core data model does not pretend to fully
describe the entities involved in learning activities, but rather to provide some
high-level entities and relationships that can then be extended by other applica-
tions and services if needed. Thus, the data integration from different applica-
tions is possible without heavy restrictions on their data model.

4 Exploiting the Social Semantic Server for Workplace
Learning

Several applications are integrated into the SSS or developed on top of this
infrastructure. This section describes the integration of two sets of applications
into the SSS. One set is devoted to the construction domain, although it has
only been tested in a different environment; the other focuses on the healthcare
domain and a pilot study with practitioners has already been carried out.

4.1 Wordpress and Chrome for the Construction Domain

In the construction domain it is typical for trainers and managers to collect
bookmarks that contain relevant information for their workplace. On the other
hand, trainers often offer learning resources to apprentices using blog editors,
such as Wordpress3. However, in most of the cases these two tasks are discon-
nected since they lack of a technical solution that makes available the bookmarks
collected by trainers and managers when a trainer is writing a blog post. In order
to overcome this problem, we proposed to integrate Chrome web browser4 and
WordPress into the SSS by developing both Attacher and Bookmarker [11].
3 https://WordPress.org.
4 http://www.google.com/chrome/.

https://WordPress.org
http://www.google.com/chrome/
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Bookmarker is a simple Chrome extension that allows users to submit book-
marks to the SSS while browsing. Each bookmark may include a title and a set of
tags to describe it. Attacher5 is a WordPress plugin that integrates a blog editor
to the SSS. Attacher displays a tagcloud in the blog publishing interface that
includes the tags registered in the infrastructure. With this tagcloud the blog
publisher can browse the artifacts published in the infrastructure, filter them
by their authorship and easily cite them in the blog post using a drag-and-drop
interface. In turn, Attacher automatically registers the published blog posts in
the infrastructure, including some additional meta-data that contextualizes the
publication (authorship, publication time and tags related).

As the functionality of Attacher and Bookmarker is so simple, there was no
need to extend the services available on the SSS, nor its core data model. In this
sense, they constitute a good example of how a well-known and massively used
applications as WordPress and Chrome can easily be integrated into the SSS.

Attacher and Bookmarker have not been used by construction practitioners
yet. Nonetheless, they were successfully employed in a master course for training
future teachers at Tallinn University with one teacher and 10 students. During
the course the students were asked to use Chrome and Bookmarker to collect
web resources they considered relevant. Then, they wrote blog posts about their
reflections of the subject using WordPress and Attacher.

The SSS registered the bookmarks gathered with Bookmarker, the tags
employed by the users to describe and browse such bookmarks, the blog publi-
cations written with Attacher and their citations. The events from these two
applications were coherently combined by the SSS to create a semantically-
enriched AAN that included 11 actors, 53 resources and 116 tags. Analyzing
this AAN it was possible to detect several uptake events. For example, most of
the users browsed resources from Attacher using the tags created by other users
from Bookmarker. There were also examples of users who tag new bookmarks
reusing the tags from others, and even an event where a user cited in a blog post
a bookmark collected by other.

4.2 Evernote and Bits and Pieces for the Healthcare Domain

Healthcare practitioners commonly collect information taking notes or creating
other kind of resources, such as images. During this process they employed well-
known applications, such as Evernote6. However, they claim that it is sometimes
difficult for them to make sense of all the resources collected in a period of time.
For this reason we proposed to integrate Evernote into the SSS and to develop
a purpose-specific application, called Bits & Pieces7 [12], on top of the SSS
that support the meaning-making process in the healthcare domain. Figure 2
pictorially represents the integration of these two applications into the SSS.

Evernote was integrated into the SSS by developing a new service in the
infrastructure that extracts the notes collected by Evernote in conjunction to
5 https://github.com/learning-layers/Attacher/releases.
6 https://evernote.com.
7 https://github.com/learning-layers/BitsAndPieces.

https://github.com/learning-layers/Attacher/releases
https://evernote.com
https://github.com/learning-layers/BitsAndPieces
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some meta-data about their creation (e.g. authorship or time). This way, many
different documents (e.g. images, notes or audio recordings) that are created and
modified in Evernote, can be easily imported to the SSS. A different approach
was taken to develop Bits & Pieces [12]. In this case, a new service was created
and others were extended to satisfy the functional requirements of a collaborative
sense-making application for the healthcare domain. Then, a HTML/JavaScript
user interface was developed to allow practitioners sorting the information indi-
vidually or in collaboration to other colleagues.

It is also relevant that the data model of the SSS required an extension to
describe the entities managed by Bits & Pieces and Evernote. This extension is
depicted in Fig. 3 by the entities with black (Evernote extension) and grey (Bits
& Pieces extension) background. Evernote extension mainly required to add
several entity types, while Bits & Pieces extension included different activities
supported by Bits & Pieces and two domain-specific concepts. However, most
of the concepts that describe entities, users and their relations could be directly
reused from the core conceptualization of the SSS. In this sense, these two appli-
cations constitute an example of how domain-specific and domain-independent
applications can be integrated even in the data level using the SSS.

We have conducted a field-testing of both applications with general practice
doctors in UK. Eight health care professionals were included into two months
trial usage of Evernote for collecting documents. Then, they used Bits & Pieces
for individual and collaborative sensemaking. During this period users have col-
lected summarily 563 Evernote documents. From this amount, the practitioners
manipulated 98 with Bits & Pieces for sensemaking, sharing 25 of them for
collaborative sensemaking with other colleagues.

4.3 Discussion

These pilot studies show how the SSS can be employed for the development
of applications that support learning at the workplace and the analysis of the
learning process. Attacher and Bookmarker exemplify how a simple plugin is able
to relate two well-known applications to this infrastructure, Evernote exemplifies
a more complex integration and, finally, Bits & Pieces shows how a domain- and
purpose-specific application can make use of the SSS.

In both pilot studies the added value offered by the SSS is twofold. First, the
SSS facilitates the contextualization of artifacts and their availability from the
workplace, thus supporting the transitions between the perspectives defined in
the Model of Informal Learning. In this sense, Attacher shows how the integra-
tion of WordPress into the SSS facilitates the access and citation of the learning
resources registered on the SSS using other applications (aggregate and emerge
collective knowledge in the Model of Informal Learning), as well as to register the
blog post in such infrastructure (provide cultural artifact). Thus, it encourages
the creation of documents that aggregate learning outcomes. The healthcare
pilot study aims to support all the learning activities related to the perspective
task performance, reflection and sense making. Note how Evernote can support
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some of the tasks related to this perspective (see Fig. 1) while the rest of them
are supported by Bits & Pieces.

The second added value of the SSS is that it coherently combines data from
multiple applications and creates a semantically-enriched AAN out of it. In the
experiment that involved Attacher and Bookmarker the meta-data related to the
artifacts was reduced to tags, but still an AAN that integrates tags, bookmarks
and actors was defined. The semantic nature of the AAN allows to define different
kind of relationships between the entities. For example, “published by” or “cited
by” are two relationships that link actors and artifacts, while “assigned by” and
“browse” are relationships that link actors to tags. Other implicit relationships
can be easily extracted exploiting these semantic relationships. For example,
it can be possible to define a social network that makes explicit which users
browse the tags published by other users. These networks can be very useful
to analyze the workers behavior using social network analysis techniques, thus
making learning analytics at the workplace [11].

5 Conclusions and Future Work

This paper reports the integration of several applications into the SSS to support
informal learning at the workplace. These applications were used, in conjunction
to the SSS, in two pilot studies that show the technical viability of our approach
and the advantages of using an infrastructure that manages a context-aware and
semantically-enriched AAN.

It should be noted that the SSS support is key in the learning processes
described. Not only does it allow the sharing of data and learning artifacts
among applications, but it also enriches such data and artifacts by relating them
to learning contexts, other artifacts and actors. Thus, the transitions between
the perspectives defined in the Model of Informal Learning can be supported
and overall learning-sense can be extracted out of all the data collected by the
applications.

The research presented in this paper can be seen as an iteration in the
research done under the Learning Layers project. In the future we will focus on
exploring how the relationships registered in the AAN can be further exploited to
understand the learning processes that occur at the workplace. Specifically, our
plan is to exploit the data collected by the SSS to provide context-aware auto-
matic recommendations of learning resources and to support learning analytics
at the workplace [11].
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Abstract. In this study, speech-to-text recognition with computer-aided transla‐
tion were applied to a web-based educational project. With such approach, we
aimed to enable participants from two different cultures who do not share common
communication language to interact and share information with each other. Speech-
to-text recognition system generated text from a speaker’s voice input in one
language and computer-aided translation system simultaneously translated it into
another one. We aimed to test the feasibility of our approach to enhance students’
cross-cultural learning. Results of our study demonstrated that applying speech-to-
text recognition with computer-aided translation have a potential to enhance cross-
cultural learning. Particularly, application of these technologies helps participants
from two different cultures and without common language of communication to
interact and to share culture-related information with each other.

Keywords: Speech-to-text recognition · Computer-aided translation · Educational
project · Cross-cultural understanding

1 Introduction

Culture was defined as the history, customs, etc. of a particular society and it is formed
over many years [1]. Understanding others’ culture is very important in today’s global
society [2, 3]. It is therefore vital for educators to teach learners to understand and value
others’ culture. Furthermore, learners need to amass a certain level of global competence
to understand the world they live in and how they fit in this world.

Cultural convergence theory explains cross-cultural understanding [4, 5]. According
to this theory, cross-cultural understanding takes place through communication and
information sharing of learners from different cultures when they reach a mutual under‐
standing of each other culture. That is, experiences and insights of other cultures that
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learners communicate and share enables them to expand their cultural awareness and
behaviors [4, 5].

In cross-cultural learning process, learners acquire knowledge and skills related to
different cultures and they also absorb new attitudes and values as a result of the experi‐
ence and participation [6]. Traditionally, cross-cultural education in school is based on
textbooks and an instructor’s knowledge and experiences. However, neither source can
provide a thorough and authentic cross-cultural education [7]. Firstly, textbooks are often
biased and mostly present the views of the dominant class. Secondly, teachers may be
biased towards other cultures, or they may have only limited cross-cultural knowledge and
experiences. Therefore, it is suggested that cross-cultural programs needs to be adminis‐
tered as united, connected events, and as a knowledge-building continuum [6, 7]. The
following essential learning behaviors are underlined in the literature that lead to cross-
cultural understanding [6]: (a) building relationships – interacting with members of the
host culture regularly; (b) valuing people of different cultures – expressing interest and
respect for the host culture; (c) listing and observing – spending time observing, reading
about, and studying the host culture; (d) coping with ambiguity – understanding ambig‐
uous situations and making sense of new experiences; (e) translating complex
information – translating personal thoughts into the language of the host culture.

To facilitate these essential behaviors, various learning activities were proposed
in the literature. Self-introduction is one activity that enables learners to become
acquainted with one another and their cultures [8, 9]. This activity reinforces the
comfort level in a classroom and encourages more social interactions among
learners [10]. Self-introduction helps learners to identify and examine their own and
peers’ cultural values [11]. Creating media content and sharing it with others is
another activity. It enables peer-to-peer learning, diversification of cultural expres‐
sion, a more empowered cross-cultural understanding, and respect of multiple
perspectives across diverse communities [12, 29]. In addition, learners are able to
discern important concepts from shared content and then synthesize it with informa‐
tion from other sources during this activity [12]. Performance and appropriation
activity enables learners to adopt alternative identities and sample and remix media
content meaningfully for the purpose of improvisation and discovery [12]. Through
performance and appropriation learners from various cultures can introduce their
own culture, share their ideas, artifacts and perspectives about it, and experience
peers’ foreign culture [7]. Finally, reflecting on foreign culture activity enables
learners to share their reflections and experiences with peers. This activity also
allows learners to gain a better cross-cultural understanding and the strengths and
weaknesses of cross-cultural project [9].

It is suggested to frame learning activities in a specific topic [30]. Therefore, cooking
was selected as a topic for our project. Cooking is defined as the preparation of food for
consumption [13] and associated with a specific culture, environment, and history.
Therefore, it is distinctive in terms of ingredients, methods, and dishes [14]. Following
this notion, “National Cuisine” term was proposed [15] which refers to food cultures
that are practiced in terms of production and consumption in the specific ethnic commun‐
ities and places. “Stinky tofu” is one distinct example of Chinese national cuisine. It is
a kind of fermented tofu and it has a very strong unpleasant odor. Stinky tofu was a
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favorite food of Chinese in the period from the Wei Dynasty to the Qing Dynasty [16].
Despite an unpleasant smell, many develop an increased appetite for Stinky tofu and it
is a popular local food in Taiwan and many regions of China nowadays [16].

We believe that learners from different countries may understand each other’s
cultures better if they perform learning behaviors discussed in [6] by participating in
learning activities proposed in [7–12]. Furthermore, if learning activities are framed in
a specific topic, such as “National Cuisine,” we assume that learners will be more inter‐
ested in cross-cultural learning and the topic will draw their attention, and stimulate their
motivation [30].

However, how to ensure that learners from different cultures who speak different
languages communicate and share culture-related information with each other is a ques‐
tion that concern most educators and researchers. One possible solution is an application
of computer-assisted technologies. For example, Speech-to-text recognition (STR) tech‐
nology synchronously transcribes text streams from speech input [17]. According to
related studies, STR technology is a potential learning tool and it was successfully
applied to many educational studies [18, 19, 31]. For example, this technology was used
to assist learners with cognitive or physical disabilities and of those who attend speeches
given in their non-native languages [20, 21]. Computer-aided translation (CAT) allows
translating texts into different target languages [22]. Related studies suggest that CAT
technology have a great potential to aid learning, especially in foreign language learning.
For example, CAT was applied to assist learners to write texts in the target foreign
language and correct grammatical and lexical errors in texts [23]. EFL learners had an
online discussion for which they utilized CAT to translate and search for appropriate
words to express their opinions and ideas and to check grammar and spell check [24].
Therefore, in this study we applied speech-to-text recognition with computer-aided
translation to facilitate cross-cultural understanding of learners from two different
cultures who do not share common communication language. Speech-to-text recogni‐
tion system generated text from a speaker’s voice input in one language and computer-
aided translation system simultaneously translated it into another one. We aimed to
explore how an application of these technologies to an educational project may facilitate
learners’ cross-cultural understanding.

2 Method

Ten students from the age of 14 to the age of 18 voluntarily participated in an online
cross-cultural educational project. Six participants were Chinese native speakers from
Taiwan and four participants were Russian native speakers from Uzbekistan. All partic‐
ipants had no experience with STR use but they had two to three-year experience with
CAT. Besides, participants had more than 5 years’ computer and Internet experience.
According to participants, none of them had any prior knowledge about the food intro‐
duced by their foreign counterparts and related culture. In addition, the participants never
participated in any cross-cultural projects.

Two experienced in online cross-cultural educational projects instructors, one
Chinese native speaker and one Russian native speaker, guided participants during a
project. At the beginning, participants were explained by the instructors all steps of a
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project and how to communicate information to foreign counterparts more efficiently in
order to enhance foreign counterparts’ cross-cultural understanding and to avoid any
culture-related misunderstandings and miscommunications. In addition, the instructors
trained participants how to use speech-to-text recognition and computer-aided transla‐
tion. Participants then practiced to use speech-to-text recognition and computer-aided
translation to generate texts in native language and then translate them into another
language simultaneously. During a project, an instructor guided participants on using
technologies and offered instant support for technology-related questions.

We aimed to enhance participants’ cross-cultural understanding through participation
in an online cross-cultural project. Our project was carried out in four weeks. In the first
week, participants were asked to make self-introductions, explain where they are from, and
their interests. Participants introduced their favorite local food and recipes in the second
week. In the third week, participants cooked food according to recipes introduced by
participants from other culture. Finally, in the fourth week, all participants shared their
experiences related to cooking food and reflected upon learning related culture.

STR and CAT systems were introduced to participants to assist their participation
in the project. We employed Android based Google voice recognition system as the STR
tool and Google Translate system was employed as the CAT tool. Figure 1 shows
communication flow among participants. Participants from Taiwan spoke into a micro‐
phone and STR system generated speech input into Chinese texts. Texts then were
translated from Chinese into Russian. After that, translated texts in Russian were posted
online so that participants from Uzbekistan could read them. Participants from Uzbe‐
kistan communicated in the same way; their speech in Russian was transcribed into texts
and texts were translated into Chinese. Then texts in Chinese were posted online for
participants from Taiwan to read.

Fig. 1. Communication flow among participants

It is suggested that texts produced by STR and CAT systems may contain mistakes
and ambiguities [17, 25, 31]. Therefore, two instructors corrected inaccuracies in texts
that were produced either by STR or CAT and they prepared free of errors texts for
participants.

The data for our analysis was collected from participants’ online communication
(i.e. their self-introductions, introductions of local food and recipes, experiences to cook
food, and reflections upon learning related culture) and one-on-one semi-structured
interviews. This data enabled us to explore and understand the process of cross-cultural
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educational project, to measure participants’ cross-cultural understanding, and to learn
about participants’ opinions related to facilitating cross-cultural understanding with the
project:

Understanding how the project was carried out. We adopted a concept as a coding unit.
Text segments that met the criteria for providing the best research information were
highlighted and coded. Codes were then sorted to form categories; codes with similar
meanings were aggregated together. Established categories produced a framework for
reporting research findings. Three raters were involved in the coding process, and big
differences in the coding were resolved through raters’ discussions and by consensus.
Cohen’s kappa was adopted to evaluate the inter-rater reliability; the result exceeded
0.90, which indicates high reliability.

Measuring cross-cultural understanding. We analyzed participants’ reflections upon
learning related culture. Particularly, we evaluated text segments extracted from their
reflections that represented their cross-cultural understanding. The evaluation included
three dimensions: (1) a foreign food, (2) related history, and (3) traditions. We carried out
the evaluation by employing Anderson and Krathwohl’s [26] taxonomy. Specifically, we
employed the following two rubrics of the taxonomy for the evaluation: (1) Remember -
retrieve relevant knowledge from long-term memory and (2) Understand - construct
meaning from instructional messages, including oral, written, and graphic communica‐
tion. A score of “1” was given if participants remember but do not understand how to cook
a foreign food and related history and traditions whereas a score of “2” was given if partic‐
ipants both remember and understand how to cook a foreign food and related history and
traditions. Participants got a score of “0” if they did not remember and understand either
how to cook a foreign food and related to its history and traditions. Three raters were
involved in the evaluation process. The inter-rater reliability coefficients among them were
calculated using Cohen’s kappa. The mean inter-rater reliability among the three raters
exceeded 0.90, which demonstrates excellent agreement beyond chance.

Exploring participants’ project-related opinions. At the end of the project we carried
out in-depth, one-on-one semi-structured interviews with all students and the instructors.
The interviews contained open-ended questions in which students and the instructors
were asked about their experiences during the project and opinions about facilitating
cross-cultural understanding with the project. Each interview took approximately
30 min. Interviews content was audio-recorded with participants’ permission and then
fully transcribed for analysis. Transcribed texts were coded and categorized to produce
a framework for reporting research findings. Three raters were involved in the coding
process, and big differences in the coding were resolved through raters’ discussions and
by consensus. Cohen’s kappa was adopted to evaluate the inter-rater reliability; the result
exceeded 0.90, which indicates high reliability.

3 Results and Discussion

The data analysis revealed that the project was implemented in four steps. In the first
step, participants introduced themselves: participants mentioned were they are from,
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what they like to do, and what their favorite local food is. In the second step, participants
introduced recipes of their local food. In addition, participants mentioned about history
and traditions related to that food. In the third step, participants cooked food that was
introduced by their foreign peers. In the fourth step, participants reflected on their expe‐
riences to cook and what they learned about related history and traditions.

According to participants, none of them had any prior knowledge regarding food
they cooked during the project and history and traditions related to it. After the evalu‐
ation, we found that students could both remember and understand how to cook a foreign
food and related history and traditions. According to Anderson and Krathwohl [26],
Remember cognitive level represents the ability to retrieve relevant knowledge from
long-term memory while Understand level represents the ability to grasp the meaning
of the learning material. Our evaluation results shows that participants could recall,
interpret, summarize, compare and explain what they cooked and related culture and
traditions. This may suggest that cross-cultural learning took place through the project.

In the interviews, participants claimed that all steps of the project were useful for
their cross-cultural understanding. For example, the self-introduction enabled them to
become acquainted with each other. In addition, participants could learn about each
other’s interests, hobbies and favorite food and notice some cultural differences between
themselves and other participants. When participants posted recipes of their local food
or cooked food using recipes posted by peers they could learn more about both peers’
and their own food and cultures. To better understand about peers’ and their own food
and cultures participants also searched for additional information from Internet. The
reflection enabled participants to reflect on their experiences of cooking and related
cultures. In addition, participants could compare their local food and related culture to
that presented by peers and find some similarities and differences.

Interviews with the instructors’ data analysis confirmed that participating in the
project was beneficial for participants’ cross-cultural understanding. According to the
instructors, students provided as well as received useful information related to their own
or peers’ culture during the project. All presented information about food, history, and
traditions was well understood by participants from both countries.

Self-introduction is a necessary activity for students to become acquainted with one
another and their cultures [8, 9]. Through introductions, students identify and examine
some of their own and peers’ cultural values [11].

Students admitted that it was easier to communicate with peers with whom they have
no common language and whom they had never met before using our approach.
According to students, our approach could help them ease anxiety and inhibition, and it
motivated disclose of personal information more frequently and more effectively if
compared to face-to-face interaction.

In this study, speech-to-text recognition (STR) system generated texts from speech
input and computer-aided translation (CAT) system translated texts into another language.
Table 1 demonstrates accuracy rates of STR and CAT systems for texts generation and
translation with respect to Chinese and Russian. According to the data, self-introduction
texts were generated with 99 % accuracy rate when spoken in Chinese and with 100 %
when spoken in Russian. Recipes of local food were generated with 91 % accuracy rate
when spoken in Chinese and with 96 % accuracy rate when spoken in Russian. Spoken
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reflections in Chinese were generated with 94 % accuracy rate while in Russian with 98 %
accuracy rate. One reason that explains the slight difference between accuracy rates of
STR-texts from input in Chinese and Russian (especially 5 % in Step 2 and 4 % Step 3) is
that Uzbek participants practiced with STR and CAT technologies more than Chinese
students. It is suggested to design STR technology-based teaching and learning activities
in such way that encourages users, i.e. instructors and students, to use it more regularly
[18, 19]. With such approach, users are able to identify strengths and limitations of the STR
through real experience. For example, after noticing that STR technology generates text
with errors when speech is too fast or too slow, influent, and in a low voice, speakers try
to adapt to the STR recognition capacity. That is, speakers start to speak with moderate
speed and volume, less spontaneity, and better fluency.

Table 1. STR and CAT accuracy rate (in percentage)

Input STR CAT

Step 1 Step 2 Step 3 Step 1 Step 2 Step 3

Chinese      99 91 94 89 76 82

Russian 100 96 98 88 74 80

According to our results, in Step 2, STR technology generated texts from input in
Chinese and Russian with lowest accuracy rate. One reason that explain this finding is
that sentences used to introduce local food and related culture were longer compared to
sentenced in which students introduced themselves (Step 1) or reflected on their expe‐
riences (Step 3). Another reason is that sentences in Step 2 contained some specific
names of food ingredients or terminologies related to history and culture that STR tech‐
nology could not recognize.

After STR-texts were ready, and before CAT process, we edited them to make 100 %
accurate in order to increase CAT accuracy rate. That is, all errors in STR-texts were
corrected and punctuation marks, such as commas and periods, were added. According to
the table, self-introduction STR-generated texts were translated from Chinese into Russian
with 89 % accuracy rate and from Russian into Chinese with 88 % accuracy rate. Recipes
STR-generated texts were translated from Chinese into Russian with 76 % accuracy rate
while recipes texts in Russian were translated into Chinese with 74 % accuracy rate. STR-
generated texts of reflections were translated from Chinese into Russian with 82 % accu‐
racy rate and from Russian into Chinese with 80 % accuracy rate.

The difference between CAT accuracy rate in Chinese and Russian was only 1–2 %.
The lowest CAT accuracy rate occurred in Step 2 for both languages (74 and 76 %).
Perhaps, the low CAT accuracy rate was due to the same reasons we mentioned earlier;
the first reason is that sentences were longer and they contained some specific names of
food ingredients and terminologies related to history and culture. According to
researchers in the field [27, 28], current CAT technologies has not been able to deliver
high-quality translations. It was further argued that CAT technologies produce better
translations when confronted with short sentences compared to longer and more compli‐
cated ones because of highly limited linguistic context [28]. That is, the longer the
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sentence is, the more likely that the CAT technology will be led astray by the complex‐
ities in the source and target languages. Researchers [17–19, 21], argued that STR- or
CAT-texts with only reasonable accuracy rate is acceptable and useful for students. That
is, only texts with accuracy rate of 75–85 % or higher [21] can enhance teaching and
learning. Following this suggestion, we may conclude that all STR- and CAT- texts in
this study were acceptable and useful for our participants except recipes texts translated
from Russian into Chinese (74 % accuracy rate). To address low accuracy rate of CAT-
texts, several approaches are proposed in the literature. One of them is to correct errors
in CAT-texts (e.g. correct misrecognized words, insert missed words, or delete super‐
fluous wording) by the instructor or students [27, 28]. Therefore, we revised all CAT-
texts into 100 % accurate texts so as to make them useful and meaningful for teaching
and learning.

Based on our results, we would like to highlight the pedagogical usefulness of STR
and CAT systems for cross-cultural learning. First, our approach can facilitate commu‐
nication between participants with no common language. Participants do not need to
rely on translators but communicate independently. Besides, there is no limit in infor‐
mation amount they communicate, i.e. it can be small or large. Second, through commu‐
nication using our approach, participants learn and understand foreign culture in
authentic context as they communicate with the host of that culture. Third, participants
not only receive information about foreign culture from host but also are able to ask
question they have, share opinion, ideas and reflections to better and deeper understand
foreign culture. Fourth, such communication makes the instructors and participants less
anxious because no foreign language skills are required during such projects. Therefore,
our approach demonstrates significant value and importance of STR and CAT systems
utilization in education, especially in cross-cultural learning. As our approach is conven‐
ient and independent, it holds great potential for solving problems teachers and students
typically encounter when teaching and learning cross-cultural understanding through
participating in educational project.

4 Conclusion

Results of this study show that applying speech-to-text recognition with computer-aided
translation have a potential to enhance cross-cultural learning. Particularly, application
of these technologies helps participants from two different cultures without common
language of communication to interact and share information with each other.

Based on our results, we make several implications and suggestions. First we suggest
that teachers and students utilize STR and CAT technologies for teaching and learning.
Particularly, this approach can be useful for courses on cross-cultural understanding
when communication between teachers and students with no common language is
required. Teachers and students need to be careful about accuracy rate of texts produced
by STR and CAT. To increase accuracy rate of such texts in order to make them accept‐
able and useful for learning we suggest that students practice with STR and CAT systems
more frequently. In this case, they will find strength and limitations of the technologies
and then fully utilize them. Making input sentences shorter is also helpful for accuracy
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rate; one needs to split a long sentence into two or more short sentences. In addition, we
suggest training both technologies to easily recognize some specific words and termi‐
nologies that are frequently misrecognized. This can be done by adding these words into
STR or CAT terminology bank so that they will be remembered and recognized correctly
in the future. Finally, we suggest that STR- or CAT-texts need to be edited by teachers
or students. That is, mistakes in texts should be corrected to make texts acceptable and
useful for teaching and learning.

One limitation of our study needs to be acknowledged. We had a small size and a
short period of time was allotted for the project. For these reasons, the obtained results
cannot easily be generalized. In the future study, more students will be involved. We
are particularly interested in a web-based project in which students from different class‐
rooms around the world representing more than two cultures and languages are commu‐
nicating and sharing information with one another, especially, in real-time. Furthermore,
other methods for bridging cross-cultural differences or enabling cross-cultural under‐
standing will be presented in the future in order to test the feasibility of our approach.
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Abstract. This study investigated students’ learning behaviors in a fully online
psychology course which offered 76 streaming lecture videos and supplementary
resources, as well as individual and group activities. This paper focuses on
students’ use of lecture videos. Data collection included students’ real usage of
data on Blackboard Learn 9.1, a course survey, and students’ final grades. The
analysis applied data mining techniques, including sequential patterns, decision
trees, and clustering analysis, as well as inferential statistics using ANOVA and
correlations. Based on students’ use of lecture videos, their learning behaviors
were defined into three groups—adaptive viewer, self-regulating viewer, and
infrequent viewer. Statistically significant differences within groups were found
in their learning satisfaction, final grades, etc. This case study has shown that
students’ learning behaviors were varied in the online environment and that their
use of course videos affected their learning outcomes.

Keywords: Educational data mining · Instructional design · LMS · Streaming
lecture videos · Pattern recognition · K-means clustering · Self-regulation

1 Introduction

Streaming videos have become a prominent feature for online learning, particularly since
2007 [1]. Educators provide videos to promote interactive learning environments, allow
students to control their learning activities, and increase engagement in asynchronous
online environments [2, 3]. Though the use of lecture videos in online environments is
on the rise, their impact on students’ learning outcomes is still inconclusive [2–4]. One
issue is a lack of consistent objective evidence given that most educational research
studies rely heavily on survey studies [4, 5]. Survey studies are usually subjective and
may be biased due to the survey design, sample size, or the quality of the answers [6].
Black, et al. advocate using the data derived from students’ learning activities, e.g. those
stored in learning management systems (LMSs) in data mining [7]. Educational data
mining (EDM) is a relatively new approach based on students’ real usage of content
data that can objectively reflect students’ learning strategies and preferences. Learning
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analytics give researchers a better understanding of students’ learning habits, behaviors,
and patterns given the large volume of usage data that can be generated from the online
environment [8, 9].

1.1 Contemporary Issues of Students’ Video Use in Online Learning

Many empirical studies about video uses in online education applied learning analytics
(e.g. counting clicks, numbers of discussion posts and visits, etc. [3, 8]), whereas most
studies that examined how students use lecture videos have relied on survey instruments
[2, 4, 5]. Some studies of video use have employed EDM but still rely on the analytics
data provided by commercial sites such as Google Analytics or YouTube Analytics [3].
As a result, the association between students’ video use and their learning outcomes is
inconclusive [3–5].

Data mining is a computational process used to detect patterns or relationships
among variables from a large amount of data [10]. Typical tasks of data mining,
including classifications, clustering, associations, prediction, and anomaly detection,
have been applied in different areas such as economics, finance, health, image
processing, and education [11]. Most LMSs, such as Blackboard, Canvas, or Moodle,
track all students’ learning records— every single click by each student will generate a
record as a line of text in the web server. Even though real usage data is saved in struc‐
tured database tables, retrieving meaningful information directly from those tables is
not straight forward. Educators are not able to obtain meaningful learning analytics if
the data is not cleaned and recoded in pre-processing stage as well as transformed based
on pedagogical context.

1.2 Purpose of Study

This study investigated students’ learning in a fully online course where students could
apply their own study strategies to view streaming videos, access any content pages, and
complete required assignments and tasks. The course was taught in the fall semester of
2014 in the eastern region of the United States. Due to space limitations this paper reports
students’ behaviors pertaining to the use of streaming lecture videos. Research questions
included, but were not limited to:

1. How did students use lecture videos? Did students display individual differences in
their study strategies and learning behaviors?

2. How were students’ learning outcomes (e.g. satisfaction and final grades) associated
with their use of lecture videos and/or other content materials?

2 Design and Methods

2.1 Course Design

The fully online physiological psychology course is primarily lecture-based and includes
weekly individual assignments, group activities, and quizzes. Grading is based on 15
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quizzes (15 %), 21 group activities and individual assignments (35 %), a paper (10 %),
and two exams (40 %). The entire course is comprised of 7 units in 16 lessons and was
released to students at the beginning of the semester. The course design had learner-
control features and non-linear navigation. A total of 76 streaming lecture videos were
offered and students had full control over how they viewed the video lectures. Students
needed to complete required tasks (e.g. assignments, quizzes, and exams) by the due
dates in order to receive their grades.

2.2 Data Collection

Data collection included an online course evaluation survey before the final exam,
students’ actual usage of the course content materials and activities, and students’ final
grades. Students’ real usage of content on the Blackboard course site was extracted from
the Advanced System Reporting (ASR) of the backend Blackboard production database
in Oracle. The ASR is the statistical database into which a subset of the tables of the
production database is transferred every evening. Students’ usage information, extracted
from the backend database of Blackboard, had entire records of user interaction with
the system. The main table of ASR records the end users’ activities/events in the Black‐
board Learn system.

2.3 Coding and Classification Process

Each record had unique information about a user who worked on a specific task at a
specific time, which mainly consists of fields (columns) of USER_ID, TIMESTAMP,
SESSION_ID, and TASK TITLE. A unique SESSION_ID occurred on ASR whenever
an end user logged onto the course page and a TIMESTAMP was recorded. The session
stays active until the user logs out, the session times out, or the user closes the browser
windows. So, a session might contain multiple records that depend on students’ study
activities. The TASK TITLE is the name of the content page, such as Schedule, Unit,
Chapter, or Lecture video, which was defined by the course designer. Note that a study
time referred from TIMESTAMP from Blackboard database table could be under-
estimated, be over-estimated or be counted as missing. TIMESTAMP data could be
missing or over-estimated if students just closed the browser window (instead of logging
out) or left the window open until the session was expired (with the default expiration
time of 3 h). Blackboard database table did not track the click on a URL embedded on
a content web page; consequently, the records could be messed up when a user opens
multiple screens on a browser and study time can be under-estimated on TIMESTAMP.

The initial data cleaning included (1) excluding any non-learning related record, e.g.
orientation and (2) removing redundant usage information. For example, only one click
was recorded and repeatedly clicks on the same pages were removed. Then, the assigned
course activity was recorded with keywords. Also, the course design made only one
video link available on a video page, and because of this, it was assumed that students
would click the video link on the page and watch videos if they stayed on the video page
longer than 2 s. Therefore, any visits of video pages less than 2 s were not counted as
video views.
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A more advanced coding task using data-mining techniques was applied to customize
the data in order to disclose the hidden relationship among the records. A sequence
pattern was applied to find students’ preferred path of access content; decision trees
supported the students’ video viewing behaviors, and clustering technique was used to
identify new categories of study behaviors.

Sequence pattern: the sequence of accessing a content page indicated different study
behaviors. Students could access a specific content page via the SCHEDULE page, a
UNIT page, or ASSIGNMENTS/GROUP pages, and so on.

Decision trees: a label was assigned based on students’ actual access of a lecture video
compared to its scheduled date. A decision tree was illustrated to identify students’ use
of the video in four types:

ON TIME: a lecture video was first visited on the scheduled period (week)
EARLY: a lecture video was first visited earlier than the scheduled period (week)
LATE: a lecture video was first visited later than the scheduled period (week)
REVIEW: a lecture video was visited again after the scheduled period (week)

Clustering analysis: Students’ video viewing behavior was identified with clustering
technique. Students were grouped based on when the type of viewing videos (on time,
early, late, or review).

2.4 Variables

Variables were defined below, based on students’ usage records, learning satisfaction
from the course survey and their final grades. Descriptive and inferential methods of
analysis were employed, including ANOVA and correlations, in hypothesis testing with
the alpha level set to 0.05.

USER_ID: a unique identifier of a student’s usage record on the Blackboard server
SESSION_ID: The unique number assigned when a student accessed the course site
VIDEO_HITS: The total number of hits on a lecture video per student per session
VIDEO_ACCESS: The type of access video (early, on time, late, review)
DATE: The date of accessing a lecture video
SATISFACTION: Students’ self-evaluation of their satisfaction level on a 6-point
scale, with 1 (Strongly Dissatisfied) to 6 (Strongly Satisfied)
GRADE: Students’ final grade score ranged from 1 to 100
GROUP: Students’ behaviors of video use were grouped, a result of K-Means clus‐
tering analysis with SPSS 22.2 version.

3 Results and Discussions

A total of 20 students (87 % response rate) voluntarily participated in this research study
in Fall 2014. The majority of participants were female (19) and one student was male.
Four were juniors (20 %) and 16 were seniors (80 %). Only three were new to online
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learning, while 17 (70 %) students had taken at least one online course before. Students’
usage of content materials was collected from August 20 to December 17, 2014. In total,
30,236 records were extracted from the ARS. After the cleaning and pre-processing
steps, 2016 unique sessions associated with 20 subjects’ learning activities were
retrieved. Within them 1488 video access counts were identified.

All 76 lecture videos were accessed, ranging from 8 to 62 hits. Participants who
accessed the lecture videos varied, ranging from 2 to 199 (hits) which indicated that
some students did not use most of the lecture videos. Participants reported that they were
quite satisfied with their learning (m = 5.2), based on their answer on the course survey.
No one dropped out of the course, and their final letter grades included 7 A’s, 7 B’s,
5 C’s, and 1 D. With the Pearson correlation analysis, students’ video access were stat‐
istically significantly related (SSR) to their satisfaction level (r = .70, p = .001), final
grades (r = .72, p < .001), and total session numbers (r = .70, p = .001).

3.1 Students’ Learning Behaviors

This study was interested in students’ learning behaviors in a course that offered a
supportive learning environment with streaming lecture videos, assignments, and activ‐
ities. The first research question explored how students learned in this online course
when they had control of their study schedule and access to content materials. Learning
analytics revealed three types of video viewers based on whether they watched videos
on time, early, or late, or for reviewing purposes.

Adaptive Viewers: Two participants (10 %) did not stick to the course schedule to
watch videos. They actively used videos when they needed.
Self-regulating Viewers: 11 participants (55 %) followed the course schedule to watch
most lecture videos.
Infrequent Viewers: Seven participants (35 %) rarely watched lecture videos over
the course of the entire semester.

Table 1 explains how participants used lecture videos and accessed videos (in hits).
Results indicated that not all students took advantage of streaming lecture videos to
support their learning. Thirty-five percent of students seldom used lecture videos and
most students did not make up a missed viewing. The late views were only 28 video
hits; apparently, if participants did not watch a lecture video in the assigned week, they
seldom made it up as a late viewer.

Table 1. Descriptive statistics on the numbers of video views in three groups

Viewers n ON TIME
(Hits)

EARLY
(Hits)

LATE (Hits) REVIEW (Hits) Video access
(Hits)

Mean (SD) Mean (SD) Mean (SD) Mean (SD) Mean (SD)

Adaptive     2 64.5 (23.3) 66.0 (19.8) - - 22.0 (31.1) 152.5 (74.2)

Self-regulating 11 82.9 (22.9)     6.1 (8.8) 2.3 (1.6)     9.1 (10.3) 101.3 (17.7)

Infrequent     7     8.0 (4.9)     1.1 (1.7) 0.6 (0.6)     0.1 (0.4)         9.9 (5.4)
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3.2 Comparisons of Learning Outcomes in Three Groups of Video Viewers

Another research question was concerned with how students’ learning outcomes (e.g.
satisfaction and final grades) were associated with their video usage. A one-way
ANOVA revealed statistically significant differences (SSD) between the three groups
of video viewers for satisfaction level, final grades, and the total session numbers, as
shown in Table 2. Post Hoc analyses using Fisher’s Least Significant Difference (LSD)
test revealed that Infrequent Viewers were significantly lower on all three measures as
compared to Self-regulating Viewers and Adaptive Viewers.

Table 2. The ANOVA of students’ learning satisfaction, final grades, total sessions, and lecture
videos

Viewers n Satisfac‐
tion**

Final
grades **

Total * sessions Lecture hand‐
outs (Hits)

Quizzes
taken
(Counts)

Exercises
completed
(Counts)

Mean (SD) Mean (SD) Mean (SD)

Adaptive     2 5.5 (.71) 95.1 (7.4) 130.5 (29.0) 16–123 15 21

Self-regu‐
lating

11 5.6 (.51) 89.6 (6.9) 109.7 (29.3) 57–229 14–15 16–21

Infrequent     7 4.4 (.79) 77.0 (8.9)     78.4 (14.0) 81–243 11–15 12–21

**: p < .01 *: p < .05

Among the three groups Infrequent Viewers displayed the greatest diversity in their
learning behaviors. For example, one Infrequent Viewer took all 15 quizzes but skipped
a few graded exercises (assignments and group activities). One completed all 21 graded
exercises, but did not take all quizzes. A few of Infrequent Viewers did not complete all
quizzes or graded exercises. They used the lecture handouts quite a lot, but there was
no SSD found in using lecture handouts among three groups. Overall, Infrequent
Viewers’ learning satisfaction level was still relatively high with an average of 4.43.
Within them there was 1 A and 1 B final grade.

3.3 Limitation: Visit Hits Versus Time Spent on a Video

Video access was defined by the numbers rather than time spent on a video in this study.
Two reasons supported researchers’ decision. First, the Blackboard database table did
not save time data whenever users clicked on a URL and subsequently went to a new
browser window. Thus, TIMESTAMP could not reflect a student’s actual time spent.
Second, the course design allowed students to decide when and how they used the
content. Students could choose to watch a video completely or only watch part of a video
by clicking on the “slides” in the table of contents (TOC) of the video. Each click indi‐
cated their intention to watch a video. Using the number of visits (hits) for a video
overcomes a limitation of data collection on Blackboard Learn.
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3.4 Conclusion and Future Work

In contrast to other studies, this study did not merely focus on login counts or time-spent;
instead it evaluated students’ self-directed use of course videos. By combining EDM
and survey data, this study has provided a clear picture of students’ study strategies and
learning behaviors in an online environment. Results suggest that if a course design
provides students with the ability to control their learning activities, individual differ‐
ences in learning behaviors can be observed. Researchers interpreted students’ behaviors
based on their frequency of accessing videos instead of the time spent viewing videos;
as a result, three types of learning behaviors were identified: Adaptive, Self-Regulating,
and Infrequent viewers. Analyses indicated that the use of streaming lecture videos had
an impact on students’ learning performance and final grades. Students who accessed
the lecture videos more frequently had a higher level of learning satisfaction and better
grades as compared to those who did not.

Future work is planned to increase the sample size of participants as well as extend
this study to other disciplines in online education. Increasing sample size can validate
the learning analytics approach that was used in this study. Collecting data from courses
in different disciplines help guide the creation of a general model of course design that
can further elucidate students’ learning behaviors in online environments.
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Abstract. Teachers’ knowledge and skills have a great impact on students’
learning outcomes. Teachers’ vocational training has been a research topic in
technology-enhanced learning for years. The Go-Lab project aims to engage
school students with STEM topics by bringing online laboratory experiments
based on inquiry learning approach into the classroom. In Go-Lab, teachers’
knowledge and skills in inquiry learning with online labs are important. Thus, we
have launched the Go-Lab Tutoring Platform, a social tutoring platform for
teachers’ expertise sharing and community building through virtual tutoring
sessions. In this paper, we present the first rollout results of the tutoring platform
based on five teachers’ training events. We explore the practical activities for
efficient knowledge sharing between teachers and pedagogical experts, in order
to build up teachers’ community.

Keywords: Tutoring platform · Lifelong learning · Professional training ·
Community building · Web-based learning · STEM study · Technology-enhanced
learning

1 Introduction

Professional skills and competence development are connected to collaborative activi‐
ties in a community. A good community of practice is vital for individual’s skill and
competence acquisition [7]. In schools, students acquire knowledge and develop skills
in learning groups. Meantime, school teachers exchange and share teaching experiences
in order to improve their teaching skills. Teachers’ communities are built up through
project collaboration work or training, in which the teachers share their knowledge and
skills.
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This requirement of community building is also demanded in the research project
Go-Lab (Global online science labs for inquiry learning at school)1 within the European
FP7 program. The Go-Lab Portal2 has been developed to host online labs and inquiry
learning spaces for school teachers who teach science, technology, engineering, and
mathematics (STEM) [3, 4]. The teachers select appropriate online labs and learning
applications and prepare inquiry learning spaces (ILS)3 for school students between 10
and 18 years old. Thus, teachers’ skills and knowledge in STEM as well as inquiry-based
teaching techniques have an impact on school students’ STEM learning using online
labs. Previous research shows the lack of school teachers’ ICT skills [1, 6]. Professional
development measures need to be taken to improve these skills.

Beyond the Go-Lab Portal, pilot schools are selected and assisted in realizing
inquiry-based activities, in order to support teachers’ professional skills acquisition.
Many teachers’ contests and online events are organised together with some offline
activities, such as Go-Lab summer schools and workshops. However, it is hard to build
the Go-Lab teachers’ community only through the on-site workshops. Teachers need a
channel to talk with Go-Lab experts and with each other.

The paper presents the Go-Lab Tutoring Platform prototype with the organized five
tutoring sessions for teachers to support teachers’ professional training and their
community building. The use of the tutoring platform is ongoing and further sessions
and surveys will be conducted in future. This paper presents very promising results from
the early sessions.

2 The Go-Lab Tutoring Platform

The Go-Lab Tutoring Platform aims to support teachers’ professional training, as one
of the main hubs of communication in the Go-Lab community. More conceptual and
technical details can be found in [2, 5]. The users (who can be Go-Lab experts, school
teachers, and other interested parties) create user profiles to describe their expertise and
their skills. The users offer online training events to each other. In this case, the user
organizing a training session becomes a tutor. This way, teachers obtain expertise from
the experts and from each other. Tutors’ reputation can evolve based on social ranking
and commenting by other users. The ranking of the tutors may influence teachers’ deci‐
sion about selecting particular tutor’s help. For example, tutor’s help session will not be
booked by teachers if the tutor receives poor ratings. All webinars and tutoring sessions
employ Google Hangouts4, which is used instead of developing a video-chat tool from
scratch. Successively all functionalities of Google Hangouts are in use, including Ques‐
tions & Answers and a chat room (cf. Fig. 1).

1 The project homepage: http://www.go-lab-project.eu.
2 The Go-Lab Portal: http://www.golabz.eu.
3 Inquiry learning spaces (ILS) are learning environments that can contain labs, learning resources

and apps to enable inquiry-based learning.
4 Google Hangouts: http://www.google.com/+/learnmore/hangouts/.
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Fig. 1. A tutoring session (Google Hangouts)

The platform is self-organized. Each user in the Go-Lab Tutoring Platform (e.g. an
experienced teacher) is encouraged to offer a tutoring session to teachers. We avoid
using pre-defined roles to differentiate a teacher from a tutor in the platform.

3 Tutoring Sessions for STEM Teachers’ Community

The Go-Lab project offers a set of services to support the Go-Lab pilot teachers and
build the Go-Lab teachers’ community around them. Aside from supporting the Go-Lab
pilot teachers, the community tools aim to foster interaction between teachers and
encourage them to exchange ideas and share their experiences. Meanwhile, the commu‐
nication between teachers, Go-Lab experts, and online lab owners is also encouraged.
To further support these interactions, Go-Lab experts, lab owners and teachers are all
invited to participate in the social tutoring platform by offering and taking part in the
tutoring sessions.

The first four tutoring sessions were offered solely by the Go-Lab experts on the
tutoring platform, in order to tackle specific needs of the teachers like creating ILS and
publishing them in Go-Lab Inquiry Learning Platform. The first two sessions were
organized in the framework of the Go-Lab 2015 contest5. They aimed to demonstrate
the Go-Lab Portal (Go-Lab Repository and Go-Lab Inquiry Learning Platform) to the
contest participants. The sessions helped the participating teachers prepare their submis‐
sion entries for the contest.

The first tutoring session (Feb. 13th) targeted at teachers who had also attended the
2014 Go-Lab summer school. New features of the Go-Lab Portal were demonstrated,
e.g. how to publish ILS which the teachers had prepared during the summer school.

5 Information about the contest: http://www.go-lab-project.eu/teacher-contest.
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The second tutoring session (Feb. 26) was the first webinar for Go-Lab contest
participants, a recorded session through Google Hangouts on Air6. The Go-Lab experts
demonstrated to the participants how to publish their work in the Go-Lab Portal.
Teachers asked about Java-enabled labs, how to use the inquiry space authoring plat‐
form, reuse resources in Moodle etc. The questions were well clarified in the session.
Moreover, the teachers did not check the tutorials available in the Go-Lab Portal, but
they chose to directly ask the tutors for support. After this session, participants sent fewer
e-mails to ask for help on publishing their ILS.

The third session (Apr. 13th) was organized in response to contest participants’ e-mails
requesting help in publishing their inquiry spaces. This session aimed to help the devel‐
opers figure out the real problems the teachers have encountered during their ILS
publishing process. Two technical experts took the tutor role: one for the Go-Lab Reposi‐
tory, the other for the Go-Lab Inquiry Learning Platform. Five participants joined in, while
two of them addressed their questions very frequently during the session. This session
managed to solve some technical problems related to the portal for the participants.

The fourth session (Apr. 15th) entitled “How to use Golabz Tutoring” was offered
by the tutoring platform technical experts to help participants use the tutoring platform
itself. The participants have addressed questions about the Go-Lab Portal instead of the
tutoring platform. It showed that teachers grasp the opportunity to talk with the tutors
about their use of the Go-Lab Portal and the problems they have met with.

After the Go-Lab experts offered the four sessions, a Go-Lab pilot teacher from Spain
initiated a tutoring session entitled “Stage Conceptualisation Terminology in Interac‐
tive” on Apr. 27th, 2015. This teacher was active in the offline Go-Lab community by
attending different events. She initiated a tutoring offer after she attended one of the
previous sessions. She was supported by the project’s team in order to prepare her session
on inquiry learning methods. The recorded video reached 20 views as of middle of
August 2015. As an ICT teacher, she has got some problems with the Google Hangouts,
since it was the first time for her to use this Google service.

4 After-Session Survey Results

Based on the five tutoring sessions, we organized an online survey for ca. 15 min
consisting of nine questions using Google Form7. There were 26 unique users who
attended the sessions in total (some users attended more than one session). Among them,
there were teachers active in attending the Go-Lab contests and summer schools (except
four users). Thirteen of the teachers also registered in the Go-Lab Portal in order to
publish their ILS.

Most of the teachers graded the tutoring platform as “easy to use”, with four teachers
saying “very easy” (30.8 %), four “easy” (30.8 %), and three “average” (23.1 %). Only
two out of thirteen graded the use as hard (15.8 %). Eight teachers confirmed the help‐
fulness of the tutoring platform for their further use of the Go-Lab Portal. This moderate

6 Google Hangouts on Air: http://www.google.com/+/learnmore/hangouts/onair.html.
7 The survey is available at http://goo.gl/forms/rDexYxiSdY.
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reply reflects that the visibility and the usability of the tutoring platform still need some
improvement. We conclude that a user-friendly easy-to-use tutoring platform could
encourage more users. In addition, most teachers were not familiar with Google Hang‐
outs, which could lead to some negative rating of the easiness of the tutoring platform,
though we observed the participants using the platform more smoothly in the latter part
of the tutoring sessions.

There was also a question on the incentives to help other teachers, which reflects the
interactions among teachers’ communities (see Fig. 2). Eleven teachers rated both of
the questions “Tutors get other tutors’ help sessions in return” and “Any user has the
opportunity to become a tutor” as appropriate and very appropriate. Ten teachers agreed
with the statement “teachers like sharing their experiences”.

Fig. 2. Teachers’ opinions on the incentives to motivate them help other teachers

Via the tutoring sessions on the Go-Lab Tutoring Platform, the teachers often
contacted the Go-Lab team. They wrote e-mails and used the tutoring platform and the
Go-Lab Portal more frequently. Although the results are still limited due to the small
number of participants, it is important for us to use the platform to support community
building at its early prototype development phase.

5 Conclusions and Future Work

With the launch of the prototype of the Go-Lab Tutoring Platform, we have hosted five
tutoring sessions with 26 teachers. The preliminary results show that the tutoring plat‐
form encourages teachers’ interactions and community building. From the session
booking and session attendance data, we have identified the teachers being active in both
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the Go-Lab Portal and the tutoring platform. More important, cross-platform compari‐
sons help us learn more about the Go-Lab community building. We have tracked those
users’ roles and activities in Go-Lab offline events, e.g. the contest. In total, 35 Go-Lab
Contest participants have created an ILS in the Go-Lab Inquiry Learning Platform.
Around 10 ILS have been published in the Go-Lab Repository by the tutoring session
participants.

The tutoring platform also helps the Go-Lab team explore the deficit of knowledge
by new users and support their skill development. Since the teachers come from different
countries across Europe, some teachers faced communication problems due to the lack
of English language skills. The participating teachers were not familiar with Google
services. We noticed that their skills in using the Go-Lab Portal grew via the sessions.
The teachers have requested more tutoring sessions. The teacher who gave her own
session showed her initiative and engagement for community building.

The current results are promising, while the research still need be further conducted
with more sessions and more participants. Teachers’ community building is a complex
task. In future, more research will be done to compare the activities of the participating
teachers in the Go-Lab Portal and on the Go-Lab Tutoring Platform, as well as in the
Go-Lab offline events. Teachers having different ages and teaching backgrounds may
act in a different way in the communities, which also needs exploring. Above all, further
tutoring sessions are in plan to attract more teachers’ participation.
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Abstract. In order for students to complete their bachelor, master and Ph.D.
theses they need feedback, cues, guidance and supervision. Common problems
perceived by students are too little instructions as well as infrequent and insuffi‐
cient supervisor feedback. At Stockholm University, the SciPro (Supporting the
Scientific Process) system has been developed to tackle these problems. This
paper describes, analyze and discuss the interaction between students and super‐
visors using the SciPro system. The results show high level of interaction between
students and supervisors in the thesis handling process. However, six special
groups of needs were identified: support for (1) language(s), (2) research methods,
(3) self-study, (4) creativity, (5) “How to write”, and (6) inspiration and motiva‐
tion. The collaborative stage of group-supervision may be one possible way to
deal with the different type of support for the process of managing student theses.

Keywords: Supervision · Learning support system · Scipro

1 Introduction and Aim

The development of different kinds of Learning Management Systems (LSSs), for higher
education has dramatically increased. Many university and college institutions require
LSSs to ensure that the learning processes meet the learners’ demands and higher educa‐
tion purposes. Even though different kinds of ICT solutions have been suggested in
education, specific and sufficient structured resources for thesis courses at Bachelor’s
and Master’s levels is generally lacking. It is true that learners may have access to
different kinds of LSSs, virtual learning environments, blogging and wiki engines, and
other online resources as well as Facebook groups handling group work. However, there
is a need for structured e-resources, made for, directed or adjusted to the thesis courses,
in order to support learning process with less instructors’ involvements and improving
students’ individual and independent learning process. In most of the institutions
courses, learning still rely much on instructors’ teaching and guiding. This also concerns
the thesis courses that reflect and provide the same opportunities but also have similar
problems and barriers as a distance course [1]. Most problems deal with finding relevant
information in the right phase of the thesis process and in that way act independently in
their work. Also, the consequence is that teachers and supervisors need to spend a lot
of time to administer these resources. In order to reduce these problems, the department
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of Computers and Systems Sciences, at Stockholm University, has developed a LSS,
called SciPro (Scientific Process). SciPro is a support system for the thesis courses to
facilitate independent information access to a set of structured e-resources as well as
providing structured step-by-step stages for the students during the thesis project. The
aim of this study is to describe and discuss the interaction between students and super‐
visors using this system.

2 Learning Support System (LSS) – SciPro

The SciPro system supports students, supervisors and administrators in many various
ways, such as a peer review system [2], the Idea Bank and matching process and the
conceptual design of SciPro [3]. However, the focus in this article is about the student
interaction. Students interact with content in SciPro such as basic instructions in texts
and videos about the thesis process, requirements and a frequently asked question
section. This information relieves the supervisor from communicating many hours of
basic information to the student. Templates for thesis layout and templates for opposition
reports in two language versions (English and Swedish) are also easy available for the
students. The “SciPro projects” provides supervision support for each unique thesis and
Fig. 1 below, illustrates some basic interactions provided by the system. Initially the
student post a thesis idea in the online Idea Bank and a supervisor select this idea and
thereby the student for supervision, or the process is reversed, that is, a supervisor post
a thesis idea in the Idea Bank and a student select this idea and are matched with that
supervisor. Normally, the connection between student and supervisor is based on a
mutual interest, the thesis idea. This matching takes place before course start. When the
course start, a first meeting, the first course week is mandatory. There are checklists for
what to be communicated in the first meeting and there are checklists for student and
supervisor to guide through the whole process. A particular kind of checklist is the
‘Milestones’, these are sub tasks for each student to do in order to complete their thesis
course.

Fig. 1. The SciPro thesis management system.
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For instance, they have to do peer reviews, facilitated through the system, and be
active participants at two final seminars, do a written and oral opposition on another
thesis at a final seminar. The system supports this with instructions, templates and auto-
semi-auto check of these milestones when done. The supervision overview contains a
summary graph of answered checklist and a progress bar of how many milestones are
done. Most of the students at the department are campus students and the SciPro system
adds value as the major ICT part in a blended learning mode of education. Users prefer
to manage all their communication and administration via forum messages, to files, final
seminar administration, anti-plagiarism control and grading. SciPro standardize the
initial phase, allocation of supervisors (matching), and the final phase, the grading
process, but not they journey from the start to finish. The communication between
supervisor and student is basically up to the two interacting persons. There are differ‐
ences on how supervisors decide to use SciPro. In order to provide a view on how
different these supervision strategies can look like, we will describe two use cases of
supervising and discuss how SciPro was used through using the concepts reflection on
action and reflection in action [4]. Reflective practices is now common within the
education field often combined with action research [5–7].

3 Two Case Scenarios

These two case scenarios covers totally 38 bachelor and master students and Table 1
shows the overall percentage of thesis completion.

Table 1. Percentage of completed thesis during spring 2015 for 2 supervisors

2015 thesis
completion

Supervisor 1 (25 students) Supervisor 2 (13 students)

Master (12) Bachelor (13) Master (1) Bachelor (12)

30 % 1 – – –

50 % 4 2 – 2

70 % 2 2 – 2

90 % 1 4 – 2

100 % 4 5 1 6

Use Case Scenario I. The first step is to book a meeting the first week with all new
students for a face-to-face seminar. During that meeting upcoming seminar is booked.
In addition to the face-to-face seminars, I respond asynchronously via SciPro Forum
and book individual meetings as well as use distance technology for synchronous voice
interaction. SciPro provides notifications to my e-mail if students post something in the
SciPro forum or add files etc. This semester I have had 595 notifications and provided
the same number of written feedback messages to students in the SciPro forums for each
thesis project either direct via my e-mail (e-mail SciPro reply) or as logged in SciPro.
Total number of asynchronous interactions via SciPro is about 1200 during the semester.
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This course period I have had ten face-to-face seminars of about total 30 h, six individual
face-to-face meetings, four Skype supervisions and nine face to face final seminars, a
total of 13, 5 h. In three final seminars participants have been participating via Skype
from different countries. For each thesis an external reviewer is assessing the thesis
quality in two stages, as rough draft and if it is ready for final seminar (fulfilled all grading
criteria). The communication between reviewer and supervisor is internal in SciPro. This
means that for 25 students at least 50 interactions will be taking place between reviewer
and supervisor. Then the grading interaction will be conducted meaning another 25
interactions at least, between both grading professors. This means that student get a lot
of feedback in a structured way, both in an informal and highly formal way. Generous
time needs to be allocated initially when students are exploring options and deciding on
problem, research question, and methods. This process is best done face to face and with
peers in a brainstorming and informal way. Once the project design is in place, interac‐
tion can be conducted via written feedback and with the instructions, guidelines and
support already provided by SciPro. At the second phase students get feedback from
their peers by using the peer review functionality in the system. Two peer reviews
(mandatory) for each student are required. No supervisor time is needed to facilitate this
process. I also include co-supervisors in the supervision. Their role and contribution
varies a lot, some do it as part of their lecturing, others as volunteers only because it is
a topic they are interested in, others are external to the university and are included in
order to create a participatory approach. They providing expert knowledge, contextual
information or by providing “preventive supervision”.

Use Case Scenario II – Group and Individual Supervision. This model characterizes of
a focus on blending of group and individual supervision. Since I have a strong research
agenda and suggested a set of topics for the Idea Bank to be used in the matching process.
From that pool students select topics that may want to use for their thesis. However, the
students themselves may also develop their own topics for thesis projects. Each topic
heading is followed by a short description and specific requirements if needed in order
to be able to fulfill the task. The description also includes other aspects that may be of
importance for both the supervisors and the students, linked to the topic. In my model,
most students did choose one of my topics.

In my model, we follow the supervision process of 4 groups with similar topics.
I started with a first group meeting. The reason for this is to more effectively handle
basic administrative issues at the same for all students. A first group supervision is also
beneficial in creating awareness between supervisor and students regarding research
area chosen. This may hopefully lead to that the students initially share information and
knowledge [8] with each other. In this case, I used a supervision strategy that involved
four meetings once a week, in which all four pairs of students participated. This is to
give the students a good and firm base before they set out on their own research process.
During the first meeting I the overall writing process was discussed as well as the
different milestones involved in thesis process. I also declared what I expected from the
collaboration with the students and gave written instructions and documentations for
progressing through the thesis process. Each student also gave a brief overview of the
topic, upon which I gave a first verbal feedback. As described above, SciPro provides
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notifications if students or the reviewer post something in the SciPro. I have had 91 such
notifications with approximately the same number of responses. The main task of the
second meeting was to discuss the topic, the problem and the research question and
narrow it down to a realistic and doable level and to provide a full project plan. All other
participants were invited to comments and discuss. Alternative research strategies and
suggested readings were also discussed. During the third meeting, the students presented
an extended and elaborated plan and an outline of the “rough draft” ready for the first
review. This is an important milestone, since the rough draft should contain a readable
version of the introduction, the problem and the research question and a description of
the intended methods of collecting and analyzing data. The students may during this
meeting argue and reason for their choices. In the fourth and last joint and collaborative
meeting, the goal was to finalize a final version of the “rough draft”, since this is a
‘threshold’ stage. The supervisor and an examiner have to approve the outline and if
approved, the student can proceed with the study. At this stage, I start to supervise each
thesis individually. The main reason is that, based on my experience, each work have
reached such a specific level of independency as regard to focus of topic, theory use and
utility of methodology, that it is better that I supervise them one by one hereafter. The
students now manage the thesis work more by themselves and the feedback is now given
individually. At the end of the project process, when I, as supervisor, and the examiner
have approved it, a final seminar is created and the thesis is uploaded to SciPro to be
read by the opponents. After the defense of the thesis, the students have the possibility
to make minor adjustments before the final grading is done.

4 Discussion and Conclusion

Based on the two different models of thesis supervision, SciPro system adds value when
it comes to the management and supervision of bachelor and master theses. It is now
possible to supervise more students, but also increase the quality of the end product, the
final thesis. One important step is the matching of students and supervisors based on
research topics/ideas. This provides a strong motivation and provides the necessary
personal driving force for both parties. Since students get most basic information through
the SciPro system, engaged and motivated supervisors as well as students, is an essential
aspect. As seen in the case descriptions the IT support system does not reduce the level
of interaction with the supervisors, on the contrary, there is probably more interaction
now than before the system was introduced since the communication is more focused,
aligned to course objectives and faster. So, what issues are problematic? We experience
a very heterogeneous student group nowadays; international, different backgrounds and
different pre-knowledge, and different personalities. The same is true for supervisors.
A general observation is that the students who are requiring the least supervision are the
fastest and often perform well at the end. Who these are, is evident very early in the
seminars. The self-study information in the system makes these students very inde‐
pendent once they have the general approach and project plan in place. There are other
students that are not that fast. In fact these students might be the most innovative, dedi‐
cated and interesting. However, they are not progressing in the same speed as others,
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reasons could be (1) not enough language skills (foreign mother tongue), (2) not enough
pre-knowledge about research methods, (3) not used to independent work, (4) not used
to a creative work style; creating own ideas, critical and creative analysis, (5) not used
to writing, and finally (6) unmotivated students. Based on our observations, we can
extract six categories of students, who might need other types of support in their thesis
work. To start with these special needs groups has to be identified early in the process,
and pro-active interventions implemented in parallel to the standard supervision. We
suggest a refined thesis process to include a pool of dedicated supervisors who supports
the six identified special needs groups and that tools, instructions and special seminars
are designed for these groups. If special needs support could be implemented more
students will finish their theses in time, and thesis quality will improve to the benefit of
students, supervisors, the department and the society as a whole. A mean to accomplish
that is to utilize collaboration [9] and information/knowledge sharing through group
supervision among supervisors and students. Utilizing the group-supervision model and
strategy for also calls for a shift in practical and pedagogical procedures. For example,
the knowledge hand-over between students in the group as well as between supervisors
and students could be beneficial in several ways: each student gets an information update
from both fellow students and supervisor, they learn about resources and references from
others, they can discuss about the application of different data collection and analysis
methods. This way the students get both peer reviews/feedback and feedback from the
supervisor during the meetings. This also shows that the group-supervision also is a
learning process in itself.
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Abstract. Even without rigorous empirical research, we know that some
teachers are more effective in their teaching approaches than others. We can
hypothesise that part of their success can be attributed to the pedagogical methods
or scenarios they use, and that these scenarios could also be re-used by other
teachers. But it is quite complicated to describe good teaching practices, methods
and approaches so that these can easily be adopted by other teachers. Today,
several different tools and methods exist for describing and sharing effective
pedagogical scenarios, but their biggest disadvantage is a low rate of acceptance
among teachers. The paper provides an overview of the state of the art in the
domain of software tools for building and sharing pedagogical scenarios, using a
two-dimensional analytic framework. As an outcome of this analysis, design
guidelines for an alternative scenario-building tool are proposed.

Keywords: Pedagogical scenarios · Pedagogical scripting · Design-based
research

1 Introduction

Technology and social media have not only become a part of school life, but have also
begun to have a significant effect on the forms and methods of teaching and learning.
Traditional pedagogy that is focused on a transition of knowledge is not always effective
in the modern changing world [1] because it leads to isolated knowledge, which is
difficult to apply in contexts outside of school [2]. A teacher is no longer the only source
of knowledge and information for a student [3]. Therefore, it is self-evident that teachers
should change both their teaching strategies and their activities related to teaching. But
despite of the availability of modern technology in the classroom, and a generous amount
of educational web resources that can support teaching and learning, large-scale uptake
of educational innovation is hindered by a number of barriers, one of such barriers being
teachers’ “resistance to change” [4]. Even well prepared educational reform initiatives
often fail to achieve the intended results in changing teacher pedagogical practices [5].
Various studies [1, 6, 7] have demonstrated that one possible key to successful educa‐
tional innovation is timely pedagogical guidance for teachers on designing the learning
activities with ICT and using new learning environments. Even if some innovative
teachers successfully adopt the new approaches and methods, disseminating innovative
teaching practices to the majority of teachers is not a trivial task, and the modification
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of existing teaching and learning practices remains one of the most difficult challenges
in the domain of education today [7].

Therefore, this paper focuses on the following research problem: how can good
teaching practices, methods and approaches be described and adopted by other teachers?

To address this problem, we provide an overview of the state of the art in the domain
of software tools for building and sharing pedagogical scenarios, followed by a critical
analysis of these existing tools that leads us to stating the design guidelines for a new
online tool for describing and sharing pedagogical scenarios. But first, we will give a
brief historical overview of the approaches to reusable pedagogical designs.

2 Re-usable Pedagogical Designs: An Historical Overview

In the 19th century, the German philosopher Johann Friedrich Herbart, pointed out the
importance of instruction in the formation of representations [8]. According to Herbart’s
instructional model process, instruction consists of four phases: clearness, association,
system and method. His four-step model was one of the first systematic approaches to
teaching and has been used in various forms by educators for many years. Later, Robert
M. Gagne developed the idea of task-skill hierarchies that provide guidance through
sequencing [8]. With Leslie Briggs, Gagne developed a theory of instruction [8] where
they indicated nine events in instruction that support the learner’s internal process.
Different combinations and sequences of these instructional events can be implemented
as the main structural elements when describing reusable pedagogical scenarios in a
narrative, yet well-structured form of lesson plans.

In 1983, M.D. Merrill and his associates developed a scientific and practical instruc‐
tional development guide [9] designed to clarify and extend the Gagne-Briggs theory
[8], which is called “Component Display Theory” (CDT). CDT provides the needed
operational procedures for an instructional designer to use in the process of developing
effective and appealing instruction practices [9]. None of the pedagogical design frame‐
works described above have been supported by relevant software applications.

Based on our own observation data gathered from a large number of in-service
courses for Estonian teachers, we claim that most teachers still work with the guidance
systems from pre-computer era, such as those described above. To be able to design,
implement, study and share innovative pedagogical approaches using ICT successfully,
teachers need a new framework and corresponding software tools.

3 The Concept of Pedagogical Scenarios

As it happens often in educational sciences, there exist several competing vocabularies
for describing pedagogical scenarios or designs, among others: instructional designs,
didactic designs, pedagogical scenarios, learning scenarios, learning stories and scripts.
We have tried to understand and define the differences and similarities between these
vocabulary sets, searching for a common ground and harmonized view.

A teacher’s task is to create conditions for learners that will facilitate them in the
learning process. To facilitate specific types of sense-making, interaction and collaborative
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activities, Schneider et al. [1] suggested the creation of pedagogical scenarios. According
to this, the main building blocks of a pedagogical scenario are the student activities medi‐
ated by various artifacts (blackboard, textbook, maps, presentations etc.). Schneider et al.
define a pedagogical scenario as an orchestrated sequence of learning activities [1]. It is
very important to note that a pedagogical scenario should be compiled in a generic and de-
contextualized manner, allowing re-use by different teachers in the context of various
school subjects, age groups and lessons topics. Every teacher can derive several contex‐
tualized learning scenarios from one generic pedagogical scenario. Hereby we define a
learning scenario as guide for learners that directs and supports their learning, regardless
of the learning environment (virtual or physical). It consists of the list of the activities that
students are expected to follow and the resources they should use. In the field of computer-
supported collaborative learning (CSCL), such scenarios are called scripts [10], defined as
“a story or scenario that the students and tutors have to enact, as actors enact a movie
script” [11].

It is also known that teachers already describe sometimes their own successful
teaching practices and experiences through personal blogs or in forums/journals main‐
tained by professional communities. We call such descriptions that are composed after
the learning event, in a narrative and reflective manner the learning stories [12].

Based on the literature review summarized above, we have mapped the key concepts
associated with learning scenarios in the form of a concept map (Fig. 1).

Fig. 1. Relationships between the concepts of a pedagogical scenario, learning scenario, learning
story and script

Learning scenarios can be used not only for disseminating innovative teaching and
learning practices among teachers (top-down approach), this construct is also useful
when analysing and generalizing the learning stories of students and teachers (bottom-
up approach).
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4 Review of Existing Software Tools and Services

The issue of making creation and sharing of innovative pedagogical scenarios more
systemic and helpful for teachers has been addressed by several software development
projects within last two decades. This chapter provides a short comparative and critical
analysis of existing scenario building tools.

The most traditional formalisations of pedagogical scripts are templates that should
assist an (inexperienced teacher) in writing narrative pedagogical scenarios in a struc‐
tured manner, e.g. lesson plan templates. There are some software tools that include
such templates: for example, Lesson Plans1 or Lesson Builder2. The similar toolkit
Scenario Development Environment (SDE) was developed during the iTec project, with
a view to helping teachers design and change their teaching practices [13].

There also exist several other structured approaches to describing, documenting and
analysing pedagogical scenarios. We will describe a few of these below.

IMS Learning Design (IMS LD) is a technical specification of a meta-language for
describing learning designs in a machine-readable format (e.g. XML or RDF). The main
rationale behind IMS LD is to provide a framework of different elements to describe
any design of the learning process in a formal way [14]. There exist several software
tools for producing and sharing formalized pedagogical designs fully compatible with
IMS LD specification, e.g. ReLoad, ReCourse and Prolix.

Conole and Fill [6] have created an online learning design toolkit that could be used
for three main purposes: as guidance to support practitioners in the creation of activities;
as a collection of existing learning activities and practices; and as a “mechanism for
creating meta-models for e-learning” [6]. This tool is not available today.

One of the most popular tools in this niche is the Learning Activity Management
System, or LAMS, which provides teachers with a visual environment for creating
sequences of learning activities. LAMS enables users to determine learning pathways,
monitor the activities of learners, and most importantly to adapt the learning sequences
of other educators [15]. LAMS is loosely compliant with IMS LD, and it has been inte‐
grated into learning management system Moodle.

Bower et al. [16] claimed that tools such as LAMS and the Learning Management
Systems (LMS) did not require the teacher to consider the pedagogically important
aspects of the learning design process, making it difficult to implement activities that
facilitated innovative teaching approaches. To address these issues, they developed a
software application - Learning Designer.

Based on the fact that the adoption of tools for creating a learning scenario by teachers
is still low, Sobreira and Tchounikine [17] recently presented an innovative approach
to designing pedagogical scenarios – the table/tree pivotal model approach. Based on
this approach a simple model – the T2 model – was designed. The main task of this model
is to provide a base for creating and editing scripts.

We have outlined the descriptions of various tools for describing, planning, preparing
and sharing learning activities including: Lesson Plans, Lesson Builder, The SDE,

1 http://lessonplanspage.com/.
2 http://thelessonbuilder.org/welcome.

254 M. Kurvits et al.

http://lessonplanspage.com/
http://thelessonbuilder.org/welcome


DialogPLUS Toolkit, LAMS, Learning Designer and the T2 model. In this chapter we
will compare these tools in a different way. First of all, we have analysed the existing
tools on the basis of a two-dimensional framework (see Fig. 2). The framework identifies
two key dimensions: the way of representing the scenario (either an unstructured narra‐
tive, or a visual, structured view of the scenario); and the purpose of the tool from the
perspective of its scenario (a learning scenario as guidance for students that directs and
supports learning, or a pedagogical scenario that guides and support teachers in their
creation and sharing of innovative practices).

Fig. 2. Classification of the tools

The vertical axis separates the intended user for whom a scenario is created, and
illustrates who can use the tool. Is it a learning scenario (on the left half of the axis) or
a pedagogical scenario? The horizontal axis separates different representation of
scenario: the narrative, unstructured form (bottom half) and the visual, structured form.
As we can see, most of the tools that allow for the creation of pedagogical scenarios are
in the bottom right quadrant, and almost all scenarios are presented in a narrative manner.
Of course, this is more usual for teachers, but the limitation of narrative scenarios is that
they can contain long blurred descriptions, that sometimes do not give specific instruc‐
tions for the implementation of a scenario. The DialogPLUS Toolkit is an exception,
but unfortunately an online version of this toolkit is no longer available.

Some of the tools for describing learning activities were more structured and visual,
and this is quite logical, because these scenarios were created to work not only with
teachers, but also with students. Students used these tools as guidance and instructions
for learning.

Now, we will compare these tools in relation to their popularity among teachers and
the age of the tool. However, there are no exact statistics available on the usage scale
for each of these tools. We did find some information on The Lesson Plans Page (on the
Lesson Plans Page website it is indicated that the site has over 4,000 lesson plans) and
statistics about LAMS from the LAMS Community3 (in 2012, the number of sequences
created was 1094). Eventually, some of the points on the horizontal axis are results of
an “educated guess”.

3 http://lamscommunity.org/dotlrn/clubs/educationalcommunity/forums/message-view?
message_id=1479910.
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Figure 3 shows that most of existing tools for describing and sharing teachers’ prac‐
tices are not popular among teachers. It is understandable for DialogPLUS Toolkit and
T2 that were made as analytic tools for researchers, and at the end of the research project
these tools were no longer supported. Based on the fact that the authors of Learning
Designer have proposed embedding a Learning Designer layer in learning platforms
such as LAMS, Moodle and Blackboard [16], it can be assumed that the number of re-
used Learning Activities will grow. Also LAMS has been integrated with several widely-
used Learning Management Systems, (e.g. Moodle) that will certainly increase the
number of Learning Sequences.

Fig. 3. Comparison of popularity among teachers and the age of the tools

5 Discussion and Conclusion

The purpose of this paper was to review and analyse current scenario-building and
sharing tools, and also to describe the differences between the concepts of pedagogical
scenarios, learning scenarios, learning stories and learning scripts. We analysed the
existing tools such as LAMS, Learning Designer and T2, that allow the user to create a
learning scenario or script. Lesson Plans, Lesson Builder and the Scenario Development
Environment (SDE) are some tools for creating pedagogical scenarios and learning
stories. However, to support teachers in changing their approach and in using innovative
methods and systems, there should be a fundamentally different tool for creating and
sharing pedagogical scenarios. It should use a simple visual language for representing
structure and components of scenarios (artefacts, tasks, roles, workflows, activity types).
It should be easy-to-use and allow lightweight integration with common web tools used
by teachers (e.g. Google Docs). It should also allow creating sub-versions and remixes
of validated “template scenarios”. And finally, it should link semantically the generic
pedagogical scenarios with contextualized learning scenarios and ex post facto teaching
and learning stories together with learning analytics data gathered during the lesson that
was implemented in accordance with the scenario. The scenario building and sharing
tool LePlanner that is developed in line with these requirements is currently in alpha
stage.
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Abstract. Playing toy blocks can greatly help children develop vari-
ous abilities such as spatial, mathematical, creative problem solving etc.
Developing a computer-aided block building system would benefit a lot
in recreational and educational applications. Providing a natural user
interface to increase the user’s sense of immersion is very important for
the success of such kind system. In this paper, we develop a virtual
toy block assembly system targeting on children’s preschool education.
With the help of leap motion controller, child only need to make various
hand gestures to play toy blocks similar to how they do in real scenario.
A block snapping interface is designed to help quickly place block at the
appropriate position. Our system demonstrate great potential in educa-
tion area.

Keywords: Toy block assembly · Leap motion · Hand gesture · Snap-
ping interface

1 Introduction

Block building is a very beneficial activity which can help children develop vari-
ous skills, such as spatial, mathematical, creative problem solving etc. Developing
a computer aided system for block building is desirable for recreational and edu-
cational applications. With such a system, users (especially kids) are given a lot
of freedom so they can enjoy the process of imagining, designing and construct-
ing with blocks freely. They can easily try different sets of building blocks with
no or little additional cost.

Providing comfortable user experience is fundamental for such system. Tra-
ditional direct manipulation style with mouse and keyboard could be awkward.
In [6], the authors presented a Kinect framework for virtual assembly of building
blocks. Body gestures are used to provide an intuitive user interface. However, it
is not so nature as toy blocks are manipulated with hands in reality. Besides, the
hardware setting and manipulation manner in their system let user feel distant
from the blocks which is quite uncomfortable.

In this paper, we presented a computer-aided toy block building system.
Equipped with a leap motion controller, our system allows users to manipulate
c© Springer International Publishing Switzerland 2015
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blocks in the virtual scenario in a free-hand style, providing them a natural expe-
rience. A set of hand gestures is carefully designed for manipulation of blocks.
To help place the block in the scene accurately and quickly, we also realize a
snapping interface which considers various factors (such as distance, alignment,
symmetry, balance etc.) to determine the optimal position. Our system provide
an effective and low-cost manner for preschool education of children. Compared
with body gesture based method [6], our system are more similar to the real
scenario, and thus providing a more immersive environment (Fig. 1).

Fig. 1. Playing toy blocks with a leap motion controller: (a) Toy block assembly sce-
nario; (b) A virtual castle constructed by the user; (c) The set of blocks for the castle.
The value on each block indicates the number of blocks used in this virtual assembly.

2 Previous Work

2.1 Recreational Graphics

Recreational application are very popular in graphics community in past decade.
In [3], Mitani et al. described a method for producing unfolded papercraft pat-
terns of rounded toy animal figures from triangulated meshes. Xin et al. [9]
generalized the 6-piece orthogonal burr puzzle to design and model burr puz-
zles from 3D models. Mori et al. [13] introduced an interactive system to help
nonprofessional users to design their own plush toys. Li et al. [12] proposed an
automatic algorithm for generating paper architectures given a user-specified 3D
model.

2.2 Free-Hand Interaction

Free-hand interaction has been explored for various applications such as
games [4], immersive 3D modeling [5], mobile augmented reality applications [2]
etc. Gesture data fetching is the, prerequisite of these systems. Compared with
glove-based methods [10] or vision-based methods [1], depth sensor based meth-
ods [8] are much more stable and efficient and thus attract more and more
attentions recently. Gesture recognition is another important step. Gesture can
be static or dynamic. There are many different methods for recognizing static
hand gestures [7,11].
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3 User Interface

Our system has three modes: selection, building, adjustment. In the selection
mode (Fig. 2(a)), the user can browse all the building blocks from the database
and then select one block which is going to be assembled in the virtual environ-
ment. In the building mode (Fig. 2(b)), the user moves the block towards the
desired position and release the block. During navigation, user can also switch
to further adjust the orientation or position of the block which has been released
and placed on the initial position suggested by the snapping interface.

Fig. 2. User interface of our block building system: (a) Selection mode; (b) Building
mode.

3.1 Gesture Set

We design a set of hand gestures for operations involved in the three modes.

Selection Gestures are used in the selection mode allowing the user to browse
all the available building blocks and select one of them. User first make a fist with
the right hand to activate the selection mode (Fig. 3(a)). Then he can manipulate
the cursor on the display screen by move the fist vertically in the air. He finally
make a confirm gesture with right hand (Fig. 3(j)) to select current-pointing
block and switch to navigation mode.

Fig. 3. Hand gesture set for our system: (a) Selection mode activate; (b) Grasp block;
(c) Release block; (d) Rotate around up direction; (e) Rotate around right direction;
(f) Translate; (g,h) Neural; (i,j) Confirm.
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Navigation Gestures are used to help the user assemble current block to the
appropriate position. The user firstly makes a grasp gesture with his right hand
by putting the tips of thumb and index finger closed (Fig. 3(b)) to activate the
navigation mode. Keeping the grasp gesture, he can then move the right hand
horizontally in the air, and the block will move accordingly. The user finally
make a release gesture (Fig. 3(c)).

Adjustment Gestures are used to further adjust the orientation or posi-
tion of current block. The adjustment mode can be activated either in navi-
gation or when the block is released. The user firstly make the rotation gestures
(Fig. 3(d,e)) or translation gesture (Fig. 3(f)) statically with his left hand to acti-
vate adjustment mode, then he can either rotate around the thumb or translate
horizontally to adjust the orientation and position of current block.

3.2 Snapping Interface for Block Assembly

Although our hand gesture based interaction style provide users a natural expe-
rience. However, the lack of reference and the imprecise nature of gesture based
interaction [6] present great challenge for user to place block in the appropri-
ate position quickly. Thus, the snapping interface described in [6] is used in our
system to help user quickly assemble block.

The solution of optimal snapping position is formulated as an energy mini-
mization problem. And the target function is defined as the weight combination
of distance energy Ed, alignment energy Ea, contact energy Ec, balance energy
Eb and symmetry energy Es:

F (p, θ) = wdEd + waEa + wcEc + wbEb + wsEs (1)

The optimization problem can finally be solved with a hierarchy strategy: An
orientation filtering step is performed firstly to filter out invalid θ; Constraints
are combined to reduce search space; Stochastic optimization method is finally
used to find the optimal position with Monte Carlo sampler employed to explore
the cost function. More details can be found in [6].

4 Experimental Results

We have implemented a prototype system with C++. The whole system runs
smoothly on a laptop with standard configuration (Intel Core Duo CPU 2.4
GHZ, 8 G RAM). The gesture fetching and recognition are all done in real time.
The snapping algorithm usually converges within 20 iterations. And it takes
about 0.2 s to find the optimal position for each assembly operation. Figure 4
shows more examples of the building blocks constructed by our system.
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Fig. 4. Building block examples constructed with our system.

5 Conclusions

In this paper, we present a computer aided block assembly system. Equipped
with a leap controller, our system allow child to assemble blocks fully with their
bare hands. A set of hand gestures are carefully designed for various tasks during
the assembly process. Besides, a snapping interface is implemented to help user
place block quickly in appropriate orientation and position. In the future, we
will further improve the immersion of our system and popularize the system in
preschool education.
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Abstract. Intelligent Integrated Computer-Assisted Language Learning
(iiCALL) describes various approaches in the field of second language learning.
The term ‘‘Integrated’’ refers to approaches which operate inside established
workspaces such as Web-browsers and e-mail clients, whereas the term ‘‘Intel‐
ligent’’ relates to appropriate methods from the field of computer linguistics. The
iiCALL environments are composed of several single systems, which are devel‐
oped by specialists from different domains with specific background-knowledge
(e.g. didactic experts, linguists, or software developers). High-quality solutions
of such learning environments are characterized by solid technical delivery and
proper language content. Both demand semantic interoperability between these
systems as well as flexibility and scalability of the entire environment. Similar
challenges exist in healthcare. Hence, the idea of the Health Level Seven V3
standard is adapted to meet the requirements for iiCALL. This paper addresses
this challenge and presents a development framework for the conception of
iiCALL, as well as a software framework for generic and transparent information
exchange within those environments.

Keywords: Computer-assisted language learning · iiCALL · Web-based
learning · Natural language processing · NLP · Integrated learning

1 Introduction

Computer-Assisted Language Learning (CALL) was introduced in the late 90s by [3]
and designates the search for and study of applications of the computer in language
teaching and learning. As a result of innovations in the field of computer linguistics and
artificial intelligence, CALL systems became more intelligent which led to the notion
of Intelligent CALL (ICALL). A comparison of several systems can be found in [1].
Besides enhancing CALL with intelligent approaches, there are efforts to integrate
language learning in common and well-established working environments, such as
e-mail-clients or Web browsers. The main goal is to enable language learning at any
time and in any place so that it accompanies daily life and daily business. [5–7] explore
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various approaches referring to the design of such language learning environments and
introduce the designation Intelligent Integrated CALL (iiCALL). A first prototype of a
Web-based and integrated language learning platform is shown in [8, 9]. The prototype
realizes context-related vocabulary training. The architecture is similar to the current
prototype visualized in Fig. 1.

Fig. 1. Protoype architecture

The Web browser of the user acts as a client und holds various user settings, such as
present language skills and language subjects or language contexts, which the user aims
to learn. The contents of visited websites will be sent to a server (coordinator). The server
analyses the provided content with regards to context and language. For this purpose it
will utilize appropriate tools which are capable of tasks in the field of Natural Language
Processing (NLP) and Information Extraction (IE). If the result of this analysis matches
the user-presets, the server will create a multiple-choice vocabulary test and transmit it
to the client, so that the user may solve it. It was evaluated in [4] to use the General
Architecture for Text Engineering (GATE) for NLP and IE tasks. There will be several
systems within such an environment which are developed by different parties with
distinct backgrounds. Consequently, such a setup demands semantic interoperability.
This implies that all parties which are involved in the conception of such systems need
to have a consistent and uniform understanding of exchanged information. Also, the
several systems need to have a consistent perception of exchanged data. The Health
Level Seven (HL7) V3 standard [2] addresses similar challenges related to semantic
interoperability within the health-care domain. [11] follows the idea of certain key
elements of this standard and present a Generic Data Model (GDM) as well as a devel‐
opment process to obtain a generic iiCALL environment. Based on this most recent
research and the findings of further investigations of the HL7 V3 standard, this paper
proposes an adapted methodology for the conception of an iiCALL environment.
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2 iiCALL Development Framework

This section provides a rough overview on the revised methodology and the generic data
model, which was primarily presented in [11]. It is shown in Fig. 2 and involves three
main phases: Concept, Design and Implementation. The analysis of use cases and asso‐
ciated requirements for a language learning environment constitute the beginning of the
concept phase.

Fig. 2. Methodology

The requirements are initially captured in verbal or textual form and further formal‐
ized as use case models utilizing the Unified Modelling Language (UML). Interactions
between participating systems for a certain use case are documented by sequence
diagrams. Activity diagrams note the behavior of each system with respect to a specific
use case. This involves actions that cause the transmission of an iiCALL message
(similar trigger-events in HL7 V3) as well as the expected behaviors and the duties of
a system which are associated with the receipt of an iiCALL message (similar to appli‐
cation-roles in HL7 V3). The formalized use cases, interactions and behaviors constitute
the basis for the design phase. In this phase, the models are mapped to the GDM. The
major aim is to map all information, which is exchanged between the systems that
participate on a certain use case. For this purpose, relevant data attributes are assigned
to the classes of the GDM core, and then further mapped on sub classes, which are
specialized from these parent classes. In the third phase, an XML Schema Definition
(XSD) is derived from the refined GDM. This schema declares the structure of all classes
of the GDM for a specific iiCALL environment, including their attributes and permitted
attribute values. Based on that schema, a software framework is generated automatically.
This framework handles information exchange within the language learning environ‐
ment by exchanging iiCALL messages which are structured according to the GDM.

2.1 The Generic Data Model (GDM)

The top layer of the data model for a generic iiCALL environment basically corresponds
to the backbone of the Reference Information Model (RIM backbone) of the HL7 V3
standard. It will be addressed as GDM Core and is shown in Fig. 3.

Entities can be seen as objects of any kind that may occur within the language
learning environment. These entities appear in Roles. As such, they can participate in a
certain manner (Participation) in specific activities (Act). Several activities can be
concatenated by using ActRelationships, which enables the description of workflows.
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The GDM core serves as a consistent and superior data model which ensures interoper‐
ability between the participating systems of an iiCALL environment and even on a basic
level between different language learning environments. Therefore, its structure should
not be changed and remain steady. To consider the several use cases within a language
learning environment in the data model, three elements of the GDM core can be speci‐
alized. This affects Entities, Roles and Acts. The underlying concept is similar to the
concept of inheritance from the object-oriented world. Figure 4 shows the result of this
process, as suggested by the methodology in Sect. 2.1.

Fig. 4. Refined GDM

Compared to the HL7 V3 standard, the GDM core abandons links between roles,
since there is no application in iiCALL environments as per current state of research.
Additionally, compared to the data model proposed in [11], the GDM core does not
involve any state or any connector element. The state element was intended to contain
the user’s skill level or learning progress. The connector element was considered to link
to external standards, such as the Typed Feature Structure (TFS) or the Lexical Markup
Framework (LMF) (also refer to [5]). From the current point of view, there is no need
to consider separate elements for a user state or for a connector, since both can be mapped
by specialized classes in the refined GDM.

3 The Software Framework

The main task of the software framework is to manage the information exchange
between the several systems of an iiCALL environment, such as coordinators or
language processing services (LPSs). It supports information exchange, so that the

Fig. 3. GDM core
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required steps for sending and receiving iiCALL messages are transparent to the users
of the framework, particularly to developers of applications. To provide corresponding
means, the software framework is composed of several components with different tasks
und responsibilities. The software framework was implemented in Java for the current
prototype. The components are as follows:

Schema. The GDM, as proposed above, serves as superior data model for the infor‐
mation exchange inside the iiCALL environment.

GDM. The mapping of the GDM is an essential aspect in the development of a frame‐
work for a generic iiCALL environment. The process of mapping has to occur in an
automated manner based on the schema.

Connector. Connectors act as flexible links between the participating systems in an
iiCALL environment. A connector receives messages and forwards them to the hub of
the framework. Vice versa, messages will be accepted from the hub of the framework
and transmitted to opposite connectors of other systems. For this purpose, a connector
determines the parameter for communication, particularly with respect to transmission
protocol and message encoding format. Connectors organize communication in such a
way, so that it becomes transparent to users of the framework.

Figure 5 illustrates this approach. App A may communicate with App B via
Connector X. This connector employs HTTP as transport protocol and encodes the
messages containing GDM data in JSON format. On the other hand, App A corresponds
with App C by utilizing Connector Y, which transmits messages in XML format by
applying the SMTP transport protocol.

Fig. 5. Message exchange via connectors

Act-Handler. Act-Handlers offer the possibility for users to implement expected
behaviors and duties which are associated with a certain activity.

Hub. The hub acts as an intermediary for acts and messages between connectors and
act-handlers.

Configuration. Two layers of configuration are offered to adapt the framework to the
demands of users. One lists connectors and act-handlers which are utilized for a certain
framework instance, the other includes parameters for the several components.
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Utils. Utility classes support framework developers as well as framework users by
providing helpful methods for general routines.

4 Conclusion

The present paper outlined a revised data model and methodology for a web-based
iiCALL environment that overcomes heterogeneity of participating systems and ensures
semantic interoperability between them. The proposed data model and methodology are
based on ideas of the HL7 V3 standard and consider experiences of the latest research
in this field. The implementation of a corresponding prototype proves that the
approaches are basically useful for certain use cases. However, several points need to
be considered for future work. Firstly the prototype needs to be enhanced and studied
with a broader range of use cases [12]. Finally, it is a challenge to implement the frame‐
work using different technologies like .NET or JavaScript.
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Abstract. This study explored the factors involved in developing teachers’
digital readiness towards ICT integration in basic schools. A survey with
teachers in the Western Ghana was carried out; a sample (N = 85) teachers from
17 schools selected from the urban, peri-urban and rural areas participated. We
used Valsiner’s Zone of Free Movement (ZFM) and Zone of Promoted Action
(ZPA) to model the factors in which teachers’ digital readiness is formed as the
final level of Vygotsky’s Zone of Proximal Development (ZPD). In our hypo-
thetical model, ZFM comprised factors related with surrounding ICT environ-
ment in schools, and teachers’ culturally defined predispositions related to ICT
use and issues; ZPA an intervention-related factor projected teacher actions
within ZFM to facilitate learning in the range of ZPD. The hypothesised model
was evaluated with SEM-Path analysis – using regression analysis. The final
path model indicated that the ZFM factors related with ICT environment in
schools and the culturally defined predispositions related to ICT use; constrained
the intervention-related ZPA factor that in turn has impact on teachers’ digital
activities. In addition, ZFM factors directly influenced at what level of digital
knowledge, -application, -skills and -confidence teachers arrived, and what their
projections in using ICT were in the final stage of ZPD.

Keywords: Teacher digital readiness � ICT integration � ZPD � ZFM � ZPA

1 Introduction

Integrating technology into teaching and learning in today’s’ classrooms is necessary to
promote proactive digital learning environment. ICTs in education has extensive
advantages to both teachers and pupils [5]. Teachers are seen as digital change agents
in schools, who should be equipped with the relevant digital literacy orientation on
tools and pedagogical approaches towards their professional practice [10] to obtain
digital readiness. Digital readiness may be measured through teachers’ digital knowl-
edge, -skills, -confidence and how they are undertaking digital activities in school [4].

In turn, we posit in this paper that the proactiveness of school environment (digital
facilities and digital culture) may influence directly, and through training interventions
at what level of digital readiness teachers would arrive. School as an organisation has
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its culture, that centres on both human and material resources in school [6]. Various
factors - institutional, cultural, environmental and teacher beliefs and competence
among others have been identified as expedient towards integrating ICTs in education
[4]. ICT integration needs to be understood in the context of external and internal
struggles in the schools, considering the technical and cultural setup as enablers or
inhibitors to change [3].

We suggest the Valsiner’s [14] Zone of Free Movement (ZFM) and Zone of
Promoted Action (ZPA) and Zone of Proximal Development (ZPD) [15] as a suitable
theoretical framework for investigating how school’s digital environment and –culture,
and the training interventions impact jointly on developing teachers’ digital readiness.

In his works Vygotsky [15] defined ZPD as the distance between a learners’
independent problem solving capacity and prospective higher-level performance to be
attained because of interventions and further orientation by human facilitator. As an
extension to Vygotskian ZPD, Valsiner [14] intimated that ZPD is influenced by other
structural, human, and material factors that potentially would enable or inhibit the
learner in the acquisition of the new skills. He [14] distinguished two zones, Zone of
Free Movement (ZFM) and Zone of Promoted Action (ZPA). ZPA is defined as the
approach or activities promoting opening for advancement of the learner capacity. It
could be in the form of training, orientation, and tutorials offered to learn and serving as
interface between ZFM and ZPD [7]. In our study, the Zones are:

1. ZFM comprises: (i) the environmental variables in school – digital equipment, -
support systems and - agenda; and (ii) the culturally predisposed beliefs variables -
digital projections, digital opinion on using ICT for educational purposes, digital
attitude, digital obstacles and perception on digital impact on teachers’ work.

2. ZPA is defined as the targeted intervention in the ZPD, ZPA occurs within the ZFM
constraints, and comprises in our study the ICT training factor.

3. ZPD comprises the internal factors accounting for digital readiness as influenced by
ZFM and ZPA. These are teachers’ digital confidence, digital knowledge, digital
skills, digital activities, and digital application.

The teachers in Ghana have had capacity development in computer usage generally
and innovative teaching and learning practices occasionally – by government and other
funding institutions such British Council and Microsoft; Intel and other corporate
institutions. Coupling these training and workshops are deployment of laptops to
schools [8, 9]. Studies [1–3, 12] refer to several ICT and digital related factors acting as
inhibitors of digital readiness. This study therefore sought answers to the following
research questions; RQ1: How are teacher digital readiness (ZPD factors - digital
confidence, digital knowledge, digital skills, and digital application and digital activ-
ities) factors influenced by the school environment and cultural (ZFM) factors? RQ2:
How is ZPA (digital training) factor for readiness influenced by schools’ digital
environment and culture? RQ3: How is ZPA (digital training) factor influencing
teachers’ digital readiness (ZPD factors - digital confidence, digital knowledge, digital
skills, and digital application and digital activities) factor?
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2 Methodology

Participants of the study were drawn from the various basic school levels (lower
primary, upper primary, and Junior High Schools) from selected school location (ex-
clusively urban, peri-urban, and rural) schools in Ghana. The subjects were 85 teachers
with average teaching of experience of 17 years. Teachers voluntarily responded to
paper-based questionnaire. Rubrics for the survey were adopted – with some level of
customisation from [13] and [4]. The entire data collection procedure recorded 98 %
returning rate.

The Hypothesised Model’s design was informed by the theories of Vygotsky’s and
Valsiner [14, 15]; namely Valsiner’s Zone of Free Movement (ZFM) and Zone of
Promoted Action (ZPA) and Vygotsky’s Zone of Proximal Development (ZPD). Based
on our theoretic underpinnings of interrelations of ZFM, ZPA, and ZPD, a path matrix
as our initial hypothesised model was created (Fig. 1).

3 Results

We defined six regression layers (L1–L6) that were analysed for regression coefficients;
which defined the path weights and effects.

L1: ZPD (digital application) as the criterion, with ZPA and ZFM as the predictors.
L2: ZPD (digital activities) as the criterion, with ZPA and ZFM as the predictors.
L3: ZPD (digital confidence) as the criterion, with ZPA and ZFM as the predictors.
L4: ZPD (digital knowledge) as the criterion, with ZPA and ZFM as the predictors.
L5: ZPD (digital skills) as the criterion, with ZPA and ZFM as the predictors.
L6: ZPA (digital training) as the mediating, criterion with ZFM as a predictor.

We tested this model with using Structural Equation Modelling (SEM)–Path
Analysis with Regression. The scope was unidirectional influence of the ZFM and ZPA

Fig. 1. Hypothesised model (factors influencing digital readiness of teachers)
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factors on the ZPD factors. Resultantly, we concentrated on the strong influencers in
the path to generate the final path model (see Table 1 and Fig. 2).

To summarise, the answers to our research questions were the following (Fig. 2):

(i) RQ1: We found that the ZFM variables digital opinion on ICT in education and
digital intervention impact had no statistical significant effect in the model; con-
sequently, they were dropped out of the model. The ZFM surrounding environ-
ment factors - digital agenda, and digital support had statistically significant
positive effect on the ZPD factor (digital activities); while ZFM culturally defined
factor (digital projections) had a statistically significant negative effect on the ZPD

Table 1. Test results of the path analysis for the various regressions layers

Fig. 2. Hypothesised reduced model – factors influencing teacher digital readiness
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factor (digital confidence). Furthermore, ZFM culturally defined factors digital
obstacles and digital attitude had a direct positive effect of the ZPD factor (digital
application). In addition, digital attitude stood out as a strong influence in the
model as it positively influenced ZPD factors teachers’ digital knowledge, digital
application and digital skills significantly.

(ii) RQ2: The ZFM surrounding environment factors (digital equipment and digital
support) and ZFM culturally defined factors (digital projections and digital
obstacles) had a statistically significant direct, but negative effect on ZPA inter-
vening factor (digital training).

(iii) RQ3: ZPA (digital training) factor had a significant positive effect on the ZPD
factor (digital activities).

4 Discussion

A multifaceted variable assessment is essential to address the issue of ICT integration
in schools using teachers as change agents. This study therefore explored the effects of
both the external and internal digital and/or ICT related variables on the perceptions
teachers have about their digital readiness towards ICT integration in schools. The
study thrived on the zone theories; ZPD by Vigotsky [15]; and ZFM and ZPA by
Valsiner [14]. In the study, we found that ZFM factors may inhibit the digital readiness
development of teachers; which is in accordance with Valsiner’s [14] assumption of the
role of the surrounding environmental factors and cultural factors influence the
development within the ZPD. In our model, representing the factors influencing
teachers’ digital readiness – the ZFM inhibitors were directly influential and con-
straining the ZPA factor digital training. Several ZFM factors appeared not to be
mediated by training and had direct strong positive effect on the ZPD factors (teacher
digital readiness).

In Ghana ICT, integration in schools was introduced to teachers in the basic schools
in 2007; when Ghana rolled out its New Education Reform (NER). Over the years and
most recently, implementation of ICT policy in schools have focussed extensively on
deployment of ICT equipment and training workshops for basic schools teachers [8, 9].
It is generalised from the path analysis that training as an intervention factor had
influenced teachers, particularly their digital activities. It can be assumed that digital
environmental factors at school must be mediated by training to have positive effect on
teachers’ digital application of ICT. In other words, equipping schools with computers
without providing training will not result in teachers using ICT in teaching.

It should be noted that external factors digital equipment, digital support, digital
obstacles and digital projection affected negatively on training; therefore, to increase
teachers’ digital readiness in the classroom training needs to be embedded within the
specific ZFM factors from the schools the teachers originate from. For example, the
training groups could be composed considering the similar ZFM factors in schools, or
the training could be provided in the school facility.

Furthermore, it is worth noting that digital agenda directly influenced digital
activities positively, yet it was not mediated by training. The suggestion is that
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emphasises on digital trainings should be on the need for the well-drawn school ICT
plan or digital agenda; in this teachers’ readiness in digital application could be
promoted.

Teachers’ digital attitude equally stood out as the only factor with multiple direct
influence on ZPD Factors - teachers’ digital readiness factors (digital knowledge,
digital skills, and digital application). The implications of this outcome is that training
should incorporate the components that address teachers’ digital attitudes to project
them to a level of accepting their new role as agents of technology change and accept
the paradigm shift in the teaching profession. Stakeholders in education need to
appreciate that deploying ICT resources and equipment; and conducting “snapshot”
ICT workshops and orientation training for teachers alone do not represent sufficient
means for technology integration in schools [11].

5 Conclusion

On the bases of our findings, we advocate for school’s ZFM-embedded interventions
for increasing digital readiness of teachers. The proactive digital environment and
digital culture of specific schools may positively mediate the development of teachers’
digital readiness. Jointly developing schools’ digital agenda with the teaching staff and
promoting school’s digital culture should be incorporated into training agendas. The
findings of this study will be validated on a bigger scale with the same collected in all
regions in Ghana.
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