
Vinod Kumar Khanna

Implantable 
Medical 
Electronics
Prosthetics, Drug Delivery, and Health 
Monitoring



  Implantable Medical Electronics 



     



       Vinod     Kumar     Khanna     

 Implantable Medical 
Electronics 
 Prosthetics, Drug Delivery, 
and Health Monitoring                          



 ISBN 978-3-319-25446-3      ISBN 978-3-319-25448-7 (eBook) 
 DOI 10.1007/978-3-319-25448-7 

 Library of Congress Control Number: 2015955614 

 Springer Cham Heidelberg New York Dordrecht London 
 © Springer International Publishing Switzerland   2016 
 This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of 
the material is concerned, specifi cally the rights of translation, reprinting, reuse of illustrations, recitation, 
broadcasting, reproduction on microfi lms or in any other physical way, and transmission or information 
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology 
now known or hereafter developed. 
 The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specifi c statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use. 
 The publisher, the authors and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the 
editors give a warranty, express or implied, with respect to the material contained herein or for any errors 
or omissions that may have been made. 

 Printed on acid-free paper 

 Springer International Publishing AG Switzerland is part of Springer Science+Business Media 
(www.springer.com) 

   Vinod     Kumar     Khanna    
  CSIR-Central Electronics Engineering Research Institute 
    Pilani ,  Rajasthan ,  India     

www.springer.com


    This book is dedicated to: 
  My late father Shri Amarnath Khanna 
for giving me education and wisdom  
  My mother Shrimati Pushpa Khanna 
for her tender care and affection  
  My daughter Aloka for bringing joy 
and happiness in the family  
  and  
  My wife Amita for her unstinted support 
and cooperation  



     



vii

  Pref ace   

    About this Book 

 Implantable medical electronics brings together the essentials of electronics and 
medical devices implanted in the human body for overcoming various disease con-
ditions such as for pacing the activities of the heart, the brain, and the network of 
nerves interconnecting the brain or the spinal cord with vital organs of the body; for 
performing measurements of vital biological parameters to keep surveillance over 
the health status of a person; and for delivering precise doses of drugs at targeted 
sites at predetermined dose rates and times. Notable among these diseases are the 
abnormal rhythms of the heart, the movement disorders, chronic back pain, epilep-
tic seizures, respiratory defi ciencies, urine and fecal incontinence problems, deaf-
ness due to sensorineural hearing loss, blindness caused by photoreceptor 
degeneration in the retina, and so forth. In many of these diseases, conventional 
pharmacological therapies have failed either totally or have been unsuccessful in 
eliciting a satisfactory response. Thus apart from taking drugs with associated side 
effects and correction by surgical interventions with attendant risks, there is a defi -
nite possibility of getting relief from serious diseases by means of implanted elec-
tronic pulse generators as pacing devices, along with implanted/wearable sensors 
and wireless body sensor networks, telecommunication, and advanced electronic 
gadgetry as health watchdogs. 

 This book is written at an introductory level to meet the requirements of students 
of both electronic and biomedical engineering and electronic instrumentation as 
well as professionals and researchers engaged in this fast-advancing multidisci-
plinary fi eld. Providing defi nitions of important terms wherever necessary, it will be 
of great interest to the general reader interested in this emerging area of immense 
value to humankind at large.  
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    Why This Book Was Written? 

 Implantable medical electronics is a fast-growing area, which has not only brought 
succor to a vast chunk of population but has also helped in pulling out many from 
the claws of death. Every day new technologies and new devices are reported, bring-
ing immense relief to the suffering people. However, the information on implant-
able electronics lies scattered at different places. A cohesive compendium of 
knowledge on this fi eld, synthesizing the information dispersed among different 
databases, is therefore called for. So, the foremost reason that this book was needed 
was that the latest information on implantable medical electronics is presently found 
only in research journals and on web pages. Therefore, a broad-spectrum compila-
tion making this information available as an all-in-one resource between the covers 
of a single book was urgently required. 

 Another major reason for the need of this book was that the information given in 
electronics journals and magazines is provided at a level which is not comprehen-
sible to medical students. The same is true about the information in medical journals 
and magazines, which is not easily grasped by students of electronics engineering. 
Therefore, a book steering the midway course and providing the information at a 
level understandable to both categories of students was the need of the hour. 

 Perhaps the paramount motivation was that the book was mandated by the need 
of an interdisciplinary book striking a balance between electronics and biomedical 
engineering. Keeping this in view, defi nitions of both the electronics and medical 
terms are provided, as and when it is felt that the subject will be elusive to any of the 
above categories of audience.  

    For Whom This Book Was Written? 

 The book is written to cater to the needs of the graduate students of electronics 
engineering, electronic instrumentation, and biomedical engineering. Apart from 
these students, another class of targeted audience is that of academic researchers in 
this fi eld. They will benefi t from the up-to-date bibliographies that will refer them 
to the excellent original literature and thus help them in pursuing their exploratory 
ventures. Additionally, professional engineers, practicing doctors and paramedical 
staff, and interested lay readers too are likely to acquire useful knowledge about this 
interesting fi eld.  

    Layout of the Book 

 The book is divided into two parts: basic concepts and principles (Chaps.   2    –  11    ) and 
applications (Chaps.   12    –  23    ). In this book, an all-embracing perspective of the nec-
essary electronics background is provided in the preliminary chapters (  2    –  11    ). 
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Chapter   12     deals with implantable neural amplifi ers and Chap.   13     with implantable 
sensors. Chapters   14    –  22    , describe pacing techniques used for the heart, the brain, 
the spinal cord, and the network of nerves running through the body and interlinking 
the brain/spinal cord with its main organs. In the fi nal chapter, Chap.   23    , glimpses 
of controlled drug delivery systems are presented. Chapter-wise organizational 
arrangement of the book will be elaborated in the introductory chapter.   

  Pilani, Rajasthan, India      Vinod     Kumar     Khanna     
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   Acronyms, Abbreviations, and Symbols 

  AC    Alternating current   
  AC-LSK    Auxiliary carrier load shift keying   
  A/D    Analog-to-digital (converter)   
  ADC    Analog-to-digital converter   
  AED    Antiepileptic drug   
  AFE    Analog front end   
  Ah    Ampere hour   
  Al 2 O 3     Aluminum oxide   
  ALIC    Anterior limb of the internal capsule   
  ALU    Arithmetic and logic unit   
  AM    Amplitude modulation   
  A M     Midband gain   
  ARM    Advanced RISC machines   
  ARMD    Age-related macular degeneration   
  ASK    Amplitude shift keying   
  ATP    Adenosine triphosphate, antitachycardia pacing   
  ATPase    Adenosine triphosphatase   
  AV    Atrioventricular (node)   
  AZA    Autozeroing amplifi er   
  BAP    Bio-artifi cial pancreas   
  BASK    Binary amplitude shift keying   
  BFSK    Binary frequency shift keying   
  BGA    Ball-grid array   
  BJT    Bipolar junction transistor   
  BPEG    British Pacing and Electrophysiology Group   
  bps    Bits per second   
  BPSK    Binary phase shift keying   
  C    Capacitance   
  CAN    Controller area network   
  CAP    Carbonated apatite   
  CCCS    Current-controlled current source   



xiv

  CCS    Current-controlled stimulation   
  CDIP    Ceramic dual in-line package   
  CF x     Carbon monofl uoride   
  CG    Control gate   
  ChCS    Charge-controlled stimulation   
  CHS    Chopper stabilized   
  CI    Cochlear implant   
  CISC    Clean intermittent self-catheterization   
  cm    Centimeter   
  CMOS    Complementary metal–oxide–semiconductor   
  CMRR    Common mode rejection ratio   
  CPU    Central processing unit   
  CRC    Cyclic redundancy check   
  CRPS    Complex regional pain syndrome   
  CSF    Cerebrospinal fl uid   
  CT    Computerized tomography   
  C T     Timing capacitor   
  CTAT    Complementary to absolute temperature   
  D    Duty cycle   
  DAC    Digital-to-analog converter   
  dB    Decibel = 10 log 10  (power  P  2 /power  P  1 )   
  DBS    Deep brain stimulation   
  DC    Direct current   
  DCS    Dorsal column stimulation   
  DIBL    Drain-induced barrier lowering   
  DIP    Dual-in-line package   
  DMA    Direct memory access   
  DNA    Deoxyribonucleic acid   
  DOD    Depth of discharge   
  D/P    Diaphragmatic/phrenic (nerve)   
  DRAM    Dynamic random access memory   
  DREZ    Dorsal root entry zone   
  DSP    Digital signal processing   
  DVS    Dynamic voltage scaling   
   E  C     Critical electric fi eld   
  ECC    Error-correcting code   
  ECT    Electroconvulsive therapy   
  EEG    Electroencephalography   
  EEPROM    Electrically erasable programmable read-only memory   
  EIA    Electronic Industries Association   
  EIRP    Effective isotropic radiated power   
  EMF    Electromotive force   
  EMG    Electromyography   
  EMI    Electromagnetic interference   
  EPS    Extrapyramidal symptoms   

Acronyms, Abbreviations, and Symbols



xv

  ESD    Electrostatic discharge   
  ET    Essential tremor   
   f     Frequency   
  FASTROM    Factory advanced service technique read-only memory   
  FBSS    Failed back surgery syndrome   
  FCBGA    Flip chip ball-grid array   
  FCC    Federal Communications Commission   
  FDA    Food and Drug Administration, USA   
  FDTD    Finite-difference time domain   
  FET    Field-effect transistor   
  FG    Floating gate   
  FGMOSFET    Floating gate metal–oxide–semiconductor fi eld-effect transistor   
  FM    Frequency modulation   
  FPU    Floating-point unit   
  FSK    Frequency shift keying   
  FXTAS    Fragile X-associated tremor ataxia syndrome   
  G    Gate, Giga   
  g    Gram   
  GABA    Gamma-amino butyric acid   
  GCT    Gate control theory   
  GHz    Gigahertz   
  GIDL    Gate-induced drain leakage   
   g  m     Transconductance   
  GPi    Globus pallidus internus   
  GUI    Graphic user interface   
  HAP    Hydroxyapatite   
  H 2 O 2     Hydrogen peroxide   
  Hz    Hertz   
   I     Current   
  IC    Integrated circuit   
  ICD    Implantable cardioverter defi brillator   
  IDDS    Implantable drug delivery system   
   I  DQQ     Quiescent power supply current   
   I  DS     Drain-source current   
  IEEE    Institute of Electrical and Electronics Engineers   
   I  in     Input current   
  IM    Intermodulation   
  IMD    Implanted medical device, intermodulation distortion   
  I/O    Input/output   
   I  out     Output current   
  IPG    Implanted pulse generator   
  IV    Intravenous   
   I / V     Current-to-voltage (converter)   
  J    Joule   
  K    Kelvin   
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  Kbps    Kilobits per second   
  kDa    Kilo Dalton   
  kHz    Kilohertz   
   L     Inductance, liter   
  LBT    Listen before talk   
  LC    Inductance–capacitance   
  LCD    Liquid crystal display   
  LCP    Liquid crystal polymer   
  LCR    Inductance–capacitance–resistance   
  LDD    Lightly doped drain   
  Li    Lithium   
  Li  x  Ag 2 V 4 O 11     Lithiated silver vanadium oxide   
  LiBF 4     Lithium tetrafl uoroborate   
  LiCoO 2     Lithium cobalt oxide   
  LiFePO 4     Lithium iron phosphate   
  LIGA    Lithographie, galvanoformung, abformung (German words for 

lithography, electroplating, and molding)   
  LPF    Low-pass fi lter   
  LPS    Li 3 PS 4  (lithium thiophosphate)   
  LSB    Least signifi cant bit   
  LSK    Load shift keying   
  m    Meter   
  mA    Milliampere   
  Mbps    Megabits per second   
  MDD    Major depressive disorder   
  MEDS    Medical data services   
  MEMS    Microelectromechanical systems   
  MHz    Mega hertz   
  MICS    Medical implant communication service   
  MITS    Medical implant telemetry system   
  MnO 2     Manganese dioxide   
  MOD    Modulo   
  MOSFET    Metal–oxide–semiconductor fi eld-effect transistor   
  MPE    Maximum permissible exposure   
  MRI    Magnetic resonance imaging   
  ms    Millisecond   
  MSB    Most signifi cant bit   
  mV    Millivolt   
  mW    Milliwatt   
  nA    Nanoampere   
  NASPE    North American Society of Pacing and Electrophysiology   
  NBG    North British Generic (code)   
  NBTI    Negative-bias temperature instability   
  nm    Nanometer   
  NMOS    N-Channel MOSFET   

Acronyms, Abbreviations, and Symbols
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  NOS    Nitric oxide synthase   
  NVM    Nonvolatile memory   
  OCD    Obsessive–compulsive disorder   
  OCT    Optical coherence tomography   
  OFC    Orbitofrontal cortex   
  OOK    On–off keying   
  OP-AMP    Operational amplifi er   
  OTA    Operational transconductance amplifi er   
  OTP    One-time programmed memory   
  pA    Pico ampere   
  PAA    Peroxyacetic acid   
  PAM    Pulse amplitude modulation   
  PBN    Parabrachial nucleus   
  PC    Personal computer   
  pCO 2     Partial pressure of carbon dioxide (in blood)   
  PD    Parkinson’s disease   
  PDIP    Plastic dual in-line package   
  PDM    Pulse duration modulation   
  PDMS    Polydimethylsiloxane   
  PDN    Pull-down network   
  PEEK    Polyetheretherketone   
  PEG    Polyethylene glycol   
  pH    Potential of hydrogen = −log 10  [H + ]   
  PHM    Pulse harmonic modulation   
  PI    Polyimide   
  PLCC    Plastic leaded chip carrier   
  PMMA    Poly(methyl methacrylate)   
  PMOS    P-Channel MOSFET   
  pO 2     Partial pressure of oxygen (in blood)   
  PPGA    Plastic pin-grid array   
  PPN    Pedunculopontine nucleus   
  PPSK    Passive phase shift keying   
  PROM    Programmable ROM   
  PSK    Phase shift keying   
  PSRR    Power-supply rejection ratio   
  PTAT    Proportional to absolute temperature   
  PTFE    Polytetrafl uoroethylene   
  PUN    Pull-up network   
  PVDF    Polyvinylidenedifl uoride   
  PVP    Polyvinylpyridine   
  PWM    Pulse width modulation   
   Q     Charge, quality factor   
  QRS complex    A grouping of three defl ections in ECG recording   
  Quad    Four   
   R ,  r     Resistance   
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  RAM    Random access memory   
  RC    Resistance–capacitance   
  RCs    Respiratory control centers   
  R-D    Reaction–diffusion (model)   
  RDAC    Resistive digital-to-analog converter or digipot   
  RF    Radio frequency   
  RISC    Reduced instruction set computer   
   R  L     Load resistor   
  RMS    Root mean square   
  ROI    Return on investment   
  ROM    Read-only memory   
  RP    Retinitis pigmentosa   
  RSD    Refl ex sympathetic dystrophy   
  RSNOs    S-Nitrosothiols   
   R  T     Timing resistor   
  RV    Right ventricle   
  RWTT    Refl ected wave transit time   
  SA    Sinoatrial (node)   
  SAB    Surface-activated bonding   
  SAR    Successive-approximation-register, specifi c absorption rate   
  SAW    Surface acoustic wave   
  SCCwm    Subcallosal cingulate white matter   
  SCD    Sudden cardiac death   
  SCI    Serial communications interface   
  SCS    Spinal cord stimulation   
  SDSR    Self-driven synchronous rectifi er   
  SHDN    Shut down   
  Si    Silicon   
  SILC    Stress-induced leakage current   
  SiO 2     Silicon dioxide   
  SMPS    Switch-mode power supply   
  SNHL    Sensorineural hearing loss   
  SNM    Sacral neuromodulation   
  SNS    Sacral nerve stimulation   
  SOC    State of charge   
  SoC    System on chip   
  SPI    Serial peripheral interface   
  SRAM    Static random access memory   
  Steel: 316    Steel containing 16 % chromium, 10 % nickel, and 2 % 

molybdenum   
  Steel: 316L    Low-carbon version of 316 stainless steel resistant to highly corro-

sive environments   
  STN    Subthalamic nucleus   
  SVO    Silver vanadium oxide Ag 2 V 4 O 11    
  SWCNT    Single-walled carbon nanotube   
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   T     Temperature, time, time period   
  T1D    Type 1 diabetes   
  TDDS    Transdermal drug delivery system   
  TiN    Titanium nitride   
  TNF    Tumor necrosis factor   
  TRD    Treatment-resistant depression   
  TRM    Tissue response modifi er   
  UART    Universal asynchronous receiver/transmitter   
  U/F    Urgency–frequency   
  UI    Urge incontinence   
  UR    Urinary retention   
  USB    Universal Serial Bus   
  USRP    Universal Software Radio Peripheral   
  V    Volt   
   V  BE     Base-emitter voltage   
   V  cc     Positive supply voltage (BJT)   
  VCCS    Voltage-controlled current source   
  VCS    Voltage-controlled stimulation   
  VCVS    Voltage-controlled voltage source   
  VDA    Voltage-differencing amplifi er   
   V  dd     Drain voltage, positive supply voltage (FET)   
   V  DG     Drain-gate voltage   
  VF    Ventricular fi brillation   
   V  f     Feedback voltage   
   V  G     Gate voltage   
   V  GS     Gate-source voltage   
  VIC    Voltage-to-current converter   
  Vim    Ventralis intermedius, ventral intermediate nucleus   
   V  IN     Input voltage   
  VLSI    Very large-scale integration   
  VNS    Vagus nerve stimulation   
   V  out     Output voltage   
   V  p     Peak value of the input voltage   
   V  ref     Reference voltage   
   V ss    Source voltage, negative supply voltage/ground (FET)   
  VT    Ventricular tachycardia   
  W    Watt   
  WBAN    Wireless body area network   
   Z     Impedance   
  ZrO 2     Zirconium oxide   
   α     Temperature coeffi cient   
   η     Size ratio   
  μA    Microampere   
  μm    Micrometer   
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  μS    Micro Siemen   
  μs    Microsecond   
  μV    Microvolt   
  μW    Microwatt   
   τ     Time constant   
  Ω    Ohm    
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    Chapter 1   
 Introduction, Scope, and Overview                     

    Abstract     This chapter provides a bird’s-eye view of the subject and contents of the 
book, to serve as a springboard to reading the book. It concisely presents through ab 
initio concepts, what this book is about, what is the material covered in each chap-
ter, and how the successive chapters are interwoven and interrelated.  

1.1               Electronics 

  Electronics   is the branch of science and technology dealing with the study of elec-
tronic phenomena or phenomena related to the behavior of electrons, namely, those 
concerned with controlling the transport of electrons in vacuum, gaseous media, and 
semiconducting solids with the help of devices which are able to oppose their 
motion, amplify and switch the electronic currents, store electrons, and gainfully 
manipulate their various effects in different applications.  

1.2      Medical Electronics   

 Medical electronics is a subdivision of electronics that delves into the theory, 
design methodology, and assembly of instrumentation and paraphernalia geared 
towards healthcare. These instruments and equipment are intended for diagnosis 
and therapeutic treatment of various diseases, e.g., for inducing anesthesia, 
 controlling cardiac and respiratory functions, and performing surgical operations, 
as well as for carrying out research for improving such apparatuses for the better-
ment of human life.  

1.3     Implantable Medical Electronics 

  Implantable medical electronics   is a self-contained segment of medical electronics 
that addresses the provision of comfort and well-being to patients suffering from 
diseases, which cannot be healed by prescription of medicines or corrected by 
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surgical interventions alone. These are the diseases which require the implantation 
of an electronic device or system into the body of the patient. The implanted device 
may be one of the following types, although not necessarily restricted to the types 
 mentioned below:

    1.    This implanted device could be a low-noise amplifi er for measuring the 
potentials of neurons. Percutaneous connections for signal recording restrict 
the patient’s mobility, serve as an easy path for transmission of infection 
from the outside environment via the skin to the brain, and are liable to 
 corruption by external noise/interference, warranting the need of an implanted 
wireless system.   

   2.    A second possibility is that this device could be a pulse generator delivering 
rhythmic pulses of desired polarities and magnitudes to the heart muscle,  targeted 
regions of brain, or particular nerves catering to specifi c organs of the body, e.g., 
for removing fecal or urinary incontinence or for facilitating respiratory function 
regulation. Such implanted pulse generators could also provide relief to people 
suffering  from   hearing or vision loss.   

   3.    Alternatively, the implanted device could be a sensor for surveillance of the vital 
parameters of a patient. This kind of device is the diligent watchman of patient’s 
health status.   

   4.    Another interesting area in which implantable electronics has revolutionized 
 disease mitigation efforts is that of focused drug delivery at sites where the drug 
is actually required or needed most to lessen its side effects on other regions of 
the body through which the drug has to unavoidably travel before reaching  its   
destination.    

  Thus, implantable  electronics   has four main offshoots. Figure  1.1  illustrates the 
four facets of implantable medical electronics. First offshoot is insertion of an 
implantable neural amplifi er in the body for accurate recording of neural signals for 
neuroengineering studies. Second is the use of implantable pulse generators for pac-
ing the activities of diseased organs. Third is the use of implantable sensors for 
observing the infl uence of therapy besides monitoring biological  parameters of the 
patient. Fourth is the use of drug delivery systems to supervise the supply of accu-
rate doses of medicine to affected parts. All the above three areas of implantable 
electronics constitute the subject matter of this book.

1.4        Organization of the Book 

 Although every chapter starts with an abstract, the following summary of chapters 
will help in providing readers with the linking glue that binds each chapter with its 
predecessor and in appreciating their mutual correlation. 

 Chapter   2     differentiates medical devices from medicinal products. Classifi cation 
of medical devices into classes I, II, and III is described, and their salient features 
are brought out. The ideas of invasiveness and noninvasiveness of/by medical 
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devices are presented. Following the introduction of implantable medical devices, 
active and passive implantable devices are defi ned. An outline of historical develop-
ment is provided to enable the reader to know the breakthroughs in different tech-
nological disciplines, which led to rapid strides in implantable electronics. Then the 
electrical system of the human body and the concepts of bioelectricity, membrane, 
and action potential are briefl y explained. 

 Chapter   3     acquaints the reader with the generic structure that all implantable 
devices tend to adopt. Most of the devices consist of an external and an internal part 
which converse via a wireless link. Such a scheme is essential because after the 
implant has been surgically inserted in the body, it must be possible to supply power 
as well as perform corrective programming actions from outside without disturbing 
the patient. The external part serves as a controller of the implanted internal part, and 
the doctor can always adjust the settings of the internal part to suit patient needs. 

 Chapter   4     deals with the prime design issues discombobulating the IC design 
engineers who toil hard to evolve new designs of ICs for implantable devices. The 
crux of the problem is that the IC designer has to reduce power consumption to as 
low level as achievable and look for design tricks and fabrication processes that 
guarantee reliable operation with extremely low failure chances because a patient’s 
life is at stake. 
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  Fig. 1.1    The four facets  of   implantable electronics       
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 Chapter   5     describes the basics of stimulation of neurons. The stimulating 
 electrodes can be monopolar or bipolar. The waveforms of stimulating signals may 
be either monophasic or biphasic. The operation of a few building block circuits that 
are widely used in stimulators such as DACs, ADCs, voltage and current sources, 
current mirrors, voltage-to-current converters, voltage multipliers, boost converters, 
etc., is snappishly explained. The three types of stimulation modes, viz., current, 
voltage, and charge-controlled schemes, are described. Active and passive charge 
balancing techniques are distinguished. The signifi cance of charge balancing is 
emphasized. 

 Chapter   6     treats the essentials of clocking and timing circuits. It is placed as a 
prologue to pulse generators. The clock circuits coordinate the operation of  different 
circuit segments in an implantable IC, serving as a metronome for making rhythm. 
The timing circuits decide, judge, or control the time of occurrence of an event by 
introducing time delays or providing an oscillatory or fl ip-fl op function. RC and 
crystal-based oscillators, multivibrators, timer ICs, and related applications are 
described. 

 Chapter   7     is devoted to pulse generator circuits, which are battery-powered 
 circuits to produce electrical discharges with rhythmic waveforms. These circuits 
are used to supply pulses in which the electromotive force can be made to change in 
a prespecifi ed pattern with respect to time. The circuits used in implantable devices 
are generally microcontroller based. The shape of the pulses and their amplitude, 
duration, and frequency are variable at the discretion of the doctor, and these 
 parameters can be programmed using the external part of the implantable device so 
as to administer a well-planned therapy to the patient. 

 Chapter   8     concentrates on biomaterials and biocompatibility issues with 
 implantable devices. Tissue responses to biomaterials are discussed, notably blood–
material interactions, provisional matrix formation, fi brous encapsulation, etc. 
Various metallic biomaterials (titanium and its alloys, gold alloys, stainless steel), 
bioceramics (aluminum, titanium, and zirconium oxides), and biocompatible 
 polymers (PEEK, PVDF, PDMS, etc.) are listed. As the selection of proper 
 biomaterial is the key factor underlying the success of an implantable device, a 
 judicious choice of material is the starting step in implant fabrication. 

 Chapter   9     sheds light on the batteries for implantable devices. These being the 
power supplies for implantable devices must be safe and reliable, and must have long 
lifespan. They must be stable sources indicating their discharge state. Mainly, lith-
ium batteries are used with lithium as the anode, but differing in cathode material (I 2 , 
MnO 2 , CF  x  , AgV 2 O 5.5 ). Electrolyte, cell design, and other mechanical features may 
also vary. Secondary lithium ion batteries can be recharged in the implanted state. 

 Chapter   10     reviews the advancements in wireless power supply and data com-
munications with implanted devices. In wireless powering of implants, an external 
transmitter generates an electro- and/or magnetic fi eld. The implanted medical 
device garners the energy of this fi eld. A stable DC supply voltage is obtained by 
such energy harvesting. Depending on the frequency of operation, the separation of 
the transmitter and the implant, and the antennas used, the energy is transferred 
purely via magnetic or electric near fi elds or through electromagnetic fi elds. 
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Wireless telemetry helps in relaying signals like electrocardiograms, blood  pressure, 
glucose level, etc., to external equipment for analysis and guiding future therapy. 
For a cardiac pacemaker, inductive coupling between a small coil enclosed within 
the implanted pacemaker and a bigger coil lying on the patient’s chest enables the 
transference of data to and from the pacemaker. Load-shift keying is a widely used 
modulation technique for transmitting data from the implant to the external device 
on an inductive link, whereas communication in the reverse direction is done via 
ASK, FSK, or PSK. Several advantages are derived if the communication with the 
implant is done at a higher carrier frequency. The resultant increase in bandwidth 
renders possible achieving a higher bit rate. Further, a higher frequency leads to 
electromagnetic waves of larger energy content, thereby outspreading the usable 
range of the system. But higher frequencies are detrimental to human health, and 
therefore, frequency cannot be subjectively increased. The newly standardized 
400 MHz MICS band is available for this purpose. 

 Chapter   11     sets out to explore the developments in protecting the implanted 
devices from threats of breach of their security and privacy by roguish and wicked 
attackers. These worries arise because implanted devices are designed to 
 communicate wirelessly with a nearby external device programmer who can 
remotely get access to read data and change settings without the requirement for 
fresh surgery. This arrangement is done because repeated surgeries involve great 
inconvenience and discomfort to the patient. But the convenience provided by 
 wireless access also exposes the implants to the risks of hacking and inputting 
parameters that may pose life risk to the patient. This calls for addressing 
 cybersecurity issues for the entire life cycle of the implant, from the initial design 
phase through deployment and end of life. 

 Chapter   12     is dedicated to a special type of amplifi ers called neural amplifi ers, 
which are used for recording the signals received from neurons. Chronic recording 
of neural signals is necessary for elucidating neurophysiology for building neuro- 
prosthetic systems. Required right away are low-power, implantable microsystems 
with wireless transmission capabilities and able to record signals at the same time 
from a sizeable number of neurons over an extended range of three-dimensional 
space- and time-based scales. A low-noise amplifi er able to reject DC offsets is a 
critical element of neural recording systems. Both clock-based amplifi ers 
 (switched- biasing, chopper-stabilized, and autozeroing types) and continuous-time 
amplifi ers are touched upon. A versatile building block circuit, viz., the operational 
transconductance amplifi er, is described. 

 Chapter   13     provides the reader an exposition to the exhilarating fi eld of implant-
able sensors for monitoring physiological variables. Notable examples of these 
 variables are blood pressure, heart rate, and levels of oxygen and carbon dioxide in 
the blood. Apart from these parameters, blood glucose levels and in vivo nitric 
oxide concentration can also be controlled. In a closed-loop system, a sensor detects 
a change in the variable and signals to an actuator to prompt a response. This 
 paradigm offers several opportunities for detecting early changes. The aim is to 
effect upstream interventions to make the patient comfortable and avert hospitaliza-
tion. Implantable sensors have several advantages, e.g., continuous monitoring, 
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objectively measured metrics without prejudiced assessment, and the ability to give 
a patient-specifi c profi le that can be analyzed relatively easily. These sensors are 
always confronted with problems of foreign body response, oxygen defi ciency, and 
stability of immobilized enzyme. 

 Chapter   14     provides a journey into the world of cardiac pacemakers, which are 
tiny, ultralightweight devices supplying pacing pulses to the heart muscle, either in 
the right atrium (single-chamber pacemaker) or in the right atrium and right ven-
tricle (dual-chamber pacemaker) or in the right atrium and both the ventricles 
(biventricular pacemaker), to aid the blood pumping mechanism of an otherwise 
slow heart. Pacemaker devices of today represent real technological marvels, which 
can supply the pulses in demand mode when a pulse is missing, as also in rate- 
responsive mode depending on the physical exercise of the patient. 

 Chapter   15     extends the discussion of pacemakers to life-saving ICD devices, 
which impart a huge electrical jolt to the randomly quivering heart muscle to help it 
to recover from its irregular rhythms. Timely delivery of these jolts has pulled out 
many patients from an almost certain sudden cardiac death. As the high-voltage 
shocks have to be given immediately on sensing the abnormal activities of the heart, 
the benefi t of an implantable defi brillator is unrivaled. Devices capable of both 
 pacing and defi brillation functions are also used. 

 Chapter   16     pays attention to the use of electrical pulses to stimulate identifi ed 
regions (usually the thalamus, subthalamic nucleus, and globus pallidus) located 
deep inside the human brain to alleviate the debilitating motor symptoms of 
 movement disorders. These are observed in Parkinson’s disease, dystonia, and 
essential tremor in the form of stiffness, rigidity, and problems in walking. The 
pulses are applied through a small device called the brain pacemaker, which looks 
similar to the cardiac pacemaker. The kingdom of deep brain stimulation has 
aggrandized to include neurological and psychiatric diseases like Alzheimer’s 
 disease, major depression, and obsessive–compulsive neurosis. 

 Chapter   17     brings home to the reader’s mind that electrical pulses not only are 
useful for pacing tasks but can also block chronic pain signals. Spinal cord 
 stimulation or neurostimulation works by applying electrical signals to spinal 
nerves from a programmable pulse generator placed subcutaneously via an incision 
in the upper buttock region or in the abdomen. The pleasant sensation produced by 
these pulses impedes the ability of pain perception, making the patients less depen-
dent on painkillers. 

 Chapter   18     tries to present vagus nerve stimulation, a technique used for 
 preventing epileptic seizures by sending pulses to vagus nerves, the two nerves that 
start from the brain stem near the bottom of the neck and propagate downwards. The 
pulses are sent from a pacemaker-like device, which is surgically implanted in the 
chest region. Doctors performing vagus nerve stimulation noticed that besides 
 controlling seizures, the stimulations also infl uenced brain wave patterns. Buoyant 
changes in the mood of the patient were observed. From such investigations, it was 
inferred that this stimulation could also help in coping with diseases like depression. 
Research has also indicated the possibility of management of obesity and  rheumatoid 
arthritis by this technique. 
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 Chapter   19     concentrates on phrenic nerve or diaphragm pacing using a 
pacemaker- like implanted device. There are two phrenic nerves, which start from 
the neck and move downwards between the lung and the heart to the diaphragm. 
This technique provides respiratory support to patients whose diaphragm, lungs, 
and phrenic nerves are functional by regularizing their breathing pattern. Patients 
suffering from spinal cord injury, quadriplegia or tetraplegia, and sleep apnea 
 episodes are benefi tted. 

 Chapter   20     describes sacral nerve stimulation, a technique used to stimulate the 
sacral nerves accessed via the S3 foramen by mild electrical pulses supplied by an 
implanted pulse generator. The sacral nerve controls the urinary bladder. Therefore, 
its stimulation helps to overcome problems of overactive bladder, such as urge 
incontinence and urgency–frequency. Fecal incontinence and bowel problems can 
also be mitigated by sacral neuromodulation. This neuromodulation is performed in 
two stages: a testing phase in which the patient receives stimulation from an  external 
stimulator and maintains a diary showing the results achieved; and a permanent 
implantation phase. The permanent implantation is done only when both the patient 
and the doctor are satisfi ed. 

 Chapter   21     covers the important subject of cochlear implants. These implants 
have proved their signifi cance for people with moderate to profound loss of hearing 
known as sensorineural loss. This loss is characterized by damage to the tiny hair 
cells in the portion of the inner ear named cochlea. Cochlear implants should not be 
confused with the hearing aids, which are merely audio amplifi ers making the sound 
louder in intensity. The cochlear implants sidestep the nonfunctional portion of the 
inner ear and directly stimulate the auditory nerve to provide the sensation of sound. 

 Chapter   22     provides a synopsis of retinal implants that are prosthetic aids for 
people who have been blinded by degenerative diseases such as retinitis pigmentosa 
or macular degeneration in which light-sensing photoreceptor cells in the retina are 
damaged. Both the subretinal and epiretinal implant approaches are explained. An 
array of microelectrodes is placed either beneath the retina or above its surface. By 
electrically stimulating the remnant cell circuitries in the retina, these implants are 
able to restore vision to blind patients. 

 Chapter   23    , the concluding chapter of the book, apprises the reader with the 
 present scenario on implantable drug delivery systems, which are specially 
 engineered systems that supply controlled quantities of pharmaceutical compounds 
to the targeted sites as per the therapeutic plan, i.e., at prefi xed places of release at 
predetermined rates and predefi ned instants of time. The realm of drug delivery has 
received impetus from developments in micro- and nanotechnologies.  

1.5     Discussion and Conclusions 

 On the whole, the reader is taken on a voyage across the multidisciplinary fi eld of 
implantable electronics. The book has a straightforward structure. For ease of com-
prehension, the beginning chapter familiarizes the reader with the basic terminology 
and organization of the book. This is done in preparation for Chaps.   2    –  11     which 
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expose the reader, step by step, to the necessary rudimentary electronics, material 
science, battery technology, wireless powering of the implants from outside, and 
data exchange with them, as also security issues. The later Chaps.   12    –  22     focus 
mainly on applications involving implantable neural amplifi ers for recording neu-
ron potentials, implantable sensors for health monitoring, and implantable 
pacemaker- like devices for stimulating different nerves to overcome various dis-
eases. Implantable drug delivery methods are described in Chap.   23    .     

 Review Exercises 
     1.1    Defi ne the following terms: (a) electronics, (b) medical electronics, and 

(c) implantable medical electronics.   
   1.2    Describe the four principal types of medical applications where the 

necessity of an implantable electronic device or system is felt.   
   1.3    Why is it diffi cult to measure neural signal by connecting a wire across 

the skin of the patient? How does the implanted device help in this 
measurement?   

   1.4    What generic structure is followed in the construction of implantable 
devices? Why is such a structure necessary?   

   1.5    What is the main problem baffl ing the IC circuit designers for  implantable 
devices? Explain.   

   1.6    Distinguish a clock circuit from a timer circuit.   
   1.7    What are the medical applications in which a pulse generator is used? 

What output parameters of a pulse generator can be varied?   
   1.8    What are the three principal classes of biomaterials used in implantable 

devices? Give examples of each class.   
   1.9    What are common batteries used in implantable devices? Which type of 

battery can be recharged from outside?   
   1.10    What modulation techniques are used for data exchange with the 

implanted device: (1) from the external device to the implant and (2) 
from the implant to the external device.   

   1.11    What are the advantages of using a high carrier frequency in data com-
munication with the implant? What are the disadvantages?   

   1.12    What are the types of security infringements that an implanted device is 
likely to be infl uenced by? What precautions are necessary for avoiding 
these security breaches?   

   1.13    Why are special types of amplifi ers required for neural signal measure-
ments? What are their specialities?   

   1.14    What are the advantages of implanting sensors in the human body? 
What are the problems faced with these devices?   

   1.15    What does a cardiac pacemaker do? Name the main types of  pacemakers 
used.   

(continued)
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   1.16    Can defi brillation of ventricular arrhythmias not be done from outside? 
If yes, how does the implanted defi brillator help in life-threatening 
situations?   

   1.17    What are the typical disorders, which are amenable to treatment by deep 
brain stimulations? Name three areas of the brain at which the  stimulation 
pulses are applied?   

   1.18    Name the disorders, which are treated by the following stimulation 
 techniques: (a) spinal cord stimulation, (b) vagus nerve stimulation, (c) 
phrenic nerve stimulation, and (d) sacral nerve stimulation.   

   1.19    How does a cochlear implant differ from a hearing aid? For what type of 
ear damages is the cochlear implant suitable?   

   1.20    What are the degenerative diseases in which a retinal implant aids 
the blind patients? What are the two chief classes of retinal implants?   

   1.21    Why is it necessary to place a drug delivery system inside the body? 
Can the same purpose not be achieved by conventional drug delivery 
methods?     

(continued)

1.5  Discussion and Conclusions



       

   Part I 
   Basic Concepts and Principles 



13© Springer International Publishing Switzerland 2016 
V.K. Khanna, Implantable Medical Electronics, 
DOI 10.1007/978-3-319-25448-7_2

    Chapter 2   
 Diagnostic and Therapeutic Roles 
of Implantable Devices in the Human 
Electrical Machine: A Quick Primer                     

    Abstract     Innovations in electronic engineering have fl agged the march towards 
realization of implantable biomedical microsystems. These microsystems are 
 capable of interfacing with interior body parts. By such interfacing, they can moni-
tor, manipulate, and control the functions of body parts in the anticipated manner. 
Distinguished precedents of such systems are the cardiac pacemakers, deep brain 
stimulators, those used for controlling respiratory and bladder functions, cochlear 
and retinal prosthesis, and many others prescribed for sicknesses that are 
 unmanageable by medication. Headway in implantable electronics received a boost 
only after the invention of the bipolar transistor in 1948 and its market availability 
in the early 1950s. The miniaturization and low power obligation of this device 
rendered possible workable telemetry systems for measurement of biological 
parameters. Human body is an intricate electrical machine. Its operational fl aws can 
be tweaked by inserting electronic devices. Besides remedying such faults through 
delivery of electrical impulses, these devices also help in an organized, coordinated 
release of medication to the body at a predetermined rate. In addition, they assist in 
defi ning vital strictures and in sensing abnormal variations to enlighten about the 
health state of the body.  

  Keywords     Medical device   •   Invasive device   •   Noninvasive device   •   Passive device   
•   Active device   •   Bioelectricity   •   Membrane potential   •   Action potential  

2.1               Introduction 

 Starters/appetizers are food or drink items served preceding a main banquet to 
stimulate appetite. Similarly, this chapter will take a step further from chapter   1     
to  provide a novice’s view of the implantable electronic devices. It seeks to kin-
dle reader’s interest in the subject. In this chapter, noninvasive and invasive medi-
cal procedures, and devices are defi ned. Under the invasive devices, implanted 
medical devices are introduced. These are grouped into passive and active 
implants. Under active implants fall the implantable electronic systems [ 1 ]. 

http://dx.doi.org/10.1007/978-3-319-25448-7_1
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These systems are often  called   implantable/implanted medical electronic sys-
tems. Implantable medical electronics constitutes the subject matter of this book. 
The implantable systems perform biological signal amplifi cation, nerve stimula-
tion, physiological parameter measurement, and drug delivery functions. 
Historically, progress in the fi eld of implant technologies has closely tracked the 
developments in electronics. Introspecting deeply, this statement is particularly 
true for microelectronics, computers, and communications [ 2 ]. It is reiterated 
that a vast majority of implanted devices are used for electrical stimulation of 
body parts. To understand their operation, it is essential to realize the role of 
electricity produced and fl owing within the human body. With this in mind, the 
electrical phenomena incessantly taking place in our bodies for its normal func-
tioning are explained.  

2.2      Medical Devices and   Medicinal Products 

  A   medical device must be clearly set apart from a medicinal product, medicine, or 
pharmaceutical [ 3 ]. The term “ medical device  ” insinuates an appliance, instrument, 
implant, or similar article together with its associated software. Some of its features 
are as follows: (1) It is intended for diagnosis, prevention, or treatment of disease. 
(2) It tries to infl uence the physiological function or anatomy of the body, for com-
pensation of damages by injury or handicap. (3) It achieves its stipulated purpose by 
physical means such as electrical, mechanical, thermal, etc. (4) It does not require 
any chemical action for attaining the aimed objective.    Nor does it need to undergo 
 metabolic   breakdown and absorption within the body. 

 The term “    medicinal product  ” is concerned with a chemical preparation. 
This preparation is formulated for either external or internal use. It acts via 
chemical route pharmacologically. As another mode of action, it may affect the 
metabolism. Otherwise, it may work by eliciting an immunological response. 
Pharmacology is the science of drugs, dealing with their composition, uses, and 
effects. 

 Table  2.1   presents   the important differences between a  medical      device and a 
medicinal product.

   Table 2.1           Medical   device vs. medicinal product   

 Sl. No.  Medical device  Medicinal product 

 1.  An appliance or instrument  A chemical preparation 
 2.  Acts through physical means  Acts by chemical reaction 
 3.  Action is mechanical, electrical, thermal, etc.  Infl uences metabolism or 

evokes immunological reaction 
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2.3         Medical Device Classifi cation 

    Medical devices are subdivided into three classes. These are Class I, II, and III. This 
subdivision is done according to two considerations: (1) the jeopardies associated with 
their usage and (2) the authoritarian control level exercised in commercial practices for 
selling the device [ 4 ]. Common examples of Class I devices are tongue depressors, 
bedpans, and elastic bandages. Also placed in this class are examination gloves, hand-
held surgical instruments, etc. All these devices manifest extreme design simplicity 
and pose almost zero risk during use. They are subject to the slightest degree of regula-
tory control. They also benefi t from exemption from premarket notifi cation. 

 Class II devices, e.g., X-ray machines, acupuncture needles, surgical drapes, etc., are 
more complex devices. They pose small risks. Besides conformism with general con-
trols, they are consigned under special controls. The special controls include the label-
ing requirements and performance standards. Surveillance required is very important. 

 Class III devices  are   high-risk life-supporting devices such as implanted cardiac 
pacemakers or cerebral stimulators. These devices must be scientifi cally reviewed. 
They ought to be approved by Food and Drug Administration (FDA), USA, prior to 
marketing. Table  2.2  lists  the   main ideas of medical device grouping into three classes.

   Table 2.2    Grouping  of   medical devices   

 Class of 
medical 
device  Features  Risk  Regulatory requirement  Examples 

 I  Easily 
manufacturable 
device 

 Lowest 
(listing 
with FDA 
required) 

 Maximum, if not all general 
controls: registration of the 
manufacturer with the FDA, 
use of good- quality fabrication 
techniques, scripting brand 
name properly, labeling the 
product correctly, notifying 
FDA before marketing the 
device, and adhering to general 
reporting procedures 

 Oxygen masks, 
intraoral dental 
drills 

 II  More 
complicated 
device, albeit 
not  life 
  sustaining 

 Medium 
(clearance 
by FDA 
required) 

 General and special controls. 
The latter include special 
labeling obligations, fulfi lling 
compulsory standards of 
performance, and vigilance by 
post-marketing surveillance 

 Syringes, hearing 
aids, nebulizers, 
cardiac monitors 

 III  Life-support or 
life-sustaining 
device 

 Highest 
(approval 
by FDA 
required) 

 Most stringent control. 
General controls and in-depth 
regulatory scrutiny before 
licensing and  vending   

 Pacemakers, heart 
valves, implantable 
urinary continence 
devices, 
implantable 
diaphragmatic/
phrenic nerve 
stimulators 
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   Table 2.3    Non invasive            and invasive medical devices   

 Sl. No.  Noninvasive devices  Invasive devices 

 1.  Those which do not involve skin puncturing 
or incision 

 Those whose insertion 
entails intrusion into the body 

 2.  Examples: thermometer, stethoscope  Examples: catheter, 
laparoscopic device 

2.4        Noninvasive and Invasive Medical Procedures 
and Devices 

             Across the centuries, humankind has been actively engaged in the science and art of 
healing in one form or another. Through evolutionary processes, medical science 
has devised several diagnostic and therapeutic procedures to wrestle with diseases. 
These long-prevalent techniques are either noninvasive or invasive. 

  A            noninvasive medical procedure is one, which does not violate the wholeness or 
integrity of the body. This violation may take place by necessitating the puncturing 
of the skin. Making a cut into a body tissue or organ to insert instruments or parts 
thereof is another way of violation [ 5 ]. The doctor recommends a compound or 
preparation for the mitigation or forestalling of disease. The compound is preemi-
nently a drug taken by mouth or injected through skin. Or the doctor carries out 
diagnostic tests such as standard eye exam, echocardiography, electrocardiography, 
CT scan, and MRI. 

 In the  invasive            medical procedure of treating illnesses, lacerations, or 
 deformities, the body is intruded or penetrated to access the targeted part. Thus, 
the impaired physiological function is set right. The doctor cuts into the patient’s 
body, often with the sensation lost, either partially or totally. The loss of  sensation 
can be topical. It may be local, regional, or general. He/she tries to repair or 
remove the damaged or malfunctioning parts. Examples of surgery span across 
simple pus collection from abscesses or warts removal to procedures involving 
opening of large body regions such as abdomen, chest, or skull, e.g., cardiac 
catheterization performed for the introduction of catheters through blood  vessels 
into the heart. 

 Non invasive and            invasive devices are those that are used by noninvasive and 
invasive procedures, respectively (Table  2.3 ). Examples of noninvasive devices are 
a clinical thermometer used to measure body temperature, a stethoscope used for 
listening to beats of the heart and lung sounds, a sphygmomanometer for arterial 
blood pressure measurement, a hearing aid to listen to feeble sounds, or an external 
splint to restrict a broken arm or leg in a fi xed position while it heals. Tout au con-
traire, catheters inserted into body cavities, ducts, or vessels to allow the passage of 
fl uids or distend passageways are invasive in character. So are the laparoscopic 
devices used in the surgical treatment of endometriosis in which the tissue lining the 
uterus or womb grows outside it instead  of             growing inside.
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2.5        Implantable Medical Devices 

 By an invasive procedure, it is possible to cut open the body. Then the doctor can place 
either a nonelectronic or electronic device inside the body in an invulnerable manner. 
The device thus secured is called  a   medical implant. The term “medical implant” 
refers to a device or a tissue embedded or inserted fi rmly in the human body. The term 
is also applicable to an entire system. It represents those devices that are either totally 
or partially inserted, either surgically or otherwise, into the human body and placed 
there like a part of the body. It also refers to those devices introduced by medical 
involvement into a natural orifi ce of the body. All the above devices are supposed to 
reside at their placement sites after the medical procedure has been completed [ 6 ]. 
The  objectives   of medical implanted devices are to substitute a lost biological 
 structure. As another opportunity, they may assist an impaired biological structure. 
Otherwise, they may augment a biological structure already in existence. These 
devices are subject to stringent standards (see Sect.  2.3 ) and defi nitions. Any failure to 
comply with the specifi cations laid out in the standards cannot be tolerated. 

 The term “procedure” used in the  defi nition   of a medical implant needs disam-
biguation. A procedure means the series of surgical actions conducted in a certain 
manner for placing the implant inside the body. The procedure also includes the 
contiguous postoperative care necessary. But it does not broaden in scope to the end 
of the therapy. If the implant is removed after some period, its withdrawal consti-
tutes another procedure.  

2.6     Passive and Active Implantable Devices 

 Medical implants  are   of two types: passive and active (Table  2.4 ). Passive implants 
do not require an energy source for their working. In this class, mention may be 
made of artifi cial joints, vascular grafts, and artifi cial valves. Active implants need 
a source of energy for their functioning, e.g., cardiac pacemakers. The implantable 
electronic system is an active implant containing an electronic circuit. This elec-
tronic unit performs one or more of the three tasks: (1) It supplants the function of 
a diseased part. (2) It measures and observes the physiological parameters of the 
body, very attentively. (3) It initiates suitable action to remove any fault, if detected. 
(4) It delivers precisely controlled amounts of drugs.

   Table 2.4    Passive and active implants   

 Sl. 
No.  Passive implants  Active implants 

 1.  Implants requiring no energy 
source for operation 

 Implants requiring an energy source such as a 
primary/rechargeable battery for their working 

 2.  Examples: artifi cial joints, 
heart valves 

 Examples: cardiac pacemakers, defi brillators 

2.6  Passive and Active Implantable Devices



18

2.7        Active Implantable Devices 

2.7.1     Implantable Neural Amplifi ers 

  For      untethered recording of simultaneous activity of a vast number of neurons (100–
1000) in the human brain, high-performance neural amplifi ers are used. These  amplifi ers 
are low-noise, energy-effi cient, micropower, implantable devices. They operate in the 
millihertz to kilohertz range. They are endowed with wireless transmission capabilities 
[ 7 ,  8 ]. Besides possessing acceptably low noise levels, the  bioamplifi ers must  dissipate 
as little power as conceivable. This is essential to avoid thermally induced damage to the 
surrounding tissues. If the power consumption is low, batteries are dispensed with. Then 
the implant can be powered through energy harvesting strategies. These help to lengthen 
the implant life. The recordings by neural amplifi ers are enabled  by   the MEMS (micro-
electromechanical systems) technology-enabled microelectrode  arrays  .  

2.7.2     Implantable Electronic Systems for Electrical 
Stimulation 

  These   systems are based on the premise that the human body is an electrical 
machine. The body is made of complex circuits. Therefore, fl aws in the operations 
of the circuits in the body manifest themselves as diseases. The diseases need to be 
remedied by surgically opening the body. Then electrical stimulators are implanted 
inside the body. The implanted stimulators deliver pulses of required magnitudes 
and durations at the intended sites. These electrical stimulators substitute the dis-
eased biological stimulators in the body whose performance has fallen short of 
expectations. This is an area directly correlated with the electrical system of  the   
human body. It will be elaborated in an ensuing section.  

2.7.3     Implantable Electronic Systems for Continuous Health 
Status Monitoring 

  Suppose   it is required to continuously measure the blood pressure or glucose  level   
of a patient. Further, it is necessary to transmit the data constantly to a doctor living 
nearby or at a distant location. Also, it is demanded that the freedom of movement 
or mobility of the patient should not be disturbed by such measurements [ 9 ]. 

 Consider blood pressure fi rst.    Using a conventional sphygmomanometer machine 
for this purpose is not feasible. The reason why this is impractical is that the patient 
will be knotted with one arm inside the cuffs of the machine. He/she will not be able 
to perform normal duties. Similarly, the blood glucose level measurement requires 
that the blood samples be taken out at regular intervals. After taking out the  samples, 
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they are examined for glucose concentration. Both situations of blood pressure and 
glucose concentration measurement are highly inconvenient and unviable. The only 
remedy is to implant suitable sensor systems in the bloodstream, suppose a pressure 
sensor and a glucose biosensor. The implanted sensor systems must be furnished 
with signal conditioning and wireless transmission capabilities. Then it is possible 
to amplify, process, and transmit the signals received from the  sensors   by implanted 
electronic unit to the outside world.  

2.7.4     Implantable Drug Delivery Systems 

  The   commonest drug delivery route is the oral route. This route is not useful when 
rapid action is desired. Moreover, many macromolecules are lost. This loss occurs 
either by digestion in the gastrointestinal tract or through inadequate absorption in 
the blood. Similarly,  pulmonary systems   such as inhalers require drug absorption in 
the blood through lungs. In parenteral drug delivery, the drug is taken through a 
route other than through the intestinal tract, especially through injection. For receiv-
ing the injection, the patient must go to the clinic. Moreover, frequent injections are 
inconvenient to the patient because of the associated pain. If injections are to be 
given at defi ned time intervals, the patient is confi ned under close attention of the 
doctor. Such treatment requires extreme care. Portable infusion systems with trans-
cutaneous catheter and external pump constitute another alternative. But consider a 
situation in which the drugs are to be delivered effectively at selected places at 
stipulated time intervals without any annoyance to the patient. Then the drug deliv-
ery system must be implanted inside the human body. By an implanted system, it is 
possible to provide site-specifi c, sustained, faster drug administration to regions that 
are in the greatest need of drug [ 10 ]. This allows lowering of doses.    Decrease of 
doses leads to the reduction of attendant side effects. Besides more rapid delivery 
and improved targeting of specifi c organ, patient compliance is also achieved. This 
is because the method is comparatively less burdensome than either oral pills or 
injections. By patient compliance is meant the extent to which a patient adheres to 
a prescribed diagnostic, preventive, or therapeutic routine. Common applications of 
implanted drug delivery are in brain tumor  or   prostate cancer therapy. Table  2.5  
defi nes the principal roles of active implantable devices.

   Table 2.5    Four roles  of   active implantable devices   

 Neural signal 
amplifi cation  Electrical stimulation  Health monitoring  Drug delivery 

 Recording of the 
neuron activity in 
the brain 

 Delivery of voltage/
current pulses of 
correct parameters at 
the relevant sites 

 Measurement of the vital 
parameters of a patient by 
implanted sensors and 
transmission of data to 
the physician/patient for 
necessary intervention 

 Provision of 
drug to specifi c 
sites, selectively 
in proper dose, 
and at the 
required rate 
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2.8         Brief Historical Background 

 The historical evolution of different implantable devices will be dealt with in the 
respective chapters. Nonetheless, an overall commentary on the starting-phase devel-
opments in this fi eld can be presented here. The fi rst clinical implantation of  cardiac 
pacemaker      was done on 8 October 1958 in a 43-year-old man. Since 1980, cochlear 
implants are in widespread use to partly restore the hearing capability of deaf people. 
The advent of microelectromechanical systems ( MEMS  )    near the beginning to middle 
part of the 1990–2000 decade uplifted the evolution of retinal implants to treat blind-
ness. In 1997, a  deep brain stimulator (DBS)      for inhibiting the tremors of Parkinson’s 
disease was approved by the FDA. Today, wirelessly reprogrammable implantable 
medical devices (IMDs) are fi nding prolifi c applications. These are pacemakers, car-
dioverter defi brillators, and neurostimulators. They use ingrained electronics to 
observe chronic disorders. These biomedical implants are small and compact. They 
are neither affected by nor undermine the host biological environment. 

 Ko [ 11 ] takes a view back at the history of the start of implantable electronics 
during the period 1950–1970. He mentions that the incredibly small size and lower 
power requirement of the transistor served as an enabling technology. This was 
particularly so for the construction of practical telemetry systems for implants. 
Indeed, the development of implantable electronic systems started with telemetry 
devices. Small-size telemetry transmitters working at low power in  microwatt to 
milliwatt range   were developed. These transmitters had small bandwidths (fre-
quency range for transmission). They occupied typically 1 cm 3  in volume. These 
 transmitters   were developed for diagnostic and monitoring applications. Their main 
applications were surveillance of health status of patients from hospitals. The objec-
tive was to oversee the response to therapy for early warning and necessary correc-
tive action. 

 Then came a stage where functional electrical stimulation received attention. Ko 
[ 11 ] cites several examples, notably  cardiac pacemakers   and  defi brillators  , pain sup-
pression devices, middle ear and cochlear implants, visual prosthesis, diaphragm 
pacers, seizure control for epileptics, hand and arm control for patients with spinal 
cord injuries, leg and foot control, and others. 

 Further onward came closed-loop electronic control systems. Herein, feedback 
telemetry circuits were included. Their inclusion served to adjust the parameters of 
instruments, as in pacemakers. Thus, implantable devices followed the progression: 
telemetry devices → electrical stimulation → automatic closed-loop systems.  

2.9     Electrical System of the Human Body 

    Implantable electrical stimulators comprise a major chunk of implantable  electronics 
today. These stimulators send electrical pulses through implanted  electrodes to the 
relevant parts of the body. The use of electrical pulses for therapy is not surprising. 
It becomes obvious when one realizes that low-magnitude electric currents 
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generated within the human body control many activities of the body. Electric cur-
rents are always fl owing in our bodies. They are responsible for enabling and con-
trolling various activities of the body. Feeling of pain,  movements of muscles, 
secretions from glands, emotions, and thought processes are all  triggered by electric 
currents. These phenomena are clear manifestations of  electric signals. 

  Electroencephalography (EEG)   is a neurological diagnostic test. In this diagnos-
tic test, the electrical activity of the human brain is measured  using   electrodes fi xed 
on the scalp of the patient. The amplitude of EEG signals lies in the range 5–100 μV 
(Table  2.6 ).  Electromyography (EMG)   is a diagnostic technique for recording the 
electrical signals from skeletal muscles. It seeks to assess the health of muscles and 
that of the controlling nerve cells. It uses adhesive pad electrodes for signal  recording 
or is done intramuscularly. The amplitude of single action potential lies between 
0.05 and 1 mV. The frequency varies from 10 Hz to 3 kHz.

   Tingley [ 12 ] asserts that from the day of invention of computers, mankind has 
always contemplated of interfacing them with humans or vice versa. This desire and 
fancy has arisen because living beings are unsurprisingly electrical in nature. Once 
in every second, an electrical pulse is generated by a diminutive bunch of cells in the 
atrium of the human heart. This electrical pulse is responsible for the heartbeat. The 
pulses of the body start from our birth and come to a standstill only on death. It is 
simply because the human body functions electrically that implantable electronics 
can infl uence its faulty operation and bring it back to normalcy. Electric fi elds com-
parable in magnitudes to those in lightning have been found inside the cells. At a 
given instant, the human brain produces suffi cient current to energize a 15 W elec-
tric bulb. The obvious implication is that a thorough comprehension of the body’s 
electrical system is necessary to appreciate the application of implanted electronic 
systems  for   therapeutic use.  

2.10     Bioelectricity 

 It is  the   electricity produced by a living organism. The source of this electricity is 
the chemical energy of biological processes [ 13 ]. Bioelectric current involves the 
fl ow of ions. This is quite unlike the fl ow of electrons in the currents used for domes-
tic lighting or telecommunication. Bioelectric potentials range in magnitude from 
one to few hundred millivolts. In contrast, much higher  voltages  , in the range of a 
few to hundreds of volts, are used in lighting or communication. 

   Table 2.6    Four  types   of  EEG   waves   

 Sl. No.  Name of the wave  Frequency (Hz)  Amplitude (μV) 

 1.  α-wave  8–13  ~50 
 2.  β-wave  14–30  <30 
 3.  θ-wave  04–07  <50 
 4.  δ-wave  0.5–04  10–300 
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2.10.1     Generation of Bioelectricity by Cells 

  The   basic structural and functional unit of the human body is the cell. Cell counts in 
the human body are >10 12 . These cells carry out different tasks. Such tasks are 
absorbing nutrients from food and converting them into energy. Cells are of differ-
ent types. According to the tissues formed by them, cells are grouped into several 
classes, some of which are bone cells, nerve cells, muscle cells, blood cells, gametes 
or sex cells, etc. The generation of electricity in the body can be understood with 
reference to the fl ow of ions across  the   cellular membrane.  

2.10.2     Membrane Potential 

 It  is   the difference of potentials, measured in millivolts, between the internal sides 
of a biological cell with respect to  the   fl uid outside (Fig.  2.1 ). To clarify, it is the 
potential difference across the cell membrane between the  cell’s   interior and exte-
rior regions. Hence, it is aptly  called   membrane potential [ 14 ]. Without this poten-
tial, human life is not possible. Life of other living creatures is also impossible. In 
all the living beings, a potential difference is maintained across their cell mem-
branes. This potential difference originates by virtue of the differences in ionic con-
centrations in the cellular fl uids on the opposite sides of the membrane. The  fl uids   
on the opposite sides are named as intracellular fl uid, which is the fl uid inside the 
cell, and extracellular fl uid, which is the fl uid outside the cell. The concentrations of 
four principal ions differ signifi cantly in these fl uids. Three of these ions are metal 
ions: sodium (Na + ), potassium (K + ), and calcium (Ca ++ ) ions − . One ion, the chlorine 
(Cl − ) ion, is from a nonmetal. Inside the cell, the concentration of K +  ions is very 
high. This concentration is about 28 times its value outside. Negatively charged 
proteins balance this high concentration of positive charges. Outside the cell, Na +  
ions have a high concentration. It is around 14 times more than inside. Also, the 
concentration of Ca ++  ions outside the cell is much higher than inside. Thus, there is 
a very large gradient in terms of Ca ++  ion concentration. These positive ionic charges 
are balanced by Cl −  ions. The Cl −  ions are present in the ratio of 25:1 in the cell 
exterior as compared to its interior. For a resting nerve cell,  the   ion concentrations 
generally  follow   the trend given in Table  2.7 .

     The   transference of the above ions takes place across the cell membrane towards 
the opposite sides. This transference depends on several factors. Among the forces 
responsible for ion movement, the important ones are those arising from concentra-
tion gradient (diffusion) and charge imbalance (electrical). Besides diffusion and 
electrical forces, the other contributors to ion movement are membrane permeability 
and sodium–potassium pump. The membrane has different permeability values for 
various ions. This means that the membrane is selective in its behavior with regard to 
passage of different ions across it. It has a high permeability to K +  and Cl −  ions. On 
the opposite side, Na +  ions experience diffi culty in crossing the membrane. Further, it 
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  Fig. 2.1       Contributions  of   different ion fl uxes towards the resting membrane potential       
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is totally impenetrable to the anions. The anions cannot pass through the membrane 
at all. The differences in ionic permeability arise from the presence of watery pores in 
the membrane for particular ions. These pores are known as gates or channels.    The 
membrane has 100 times more channels for K +  ions than Na +  ions. Thus, the crossing 
of Na +  ions across the membrane into the cell is effectively prohibited.  Sodium–
potassium exchange pump   is an energy-consuming mechanism of active transport. It 
is concerned with transfer of ions from a low concentration to a high concentration 
region [ 16 ]. This process is driven by the energy supplied by the hydrolysis of ade-
nosine triphosphate (ATP). The hydrolysis involves the participation of the enzyme 
Na + /K + -ATPase (sodium–potassium adenosine triphosphatase). The enzyme pumps 
out Na +  ions from the cell. It also pumps K +  ions into the cell. For every 3 sodium ions 
that are extruded from the cytoplasm into the extracellular fl uid, 2 potassium ions are 
brought into the cytoplasm from the extracellular fl uid. Thus, the ratio of number of 
sodium ions extruded to the number of potassium ions intruded is 3:2. 

 The end result of the joint action of above forces is that inside the cell, the  ionic 
population   is mainly composed of potassium ions. Outside the cell, the ionic popu-
lation has two ionic components: sodium ions plus potassium ions. This means that 
the number of positive charges outside exceeds that inside the cell. The consequent 
charge imbalance leads to a negative potential inside the cell with respect to that 
outside. This potential has a value of −70 mV. It is called the  resting potential   of the 
cell. It is said to be “resting” because it pertains to the condition when the cell is  not 
  disturbed or stimulated. The resting potential is the static membrane potential of 
quiescent cells. There is another important potential related to the cell called the 
action potential. An action potential occurs under the infl uence of a stimulus.  

2.10.3     Action Potential 

 It is  the   localized, momentary change in the membrane potential of a cell. It occurs 
upon stimulation of the cell. Its occurrence leads to the transmission of an electrical 
impulse [ 17 ]. In the span of a few milliseconds, the membrane potential ascends 
from the resting potential  value  . This value is characteristically −70 mV. From this 
negative value, the membrane potential rises to a positive value, around +40 
mV. Then it tumbles down and marginally overshoots the resting potential value. 
Ultimately, it sluggishly climbs to the typical resting  potential    value   (Fig.  2.2 ).

   Table 2.7     Typical   ion  concentrations   for a resting nerve cell [ 15 ]   

 Name of the ion 
 Ion concentration 
inside the cell (mM) 

 Ion concentration 
outside the cell (mM) 

 Ion concentration inside/
ion concentration outside 

 Sodium (Na + )  10  140  0.07 
 Potassium (K + )  140  5  28 
 Chlorine (Cl − )  5  125  0.04 
 Ca ++   0.0001  2  5 × 10 −5  
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   The sequences of  ionic activities   in the development of an action potential 
are as follows: Any disturbance or stimulus (touch, light, sound, etc.)  spearheads 
the opening of a small number of sodium channels in a tiny segment of the 
membrane. From the  sodium channels   thus opened, a few sodium ions transfer 
to the cell. These transferred sodium ions raise and uphold the potential inside 
the cell. The potential changes from a negative value in the resting condition to 
slightly less negative value. No sooner than the membrane potential touches a 
value called the  threshold stimulus  , a large number of sodium  channels are 
opened. This opening is trailed by the onrush of a large number of sodium ions. 
It causes the  development   of an action potential. The membrane potential 
 immediately upsurges to +40 mV. At this stage, the sodium channels bolt down. 
So, no further sodium ions can enter the cell. Also, the potassium channels are 
unsealed. Through the opened potassium channels, potassium ions trickle out 
from the cell. The loss of positive charge makes the potential inside the cell 
negative. Its value becomes less than the resting potential. Hence, the membrane 
potential becomes lower in value than the resting potential. Now the sodium–
potassium ion pump leaps into action. It restores the membrane potential to its 
standard negative value. It may be noticed that the action potential follows an 
all-or-none law. This law means that there are two possibilities: (1) The  threshold 
stimulus is reached. This triggers an action potential. (2) It is  not   attained. So, 
there is no action potential. No intermediate, transitional state of a faint action 
potential can exist. 

 In a nerve cell or neuron, the nucleus is located inside the cell body or soma. 
From the  cell body   outspread protoplasmic protrusions called  dendrites        . The 
 dendrites bring impulses towards the soma.    Axons carry impulses away from the 
soma (Fig.  2.3 ).
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  Fig. 2.3       Impulse conduction and information fl ow in  a   neuron       
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2.11         Discussion and Conclusions 

 In this chapter, the  mesmerizing and sensational fi eld   of implantable electronic 
devices was familiarized to the reader. Among the implantable devices, a few 
devices are meant for neural signal amplifi cation. They assist in measuring the neu-
ral potentials accurately. Some devices act as watchdogs of the patient’s health. 
They report immediately any irregularities and aberrations observed. Other devices 
impart energy pulses to explicit parts of the body to bring back any diseased part to 
its normal working rhythm of the healthy state. These devices can be better compre-
hended in the backdrop of the electrical system in the human body. This electrical 
system was described. The production of electricity in the body was explained. Yet 
another class of devices includes those that are electronically programmed to 
administer the prescribed drug at the chosen site at the fi xed time to make therapy 
more effective and reduce its adverse effects. 

 Review Exercises 
     2.1    What is the difference between a medical device and a medicinal 

product?   
   2.2    Classify medical devices according to the risks inherent in their usage. 

Explain the characteristics of each class of device. Give examples.   
   2.3    Under which class will you place the following medical devices: (1) 

cardiac pacemaker, (2) elastic bandages, and (3) surgical drapes? Which 
of these devices requires maximum regulatory monitoring and which 
one needs least control?   

   2.4    Explain and give examples of the following terms: (1) noninvasive and 
invasive medical procedures and (2) noninvasive and invasive medical 
devices.   

   2.5    Defi ne the term “implantable medical device.” Name the two classes 
into which these devices are subdivided and discuss how they are 
different?   

   2.6    What makes us believe that delivering electrical pulses to specifi c parts 
of the body can cure diseases? Argue.   

   2.7    Give your suggestion on how can a doctor continuously know the blood 
glucose concentration of a patient without any restriction on patient’s 
movement.   

   2.8    What are the disadvantages of oral delivery of drugs? What is meant by 
parenteral drug delivery?   

   2.9    Justify the use of implanted drug delivery systems. What do you mean 
by patient compliance?   

   2.10    Trace the historical evolution of implantable electronics following W. H. 
Ko.   

   2.11    Comment on the statement, “Human body is an electrical machine.”   

(continued)
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membrane?   

   2.16    Does the cell membrane show equal permeability for all the ions? If not, 
which ions can move across the cell membrane with no trouble and 
which ions face diffi culty?   

   2.17    What is the meaning of gates in the cell membrane?   
   2.18    Explain the role of sodium–potassium pump in bioelectricity genera-

tion. Upon what source of energy does this pump work?   
   2.19    What is the resting potential of a cell? Mention its typical value. What is 

action potential of a cell? Describe the phenomena taking place inside 
the cell that lead to the initiation of an action potential.   

   2.20    What are dendrites and axons? In what directions do they conduct 
impulses?     

(continued)
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    Chapter 3   
 Generic Implant Architecture 
and Organization                     

    Abstract     An archetypal implantable microsystem comprises two separate struc-
tural units: an external controlling module and a component placed inside the 
human body (the implant). The internal unit can be partitioned into several sec-
tions. These sections include the analog front end, memory, microprocessor 
(CPU), communication, and power management sections. The analog front end 
takes care of sensing and stimulation functions. The sensing function decides the 
magnitude, time, and extent of therapy to be given. It also monitors the therapy of 
the patient. The stimulation function looks after the output voltage or current pulse 
delivered by the device to the relevant part of the body. The memory unit stores the 
computer program and data. The microprocessor is the brain of the implanted 
device. Communication is established between the implanted device and the exter-
nal controller for initially setting the device and for its subsequent control. The 
subsequent control is done to fi ne-tune the therapeutic parameters. Apart from 
data telemetry, communication is used for power delivery in rechargeable battery 
implants. Power management is essential to make best use of the battery life or to 
minimize the time duration between two consecutive charging steps, if a recharge-
able battery is used.  

  Keywords     Induction charger   •   Resonant coupling   •   Nonresonant coupling   • 
  Voltage regulator   •   SMPS   •   Bandgap voltage reference   •   MICS   •   MEDS   •   CPU   • 
  RAM   •   ROM   •   OP-AMP  

3.1               Introduction 

 An implantable electronic system is capable of performing several functions. 
Primarily, these functions are:

    1.     Measurement   of patient’s physiological parameters and their transmission to the 
patient/consultant physician. These assignments fall under the head “ telemetry     ”; 
“tele” means distance and “metry” means measurement. The patient or the 
 physician is monitoring the therapy from outside the body of the patient [ 1 ].   
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   2.    Supplying the electrical stimulus of the desired value, as fi xed by the patient in 
dialogue with the physician. This entails actuation from a distance. The  physician 
is advising from a remote place. The patient is controlling the implant inside the 
body from a switch located outside. Hence, this activity is described as 
“ teleactuation  .”     

  The            telemetry and teleactuation functions are often carried out in a closed-loop 
fashion. From these discussions, it is clear that the implantable electronic system 
must be a two-component system. The component delivering the stimulation or 
carrying out corrective dosing action resides inside the patient’s body, as in a drug 
delivery device. The other component supervises the operation of the resident 
component and delivers power to it. This component is placed outside the host 
body [ 2 ]. A continuous exchange of information and also energy takes place 
between the indwelling and the external modules, whenever necessary. A close 
examination of the construction and structural constitution of the several available 
implantable electronic systems will bring home to the readers’ mind that the above 
two-piece arrangement for partitioning of  responsibilities            has found favor with 
most designs. 

 In implantable systems used  for   sensing action, the sensors inside the 
indwelling module convert the biological signals into electrical signals. The 
electrical signals undergo the requisite signal processing. Then they are 
 transmitted to the external module. Herein, they are analyzed. On this basis, 
suitable advisory is issued to the actuators in the indwelling module [ 3 ]. To cite 
an example, in a patient who has undergone cardiac surgery, a micro-accelerom-
eter is fi xed on the surface of the heart wall. So, any abnormality in the motion 
of the heart wall is noticed. It is conveyed to the surgeon for immediately 
 attending to the patient’s discomfort. 

 In implantable systems meant for stimulating nerves or  muscles  , the external 
component transmits the desired commands wirelessly across the patient’s skin 
to the module inside. These commands enable the module inside to supply the 
pulses of needed voltage or current magnitudes, duration, and frequency in 
accordance with patient’s health parameters. Thus the treatment is made more 
effi cacious [ 4 ]. Both the components of the implantable system operate in a 
 harmonious manner in a closed-loop coupling. Response of the stimuli on the 
patient is assessed. Based on this evaluation, the stimuli are varied to give the 
best  comfort to the patient. 

 The block diagram representation of a typical active implantable system is 
shown in Fig.  3.1 . As already said, the system is made up of  two   components: 
one external and the other internal. The external component supplies the 
 battery-charging power. It also receives the signals from the internal component 
and gives commands to control the same. The internal component delivers the 
therapy.

3 Generic Implant Architecture and Organization
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  Fig. 3.1    Two- component   block diagram representation of an active implantable device system 
with external controller. Different stages in the working sequence of both the external and internal 
parts are shown. In many versions, the antenna also performs the function of the charging coil so 
that a separate coil is not necessary. Here, the antenna is used both for communications and battery 
charging       
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3.2        External Part of the Implantable Device 

 An extensive diversifi cation of the facilities incorporated into implantable devices 
has taken place. Hence, the external part has to perform a multitude of tasks. In fact, 
it serves as the part externally controlling the operation of the implant, without any 
physical contact, and wirelessly too. Sometimes it does so from close distance and 
sometimes even from remote location. To execute its assigned responsibilities, this 
part is carefully designed. In general, the external part consists of the following 
components: (1) induction charger, (2) antenna, (3) transceiver, and (4) USB (uni-
versal serial bus) port. In many devices, the function of components (1) and (2) is 
performed by a single coil, the charging coil. Also, in some devices using non- 
chargeable batteries, the charging coil is not necessary. So, an antenna is provided. 

3.2.1     Induction Charger 

  The   induction charger consists of a pair of coils. Of these coils, one coil is kept in 
the external part to generate the  electromagnetic fi eld  . The other coil is placed in 
the internal part to receive power from this fi eld. Upon receipt of this power, it 
converts the power into electric current to charge the  battery   (Fig.  3.2 ). For action 
at close distances, the coil in the external part must be in close vicinity of that in 
the internal part. So, the two coils together constitute a transformer. For action 
from a remote location, resonant inductive coupling must be established between 
 the   two coils.

Primary coil outside the implant Secondary coil inside the implant

AC Power source

Rechargeable battery

Full wave rectifier circuit 

  Fig. 3.2     Induction charger   based on inductive coupling       
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3.2.2        Nonresonant and Resonant Coupling 

 Here,  it   is necessary to make a clear distinction between nonresonant and resonant 
coupling.    Nonresonant coupling occurs in a transformer. Because the magnetic fi eld 
generated by the primary coil must embrace the secondary coil, the two coils must 
be as close as possible. With increasing distance, most of the energy is dissipated 
through resistive losses in the primary coil. 

 In resonant coupling of two coils, each of the two coils  is         capacitively loaded 
(Fig.  3.3 ). An LC tuned circuit is thereby formed ( L -inductance,  C -capacitance). At 
a particular excitation frequency called the  resonance frequency     , a signifi cant 
amount of energy transference takes place from the primary to the secondary coil. 
The  transference effi ciency   is appreciable over a distance, which  is   few times the 
coil diameter. It is much more than in a transformer.

   Inductive coupling is compared with  resonant    coupling   in Table  3.1 .
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  Fig. 3.3    A  wireless power transmission system      using resonant inductive coupling       

   Table 3.1    Inductive and resonant inductive coupling   

 Sl. 
No.  Property  Inductive coupling  Resonant inductive coupling 

 1.  Principle  Mutual inductance; electromagnetic 
induction 

  LC  resonance 

 2.  Mode of 
transfer 

 One-to-one interaction  One-to-many interaction 

 3.  Range  Small (few cm)  Large (few m) 
 4.  Effi ciency  Low. Energy is lost in air. It may be 

drawn by any conducting material 
in vicinity if the range is increased 

 High. Energy switches back and 
forth between  L  and  C . The 
radiation loss is thereby reduced 
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3.2.3        Antenna 

 The  antenna   is an arrangement of metallic elements connected to the transmitter/
receiver. During transmission, an oscillatory current fl ows through the antenna. The 
 oscillatory current   creates time-varying electric and magnetic fi elds in its neighbor-
hood. These interlinked fi elds are radiated as electromagnetic waves. During recep-
tion, the oscillating electric and magnetic fi elds in the incoming electromagnetic 
waves impinge on the antenna. They set up  oscillating   currents in it.  

3.2.4      Transceiver   

 The transmitter and the receiver are housed together in a single enclosure. They 
together constitute the transceiver. In the full duplex mode, the operational frequen-
cies of the transmitter and receiver are different. This difference is necessary to 
avoid interference between the transmitted and received signals. Thus simultaneous 
to-and-fro communication, i.e., in both directions,  is   possible.  

3.2.5     USB Port 

 The  USB port   allows the user to connect a computer to the external port. Along with 
the computer, mouse, printer, and other accessories are also connected. USB is an 
industry standard set of specifi cations for connectivity between computers and 
peripheral devices. 

 Thus the external part is endowed with all capabilities to supply power to the 
implant. It can also carry out bidirectional exchange of data and information with 
the implant. These capabilities are further strengthened by interfacing with a com-
puter. The attendant information processing and programmability features of the 
computer are very helpful. So, the doctor can always get updates on the patient’s 
health status. He/she can program the implant to carry out the intended tasks in  the 
  desired sequential scheme.   

3.3     The Inner Structural Layout of the Implant 

 If someone were to break open the implant and look inside to see the constructional 
units of this box, one would fi nd that any implant contains some or all of the com-
ponents described in the following subsections. 

3 Generic Implant Architecture and Organization
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3.3.1     The  Secondary Coil   

 This coil of the induction charger, located inside the internal part, embraces the mag-
netic fi eld set up by the primary coil in the external part. It sets up an induced current in 
the internal part according to the varying current in the primary coil in  the   external part.  

3.3.2     Rectifi er,  Filter  , and Chargeable Battery 

 Associated with the charging coil is the  rectifi er   circuit. This circuit converts time- 
varying current into a pulsating direct current. A full-wave rectifi er uses four diodes 
in a bridge confi guration. It rectifi es both halves of the sinusoidal AC signal 
(Fig.  3.4 ).  The   unidirectional current from the rectifi er circuit is smoothened by the 
fi lter. The smoothening is done by removing the unwanted AC components of the 
output waveform. Referring to Fig.  3.4 , during the ascending portion of voltage 
wave, the fi lter capacitor is charged. During its descending portion, the capacitor 
discharges through the output resistor. This helps to keep the current constant. The 
resulting uniform and constant current is fed to  the   battery. It charges the battery to 
the rated capacity. So, the battery provides the  correct   voltage to supply  the   energy 
for operation of the implant.
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3.3.3        Voltage Regulator 

 The regulator stage furnishes a constant supply voltage. It does so despite variations 
in input voltage or load current. Linear regulators offer simplicity in design. 
 Electromagnetic interference (EMI)      is practically absent in linear regulators. But 
they are ineffi cient, and waste power. Switching regulators can provide effi ciencies 
exceeding 85 % with increased complexity. But switching currents can cause noise 
problems. Both types of regulators need a steady reference voltage. This voltage is 
obtained from a specifi cally designed circuit called the  bandgap reference circuit     . 
This circuit is described in Sect. 3.3.3.3 

3.3.3.1     Linear Regulator 

 In  a   linear regulator, a power transistor (FET)  is   operated in its linear region (Fig.  3.5 ). 
So, it behaves as a variable resistor connected in series with the load connected across the 
output terminals [ 5 ]. A feedback loop is formed. In this loop, an error amplifi er has a 
most important duty to perform, which is to sense the DC output voltage. A sampling 
resistor network is employed for this sensing. The network compares the feedback volt-
age with a reference voltage.  T  he output voltage from the error amplifi er acts upon the 
series power transistor. It propels the base terminal of this transistor via a current amplifi er. 
Let us consider the situation when the input voltage decreases or load current increases. 
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  Fig. 3.5    Linear  voltage      regulator       

 

3 Generic Implant Architecture and Organization



39

Then the output voltage decreases. So, the feedback voltage also falls. Consequently, 
more current is produced by the feedback error amplifi er and the current amplifi er. The 
current is fed into the base terminal of the transistor. This action lowers the voltage drop 
between collector and emitter. It forces back the output voltage. This forcing is continued 
until the feedback voltage equalizes with the reference voltage. By similar reasoning, the 
working of the circuit is explained when output voltage increases. Excessive power dis-
sipation in the  series   power transistor is the cause for the  low   effi ciency of this circuit.

3.3.3.2        Switch-Mode Power Supply 

  The      desired output   voltage     is obtained in a linear regulator by dissipating the excess 
power as heat in the series transistor. Unlike the linear regulator, an SMPS (switch-
mode power supply) regulates the output voltage or current by switching actions. In 
this switching confi guration, storage devices are toggled into and out of various 
electrical circuits. The storage devices used are   inductors     and   capacitors    . An SMPS 
is based on the switching-mode operation of the transistor instead of the linear-
mode operation. The DC supply is chopped at a higher frequency ~15–50 kHz. The 
chopping is done using an active device  like      the BJT or MOSFET (Fig.  3.6 ). A 
chopper or DC–DC converter is a static device which is used to convert a constant 
DC voltage at the input into a variable DC voltage at the output. The conversion is 
carried out by using switching technique. In the switching technique, an electronic 
switch interrupts one signal under the control of another. One type of switching 
technique is called pulse-width modulation. In this switching technique, the width 
of the pulse is varied. The chopping period and frequency are kept constant. The 
output voltage is altered by changing the on-time. Another type of switching is 
known as variable frequency control. In variable frequency control, the chopping 

Transformer

Fi
lte

r c
ap

ac
ito

r

Bridge Rectifier

Filter
capacitor

Bridge Rectifier

Transistor

EC

B

Pulse Width 
Modulator 

In
pu

t

O
ut

pu
t

Optoisolator
Error/Reference 

amplifier

From output

Isolation

  Fig. 3.6    Switch-mode  power      supply       

 

3.3  The Inner Structural Layout of the Implant

http://en.wikipedia.org/wiki/Voltage#Voltage
http://en.wikipedia.org/wiki/Inductor#Inductor
http://en.wikipedia.org/wiki/Capacitor#Capacitor


40

frequency is varied. The on-time and off-time are maintained at constant values. 
This technique is also referred to as frequency modulation.

   During on-state of the transistor, the voltage dropped by current fl owing inside the 
transistor itself is negligible. The voltage drop is negligible because the transistor oper-
ates in the saturation region. In the off-state, a very small current fl ows through the 
power path of the transistor. The current is very small because the transistor is working 
in cutoff mode. Power is only dissipated during the transitions between on- and off-
states. The time spent during the transitions must therefore be minimal. By varying the 
duty cycle or switching frequency, the stored energy in each cycle is adjusted to vary 
the output voltage. For voltage regulation, a sample of the output  voltage is fed back to 
the drive circuit  of      the switching transistor. Regulation is  provided by controlling the 
switching action of the chopper circuit in response to the feedback. SMPS is attractive 
to circuit designers from the viewpoints of obtaining high  effi ciency at a high density 
of  power      (area reduction) and with low power dissipation. 

 Table  3.2  brings out a comparative analysis  of         linear and switch-mode power 
supplies.

3.3.3.3              Bandgap Voltage Reference Circuit 

 It is a temperature-independent voltage reference circuit. It supplies a stable output 
voltage. The output voltage is stable irrespective of manufacturing process and supply 
voltage variations. The circuit is implemented by cancelling out two opposing voltage 
variations caused by temperature. Therefore, its operation involves summing two volt-
age sources. One voltage source is producing a voltage  V  1 . The voltage  V  1  has a positive 
temperature coeffi cient  α . The other voltage source is producing a voltage  V  2 . The volt-
age  V  2  has a negative temperature coeffi cient − α . Then the sum of the two voltages will 
yield a voltage  V  out  =  V  1  +  V  2 . The voltage  V  out  has a temperature coeffi cient =  α − α  = 0. 

 Bandgap circuit implementations are usually done using transistors. The reason 
is the more nearly ideal characteristics of transistors       than ordinary diodes. In a bipo-
lar transistor, the behavior of base-emitter voltage  V  BE  is nearly CTAT (complemen-
tary to absolute temperature, i.e., it decreases linearly with temperature). To this 
voltage  V  BE  is added a voltage that is PTAT (proportional to absolute temperature). 
The slope of the PTAT term  is      selected to be equal in magnitude to that of the CTAT 
term. Then their sum will be independent of temperature. This means that addition 
of PTAT and CTAT voltages in the proper ratio yields an output voltage whose mag-
nitude = the bandgap voltage extrapolated to 0 K (1.220 V). This output voltage is 
independent of temperature. Stated otherwise, if the PTAT component is adjusted to 
make the output voltage equal to  V  G0  at any temperature, the output voltage will be 
 V  G0  at all temperatures. For obtaining a PTAT voltage, two base-emitter voltages are 
subtracted, and the difference between these voltages is taken. These emitter- base 
voltages belong to identical transistors. These transistors are operating at two dis-
similar values of collector current. More generally, they belong to transistors made 
in the same fabrication process and operating at two unequal values of collector 
current density. Then Δ V  BE  truly is PTAT if the collector current densities are in a 
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fi xed ratio. Hence, while each  V  BE  is  nearly      CTAT, the difference between two  V  BE  
values is perfectly PTAT. Thus, a bandgap reference circuit exploits the negative 
temperature coeffi cient of emitter-base voltage in combination with positive tem-
perature coeffi cient of emitter-base voltage differential of two transistors. These 
transistors are operating at nonidentical current densities. By using these antitheti-
cal temperature coeffi cients, it makes a reference having zero temperature  coeffi cient 

   Table 3.2     Linear power supply    and      SMPS [ 6 ]   

 Sl. 
No.  Property  Linear power supply  SMPS 

 1.  Circuit 
complexity, cost 
and ease of use 

 Simple. It uses a regulating 
IC and noise fi ltering 
capacitors. It is low cost 
and easy to use 

 Intricate. It uses a controller IC, 
power transistors, diodes, transformer, 
inductors, and fi ltering capacitors. It is 
an expensive and diffi cult solution 

 2.  Size and weight  Small if no transformer 
is used 

 Small even if a transformer is used. 
The size is small because of high 
operating frequency (50 kHz–1 MHz) 

 3.  Output voltage  Any voltage if a 
transformer is used 

 Any voltage available 

 4.  Effi ciency  30–40 % because voltage 
regulation is accomplished 
by squandering away the 
surplus power in the form 
of thermal energy 

 60–70 % since voltage regulation is 
performed by varying the duty cycle. 
Effi ciency is lowered by switching 
losses in transistors, resistive or core 
losses of inductor, voltage drop 
across rectifi er diodes. But by proper 
optimization, the effi ciency can be 
raised to 95 % 

 5.  Transient 
response 

 Fast  Slow 

 6.  Radio-frequency 
interference 

 Causes meek interference 
at high frequencies by 
rectifi er diodes during 
severe current loading and 
some mains hum induced 
into unshielded cables 

 Produces electromagnetic and 
radio- frequency interference. It 
requires EMI fi lters and shields 

 7.  Electronic noise 
at input 

 Introduces harmonic 
distortion in AC input 

 Couples switching noise back into 
mains supply 

 8.  Electronic noise 
at output 

 Can cause audible mains 
hum or brightness ripples 

 Noisier 

 9.  Acoustic noise  Feeble, indistinct, usually 
muffl ed mains hum caused 
by the shuddering windings 
of the transformer 

 Inaudible unless provided with a fan 

 10.  Power factor  Low  Low to medium 
 11.  Applications  Suitable for use where 

output and input voltages 
differ by a small amount 

 Suitable for applications demanding low 
power dissipation and high effi ciency. It 
is suitable whenever high power density 
(small size) is necessary. It is a preferred 
supply in high current applications 
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[ 7 ]. The bandgap voltage reference represents the most popular high-performance 
voltage reference used in IC technology. 

 Figure  3.7  shows a Widlar bandgap  reference      circuit. In this classical Widlar 
bandgap reference circuit, the transistor  Q  I  is operated at a somewhat high current 
density. This current density is approximately obtained by multiplying the current 
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  Fig. 3.7    The classical  bandgap      voltage reference circuit given by Widlar       
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density of transistor  Q  2  by a factor of 10. The difference Δ V  BE  in the emitter-base 
voltages of the two transistors  Q  1 ,  Q  2  is measured across the resistor  R  3 . If the tran-
sistors  Q  1 ,  Q  2  are high current gain devices, the voltage drop across  R  2  is also pro-
portional to Δ V  BE . The transistor  Q  3  is a stage for providing gain. It controls and 
adjusts the output signal at a voltage = its emitter-base voltage  V  BE  + the voltage drop 
( R  2 / R  3 ) Δ V  BE  across  R  2 , as shown in the  circuit      diagram.

3.3.4               Power Saving and Economization Unit 

 Power must be expended with great restraint. The subdued consumption of power 
gives a longer battery life, in case of un-chargeable batteries. For the chargeable bat-
teries, it provides a longer time span between successive charging cycles of batter-
ies. Efforts should be made to avoid any wastage of power in any activity, which is 
superfl uous or spurious. The objective is to optimize the consumption of power by 
different portions of the implant. This optimization depends on whether the con-
cerned portions are active or lazy. Power must be preserved for legitimate use in 
performing only essential duties of the implant. At any given instant, only those 
circuits should be fed with energy that are not idling or loafi ng, but are busy in per-
forming useful work. Other circuits should be denied power supply and should be 
shutdown. This makes it necessary to choose or select the circuits that are contribut-
ing to a given operational condition of the device. Those circuits which are redun-
dant for that particular condition must be avoided. Such capability must be built in 
the system during its design. Furthermore, at the design level, emphasis must  be      
placed on the inclusion of those circuits, which are able to fulfi ll the specifi cations 
at minimum power consumption. Needless to say, similar results are achievable with 
different circuits at the expenditure of widely different levels of power. But in 
implantable devices, even a minute increase in power consumption is intolerable. 
Even this small increase places an annoying load on the battery. The designer must 
note that customary circuits are often designed to execute a broad range of functions. 
They are more of general-purpose nature than targeted towards a specifi c aim. So, 
the designers must propose innovative circuits for their specifi c requirements. They 
must keep away from general designs catering to wider needs at an increased power 
disbursement. The use of off-chip components is a serious impediment. This hin-
drance is not only from power drainage viewpoint but also from space wastefulness 
and reliability angles. The necessary long connecting metal lines and larger pads 
increase the parasitic capacitances unnecessarily. They lead to depletion of power. 
Hence, these off-chip components must only be used when an integrated on-chip 
solution is impossible. Apart from the adoption of above power saving measures, the 
designer has a strong option of framing the design around SMPS concepts. This will 
help the designer to avail of the benefi ts of buck and boost converters and charge 
pumps. An accompanying advantage is reduction in the overhead voltage for the 
circuit and thereby the extravagance in spending power. To quash the noise in analog 
circuits, a low power linear regulator is often inserted  between      the battery and the 
circuit.  

3.3  The Inner Structural Layout of the Implant



44

3.3.5     Battery-Less Implant 

 In a  battery-less implant   powered by an RF link [ 3 ], the energy is harvested from the 
RF power radiated by the external part. By such energy harvesting, a stable refer-
ence and supply voltage is provided for the implant. In these implants, the  self- 
driven synchronous rectifi er (SDSR)   topology gives the best transaction between 
effi ciency and the input working voltage. It strikes a balance between resistance in 
the on-state and the current fl owing under reverse bias operation. The idea of syn-
chronous or active rectifi cation refers to using active devices such as MOSFETs as 
replacements for rectifi er elements in circuits [ 8 ]. P–N junction diodes develop a 
voltage drop of 0.7 V across their terminals, thereby decreasing the effi ciency. Even 
replacing them with Schottky diodes with lower voltage drop of 0.15–0.45 V does 
not help much in this regard. MOSFETs have very low on resistance in milliohms 
range. The low on resistance of MOSFETs leads to a decrease in power loss and 
hence, increase in effi ciency. It thus provides an easy, cost-effective, and reliable 
method. Generally, one rectifi cation stage is inadequate to produce the required 
voltage for powering the implant with the RF input received.  This   insuffi ciency war-
rants the use of many charge pump-connected rectifi cation stages.   

3.4      Data Telemetry Unit   

 Let us consider an implant which cannot communicate with the outside world. An 
implant of this type cannot be controlled without any surgical intervention. The 
adjustments required could be initial tuning of the parameters. This tuning is done 
according to the individual patient’s needs. The adjustments could also be for sub-
sequently altering the parameters with recovery of the patient’s health. The only 
way of postimplantation control is through surgery. Once an implant has been 
installed and secured by surgery, any further changes by surgical procedures are 
painful to the patient. They are therefore grossly inconvenient for the patient. So, for 
making corrective adjustments to the implant, a reliable wireless communication 
system is established from the external device to the implant and from the implant 
back to the external controlling device. The communication system involves bidi-
rectional data exchange. Through this data exchange, necessary manipulations are 
routinely done by the doctor from outside through the transceiver inside the implant 
which is similar to the one in the external device. 

 In today’s world of  communication   revolution, building such capabilities in 
implantable devices has captivated the designer’s alertness. Multipurpose systems 
have been constructed. Interfacing standards such as the  Medical Implant 
Communication Service (MICS)   and  Medical Data Services (MEDS  ) have been 
formulated. They are used for interfacing between the implant and the external 
controller (Table  3.3 ). Short distance data telemetry is done by inductive coupling. 
It provides service in the ranges <20 cm. For these short distances, frequencies 
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between 100 and 200 kHz are used. In these systems,  load shift keying (LSK) 
 modulation   is used for conveying data from the implanted medical device to its 
external part. Such an arrangement allows the use of the same secondary coil for 
both data telemetry and battery charging. One coil in the external device along with 
its associated single coil in the implant is suffi cient for this arrangement. This set-
tlement therefore yields a total of two coils. For long-distance data telemetry, 
higher frequency, shorter wavelength systems working in the MHz region are 
employed. Then two separate dedicated coils are used. One coil is used for data 
communication. Another coil is used for charging of the battery. Thus, both the 
external device and implant have two coils each, in place of one coil each in the 
previous situation. Perforce, the requirement of coils for long-distance telemetry 
adds up to a total of four coils.  The   communication systems will be dealt with 
comprehensively in a separate chapter.

3.5        Central Processing Unit 

 The central processing unit (CPU) works as the brain or intellect of the  implant  . It 
is also called the  microprocessor     . It houses one or more arithmetic and logic units 
( ALUs  )   , the mathematical coprocessor, and the control unit. The ALU is known as 
the engine of the CPU. It performs arithmetic operations such as addition, subtrac-
tion, multiplication, and division. It also executes logic operations, e.g., AND, OR, 
NOT, NAND, NOR, XOR, etc., including bit-shifting operations. A greater number 
of ALUs increases the power consumption. So their number needs to be optimized 
for the particular application. The ALU works together with the register array. A 
register is a small part of the memory. From this part of the memory, data are 
retrieved much faster than from other memory locations. The data are loaded into 
the ALU from the input register. The control unit fetches instructions from the 
memory. It decodes and executes the instructions according to the program. To cite 
an example,  the   instruction tells  the   ALU about the operation to be executed on the 
data. The result is transferred to the output register. 

 The coprocessor enhances the operating speed of computation. It contains the 
unit capable of performing fl oating-point computations.  Floating-point   representa-
tion of a number means that the position of radix point, decimal point or binary 
point, in the number is not fi xed. The radix point may be placed at any place with 
respect to the signifi cant digits of the number. Floating-point operations are those 
carried out on numbers with fl oating radix points. 

 For digitization of the data, the analog-to-digital converter ( ADC  )    is used. It is 
placed inside the microprocessor as a subcomponent of the analog front end (AFE). 
The front end collects information in various forms from the user. It processes the 
collected information to be available in a suitable form usable by the back end. 
Hence, the front-end interfaces the user with the back end. 

 Analog-to- digital      conversion involves three main steps: sampling, quantization, 
and coding. Sampling is the process of conversion of signal from continuous-time 
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to discrete-time format. It transforms a continuous-time signal into a discrete-time 
signal. For sampling, the value of the signal is measured at defi ned time intervals. 
Each measurement gives a sample. For faithful reproduction of a signal, the sam-
pling frequency must be twofold the maximum frequency of the signal. This fre-
quency specifying the upper limit is called  the    Nyquist rate  . Quantization of a signal 
is mapping of the sampled values to smaller set of rounded off values. These values 
can be reckoned. The error introduced during rounding off is called quantization 
error or distortion. The errors modeled as quantization noise. Encoding or coding is 
the process of assigning a digital representation to the quantized sample.     This 
  assignment is done by representing each quantization level by a unique label such 
as 0000 for the lowest level and 0001 for the next higher level. 

 For rigorous data analysis, some microprocessors seek the help of an additional 
fl oating-point unit ( FPU  )    or a digital signal processor ( DSP     ). The microprocessor 
combined with the memory storage is sometimes known as the digital backend.  

3.6     Memory Storage 

 It is used to store the  computer programs   as well as data.  Volatile memory   is one 
which is lost when the computer is switched off. Nonvolatile memory ( NVM  ) is one 
which is retained even when the computer is not powered. Random access memory 
( RAM  )    is a volatile memory. It can be accessed from any physical location. It is also 
accessible in any order instead of moving sequentially from a given place. There are 
two versions of  RAM   devices:  dynamic RAM (DRAM)      and static RAM (SRAM). 
(1) DRAM needs to be periodically refreshed. The refreshing is done after every 
few milliseconds. Without refreshing, data will not be retained, and it will be lost 
after some time. SRAM needs no such refreshment. To explain the reason for 
refreshment requirement in case of DRAM,       it may be noted that this need arises 
because the storage cell of the DRAM is a combination of a single transistor and a 
capacitor. The capacitor tends to lose its charge by leakage. So, it has to be recharged 
to make amends for the lost charge. Even during reading of memory, some charge 
may be lost from the storage capacitor. The capacitor loses charge on applying a 
voltage to the word line. Therefore, information must be rewritten into all the cells 
of  a   row following the reading of a single cell from it. (2)       SRAM is based on bistable 
latching circuits called fl ip-fl ops using six transistors per unit cell. Hence, it con-
sumes a large area. DRAM uses a single transistor along with a capacitor. Therefore, 
it requires less area. (3) Because of its larger area, SRAM is expensive. But DRAM 
is cheaper due to its smaller area. (4) The recurrent refreshment demand slows down 
DRAM. It makes DRAM slower relative to SRAM. The access times of SRAMs are 
~10 ns. Those of DRAM are ~40–50 ns. (5) At high operating frequencies, SRAM 
consumes practically identical power to DRAM.       But at lower frequencies,    its power 
demand  is   less than DRAM. In the idling condition, it is almost negligible. 

 Table  3.4  presents at a glance the main features  that   tell  apart      DRAM from 
SRAM.

3.6  Memory Storage
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   As opposed to RAM, read-only memory ( ROM  )    cannot be easily altered or pro-
grammed (Table  3.5 ).  Electrically erasable programmable read-only memory 
(EEPROM)   is a kind of  programmable ROM (PROM)  . It can be erased electrically 
and programmed. Devices such as metal fuses serve as one-time programmable 
memories.

   A common type of NVM  under   EEPROM  is   the fl ash memory. It is available 
in two forms: NAND and NOR type. The  NAND-type memory   has smaller erase 
and write times. It occupies smaller area per unit cell. By virtue of its smaller 
area, it allows tighter packing density and reduced price. However, its input/
output interface lacks in providing a random excess external bus. So, data 
 reading is possible only in block-wise modes. This makes it inappropriate for a 
PROM.    The cause of inappropriateness is that in PROM, byte-level random 
access is necessary. 

 The memory cells of  NAND fl ash memory   are made of  fl oating gate MOSFETs 
(FGMOSFETs)  . In FGMOSFETs, there are two gates. These are named as the con-
trol gate (CG) and the fl oating gate (FG). The gates are separated by an insulating 
oxide layer. A cell can be programmed by application of a positive voltage to the 

   Table 3.4    DRAM  and      SRAM   

 Sl. No.  Property  DRAM  SRAM 

 1.  Refreshment  Yes  No 
 2.  Area used  Small  Large 
 3.  Cost  Less  More 
 4.  Speed  Low  High 
 5.  Power consumption at low frequencies  More  Less 

   Table 3.5     RAM    and   ROM   

 Sl. 
No.  Property  RAM  ROM 

 1.  Accessibility  Accessible at any time, in 
whatsoever order and from no 
matter what physical location 

 First the ROM information is 
transferred into RAM and then 
executed by the processor 

 2.  Usage  Allows reading and writing  Allows reading only 
 3.  Role and purpose  Permits the computer to read 

data fast with great dexterity to 
run the applications profi ciently 

 Stocks the program required 
to boot the computer at the 
time of starting and to act upon 
diagnostic functions 

 4..  Storage  Stores temporary information  Stockpiles permanent 
information 

 5.  Volatility  Volatile  Nonvolatile 
 6.  Speed  High  Low 
 7.  Memory space  Megabytes to gigabytes  Few thousand bytes in a PC 
 8.  Cost  High  Low 
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CG. By this means, electrons are attracted towards CG. En route their journey 
towards CG, they are trapped by FG. In FG, they can reside for years. Conversely, a 
cell is erased by applying a positive voltage on the opposite channel (substrate) side 
with CG grounded. This pushes the electrons away from the FG. The electrons are 
driven into the channel.  

3.7     Analog Front End 

 It is the set of  analog signal processing   circuitry comprising operational amplifi ers, 
   fi lters, and application-specifi c integrated circuits ( ASICs  )   . It seeks to provide an 
electronic functional block that interfaces sensors to analog-to-digital converters. 

 The operational amplifi er or OP- AMP      is a direct-coupled voltage amplifi er 
providing a high gain. It is a differential amplifi er. Hence, it amplifi es the differ-
ence of voltages applied between two terminals: (1) a non-inverting input  V  +  and 
(2) an inverting input  V  −  terminal. This results in an output signal  V  out . Its power 
supply terminals are indicated by  V  S+  and  V  S− . The  name   OP-AMP is derived from 
its origin in analog computers. Here, it was used for performing mathematical 
operations. Examples of these operations are addition, subtraction, multiplica-
tion, division, differentiation, integration, etc. It is one of the most widely used 
integrated circuits in analog systems. An  ideal    OP-AMP   has infi nite open-loop 
gain (without positive or negative feedback). It has infi nite  common-mode rejec-
tion ratio (CMRR)  . The  CMRR   is the ratio of differential gain to common-mode 
gain. The input impedance of an OP-AMP is infi nite. Its output impedance is 
zero. It has infi nite bandwidth (DC or zero to any AC frequency). Its offset volt-
age (the output potential difference with equal input voltages) is zero. The slew 
rate (maximum rate of change of output voltage with time)  of   OP-AMP imposes 
high-frequency limitations. 

 Filters are electronic circuits designed to attenuate certain frequency components 
and pass the preferred frequency components of a signal. Four types of widely used 
fi lters are low-pass, high-pass, bandpass, and bandstop. 

 Table  3.6  gives a brief account of the main circuits that can be designed  using 
   OP-AMPs  .

   On the whole, the responsibilities of the AFE are to sense or measure the 
patient’s body parameters. These  parameters   are heart rate, physical activity level, 
blood pressure, etc. Accordingly, the AFE delivers the stimulus to the patient. The 
stimulus is given in the form of an electrical pulse of the correct magnitude and 
duration. The AFE often involves the use of high voltages. It is therefore more 
oriented towards  analog circuitry unlike digital circuitry  . The basic inclination of 
digital circuitry is towards smaller geometries and lower operating voltages. Digital 
technologies concentrate more on dimensional shrinkage of device geometry and 
cost reduction.  

3.7  Analog Front End
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   Table 3.6    OP- AMP   circuits   

 Sl. 
No.  Name of the circuit  Function 

 1.  Non-inverting amplifi er  It amplifi es a signal without inverting it 
 2.  Inverting amplifi er  It inverts a voltage signal and also amplifi es it 
 3.  Buffer amplifi er/voltage 

follower 
 It acts as a buffering stage between a high-impedance 
source and a low resistance load 

 4.  Summing amplifi er/voltage 
adder 

 It performs the addition operation by adding several 
weighted voltages 

 5.  Difference amplifi er/voltage 
subtractor 

 It performs a subtraction operation by amplifying the 
difference between two voltages 

 6.  Transresistance amplifi er/
current-to-voltage converter 

 It is an amplifying circuit, which converts a current into a 
proportional output voltage. Its output voltage ∝ input 
current. The constant of proportionality in this 
relationship is given the name “transimpedance” or 
“transresistance” from which the circuit is aptly called 
“transresistance amplifi er.” This proportionality constant 
has the unit, “ohm” 

 7.  Transconductance amplifi er/
voltage-to-current converter 

 It is an amplifying circuit whose output current is directly 
proportional to its input voltage. The constant of 
proportionality in this relation is known as 
transconductance from which the circuit derives its name, 
“transconductance amplifi er.” This proportionality 
constant has the unit, “Siemen” 

 8.  Integrator/low-pass fi lter  It is a fi lter circuit. It integrates the signal with respect to 
time; hence, it is called integrator. It is used to limit the 
bandwidth of a given signal 

 9.  Differentiator/high-pass 
fi lter 

 It is a fi lter circuit. It differentiates the signal with respect 
to time; hence, it is termed differentiator. It amplifi es AC 
but blocks DC 

 10.  Differential amplifi er  It is an amplifi er used for determining the difference 
between two voltages. Each voltage is multiplied by 
some constant, decided by the resistors used in the circuit 

 11.  Instrumentation amplifi er  It amplifi es a low-level differential input. It is an 
amplifi er with differential input. Its special features 
include very high input impedance, very low output 
impedance, variable gain, high CMRR, and good thermal 
stability. It is suitable but not limited in use as the input 
stage of an electronic instrument for making very 
accurate, low-noise measurements 

 12.  Logarithmic amplifi er  It is an amplifi er in which the output signal is 
proportional to the logarithm of the input signal 

 13.  Anti-logarithmic amplifi er  It is an amplifi er in which the output signal is 
proportional to the inverse of logarithm of the input 
signal 

 14.  Comparator  It compares two voltages. After comparison, it switches 
its output to point towards which voltage is larger 

 15.  Square wave generator  It is an astable multivibrator 
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3.8      Electronic Block   or Feature Grouping 

 While preparing the organizational plan of an implantable IC, the designer has to 
study its main features. During this study, he/she should decide the features that can 
be put together on the same silicon chip to fabricate an IC. Also, he/she must decide 
as to which circuit components are not amenable to integration. Examples of such 
components are the inductors and large capacitors for defi brillators, electrostatic 
discharge (ESD)  protection circuits  , etc. ESD  suppression components   clamp the 
ESD voltage to a value at which the circuit can survive. These components are con-
nected in parallel with the signal line. They shunt away a large proportion of current 
from the data line to the appropriate reference. This reference is either the power rail 
or chassis ground. Thus, the protected chip does not see the ESD transient. 

 Whether in defi brillators or in  ESD    suppressors  , external discrete devices serve 
the protection functions better. So, the fi rst step is to classify what features are to be 
built on the silicon chip. Evidently, those components, which are to be placed out-
side the chip, have to be connected to the chip at a later stage. 

 The second consideration is that the chip must be subdivided into different sections 
in such a way that any future design revision can be undertaken with minimal changes. 
To exemplify, let us consider a monolithic chip in which  microprocessor   and memory 
functions are combined together. Here, one will need to rework the whole design if 
either the microprocessor or memory part needs to be updated. Had this chip been seg-
mented into two separate microprocessor and memory chips, the design changes would 
have affected only one chip. The other chip would have remained untouched.    Then the 
designer would be dealing with a less complicated circumstance. Similarly, suppose an 
 RF communications circuitry   is embedded into an IC. Later, the communication stan-
dards undergo revision. Then an altogether new IC needs to be fabricated. By cautious 
forethought and brainstorming, the fabrication of new IC is avoidable. Future trends of 
developments can be visualized. A fl exible design can be laid out which can adapt well 
to foreseen or anticipated iterations. In this way, a future-ready chip is designed. 

 The designer must scrutinize as to what performance levels will be compromised if 
sensitive analog components are placed along with noisy digital circuits on the same 
chip. A digital-centric process is aimed at high device densities with least manufacturing 
steps so that the cost is reduced. So, if a digital process is used, the crucial analog perfor-
mance  characteristics   may not be achieved. Hence, the device rating may fall below 
electrical specifi cations. Contrarily, even if the digital performance is electrically satis-
factory, a larger area might have been used for attaining the rated values. Then both digi-
tal and analog functions could have been carried out to fruition. Size reduction of a 
digital device increases the off-state leakage current. Hence, the digital device requires 
lower voltage operation. This hampers the normal functioning of the analog device. 

  Digital ICs   tend to follow the latest technologies without waiting for their matu-
rity. Many times these processes go fast into obsolescence. It must be borne in mind 
that implantable electronic devices are life-supporting devices. They take several 
years for approval from regulating agencies. Therefore, the hasty practice of device 
engineers to adopt new technologies must be avoided. Adoption of technologies 
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without observing their sustainability may often result in the fabrication technology 
becoming obsolete before the device gets its approval. In such situations, the design 
and the process might need to be completely relooked from the very beginning. 
Considerable effort and time may be lost  if   one has to start from a scratch! Had the 
design and process engineers agreed upon more mature and longer life technolo-
gies, such mis-happenings could have been prevented.  

3.9     Discussion and Conclusions 

 Generic implant architecture for wireless communication and wireless charging was 
presented. The functions of the components in the external and internal modules 
were discussed. The wireless link is highly desirable for patient’s mobility. 
Moreover, percutaneously connected cables cause skin irritations and infections. 

 Review Exercises 
     3.1    “The consensus structural organization of implantable electronic sys-

tems is that of a two-component arrangement working in coordination 
with each other.” Explain the meaning of this statement and bring out 
the principal contractual obligations of the two components of this 
closed-loop coupling.   

   3.2    What is meant by telemetry and teleactuation?   
   3.3    Name the four components of the external part of an implantable device. 

Underscore the necessity and function of each component.   
   3.4    Describe the construction of an induction charger. What type of cou-

pling is necessary between its two coils for charging from a: (1) small 
distance and (2) large distance?   

   3.5    Mention the differences between nonresonant and resonant coupling of 
two coils.   

   3.6    What is the role of antenna in the external part of an implantable device? 
What is meant by a transceiver? Explain the duplex mode of operation 
of a transceiver.   

   3.7    How does the provision of a USB port in the external part of an implant-
able device help in extending its capabilities?   

   3.8    Sketch the functional block diagram of the sequential steps through 
which the oscillating current received in the coil of the implant passes to 
give a DC current for charging the battery. Explain the function per-
formed by the capacitor in this sequence.   

   3.9    What is synchronous rectifi cation? How does it increase the effi ciency 
of a rectifi cation system?   

   3.10    Point out the advantages and disadvantages of linear regulator and 
switch-mode power supply. Explain with the help of diagrams the oper-
ation of both types of regulators.   

(continued)

3 Generic Implant Architecture and Organization
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   3.11    How is voltage regulation obtained in a: (1) linear regulator and (2) 
SMPS?   

   3.12    What control is exercised by the choice of the duty cycle in the SMPS? 
What is the role of the feedback in SMPS?   

   3.13    Explain how voltages with positive and negative temperature coeffi -
cients are obtained to implement the function of a bandgap reference 
circuit? Why is this circuit called by this name?   

   3.14    The circuit designer of an implantable device is faced with a serious 
constraint on power consumption. No extravagance is tolerated in 
spending power. Suggest some steps for power saving that must be kept 
in mind at the design stage of implantable devices?   

   3.15    How does the self-driven synchronous rectifi er topology help in saving 
power? Why is it called active rectifi cation?   

   3.16    For short distance data transmission, what are the typical frequency and 
distance ranges? What modulation technique is commonly used?   

   3.17    Is random access memory (RAM) a nonvolatile memory? What are the 
two types of RAM?   

   3.18    How do SRAM and DRAM differ in construction? How many transis-
tors are used per unit cell in a fl ip-fl op? Which consumes more area, 
SRAM or DRAM?   

   3.19    Why DRAM needs to be periodically refreshed? What typically is the 
refreshing time of DRAM? Which is costly and why? Which is faster 
and why?   

   3.20    What are typical access times of SRAM and DRAM? Compare SRAM 
and DRAM regarding power consumption.   

   3.21    Give one example of one-time programmable ROM? Give one example 
of electrically erasable and programmable ROM (EEPROM). Is it a 
volatile memory?   

   3.22    What are the two forms of fl ash memory? In what respects do these two 
forms differ?   

   3.23    Name the device from which the memory cells of NAND fl ash memory 
are made. What are the two gates of FGMOSFET called?   

   3.24    How is a cell of fl ash memory programmed? How is a cell of fl ash mem-
ory erased?   

   3.25    What is the role of front-end electronics in implantable devices? Why 
does this portion of the implantable device use analog circuitry instead 
of digital circuitry dominating in the remaining device?   

   3.26    What is an operational amplifi er? Why is it called by this name? What 
are the characteristics of an ideal OP-AMP?   

   3.27    What is a fi lter circuit? Name the four types of fi lters commonly used?   
   3.28    Prepare a list of important guidelines that the designer of an implantable 

device must follow from the point of view of: (1) the components that can 
be put close together on the chip, (2) the use of off-chip devices, (3) future 
design revisions, and (4) utilization of new unproven technologies?     

(continued)

3.9  Discussion and Conclusions
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    Chapter 4   
 Dilemmas and Enigmas of Implantable IC 
Design 

                        Abstract     Very low power consumption and impeccable reliability are the crucial 
requirements of implantable electronics. Extremely small power utilization neces-
sitates close attention to power management and budgeting. Together with reliabil-
ity considerations, it impacts circuit design and fabrication processes, besides 
infl uencing the testing methodologies. Reliability physics and failure mechanisms 
must also be reexamined. An obvious outcome is that the standard designs and pro-
cesses available from wafer foundries no longer hold; they need to be suitably modi-
fi ed from the viewpoint of power saving and reliability enhancement. The demands 
become more appalling in the wake of increasing system complexity without con-
comitantly making more power available.  

  Keywords     CMOS   •   GIDL   •   Leakage current   •   SILC   •   NBTI   •   Noise   •   DIBL   • 
  Short-channel effects   •   ESD   •   Sense amplifi er  

4.1               Introduction 

 Design of implantable ICs is riddled with both challenges and opportunities. So, the 
designer has to take note of both sides of the story. The designer’s confi dence is 
boosted when it is realized that most industrial ICs are designed for operation in the 
−40 °C to +85 °C  temperature   range. Contrarily but favorably, implantable ICs 
operate in the human body environment. For these ICs, the surrounding temperature 
varies nominally around 37 °C. 

 Differences and fault tolerances of implants as compared  to   industrial systems 
must be always kept in mind.    Biological systems are comparatively slower than 
industrial systems. Hence, the sensors and driver circuits need to work at frequen-
cies ~100–200 kHz. Accordingly, the system clock frequencies in implantable 
devices are in this frequency range. As opposed to this, clocks of 10 MHz or higher 
frequencies are required in industrial applications. In addition, many (not all) bio-
logical systems are more tolerant to deviations from values. Cardiac pacemakers, 
for example, can tolerate stimulus errors of 0.5 %. 

 This chapter presents the many puzzling situations that an implantable IC 
designer has to face frequently.  
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4.2      CMOSFET: The   Digital Workhorse 

 The trustworthy and ubiquitous structural as well as functional unit of implantable 
ICs is the CMOS (complementary metal–oxide–semiconductor) device. The CMOS 
device uses a unifi cation of P-type and N-type metal–oxide–semiconductor fi eld- 
effect transistors (MOSFETs)    for implementation of logic functions. The term 
“CMOS” refers both to the digital circuit design using symmetrical pairs of transis-
tors as well as the associated technology for circuit fabrication. 

4.2.1     CMOS Processes 

 CMOS processes are of three types (Fig.  4.1 ):

     1.     N-well CMOS:      The starting substrate is P-type silicon. NMOS devices are formed 
by N +  diffusion into this substrate. This diffusion is performed at the source and 
drain locations. For PMOS devices, diffusion of N-type impurities into the sub-
strate forms an N-type well. P + -source and drain regions are formed by heavy 
selective doping of P-type impurities in the source and drain diffusion windows. 
Compatibility of this process with NMOS process has made it popular.   

   2.     P-well CMOS:      Starting from an N-type substrate, P +  diffusion is done for source 
and drain regions. A P-type well is formed, and N +  diffusion is done for source 
and drain formation. Due to its incompatibility with NMOS process, this process 
has not gained much popularity.   

   3.     Twin-tub CMOS: This      process commences with a lightly doped substrate. In this 
substrate, N- and P-wells are formed by diffusion. In the wells thus created, the 
PMOS and NMOS devices are fabricated.    

4.2.2       CMOS Combinational Logic 

 CMOS gates are built from two complementary networks: (1)    a  pull-up network 
(PUN)   is a network that sets the output to 1. It is built from PMOS transistors. The 
 PMOS transistors      are arranged between the output terminal and the power supply 
rail at higher voltage ( V  dd ). (2) A pull-down network ( PDN)      is a network that sets the 
output to 0. It is made from NMOS transistors. The  NMOS transistors      are arranged 
between the output terminal and the power supply rail at lower voltage ( V  ss ). 

 The pull-up and pull-down  networks            are interrelated as duals of each other. They 
are confi gured in a complementary topology. At a particular instant, only one net-
work is on and the other is off. So, the output is either connected to ground or to 
drain supply terminal. Suppose both networks are simultaneously on. Then the 
drain path between drain and ground terminals will draw excessively high current. 
The high current drawn will damage the circuit. 

4 Dilemmas and Enigmas of Implantable IC Design
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 The simplest CMOS circuit is the NOT gate or  inverter     . It is a combination of  a 
           pull-up network (PUN) and a pull-down network (PDN), as depicted in Fig.  4.2 . 
When the input voltage is high, the PMOS transistor is off, and the NMOS transistor 
is on. This sets up a connection between output and  V  ss . The connection pulls the 
output to low. Conversely, when the input voltage is low, the PMOS transistor is on 
and NMOS transistor is off. This creates a connection between the output and  V  dd . 
The connection pulls the output to high.

   A two-input CMOS NOR gate comprises: (1) two pull-down N-channel MOS 
transistors connected in parallel, and (2) two pull-up P-channel MOS  transistors 
           connected in series (Fig.  4.3  a).

   The two-input CMOS NAND gate consists  of           : (1) two pull-down N-channel 
MOS transistors connected in series and fi xed to  V  ss , and (2) two pull-up P-channel 
MOS transistors connected in parallel and tied to  V  dd  (Fig.  4.3b ).  

4.2.3     CMOS Advantages 

  CMOS   circuit benefi ts from the fact that one transistor of the pair is always off. So 
negligible power is wasted in the series combination of P- and N-transistors in the 
static mode. Power dissipation only occurs during the short periods that the device 
switches between on- and off-states. Thus CMOS circuit has very low static power 
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  Fig. 4.2    Generic CMOS  gate         
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dissipation. The low power consumption makes it suitable for ultralow power 
implantable ICs. CMOS has an advantage over NMOS due to its fast transition from 
0 to 1 and 1 to 0 logic states. NMOS switches slowly from 0 to 1 state. The switch-
ing is slow because NMOS uses a resistor in place of the pull-up network. 

 Continued shrinkage in  geometries   of CMOS ICs without increasing power con-
sumption is making it possible to design implantable circuits with enhanced func-
tionalities and features.   

4.3     Single-Chip Versus Multiple-Chip Design 

 Because more dynamic power  is   consumed at the crossing points across chips, the 
 system-on-chip (SoC)   concept is gaining popularity. The SoC is an integrated cir-
cuit that assimilates all the miscellaneous functions consummated by an electronic 
system on a single small chip. These functions may be digital, analog, mixed-sig-
nal, or RF signal tasks. The components included in the SoC are CPU, memory, 
power management, and wireless communication circuits.  The   SoC concept 
decreases the overall size of the circuit. The size is smaller because SoC is only 
slightly larger than CPU. Nevertheless, it provides much greater functionality. 
Also, it employs much higher level of integration. Together with more integration, 
it also uses shorter interconnects. So, the power consumption decreases. Let us 
count the number of chips that will be required to assemble a system. Then lesser 
number of  physical   SoC chips will be needed. The smaller number of SoC chips 
will enable easier and cheaper construction of system. The main disadvantage of 
using SoCs is the loss of design fl exibility. This fl exibility is lost because it may be 
economical to replace a CPU only if it gets faulty. But with  the   SoCs, the inte-
grated memory and other functions come along with the chip. It is therefore both 
wasteful and costly to replace the entire range of functions  when   only a small part 
is unserviceable.  

4.4     Speed and Threshold Voltage Trade-Off 

    Human body responses are measured in milliseconds, not in nanoseconds. Hence, 
implantable ICs need not be as fast as consumer electronics ICs. Fortunately, the 
slower device requires less power: low power → slow device; high power → faster 
device. 

  On   the opposite side, for smaller geometries, the maximum supply voltage is 
lowered. Therefore, the transistor threshold voltage decreases. Regrettably for low 
power systems, lower threshold voltages lead to higher leakage currents: low 
 threshold voltage → high leakage current. In turn, the high leakage current raises 
standby power dissipation: high leakage current → high standby power dissipation.  

4 Dilemmas and Enigmas of Implantable IC Design
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4.5     Matching the Threshold Voltages of       N- and P-Channel 
Devices 

 At large process geometries ~1 μm, the threshold voltages of P-channel transistors 
are kept intentionally high. The reason for keeping the threshold voltages high is 
that it is diffi cult to keep the leakage current of these transistors low in the buried 
channel architecture with N +  polysilicon gate [ 1 ]. Consequently, appreciable differ-
ences arise in drive capabilities of P- and N-channel transistors. These differences 
lead to concerns with common transistor sizing in standard cells. At the other 
extreme of small process geometries in the deep submicron region, surface P-channel 
devices are fabricated with P +  polysilicon gates. Hence, the mismatching of thresh-
old voltages of N- and P-channel transistors is a nonissue. Low threshold voltages 
of P-channel transistors are achieved with acceptable leakage currents like N-channel 
transistors. From these arguments, a successful strategy for low power operation is 
evolved. This strategy utilizes all the advantages of small-geometry processes but 
keeps the threshold voltages high. This will reduce the leakage currents to negligi-
ble levels. The expense is a decrease in operational speed. Thus by sacrifi cing speed, 
less leaky, low power operation will be ensured.       This calls for ion implantation step 
at appropriate dose to adjust the threshold voltages. Hence, there is a departure from 
the regular foundry process.  

4.6     Rise  of   Leakage Currents in Deep Submicron Transistors 

 For downscaling towards 150 nm and below, two additional forms of leakage cur-
rent become signifi cant. These leakage currents were effectively nonentities at 
larger geometries 

4.6.1        Gate-Induced Drain Leakage 

 Leakage current minimization is an issue at the forefront for low power implantable 
devices. A major contributor to the leakage current is the gate-induced leakage 
current. 

  At   small geometries, the  doping levels   of the transistor well and channel increase. 
Also, the gate oxide thickness decreases. Without similar reduction in supply volt-
age, the electric fi eld present at the gate edge of the drain junction rises. The rise of 
electric fi eld takes place to the level at which a  Zener-type leakage      (band-to-band 
tunneling) in the drain region below the gate becomes meaningful at high gate–
drain voltages [ 2 ]. This happens because there is appreciable band bending near the 
interface between silicon and the gate dielectric. So, electrons in the valence band 
can tunnel into the conduction band. The problem is further worsened by the fact 

4.6  Rise  of   Leakage Currents in Deep Submicron Transistors
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that the adjustment of transistor threshold voltages at higher values, as recom-
mended for lowering the leakage current, now has a derogatory effect. This depre-
ciating effect occurs because the threshold voltage adjustment  raises   the electric 
fi eld at the gate edge of the drain junction. Thereby, it elevates gate-induced drain 
leakage (GIDL). Thus as the drain supply is increased, at a particular drain voltage, 
the GIDL exceeds the subthreshold leakage current. This is the crossover point. 
With further downscaling of dimensions, the GIDL issue is further magnifi ed. 

  For   all intents and purposes, the leakage in the drain is a bottleneck for dimen-
sional  reduction of CMOS   towards the deep submicrometer dominion. On reduction 
of channel length below 50 nm, leakage current control becomes a real challenge to 
IC engineers because: (1) the subthreshold conduction current increases in an expo-
nential manner with falling threshold voltage, (2) the band-to-band tunneling cur-
rent at the surface or GIDL increases as an exponential function with decreasing 
gate oxide thickness, and (3) the band-to-band tunneling current in the bulk increases 
exponentially with rise in doping concentrations in the bulk and well regions. The 
GIDL current is an exclusive function of the conditions prevailing in the  gate-to- 
drain overlap region  . It is extremely responsive to the oxide geometry under the 
boundary of the gate. The upper limiting value of the electric fi eld in drain region is 
bumped up by the bird’s beak of the gate oxide. It is also infl uenced by a fl awed 
optimization of the drain structure and  the   gate–drain overlapping [ 3 ].  

4.6.2     Leakage Current Flow Through the Gate Oxide 

  The   gate oxide thickness for 130 nm process is 200 nm. For the 90 nm process, it is 
160 nm. For every 20 nm reduction in oxide thickness, the leakage current due to 
tunneling increases by an order of magnitude. It thus attains  overly      serious 
proportions.   

4.7     Reliability Degradation of  Deep   Submicron Transistors 

 Among the reliability concerns, mention may be made of many issues. These issues 
are explained below. 

4.7.1     Stress-Induced Leakage Current and Soft Breakdown 

  For      deep submicron geometries, oxide does not undergo immediate rupturing. 
It does so in gradual stages through a special mechanism. This mechanism is known 
as  quasi - or  soft    breakdown   .  Stress-induced leakage current (SILC)   fl owing through 
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the oxide causes this breakdown. Battery depletion and infant mortality failures 
may rise due to high initial leakage currents. 

  The    understanding   of microscopic level physics of SILC is defi cient. However, 
there is a wide-ranging agreement that it is caused by trap-assisted conduction. In 
all likelihood, it involves the tunneling mechanism [ 4 ]. As is well known,    thick 
oxides obey the feedback runaway model. The thin oxides of thickness ≤10 nm 
conform to a wear-out model in place of the feedback runaway model. In the wear- 
out model, defects are produced in the oxide network when it is stressed electrically. 
These defects are known as neutral traps. This has been done to indicate that the 
traps causing breakdown need not be related with any charge. Also, it has been done 
to demarcate the historical models on charged defects activating breakdown. By 
capturing a hole, the neutral trap becomes positively charged. By capturing an elec-
tron, it is negatively charged. 

  The   stress-induced traps  in   the  oxide   produce conductive percolation paths 
through it. No sooner than the density of neutral traps attains a critical value, a con-
duction path is formed between the cathode and anode. This path sets off a break-
down. The physical phenomena underlying traps and the kinetics of trap creation 
must be clearly comprehended. Then it is possible to predict the reliability of thin 
SiO 2  gate dielectric  under   operational conditions [ 5 ].  

4.7.2     Negative-Bias Temperature Instability 

    This is a prime issue determining the reliability. It impacts mainly  P-channel tran-
sistors  . This is because they normally have negative gate-to-source/body voltages in 
on states [ 6 ]. NBTI appears in the form of a rise in P-channel threshold voltage on 
transistors that have a bias applied across them. The appearance of negative-bias 
temperature instability (NBTI) takes place irrespective of activity, particularly at 
elevated temperatures. NBTI results in a fall of drain current and decrease in trans-
conductance of the device. Temporally, the degradation takes place logarithmically. 
It must be distinguished from the hot electron effects. It produces shifts that are 
dependent on the state of the transistor and its period in that state. 

 Figure  4.4  shows  t  he phenomena  responsible   for NBTI. Two simultaneous 
mechanisms have been proposed for this instability. NBTI is a consequence of, 
fi rstly, production of interface traps and, secondly, the fi lling of preexisting traps by 
holes from  the   P-MOSFET channel. The SiH bonds at the interface between SiO 2  
and Si substrate are broken. This bond breakage occurs by the joint effect of electric 
fi eld and temperature. Holes also participate in the process. Consequently, dangling 
bonds or interface traps are produced at the aforesaid interface. Also, positive oxide 
charge results from either H +  or trapped holes. Hence, NBTI is a combined effect of 
interface state generation and positive trapped charge. For low-supply voltage sys-
tems, the shift occurs slowly. This is an advantage. But for a given value of shift, the 
effect on performance is more conspicuous due to the lower clearance above the 
threshold for the transistors.

4.7  Reliability Degradation of  Deep   Submicron Transistors
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   The most prevalent model of NBTI is the  reaction–diffusion (R–D) model     . In 
this model, there are two phases. The fi rst phase is the reaction phase in which inter-
face traps are produced at the SiO 2 /Si interface. An interface trap consists of any 
interfacial silicon atom with an unsaturated or unpaired valence electron at the SiO 2 /
Si interface. This silicon atom has a dangling bond. Such a silicon atom is produced 
by the reaction between a hole  h  +  and SiH. The hole tunnels through the oxide from 
the inversion region. It is captured by SiH. The products of this reaction are  a   posi-
tive silicon ion and free hydrogen:  h  +  + SiH↔Si +  +H. Hydrogen is liberated during 
this reaction phase.  The   hydrogen thus released spreads by diffusion and moves 
away from the Si/SiO 2  interface. Sometimes, it reacts again with silicon forming 
Si–H. Some hydrogen atoms interact among themselves forming H 2 . Besides the Si +  
ions created by the above process, more unsaturated Si atoms occur in SiO 2  itself. 
 These   unsaturated Si atoms together  with   other oxide defects increase the number 
of interface traps. With respect to stress time, the interface traps have a linear 
 dependence on stress time. The shift in threshold voltage arises from  the   building up 
of interface traps. It also arises from oxide-trapped charge. 

 The next phase is  the    diffusion phase  . In this phase, the hydrogen disperses away 
from the interface and disseminates into the oxide. The time dependence of this 
phase has the form  t   n  , where  n  = 2.5 for neutral hydrogen species. Hydrogen may as 
well diffuse to the interior of the substrate. This diffusion-limited regime has been 
corroborated on several instances. However, the reaction-limiting regime has not 
been noticed that much frequently. The nonobservance is because this regime lasts 
only for a very short time [ 7 ].  
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  Fig. 4.4    NBTI effects in  P-channel MOSFET         
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4.7.3        CMOSFET  Noise Sources   

 Most signals are noise-contaminated. Noise is an unprompted variability observed 
in current or in voltage. It is noticed as a spontaneous, random fl uctuation in the 
electrical signal. It may be described as the unwanted signal that degrades the main 
signal. 

 The smallest signal that the transistor can process is limited by the internal noise 
produced by it. The comportment of CMOS devices is controlled mainly by two 
sources of noise, thermal noise and fl icker (1/ f ) noise. Occasionally present in the 
noise spectrum are three other types of noise: shot noise, generation/recombination 
noise, and popcorn noise [ 8 ]. 

4.7.3.1     Thermal Noise 

    Thermal or Johnson–Nyquist  noise   is the electronic noise produced by the random 
movement of charge carriers inside a conductor of electricity. Usually these charge 
carriers are electrons. The underlying reason for the production of this noise is the 
thermal excitation of charge carriers inside the conductor in equilibrium condition. 
The thermal excitation and hence noise take place in any case, regardless of whether 
a voltage has been applied to the conductor or not.  

4.7.3.2        Flicker Noise 

  1/ f  noise   is the preponderant noise in the range of low frequencies. It has a spectral 
density function, which is inversely proportional to frequency. Being an electronic 
noise characterized by 1/ f  or pink power density spectrum, it is often called by the 
name, “ pink noise     .” This kind of noise is habitually present in all semiconductor 
devices under biasing conditions. It is usually correlated with defects in the semi-
conductor material and with imperfections in the fabrication process. It perpetuates 
even at very low frequencies down to 10 −6  Hz, corresponding to a long period 
around a month. Frequently, it is used in modeling the temporal fl uctuations of 
operational parameters of semiconductor devices. 

 Two  important   models have been propounded to elucidate the origination of 
 fl icker noise: (1) The      surface model or carrier number fl uctuation model [ 9 ] is pri-
marily used for MOSFET devices. It is proposed under the assumption that there are 
uniformly distributed trap centers in the silicon dioxide adjacent to the silicon sur-
face. Further, it is supposed that the likelihood of the carrier intrusion to trapping 
centers decreases exponentially as the remoteness from the surface increases. Going 
further, it is believed that the time constants of trapping centers increase with the 
separation from the surface. Finally, it is assumed that  trapping mechanisms      by 
distinct centers are self-determining and not interconnected in any way. The cause 
of the fl icker noise is given as the random trapping and de-trapping of charges in the 
oxide traps neighboring the Si–SiO 2  interface. The charge variations produce insta-
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bilities in the potential of the surface. Consequently, the mobile charge density is 
modulated.  Charge exchange   is postulated between the channel and the interfacial 
oxide traps by tunneling. The 1/ f  characteristics are obtained by the superposition of 
multiple dissimilar spectra of generation recombination noise. In these spectra, free 
carriers are haphazardly trapped and liberated by centers with assorted lifetimes. (2) 
Bulk model or mobility fl uctuation  model      [ 10 ] is more appropriate for the descrip-
tion of bipolar transistors. The model is based on the presupposition that the fl icker 
noise occurs by way of the fl uctuations in bulk mobility. A clear dissonance exists 
in views regarding the various physical mechanisms that  have   been proposed for the 
same [ 11 ,  12 ]. In this noise model, two main mechanisms of carrier scattering are 
considered during the carrier transport. The mechanisms included are scattering 
from lattice atoms and scattering due to ionized impurity ions. It is postulated that 
scattering from the crystal lattice alone is the originator of 1/ f  noise. Scattering from 
the impurity ions does not affect the noise level. All inadequacies of the crystal lat-
tice lead to pronounced 1/ f  noise. 

  MOSFETs/CMOSFETs   are more noisy devices than their bipolar counterparts. 
This is especially true at low frequencies. At these frequencies, fl icker (1/ f  noise) is 
high [ 13 ]. The current fl owing through the gate oxide infl uences transistor noise. 
This current upsets the Si–SiO 2 -interface passivation that was done during fi nal 
annealing. As a result, the number of interface traps increases. This is not always a 
foreseeable change. The unpredictability crops up because modest alterations in 
geometrical layouts steer differences in the number of interface traps among transis-
tors. These differences result in threshold voltage mismatching. Hence, variances 
are seen in the noise behavior among devices. Analog design in the deep submicron 
devices is a formidable task due to the very low noise required. Also precisely 
matched-pair transistors present diffi culties. In addition, the noise and likely 
changes in noise over a lifetime make the design more unmanageable. 

 Downscaling has a great impact on 1/ f  noise in  CMOS transistors  . Dimensional 
reduction of CMOS transistors is associated with upsurge of 1/ f  noise in low- 
frequency operation. 1/ f  noise scales inversely with chip area. Hence,  it   becomes 
more prominent for smaller devices [ 14 ]. Newer generations of  submicron   CMOS 
transistors have higher 1/ f  corner frequencies. The high 1/ f  corner frequencies are 
more troublesome. Corner frequency marks the boundary between the fl icker noise 
at low frequencies and the fl at-band noise at high frequencies. The magnitude of the 
low-frequency noise depends on the fabrication process used, and the design and the 
size of the transistor. Using larger area input transistors is one approach used in 
amplifi ers/oscillators to  l  essen noise. But it leads to area wastage.  

4.7.3.3        Shot Noise 

  Shot noise   is also called  Poisson noise  . It is a kind of electronic noise whose origin 
lies in the discretized or quantized structure of electricity. The discrete nature of 
electricity arises from the fact that electrical charge is found only in integral multi-
ples of the elementary electronic charge. In shot noise, time-dependent fl uctuations 
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are found to take place in electric current. These fl uctuations occur when the  number 
of energy-carrying particles is very small. It is so infi nitesimally small that statisti-
cal fl uctuations are clearly revealed in a measurement. In an electronic circuit, these 
particles are   electrons    . In an optical device or assemblage of optical components, 
the  relevant    particles   are photons.  

4.7.3.4     Generation–Recombination Noise 

  Generation–recombination      noise is a type of noise in which current or voltage fl uc-
tuations are produced. The fl uctuations are due to variations in the number of charge 
carriers. These variations are caused by the statistical generation and recombination 
of charge carriers through the generation–recombination centers in the semiconduc-
tor. To explain this type of noise, let us consider a semiconductor material contain-
ing several trapping centers. Due to the presence of these centers, at any given 
instant of time, the situation inside the semiconductor is visualized as a nonstop 
trapping and de-trapping of the charge carriers taking place within the semiconduc-
tor. Due to the constant capture and release of carriers from the traps, there is a 
fl uctuation in the total number of carriers available in the conduction and valence 
bands. The fl uctuation leads to changes in electrical conductivity of the material and 
thereby the conductance of the device made from the semiconductor. Such genera-
tion–recombination noise resulting from endless free carrier generation (de-trap-
ping)  and      recombination (trapping) depends on the temperature of the device. It also 
varies with the biasing conditions.  

4.7.3.5     Popcorn Noise 

 Popcorn or burst  noise      is an important concern in low-frequency, high-gain applica-
tions. It is primarily process-related. It is caused by semiconductor defects and/or 
processing issues.    

4.8     Input DC Offset 

 A common parameter of an amplifi er is  its      DC offset voltage. It is the DC voltage 
that must be impressed across the input terminals of the amplifi er to nullify any 
deviation of the output voltage from zero value and thereby give an output voltage 
of zero volts [ 15 ]. Symbolically, the DC offset is represented by a voltage source in 
series with input. This source can have positive or negative polarity. It varies from 
device to device. 

 In the ideal situation,       when the input terminals of an amplifi er are shorted 
together, the output voltage should be zero. But in practice, this is never so. The 
nonzero value comes up because of the inherent mismatching in the characteristics 
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of input transistor and other components of the silicon chip. The characteristics 
mismatch because of differences arising during fabrication. Along with the mis-
matching, the stresses produced during packaging constitute another likely reason. 
These two effects collectively cause a mismatching of currents. They lead to  a      volt-
age differential between input terminals.  

4.9     Drain-Induced Barrier Lowering 

 Here, the barrier talked about is the potential barrier that a charge carrier has to 
overcome in moving from source to the drain  terminal   (Fig.  4.5 ). Drain-induced 
barrier lowering (DIBL) is one of the several phenomena that come under the 
theme of “ short-channel effects  ” because they do not occur in  a   long-channel 
MOSFET device. The question may be raised as to when a channel should be 
branded as  a   “short channel.” A channel is considered to be short when its length 
becomes comparable to the depletion region widths of source and drain 
junctions.

   DIBL determines the ultimate propinquity of diffusions at the surface of a  semi-
conductor  . It is acknowledged as one of the deep-seated restrictions on the precincts 
of VLSI from electrical viewpoint. There is a plain electrical constraint in  VLSI   
regarding the ultimate distance of separation between the surface diffusions that 
constitute  P–N junctions   [ 16 ]. This limitation arises because the application of 
reverse bias on a diffused P–N junction establishes a pattern of electric fi eld sur-
rounding it. This fi eld pattern lowers the potential barrier isolating the reverse- 

EC

EV

Source

Drain
Drain

Short channel
MOSFET

Long channel MOSFET= reduction in 
barrier height

  Fig. 4.5    Energy-band diagrams for a  long-channel and a short-channel MOSFET      illustrating the 
DIBL effect       
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biased junction from a nearby diffused junction. As soon as this lowering of barrier 
is suffi ciently sizeable, the neighboring diffusion works as a source. An unnecessary 
current fl ow path is created. 

 In DIBL, the  reverse-biased depletion region   produced at the drain junction by 
the applied drain voltage intrudes into the channel. It thus offers some of the bulk 
depletion effects necessary for channel inversion. Under normal conditions, these 
are essentially gate-induced effects. Elaborating this explanation further, it may be 
stated that with rising drain voltage, the depletion region of the  P–N junction   
between the drain and the substrate enlarges. It stretches underneath the gate. Hence, 
the drain is more burdened with the onus of balancing the charge of the depletion 
region. So, it relieves and allays the gate of some of its responsibility. Consequently, 
the gate voltage attracts more carriers into the channel for maintaining the charge 
balance. This has the same effect as a decrease in threshold voltage will cause at 
high drain voltages. The statement may be affi rmed in another form as a fall in 
potential energy barrier for the carriers. Hence, it is called  barrier lowering     . 

 In DIBL, the drain voltage depresses the potential barrier. The transistor turns on 
at a lower threshold voltage. Therefore, a major chunk of the gate voltage is dedi-
cated towards inversion layer creation. This in turn raises the subthreshold leakage 
current. 

 It has been conclusively proven that DIBL depends on all those  parameters   
which can be foreseen to infl uence the two-dimensional pattern of electric fi eld in a 
MOSFET. To name a few of these parameters, mention may be made of thickness 
of gate oxide, bulk doping of the substrate, length of the channel, depth of the junc-
tion, lateral spreading of drain–source diffusions, and the biasing voltage applied to 
the MOSFET body or substrate, i.e., the substrate bias. The above results have been 
established through two-dimensional modeling and simulation studies. 

 Table  4.1   explains   some phenomena that are exclusive and peculiar to short- 
channel  MOSFETs  . These phenomena are known as short-channel effects. As 
already briefl y mentioned, the short-channel MOSFETs are defi ned as those devices 
in which the channel length is comparative in dimensions, i.e., of the same approxi-
mate size as the widths of the depletion regions formed at the source and drain 
junctions.

4.10        Channel Lengthening 

       With shortening of the channel, the barrier lowering effect is aggravated further. The 
aggravation happens even when the drain voltage is zero. This aggravation occurs 
because the depletion regions formed between source-substrate and drain-substrate 
junctions participate actively in charge balancing, even in absence of reverse bias. 
On the opposite side, the increase of the minimum channel length for a particular 
CMOS technology is benefi cial. The advantage obtained is the resultant uplift of 
drain-induced barrier. If the channel is lengthened, the threshold voltage of the tran-
sistor increases. Correspondingly, the leakage current is reduced. Because of an 
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exponential decrease in subthreshold leakage current for a linear change in thresh-
old voltage, this effect attains signifi cant scale. The convenience accrued to device 
engineer is that no extra process requirements are obligatory on the semiconductor 
fabrication facility. Also, the general variation in threshold voltage is negligible. 
The negligible  variation      is due to the feebler infl uence of channel length variation 
on this parameter.  

4.11     Revision of Transistor Models for Implantable 
Electronics 

  Many      effects such as GIDL, DIBL, NBTI, etc., come into play during implantable 
device simulations. Consideration of these effects calls for building new models. 
These models must also include the accompanying parasitic capacitance and resis-
tance effects. Additionally, in routine design, the emphasis is on speed. ICs are 
being made faster. So, the transistors are wider in breadth and shorter in length. But 
implantable electronics is speed-tolerant. So, it calls for shift in focus on design 
strategy. As seen above, favoring longer transistors in implantable devices shifts the 
methodology towards a different approach. Thus the transistor models must be 
reworked. New models must be crafted.       These models must be capable of correctly 
predicting the parameters of implantable devices  

4.12      Analog Signal Processing   

 The analog nature of the real world is well recognized. According to the consensus 
opinion [ 17 ], the participation of analog circuits in VLSI systems is chiefl y curbed 
to that of an interfacial region where two types of systems meet and interact mutu-
ally. This interface is the very slender “analog crust.” The crust separates the com-
pletely analog exterior world from the entirely digital core of the swelling egg called 
“ digital signal processing  .” Analog circuit designers have been imaginative ad infi -
nitum. They are working zealously, notwithstanding the fears that they may be 
wiped away some day by the aggrandizement of the digital sovereignty into the 
analog kingdom. 

 All-digital computation  i  s marked by its low price. Potentially boundless preci-
sion and dynamic range are achieved. This is owed to the methodical rejuvenation 
of the binary states at all stages of processing. Supplemental recompenses are the 
easy design and testing of the circuits. By running sophisticated synthesis softwares, 
computer engineers are able to design digital circuits for the implementation of 
detailed programmable algorithms. 

 But at larger geometries,    digital signal processing is disfavored. This is because 
of the wastage of power. Then analog signal processing is used. This is particularly 
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done in the subthreshold voltage regime. This regime involves lower currents and 
higher gains. To avoid power wastage, the matching of the output drive to input load 
should be ideal.  

4.13        Electrostatic Discharge Failure Limit and Protection 

 Electrostatic discharge (ESD) is the transference of electrical charge between two 
bodies at different potentials. This transference takes place, either through direct 
contact (contact discharge) or through an electrical fi eld. It occurs when the bodies 
are in close vicinity (air discharge). 

 This  discharge   is lethal to the sensitive microelectronic devices. It triggers sev-
eral failure mechanisms. Gate oxide breakdown may result in excessive leakage. 
Junction spiking by a migration of the metal to the drain–source junction of MOS 
transistors causes failure. Latch-up occurs through an internal feedback mechanism. 
It is associated with temporary or permanent loss of circuit function. To eliminate 
electricity from the workplace, the operators, equipment, and devices are grounded. 
Electric fi eld damage is avoided by transporting devices and circuits in protective, 
electrostatically shielded packages [ 18 ]. 

 In implantable electronics, the post-stress leakage current must be in nA–pA 
range. This is opposed to the usual 1–10 μA range in commercial ICs. In general- 
purpose ICs, ESD protection is achieved by increasing the capacitive load. The 
associated decrease in speed is confronted by using larger driver transistors in input/
output cells. These measures are not preferred in implantable electronics because 
the switching energies and related losses are to  be   minimized.  

4.14      Digital Signal Processing   

 The general trend in digital design is to aim fi rst at reaching the required speed. 
Chip area comes next. Power consumption is placed at the end. Implantable elec-
tronics follows the reverse direction of prioritization. The main cause is that power 
consumption has to be minimized. Then only the battery will last longer. The sec-
ond priority is the area. This is because the device has to be implanted in the human 
body. The last priority is the speed. Its placement at the end follows from the grounds 
that human body responses work slower. 

 Because speed is at low priority  in   implantable electronics, smaller gate sizes and 
drives are usable. This practice is in sharp contrast to that of using larger size gates 
and drives in commercial ICs. A feature of low power consumption geometries is 
that they involve smaller routes. Lower parasitic capacitances are found within and 
between cells. From this viewpoint, they are more complex than normal geometries. 
Such gate topologies must be invariably adopted. 
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 For minimizing  the   power consumption, many circuit blocks/clocks of the sys-
tem are switched off whenever not required. Power supply voltages must be kept at 
the minimum level. This minimum level equals the sum of N- and P-MOS threshold 
voltages. If necessary, some circuits or functions can be replicated for decreasing 
the power demand. This may be done by utilization of more area. At the IC level, 
power consumed by the clock network ought to be reduced.  

4.15     Memory Design Artifi ces 

4.15.1        Sense Amplifi ers 

 With increasing memory capacity of the computer, the bit line capacitances have 
risen high. These high capacitances have made the memory slower. They have also 
increased the power consumption. The sense amplifi er is an  analog circuit   used in 
the periphery of the memory, in a subsystem known as the  read circuitry     . Its purpose 
is to feel or discern data from the memory cell chosen by the read circuit. It executes 
this task by sensing the low power signal from a bit line. The bit line symbolizes a 
bit of data, either 1 or 0 piled up in a memory cell. The sense amplifi er reinforces 
the petite voltage sway to decipherable logic levels. The amplifi cation is necessary 
for accurate data interpretation by logic circuits external to the memory. The perfor-
mance of the sense amplifi er is  crucial to memory function  . This cruciality arises 
because it affects both the memory access time and its power dissipation. Only one 
sense amplifi er handles each column of memory cells. Hence, there are usually 
hundreds or thousands of indistinguishable sense amplifi ers on a memory chip. The 
task assigned to each sense amplifi er is to read data from its respective column. 

 Reading of a  memory cell   that produces a current corresponding to logic 1 
involves the removal of a small element of charge (d Q ) stocked on the previously 
charged bit lines. It may be remarked that the bit lines are extremely lengthy. Many 
similar cells share them. Hence, the parasitic resistance  R  and capacitance  C  due to 
the long bit lines are both very high. Due to this reason, the oscillation d V  of the bit 
line voltage taking place when a small quantity of charge d Q  is withdrawn from the 
bit line has a very small value d V  = d Q / C . Sense amplifi ers are assigned the task of 
upgrading this small voltage signal to a complete logic signal. The full logic signal 
should be further utilizable by digital logic. Thus the sense amplifi ers convert the 
 hazy logic levels   produced on a bit line to the distinct logic levels to operate the 
 fringe-lying Boolean circuits  . Understanding and analyzing the operation and 
design of different sense amplifi er circuits are imperative. It is essential in order to 
make available signals that comply with the requirements of driving the outlying 
logic circuits. The performance of memory is thereby improved. 

 According to the circuit type, sense amplifi ers are classifi ed into differential 
amplifi ers and non-differential amplifi ers. By operation modes, they are classifi ed 
as voltage amplifi ers, current amplifi ers, and charge amplifi ers. 

4.15  Memory Design Artifi ces
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 A differential sense amplifi er can discern signals of smaller magnitudes from 
noise than its non-differential amplifi er counterpart. Some silicon area is negotiated 
in building the differential amplifi er. Still in many situations, the use of differential 
amplifi er allows to fabricate intensely close-packed circuits. Together with the high 
density of circuits squeezed into tiny packages, a realistic time of accessing mem-
ory, and low power consumption are obtained. 

4.15.1.1     Voltage-Mode Sense Amplifi er 

 A voltage-mode sense  amplifi er      is an amplifi er performing the job of detection of 
the voltage difference on the bit lines. The cushy approach to building a voltage 
sense amplifi er is based on the principle of differential voltage amplifi cation. The 
process of reading a cell is accompanied by the appearance of a small voltage swing 
on the bit line. The differential couple amplifi es this swing to drive the digital logic 
circuit. 

 Fig.  4.6  shows cross-coupled  voltage      sense amplifi er. A main feature of this full 
complementary positive feedback differential sense amplifi er is its very large dif-
ferential gain. It can also rewrite destructively read data automatically. By virtue of 
its high gain, it can easily detect diminutive voltage sways on the bit line. Hence, the 
sensing time is considerably reduced. The circuit of this amplifi er contains two data 
nodes  V  IN/OUT1  and  V  IN/OUT2 . The signals at the data nodes  V  IN/OUT1  and  V  IN/OUT2  serve 
the dual functions of input and output signals to the sense amplifi er. Besides these 
data nodes, the circuit has three control nodes SAN EN , SAP EN , and PRE. The sym-
bols SAN EN  and SAP EN  represent signals that are externally applied to enable data 
sensing. PRE stands for pre-charge. During a read operation, the input nodes are 
pre-charged to voltage  V  PRE . This pre-charging is done through the PRE node. It 
causes the equalization of output nodes to the same voltage level. Then immedi-
ately, on selecting and addressing a particular memory cell, a trivial difference of 
voltages appears on the nodes  V  IN/OUT1  and  V  IN/OUT2 . During this period, the biasing 
of transistors M 1  and M 2  is such that they lie in the saturation region. The transistor 
M 6  is switched on by the SAN EN  signal. Both  V  IN/OUT1  and  V  IN/OUT2  start to decrease 
in voltage. Accordingly, the difference between them narrows down. One of the two 
signals, either  V  IN/OUT1  or  V  IN/OUT2 , decreases faster than the other.       This causes one of 
the transistors, either M 1  or M 2 , to be cut off. At the same time, the other transistor 
is operating in linear region. At this moment, the transistor M 5  is turned on by 
SAP EN  signal. This pulls the signal levels rapidly apart. The data is written to the 
memory cell that has been destructively read. This happens because  V  IN/OUT1  and  V  IN/

OUT2  are directly connected to the bit lines.
   With technology scaling in memories, increasing numbers of cells are attached 

to the columns. Hence, the capacitances of the bit lines are large [ 19 ]. In such 
advanced memories, voltage mode falls short of expected performance. This creates 
the need for faster sensing techniques. These sensing techniques must remain unaf-
fected by the bit line capacitance. To overcome these defi ciencies, the current-mode 
approach is followed. This approach does not depend on  bit      line capacitance.  

4 Dilemmas and Enigmas of Implantable IC Design



75

4.15.1.2     Current-Mode Sense  Amplifi er      

 In the current sense amplifi er, a comparison of currents is implemented. A current 
mirror directly obtains the current of a chosen memory cell. Then the mirrored cur-
rent and the reference current are mutually compared [ 20 ]. 
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  Current-mode sense      amplifi ers are able to decrease the delays encountered in the 
sense circuit. This is because of the provision of low common input/output imped-
ances by them. The voltage swings are lessened by their small input impedance to 
the bit lines. It also decreases the cross talk. Moreover, substrate currents and modu-
lations of substrate voltage  are      lowered [ 21 ].  

4.15.1.3     Charge Transfer Sense  Amplifi er      

 This amplifi er works on the mechanism of charge redistribution. The charge is 
redistributed between the exceedingly high bit line capacitance and low capacitance 
output nodes of the amplifi er. The increased bit line capacitance proves to be advan-
tageous to a differential charge transfer amplifi er. This amplifi er offers operation at 
a low consumption of power. The circuit speed is not forfeited. 

 In implantable electronics,       the events take place at a slower gait. The activity and 
duty cycles for memory access and utilization are low. Therefore, simple CMOS 
sense amplifi ers for voltage transitions suffi ce. Dividing the memory array into sub- 
arrays further decreases power dissipation. Furthermore, it must be confi rmed that 
only the sub-arrays targeted for a given task are active.       The remaining sub-arrays 
must be docile.   

4.15.2     Soft Errors 

  In      implantable electronics, the probability of soft errors is very high. Examples of 
soft error are the radiation-induced bit fl ips in memories. The high probability of 
soft errors arises from the low operating voltages required. For error detection and 
fi xing, error-correcting codes (ECCs) must be used. An ECC is an algorithm, which 
picks out and sets the errors right. Within limits, any errors introduced are spotted. 
      They are repaired on the basis of the available remaining numbers.   

4.16     IC  Testing and Evaluation   

 The ICs of implantable electronic systems are life-supporting tools. Hence, any 
error in their functioning may be often decisive for a person’s life or death. In view 
of this, the testing scheme must be carefully planned and executed. Voltage over-
stressing for enhancing infant mortality rates may actually consume and hence 
decrease the lifetime of thin insulating oxide fi lms. It may be more harmful than 
benefi cial for the patient. Physics- and statistics-based approaches may be superior 
to chip functionality examination. 

  I  DQQ  denotes the quiescent power supply current in a CMOS IC.  I  DQQ  testing is 
based on the principle that in a properly operating CMOS digital circuit operating 
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in static state, the only current fl owing from power supply to the ground terminal is 
the reverse bias leakage current. The presence of any manufacturing defects or 
faults can increase this current by  a   large amount. Hence, an increase in  I  DQQ  indi-
cates the presence of defects.  

4.17     Discussion and Conclusions 

 An implantable IC designer should leave no stone unturned for chip area and weight 
reduction [ 22 ]. Power consumed by the output load, i.e., the nerve or tissue to be 
excited, is governed biologically. Stimulus thresholds determine it. Therefore, this 
component of power is out of designer’s hand. But the IC itself during its normal 
functioning must expend power frugally. By this approach, the battery life is pro-
longed. Harmful heat dissipation in the body tissues surrounding the implant is also 
avoided. Power is also related to implant size. Battery capacity and therefore battery 
volume increase with power. Hence, if implant size is to be reduced, power must be 
decreased. Short-channel effects in  CMOSFETs   must be paid due attention. Reverse 
leakage currents should be restricted to infi nitesimally small values by careful 
design and process techniques. 

 Review Exercises 
     4.1    Compare the operational frequency and temperatures ranges of implant-

able devices with those used in industry. Comment on the answer.   
   4.2    Explain the following CMOS processes: (1) N-well CMOS, (2) P-well 

CMOS, and (3) Twin-tub CMOS.   
   4.3    What are pull-up and pull-down networks? Using these networks, how 

do you construct the following logic gates: (1) NOT circuit, (2) NAND 
circuit, and (3) NOR circuit?   

   4.4    Explain the idea of a system-on-chip. In what ways does it help to cram 
more functions in a single chip? What benefi ts are lost in making such 
chips?   

   4.5    (1) Which CMOS device consumes more power: faster device or slower 
device? (2) Which CMOS device has a larger leakage current: lower 
threshold voltage or higher threshold voltage device?   

   4.6    How does the electric fi eld present at the gate edge of the drain junction 
induce leakage current at small geometries? What is this current called?   

   4.7    By what factor does the leakage current due to tunneling increase for 
every 20 nm decrease in gate oxide thickness?   

   4.8    What is meant by soft breakdown of oxide fi lm? What is stress-induced 
leakage current? Explain the basic mechanism of its origin.   

(continued)
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   4.9    Why does NBTI affect only P-channel transistors? What MOSFET 
parameters are altered by NBTI? What is the most common model for 
NBTI? What does it enlighten about this instability?   

   4.10    What is the meaning of noise in a transistor? What are the prominent 
types of noise found in CMOS devices? What kinds of noise are spo-
radically present?   

   4.11    What is fl icker noise? Describe the two major models for explanation of 
origin of fl icker noise? Which of the models is used for MOS devices? 
Which one is used for the bipolars?   

   4.12    How does 1/ f  noise of CMOS transistors depend on chip area? How can 
this noise be decreased?   

   4.13    What do you mean by the input DC offset of an amplifi er? How is this 
offset produced? How is this offset represented in a circuit diagram?   

   4.14    Name the kind of noise arising from the quantization of electric charge. 
What type of noise is related to the generation–recombination centers in 
a semiconductor?   

   4.15    When is the channel of a MOSFET said to be short? Is DIBL a short- 
channel effect? How does the threshold voltage decrease at high drain volt-
ages? Upon what structural and electrical parameters does DIBL depend?   

   4.16    Explain the statement, “DIBL settles the fi nal closeness of surface 
diffusions.”   

   4.17    What advantage is derived by increasing the minimum channel length 
for a particular CMOS technology? How is this advantage gained?   

   4.18    Argue in favor of revising the existing transistor models for application 
to implantable electronics design.   

   4.19    Defi ne the roles played by analog and digital signal processing in 
implantable electronics. Give reasons.   

   4.20    What is ESD? What kind of failure mechanisms does it trigger? How 
can ESD be prevented?   

   4.21    To what limiting boundaries the post-stress leakage current must be con-
fi ned in implantable electronics? What is the tolerable limit in general- 
purpose electronics?   

   4.22    How does digital design for implantable electronics differ from the gen-
eral trend? Explain giving reasons.   

   4.23    What is the task performed by the sense amplifi er in a computer mem-
ory? How many such amplifi ers can be found on a memory chip?   

   4.24    What is a voltage-mode sense amplifi er? What problem is encountered 
in the use of this amplifi er with technology scaling? How does a current- 
mode sense amplifi er provide the solution?   

   4.25    What are the chances of soft errors in the memory section of implant-
able devices? What is an ECC? How does it function?   

   4.26    Why should techniques like voltage overstressing be avoided in testing 
an implantable device? How does  I  DQQ  testing help in distinguishing a 
defective IC from a good one?     

(continued)
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    Chapter 5   
 Neural Stimulation and Charge Balancing 
Approaches                     

    Abstract     The stimulating electrodes are generally confi gured in monopolar and 
bipolar confi gurations. Common simulation modes are the current mode and volt-
age mode. The usual stimulation waveforms are either monophasic or biphasic. 
Charge imbalance occurs by semiconductor failure. Such imbalance may also arise 
from leakage currents. The main cause is cross talk between adjacent stimulating 
channels (sites) as well as cable failure. Positive charge balance is provided by a 
blocking capacitor connected in series with each electrode. This protective mecha-
nism is used for electrical safety against fault conditions. The large capacitance 
value required for the blocking capacitors (sometimes a few microfarads) is realized 
through off-chip surface-mount components. In applications, e.g., retinal implants, 
the large-size blocking capacitors cannot be used. This inability is due to physical 
size limitations. Then, other methods for active charge balancing are resorted to. A 
stimulator circuit that is foolproof without off-chip blocking capacitors produces an 
active stimulation phase by high-frequency current switching. This phase is fol-
lowed by a succeeding passive discharge phase.  

  Keywords     Monopolar electrode   •   Bipolar electrode   •   DAC   •   ADC   •   VIC   •   Voltage 
multiplier   •   CCS   •   VCS   •   ChCS   •   Charge balancing   •   Blocking capacitor  

5.1               Introduction 

 In electrostimulation, different types of stimulating electrodes, modes, and pulse 
waveforms are used.  

5.2     Monopolar and Bipolar Electrodes 

  A      monopolar electrode has a single pole. Hence, it is a single electrode starting from 
the stimulator. It consists of an insulated wire whose tip is uncovered to deliver the 
current to the site to be stimulated (Fig.  5.1 ). The return path followed by the current 
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is through the body of the patient to the earth.  A    bipolar electrode   has two poles. 
Hence, it comprises two electrodes. One electrode is for entry of current from the 
stimulator into the patient tissue. Another electrode is for its exit from the tissue 
back to the stimulator.

   In monopolar  mode  , the current begins its journey from the fi rst terminal of 
the stimulator and traverses all through the stimulated site. Then, the current 
fl ows through the body of the patient to the ground to complete the circuit. In 
bipolar mode, the current only passes through the tissue between the two elec-
trodes of the stimulator. The active and return functions take place at the targeted 
site. Thus, in the monopolar mode, the region of confi nement of current in the 
body is larger. In the bipolar mode, it is smaller; in effect,    the current is localized 
around the site. Concentric bipolar electrode and twisted wire  bipolar electrode   
are the two popular types of bipolar electrodes. Table  5.1  explains the manner in 
which stimulations are carried out using the two types of electrodes and their 
resulting effects.
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  Fig. 5.1    Stimulation electrodes: ( a ) monopolar, ( b ,  c ) bipolar, ( d ) concentric bipolar electrode       
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5.3        Monophasic and Biphasic Waveforms 

  Co           nsidering square-shaped stimulating pulses, a monophasic wave is a 
unidirectional wave. It consists of only one type of pulses, either positive pulses or 
negative pulses (Fig.  5.2 ).

   A biphasic  wave            is a bidirectional wave. It comprises a positive pulse (anodic 
pulse) immediately followed by a negative pulse (cathodic pulse) or vice versa 
(Fig.  5.3 ). A train of pulses is a sequence of pulses of the intended type at repeated 
defi nite intervals of time.

   To visualize the relative impact and effectiveness of these waveforms, 
 defi brillators using the two waveforms are considered  in            Table  5.2 .

   Table 5.1          Monopolar  and      bipolar stimulation   

 Sl. No.  Monopolar stimulation  Bipolar stimulation 

 1.  Current fl ow path: Starting from the 
pulse generator, it passes though the 
tissue, moves through the subject’s body, 
and then goes back to the ground 

 Current fl ows between the regions 
separating the tips of the two electrodes: 
active and return electrodes that are 
incorporated into a single device 

 2.  Current fl ows across a larger chunk of the 
body of the patient receiving the implant 

 Current fl ow is confi ned to a limited 
region of the body of the implant receiver 

 3.  Stimulation effect is spread over a larger 
region 

 Stimulation effect is restricted to a 
smaller area 
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  Fig. 5.2    Monophasic waveform       
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  Fig. 5.3    Biphasic waveforms: ( a ) rectilinear biphasic and ( b ) biphasic truncated exponential       

   Table 5.2     Monophasic            and biphasic defi brillators [ 1 ]   

 Sl. 
No.  Monophasic defi brillator  Biphasic defi brillator 

 1.  The shock is given in one direction 
only from a given electrode to 
another electrode 

 The direction is reversed in the latter part of the 
shock, and magnitude of voltage in this latter part 
is generally lower than in the initial part. Biphasic 
truncated exponential and rectilinear biphasic 
waveforms are commonly used 

 2.  Less effective  More effective 
 3.  Need more energy ~360 J  Require less energy ~200 J. A biphasic protocol 

using 120–200 J has the same effi cacy as a 
monophasic protocol having 200–360 J 

 4.  Chances of more potential damage 
to the heart by the energy shock 

 Less likely damage to the heart by the lower energy 
shock 
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5.4           Functional Circuit Blocks 

 Many elementary circuits occur repeatedly in discussions on stimulators. It is 
worthwhile to recapitulate some of these circuits to facilitate understanding. 

5.4.1     CMOS Switch 

 A  CMOS    switch   (Fig.  5.4 ) is an electronic switch. It consists of two MOS transis-
tors that are always in opposite operational conditions. When  V  G  = 0 V, the P-channel 
transistor  Q  1  is on. At this time, the N-channel transistor  Q  2  is off. An output 
approximating  V  ss  is obtained. This is the open switch state. When  V  G  =  V  ss , the out-
put ~0. In this condition, the P-channel transistor  Q  1  is off. The N-channel transistor 
 Q  2  is on.    This is the closed switch state. Thus,  the   transistor combination is driven 
back and forth between  V  ss  and 0.

5.4.2        Digital-to-Analog Converter 

  This   circuit lies on the borderline between the notional digital world and the  realistic 
analog life. It is a circuit which converts a signal having a few, usually two (binary) 
defi ned levels/states into a signal (current, voltage, or charges) having theoretically 
infi nite number of levels/states. 
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 The main kinds of digital-to-analog converters (DACs) are:

    1.     The    Pulse-Width Modulator   : It is an ingenious DAC of preliminary nature. It 
involves the switching of a steady current or voltage into an analog fi lter of low- 
pass type (Fig.  5.5 ). The digital input code determines the duration of switching. 
By analog fi ltering, the high-frequency components of the signal are removed. 
Only the DC component is left behind. The bandwidth of the DAC depends on 
that of the low- pass   fi lter used.

       2.     The    Binary Weighted      DAC   : It contains  n  switches. In this arrangement of 
switches, one switch is reserved for every single bit fed to the input. The DAC 
also has a weighted resistor ladder network. In this network, the values of resis-
tances are selected in such a manner that they bear inverse proportionality rela-
tionship with binary weights of the input bits. Besides, the circuit has a reference 
voltage  V  Ref . A summing amplifi er performs addition of all the currents fl owing 
in the resistor ladder network. By summing, it produces a signal proportional to 
the digital input (Fig.  5.6 ). In voltage scaling, the digital inputs are decoded. 
The corresponding switches are turned on to produce the analog output. This 
output is generated by dividing the reference voltage  V  Ref  by the series resistor 
network.    The discrete voltages appearing on the nodes are smoothened  by 
  interpolation circuit.
   It is a fast conversion method. However, it suffers from poor accuracy. The reason 
for inability to provide adequate accuracy is that the circuit requires very exact 
values of every individual voltage or current. To meet this demand, high- precision 
resistors or current sources are necessary. These are expensive, so often one has to 
manage with components of average precision. Hence, application of this type of 
converter is seldom done beyond 8-bit resolution. For an 8-bit converter, the eight 
resistor values are distributed in the range between  R  and 128 R  in binary weighted 
steps. Large-scale manufacturing of this type of DAC is problematical. This dif-
fi culty arises due to the range of resistor values needed with desired tolerances. 
   The tolerance required is <0.5 % to accurately convert the input. Further, it is very 
diffi cult to match the temperature coeffi cients of all the resistors.   

   3.     The    R/2R Ladder      DAC   : This DAC employs repeating resistors of only two dif-
ferent values, namely,  R  and 2 R  (Fig.  5.7 ). Hence, 2  N  resistors are required to 
assemble an  N -bit DAC. These resistors are quite easily laser trimmed to obtain 
correct values because only few resistors have to be trimmed. In comparison, for 
high-accuracy conversion, a weighted resistor DAC necessitated a much expan-
sive range of resistance values and switches for its different bit positions. An 
 R /2 R  ladder DAC eradicates the snags of weighted resistor DAC at the outlay of 
an extra resistor for each bit. DAC precision is thereby increased considerably. 
The chief cause is the comparative ready availability of equal matched values of 
resistors or current sources.    But conversion speed is lowered owing to parasitic 
capacitance.

       There are two possible modes of operation of  an    R /2 R  ladder network. These are 
the voltage mode and the current mode .  The voltage-mode  R /2 R  ladder DAC is 
implemented by switching the arms of the ladder between  V  Ref  and ground. 
The  output signal is obtained from the end of the ladder. 
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 The function of current-mode  R /2 R   ladder   DAC is based on the adjustment of the 
gain of the DAC. This adjustment is made by connecting a series resistor at the  V  Ref  
terminal. The output is connected to an OP-AMP. This OP-AMP is confi gured as a 
current-to-voltage ( I / V ) converter. 

 DACs are prone to switching glitches. A glitch means a sudden, temporary mal-
function. Current-mode operation is more liable to the hazard of switching glitch 
than voltage mode. The glitch encountered with current-mode switching arises from 
the manner of connection of switches. In this mode, the switches are directly con-
nected to the output line(s). But the design of switches of a current-mode ladder 
network is less tricky. This is because they are always  at   ground potential. On the 
whole, their voltage specifi cation does not impinge on the  V  Ref  rating.  

5.4.3        Analog-to-Digital Converter 

 It is a circuit which converts a continuously variable signal having theoretically 
infi nite number of levels/states into a signal having a few, usually two (binary) 
defi ned levels/states. An A/D converter translates analog electrical signals portray-
ing actual world events, e.g., mechanical, optical, acoustic, or thermal signals, into 
digital form for handling and manipulating data. The analog-to-digital converters 
(ADCs) are at the front end of any  digital circuit   used to process signals from the 
exterior world. 

 ADCs are of the following  types  : fl ash, successive approximation register (SAR), 
pipelined, integrating or dual slope, and sigma delta (ΣΔ). All the ADCs work on 
the same principle. They produce a signal consisting of a certain number of bits  N . 
The sequence of bits represents the signal. Beginning from the most signifi cant bit 
( MSB  ) and moving to the least signifi cant bit ( LSB  ), each bit has doubled the weight 
of the next. The different ADCs to be discussed have their own strengths and weak-
nesses. The choice of the ADC for a given application is defi ned by the priority in 
requirements of speed, precision, compactness, power consumption, etc. 

 Also called the  parallel   A/D  converter  ,  a    fl ash   converter uses a resistive ladder. 
This ladder divides the reference voltage linearly into 2  N   equal parts (Fig.  5.8 ). 
 OP-AMP comparators   at different rungs of the ladder compare the input signal to 
successive unique reference voltages supplied by the corresponding part of the 
resistive ladder. One comparator is provided for each reference level. Starting with 
 V  Ref  = 1/2 LSB , each comparator compares  V  in  to a different reference voltage. If 
 V  in  >  V  Ref , the output signal is high logic level. If  V  in  <  V  Ref , the output signal is low 
logic level. The output signals from these comparators are fed into a priority encoder 
circuit. The output signal from the priority encoder is a binary number. This  binary 
number   is based on the highest-order active input signal, paying no heed to any 
other active input signal. The fl ash converter is a very fast ADC. Hence, it is aptly 
named fl ash converter. But it needs many parts (255 comparators for 8-bit ADC), 
doubling in size for each bit added to the representation. Resolution is low and 
power consumption is high. The ADC is expensive.
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   Successive-approximation-register ( SAR  )  ADC   is the preferred structural design 
for achieving average-to-large resolution and applications demanding accuracy. It 
provides low power consumption. Besides, it has a small form factor. It offers a 
worthy compromising solution between speed and cost. Its speed is limited to 
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~5Msps. The  SAR ADC   (Fig.  5.9 ) consists of a successive-approximation-register 
subcircuit. Along with it a comparator, a DAC, and digital control logic are included. 
As obvious from its very name,  the   SAR ADC implements a fundamental algorithm 
in computer science called the  binary search algorithm   to look for the position of a 
targeted value in an organized collection. In this algorithm, the  N -bit register is ini-
tialized and placed at midscale. This register is a counter circuit. It counts by 
attempting all values of bits. During counting, it begins with the MSB and termi-
nates at the LSB.    The ADC assumes the  MSB   to be 1 and the remaining bits to be 
0. So, the DAC produces an output value of 0.5  V  Ref  where  V  Ref  is the reference volt-
age furnished to the ADC. Then, a comparison is made to fi nd whether  V  in  is < V  DAC  
or  V  in  is > V  DAC . If  V  in  is > V  DAC , the output signal of the comparator is a high logic 
level. In this situation, the MSB of the  N -bit register remains at 1. In opposition, if 
 V  in  is < V  DAC , the output signal  of   the comparator is a low logic level.    The MSB of the 
register is reset to logic 0.

   The SAR control logic budges to the succeeding bit downwards by following a 
similar procedure. It compels that bit to ascend to high logic level and performs one 
more comparative assessment. The above sequence of steps carries on, treading 
along the path towards the LSB. When the sequence reaches LSB, the conversion 
has been completed.  The   register shows the  N -bit digital word.  
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  Fig. 5.9    Successive-approximation- register   ADC       
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5.4.4     Voltage and Current Sources 

  A      voltage source is a device having two terminals, which maintains a fi xed output 
voltage across it, independent of load resistance variations. The internal resistance 
of an ideal voltage source is zero. So, load resistance changes do not affect the 
voltage. 

 A  current source      is a circuit that supplies or receives fi xed electric current in it, 
independent of the voltage across it. The internal resistance of an ideal current 
source is infi nite. So, the current is not affected by changes in the load resistance. 
The current source is the dual of a voltage source. Ideal voltage and current sources 
are  depicted      in Fig.  5.10 .

   In a circuit diagram, a real voltage source is shown as an ideal voltage source in 
series with a resistance  r.  For the ideal voltage source, resistance = 0. The circuit 
diagram representation of a real current source is in the form of an ideal current 
source in parallel with a resistance  r . For the ideal current source, resistance = ∞.  

5.4.5     Current Source vs. Current Sink 

 The term “current source” is used  when      current fl ows from the invisible region such 
as the battery to the visible region, making the electric circuit to do some work. This 
is analogous to water current ejected from a mountain spring (invisible under-
ground) to the surrounding areas. In a current source, the current fl ows towards the 
output, i.e., the load. 

 The term “current  sink     ” is used when the current fl ows from the visible region 
such as a circuit to the invisible region inside the battery for charging the same. This 
fl ow is similar to the fl ow of water current from the tap to the drain where it cannot 
be seen. In the case of a current sink, the current fl ow occurs towards the input, i.e., 
away from the load. Figure  5.11  shows  ideas      of current source and current sink.

   Sources and sinks are analysis formalisms. They are applied for distinguishing 
between directions in which current enters or exits a system.  

5.4.6     Current Mirror 

 It  is      also called  current-controlled current source (CCCS)  . The current mirror circuit 
reads a current entering a read node. It copies the current to an output node(s). It 
does so with a suitable gain. In other words, it is a replicating circuit. It copies the 
current fl owing through one active device in the circuit. It does so by controlling the 
current passing through another active device of the circuit. The current is main-
tained constant irrespective of any loading effect. Hence, a high output resistance is 
shown. The current mirror also has a low input resistance. This low value seeks to 
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keep the input current constant notwithstanding the drive conditions. Current mir-
rors form the fundamental building blocks of analog circuit design. 

 Figure  5.12   shows      the implementation of a current mirror  using   MOS transistors. 
The current mirror consists of two parallel branches. These branches carry approxi-
mately equal currents; hence, the name “mirror.” The circuit has a compliance volt-
age. The compliance voltage is the minimum output voltage required for correct 
circuit operation. For this circuit, the MOSFET  Q  2  on the output side (right) should 
be in the saturation region. For the left MOSFET  Q  1 , the gate being shorted to drain, 
 V  DG  = 0 and  I  in  =  I  DS1 . Since the circuit in the diagram forces the same gate-to-source 
voltage to be applied to transistor  Q  2 ,  V  GS1  =  V  GS2 . Hence, the current fl owing in the 
right MOSFET must be the same, i.e.,  I  DS2  =  I  DS1 , so that  I  out  =  I  in , provided  Q  2  is oper-
ating in saturation mode, and transistors  Q  1  and  Q  2  match well in their properties, 
such as channel length, width, threshold voltage, etc.  Temperature      should also be 
same for both  Q  1  and  Q  2 .

5.4.7        Voltage-to-Current Converter 

     Voltage-to-current converter (VIC)   is also called a  voltage-controlled current source 
(VCCS)   or  transconductance amplifi er  . Transconductance (transfer conductance) or 
mutual conductance ( g  m ) is the ratio of a change in current (Δ I ) to change in voltage 
(Δ V ) which produced the current change; hence,  g  m  = Δ I /Δ V . The unit of transcon-
ductance is siemens or ohm −1 . 

 The VIC circuit (Fig.  5.13 )  is    actually   an amplifying arrangement. It generates an 
output current signal proportional to the input voltage signal. The constant in this 
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proportionality relation is referred to as transconductance. The circuit employs an 
OP-AMP confi guration furnished with negative feedback. The load resistor  R  L  is left 
fl oating without any connection to ground. The input voltage  V  in  is applied to the non-
inverting input terminal of the OP-AMP. The inverting input terminal of OP-AMP is 
driven by the feedback voltage across the load resistor  R  L . Then, the output current 
fl owing through the load resistor  R  L  is proportional to the input voltage  V  in . This state-
ment is valid on the presupposition that the OP-AMP has infi nite input impedance. 
The circuit keeps the current fi xed at a prescribed value by applying the required 
voltage of suffi cient magnitude to the load resistor to maintain the current constant. 
Any perturbation of the circuit from its normal functioning, as induced by  outside   
infl uences, is very small because the operational amplifi er has very high  impedan  ce.

5.4.8              Voltage Multiplier 

 It is a specialized rectifi er circuit. It is made of combinations of diodes and 
 capacitors. It serves to produce an output DC voltage ( V  dc ) having magnitude equal 
to either an odd or even multiple of the peak or crest value of alternating input volt-
age ( V  in ), e.g., 2, 3, 4 … times the peak AC input voltage ( V  in ). A voltage multiplier 
employs charge pumps. The charge pumps are  DC-to-DC converters   using  capacitors 
as storage devices to create voltage sources supplying higher voltages without using 
a transformer. On theoretical grounds, the voltage produced by a voltage  multiplier 
circuit can be indefi nitely large. But practically, this is hardly feasible. A major 
cause is the resulting low current capability. Another factor is the poor  voltage regu-
lation achieved. Due to such types of performance degradations  accompanying the 
voltage multiplication, the design of voltage multipliers is not encouraged up to 
multiplication factors beyond 10 [ 2 ]. 

 The  full-wave voltage doubler    is      a symmetrical voltage multiplier circuit 
(Fig.  5.14 ). It is assembled from two half-wave rectifi er circuits. Its operation can be 
described with reference to the successive time durations in which the sinusoidal 
input voltage acquires positive and negative values.

   During the period of time in which the input voltage has a positive value, capaci-
tor C 1  charges through diode D 1 . This charging proceeds to the peak value of the 
input voltage ( V  p ). 

 Afterwards, during the time interval in which the input voltage acquires a nega-
tive value, capacitor C 2  charges through diode D 2  to  V  p . 

 Thus, the total output voltage developed across the capacitors C 1  and C 2  con-
nected in series = voltage across capacitor C 1  ( V  p ) + voltage across capacitor C 2  
( V  p ) – the sum of voltage drops across the diodes = 2 V  p , neglecting the forward volt-
age drops of the diodes. 

 Referring to the negative and positive half cycles of the sinusoidal input voltage, 
the half-wave voltage doubler circuit works as follows: For the period in which the 
input voltage is negative, the diode D 1  operates in a forward-biased mode. It 
 conducts current. Consequently, the pump capacitor C 1  is charged to the maximum 
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voltage = peak voltage  V  p . With no path left for capacitor C 1  to lose its charge, it has 
no other option but to retain its charge. It remains in this fully  charge     d condition. 
Therefore, it acts as a charge storage device in series with the voltage supply. At the 
same time, diode D 2  conducts via D 1 . The resulting current charges the capacitor C 2 . 
During the time interval in which the input voltage is positive, diode D 1  is reverse 
biased and nonconducting. It blocks the discharging of capacitor C 1 . However, the 
forward-biased diode D 2  allows current to fl ow. This current charges the capacitor 
C 2 . But a previous voltage =  V  p  persists across the capacitor C 1 . So capacitor C 2  
charges to the voltage 2 V  p , twice the peak voltage of input signal. 

 A voltage tripler circuit contains an ancillary single diode–capacitor stage. This 
stage is connected to the half-wave voltage doubler circuit explained above. A  voltage 
quadrupler circuit is assembled by connecting together two full-wave  voltage doubler 
 circuits      in succession. Thus, it is a cascade of two such voltage doubler circuits.  

5.4.9           Boost Converter 

 It is also called a  step-up converter  . It is basically a DC–DC converter circuit provid-
ing an output voltage > the input voltage, albeit it supplies a higher voltage at a 
reduced current because power = voltage × current. So, an increase in voltage irrefut-
ably goes hand in hand with a decrease in available current. Essentially, it is a type 
of switch-mode power supply (SMPS) used with battery-powered implant circuits. 
It is used when the battery cannot supply the required high voltage for circuit opera-
tion. Moreover, the use of extra batteries is disallowed from weight and volume 
restrictions [ 3 ]. It also takes care of the dropping battery voltage with time.       It does 
so by increasing the battery voltage, thereby extending its service life. 

 Referring to Fig.  5.15 ,  the   circuit operation is explained by examining the inci-
dents that take place during the positive and negative logic levels of the square wave. 
When the square wave acquires high logic level, the switching power MOSFET turns 
on. Hence, current starts to fl ow from the positive terminal of the supply. On the way, 
it passes through the inductance L 1 . It then moves back to the negative terminal of the 
supply. During the current fl ow through the inductance, energy is accumulated in the 
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magnetic fi eld surrounding the inductance. Practically, no  curre     nt fl ows through the 
high-impedance path formed by diode D 1 , capacitor C 1 , and the load.

   When the square wave attains the low logic level, the MOSFET is turned off. As 
a result, current fl ow in the inductance stops. Its magnetic fi eld begins to collapse. A 
 back electromotive force (EMF)   is generated in the opposite direction to the voltage 
across L 1  in the on-state to maintain the fl ow of current. This back EMF ( V  L ) is in 
series with the supply voltage ( V  in ). Therefore, the higher voltage =  V  in  +  V  L  forward 
biases the diode D 1 , as the MOSFET is not conducting.  Thi  s higher voltage minus 
the voltage dropped across the diode charges the capacitor C 1 . It also feeds  the      load. 

 The scenario during the next high logic level of the square wave is as follows: By 
virtue of the charge on C 1 , the cathode of D 1  is more positive than its anode. The 
diode is reverse biased. However, current is still supplied to the load by the charged 
capacitor C 1 . The capacitor C 1  being discharged, it is recharged when the MOSFET 
again turns off. Thus, a constant voltage is produced across the load. In terms of the 
input voltage  V  in  and the duty cycle  D  of the switching  square         waveform, the DC 
output voltage is expressed as

  
V V

Dout
in= -( )1   

 ( 5.1 ) 
   

  In an  IC boost converter  , a suitable fraction of  V  out , dependent on the resistance 
ratio  R  2 / R  3  is compared with a reference voltage within the IC. The aim is to produce 
an error voltage. This error voltage is the key controlling variable. It is used to vary 
the duty cycle of the switching oscillator. Therefore, a series of boost voltages can 
be obtained. Also, these voltages are automatically regulated. The IC contains an 
internal oscillator and an FET switching transistor. To minimize conduction losses 
and achieve higher switching speeds, a Schottky diode is used in place of D 1 . In 
order to save power, the IC also has a shutdown (SHDN) facility. This facility 
 disables the  boost converter whe  n  no     t required.  

5.4.10           Timer Circuit 

 It is a circuit made from resistors, capacitors, and transistors/timer ICs. It is used for 
introducing a time delay to switch a circuit on or off. Usually, the user has the 
 freedom to adjust the time delay to trigger the load as desired in the application. 
      This delay is determined by the values of resistive and capacitive components.  

5.4.11      Driver Circuit      

 It is a circuit used to control another circuit or component, e.g., the output driver 
circuit of an implant serves to source/sink a current at programmed level through the 
resistive load offered by  the      body tissue.   
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5.5     Current-, Voltage-, and Charge-Mode Stimulation 

 The front-end circuit selects the active electrodes. It either sends and controls current 
between them or applies and controls voltage across them. The power consumption in 
any arrangement consists of two parts. The fi rst part is the power utilized by the elec-
tronic circuit inside the stimulator for its operation. The second part is the power uti-
lized by the stimulator in delivering the required current or voltage pulse to the tissue 
for treatment of the malady. By lowering the operating voltage, the internal power con-
sumption by the circuit is decreased. This is possible through careful circuit design. For 
bipolar electrodes, the instantaneous power consumption is found by multiplication of 
the voltage  V  applied between the two electrodes and the resulting current  I  fl owing 
between the electrodes. In the case of monopolar electrodes, the voltage of interest is 
that between the active monopolar electrode and the distant ground electrode. 

5.5.1     Current-Mode Stimulation 

 Figure  5.16  shows the basic idea of a  current-mode stimulation   circuit. In current- 
mode stimulation, or  current-controlled stimulation (CCS)  , the voltage signal from 
the microprocessor is fed to a DAC [ 4 ]. The output signal from the DAC fl ows to the 
VIC. Thus, the stimulator output is a current pulse. The amplitude of this current 
pulse is controlled by the DAC. The current pulse is applied to the tissue.

   In another version [ 5 ,  6 ], the voltage signal from the microprocessor is transformed 
into a current signal. A VIC is used for this transformation. The obtained current signal 
is changed into an analog form by the DAC. The analog signal is fed to a current mir-
ror. The output signal obtained from the current mirror is applied to the tissue. 

 In a current source with  high   output impedance, any changes in load impedance, 
i.e., the tissue–electrode impedance, cannot affect the amplitude of current. So, the 
amount of charge supplied per stimulus is easily maneuvered. If current pulse has 
magnitude  I  and it lasts for a duration  T , the charge injected into the tissue is 
 Q  =  I  ×  T . Knowledge of the charge injected and its controllability makes this mode 
safe in implementation. 
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  Fig. 5.16    Steps  in   current-mode stimulation       
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 In reality, the medic programs the current  I . In an automatic fashion, the  front- end 
circuit adjusts the voltage  V  between the electrodes. So, the current of  programmed 
value  I  fl ows athwart the electrodes. The current fl ows all the way through the tissue 
having impedance  Z . The value of  Z  is composed of resistive and capacitive compo-
nents. It is a nonlinear parameter. The parameter varies with time and frequency. It 
also changes according to any reactions that take place in the tissue with passage of 
current. However, despite all these complications, the stimulator circuit maintains a 
constant current fl ow  I . The only exceptional case occurs when the maximum 
 voltage available from the stimulator is not able to keep the current constant. In that 
situation, the current value cannot be  kept   constant.  

5.5.2      Voltage-Mode Stimulation   

 Figure  5.17  illustrates the principle of voltage-mode stimulation. In voltage-mode 
stimulation, or  voltage-controlled stimulation (VCS)  , the stimulator is an adjustable- 
gain amplifi er. The input voltage of this amplifi er is set by the DAC [ 4 ]. The load 
resistance is the sum of the resistances of the conducting lead and the tissue.

   In another version  of   voltage-mode stimulation [ 7 ,  8 ], a rectifi er chip is used to 
charge several capacitors to certain voltages. In this chip, the capacitive voltage reposi-
tories are derived from a solo AC voltage on a secondary coil. The capacitors  discharge 
and deliver the charge to the relevant tissue. Controlled synchronous rectifi cation is 
used in the above system. In synchronous or active rectifi cation, active devices such as 
power MOSFETs are used in place of junction diodes to increase the effi ciency. 

 The magnitude of current supplied to the tissue varies with interelectrode imped-
ance. Hence, the load impedance variations do not allow easy controllability of the 
charge supplied to the load. Within safety limits, the voltage can be set by the clini-
cian to obtain the desired result. The clinician has limited options to vary the current 
 I . The current must be always restricted within safe limits. Irreversible or damaging 
effects to the tissue must be always avoided. Naturally, therefore,    VCS is less safe 
than CCS. It must be used with precaution. Safety limits must be clearly mentioned 
by the manufacturing companies. Nevertheless, its design simplicity and power 
 effi ciency make it more appealing than CCS. The power consumption is decreased 
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  Fig. 5.17    Steps  in   voltage-mode stimulation       
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at lower supply voltages. For this reason, cardiac pacemakers and deep brain 
 stimulators use this mode [ 9 ]. 

 In actual practice,  the   clinician chooses a particular voltage  V  between two 
 electrodes. Then, the current drawn by the tissue is governed by the impedance  Z  of 
the tissue. Application of this approach is therefore restricted to limited cases. These 
are the cases where the temporal  Z  variations across different electrode pairs are 
small. These variations must be invariably already known. The effi ciency is 
 maximum when the applied voltage  V  equals the battery voltage. But effi ciency  falls 
  above or below this value.  

5.5.3     Charge-Mode Stimulation 

 In charge-mode  stimulation   or  switched-capacitor-based stimulation  , the stimulator 
consists of a bank of capacitors (Fig.  5.18 ). This bank of capacitors is charged 
sequentially from a DC–DC converter. The supply voltage of DC–DC converter is 
adjustable. So, the total charge on a capacitor is alterable [ 4 ]. The capacitors are 
discharged into the tissue. This discharging action is carried out through several 
electrodes by digitally controlled switches. Every capacitor can be discharged into 
the load consecutively. In this way, quantized amounts of charge are impelled into 
the tissue. The charge injected over each stimulation pulse is measured. For this 
measurement, the current is integrated over the period of the pulse. But the main 
issue is that the circuit requires large capacitors. The large capacitors can only be 
provided in off-chip form. Diffi culty in provision of large-value on-chip capacitors 
is the main disadvantage of this technique. Otherwise, it serves as a unifi cation of 
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advantages of VCS and CCS methods. It combines the improved power effi ciency 
and safety of VCS with the superior charge-controlling  ability   of CCS method.

   Table  5.3  gives an overall view of CCS, VCS, and ChCS.

5.6         Charge Balancing 

 In electrical stimulation, charge is transferred from the electrode to the tissue. If a 
large potential is applied for a long period of time, enormous charge exchange 
occurs between the electrode and the tissue. The enormous charge exchange leads 
to fl ow of a strong faradaic current. The outcome is the inception of irreversible 
electrochemical processes. These processes are electrolysis, pH changes, electrode 
dissolution, and tissue destruction. To avoid the onset of these untoward incidents, 
net charge in each stimulation cycle must be zero. This requires that appearance of 
any direct currents during stimulation be prevented. From here arises the notion of 
charge balancing. On fi rst thought, it seems that use of  biphasic pulses   can straight-
away stop the charge unbalance. In  biphasic pulses  , the fi rst phase is the stimulating 
phase for evoking the physiological response. The second phase is the reversal 
phase to quash any electrochemical reactions that are initiated during the fi rst phase. 
So each stimulation phase is free of DC currents. But the nonuniformities and varia-
tions in IC fabrication processes are unavoidable. These result in mismatches 
between current pulses. The mismatches upset the charge balance. Adoption of 
 preventive means for charge upsetting is therefore essential. Table  5.4  outlines the 
key features of active and passive charge balancing techniques.

5.6.1          Passive Charge Balancing 

5.6.1.1           Blocking Capacitor 

 A large off-chip DC capacitor in μF range is connected in series with the electrode. 
By connecting this capacitor, DC currents are stopped from reaching the tissue. 
Protection against any accidental semiconductor chip failure is also assured. This is 
because any resulting excessively harmful current cannot fl ow in the body. It must 

   Table 5.3     Current-controlled stimulation (CCS)  ,  voltage-controlled stimulation (VCS)  , and 
 charge-controlled stimulation (ChCS)   [ 4 ]   

 Sl. No.  Property  CCS  VCS  ChCS 

 1.  Design  Complex  Simplest  Simple 
 2.  Safety  High  Poor  Good 
 3.  Power effi ciency  Poor  Highest  Between CCS 

and VCS 

5.6 Charge Balancing
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be remembered that DC current integration will cause voltage buildup on the capac-
itor. Hence, the capacitor must be regularly discharged. 

 Among  the   disadvantages of this technique, it must be mentioned that the value 
of blocking capacitor has to be the electrode–electrolyte capacitance. Generally, this 
large capacitor cannot be integrated. It is externally connected with the chip. In 
multichannel implants, several such capacitors are required. One capacitor is needed 
for each electrode. A large amount of space is therefore wasted. Lastly, the 
 discharging  step      for charge balancing is an uncontrolled process.  

5.6.1.2     Short-Circuiting of Electrodes 

  The      method is commonly used for a biphasic pulse. It removes any leftover charges 
present due to mismatching effects. Following each stimulation cycle, short-circu-
iting of the electrodes helps to discharge them. However, a perplexing situation 
often arises. It appears because the discharging time is not exactly known. The 
reason for the inability to know discharging time accurately is the wide variation in 
current matching and electrode impedances. Further, changes take place in their 
behavior over a period of time. Nonetheless, the  blocking    capacitor      issues are 
steered clear off.   

   Table 5.4    Passive and  active charge balancing        

 Sl. No.  Active charge balancing  Passive charge balancing 

 1.  A monitoring system is 
engaged to perceive the 
remnant voltage on electrode–
tissue interface when no 
current is fl owing through the 
tissue. It also equalizes the 
charges of the two phases: 
cathodic and anodic 

 No monitoring system is used. Balancing is done 
by charge storing and discharging phases. The 
connection of capacitors between the output circuits 
of the pulse generator and the electrodes aids in 
charge balancing. The capacitors block errant 
continuous direct current. They are discharged 
typically after delivery of an individual pulse 

 2.  No requirement of large 
off-chip components 

 Due to restriction in the voltage tolerance, the 
blocking capacitor must be suffi ciently large. Its 
value is generally approximately several μF. Several 
off-chip blocking capacitors may be necessary. The 
area consumption by these capacitors may cause a 
space crisis in very small implants like those for 
multichannel retinal stimulation 

 3.  Usable for different 
stimulation parameters 

 Anodic duration is uncontrollable for different 
stimulation parameters. The large blocking capacitor 
value lengthens the time constant of discharge. 
Therefore, it is possible that the discharging phase 
may terminate prematurely. It may reach the 
stimulation phase 

5 Neural Stimulation and Charge Balancing Approaches
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5.6.2     Active Charge Balancing 

5.6.2.1     Charge Surveillance 

  This   scheme is based on calculation or measurement of charge in the stimulation 
phase. This knowledge is used in the discharge phase to control its intensity and 
duration. Thus, the charges in cathodic and anodic phases are compensated.  

5.6.2.2     Pulse Insertion 

 Suppose, after  each   stimulation phase, the remnant charge on the electrode exceeds 
a defi ned safety limit. Then, a corrective short-duration discharging pulse is inserted 
to remove this charge. This routine is repeated until the electrode charge falls 
 suffi ciently to lie within safe bounds.    

5.7     Discussion and Conclusions 

 The criteria for choosing among the three types of stimulation, CCS, VCS, and 
ChCS, depend on their relative merits and demerits. VCS has the highest power 
effi ciency but less safety. CCS is poor in power effi ciency but relatively safe. ChCS 
has power effi ciency between CCS and VCS but is safe like CCS. In charge  balancing, 
human safety is the prime consideration. The main aim of charge balancing is to 
keep the electrode voltage below the safe limit. It also safeguards against failures. 

 Review Questions 
     5.1    What are monopolar and bipolar electrodes? Describe the paths of fl ow 

of current in the two types of electrodes. In which type of electrode does 
the current fl ow over a greater region of the body?   

   5.2    What are monophasic and biphasic waveforms? Which kind of wave-
form is less effective? Which one requires more energy? Which one can 
be more damaging to the heart?   

   5.3    Draw the circuit diagram and explain the operation of a CMOS switch. What 
is meant by “open switch” and “closed switch” positions in this circuit?   

   5.4    Name three types of DACs. Describe the working of a binary weighted 
DAC. What is the reason of its poor accuracy?   

   5.5    How many resistors are required to build an  N -bit  R /2 R  ladder DAC? 
Discuss the relative requirements of binary weighted DAC and  N -bit 
 R /2 R  ladder DAC for high-achieving accuracy.   

   5.6    What are the two principal modes in which an R/2R ladder network may 
be operated as a DAC? In what respects do these modes differ?   

(continued)
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   5.7    What is an analog-to-digital (ADC) converter? Name two types of ADC 
circuits.   

   5.8    What does a fl ash converter circuit do? Why is it called by this name?   
   5.9    What is the full form of SAR ADC circuit? Draw its diagram and explain 

its operation.   
   5.10    What is a voltage source? Name the dual circuit of the voltage source.   
   5.11    What are the requirements of the following circuits: (1) a perfect voltage 

source and (2) a perfect current source?   
   5.12    How does a current source differ from a current sink?   
   5.13    What is a current mirror? By what other name is this circuit called?   
   5.14    Draw the circuit diagram of a MOSFET-based current mirror circuit and 

explain its working.   
   5.15    Write two alternative names of a current-to-voltage converter circuit. 

Explain the working of a VIC circuit using OP-AMP.   
   5.16    What is the task performed by a voltage multiplier circuit? Is it theoretically 

possible to increase the voltage indefi nitely? What is its practical limita-
tion? Up to what limiting factor is voltage multiplication generally done?   

   5.17    How is a full-wave voltage doubler circuit constructed from two half- 
wave rectifi er circuits? Explain the working of a half-wave voltage dou-
bler circuit.   

   5.18    A boost converter provides a higher voltage than the input voltage. What 
about the output current?   

   5.19    Draw the circuit diagram of a boost converter circuit and describe its 
operation. How does an IC boost converter work?   

   5.20    Describe two approaches used for making a current-mode stimulation 
circuit. What is the reason for safety in implementation of a current- 
mode stimulation circuit?   

   5.21    Describe two schemes for making a voltage-mode stimulation circuit. Why 
is this mode said to be less safe as compared to the current-mode circuit?   

   5.22    How does charge-mode stimulation combine the benefi cial features of 
current-controlled and voltage-controlled stimulation circuits? What is 
the main shortcoming preventing its extensive utilization?   

   5.23    Why should any charge unbalance be stopped during electrical stimula-
tion? How does the use of a biphasic pulse help in this regard?   

   5.24    Explain the concept of charge balancing in electrical stimulation. 
Discuss the main features of active and passive charge balancing. Point 
out any similarities and dissimilarities between the two methods.   

   5.25    How is a blocking capacitor used for charge balancing? What protection 
does it provide against semiconductor chip failure? What is the main 
limitation of this method?   

   5.26    How is charge balancing done by short-circuiting electrodes? What is 
the main diffi culty of using this method?   

   5.27    Describe the charge surveillance and pulse insertion methods of charge 
balancing.     

(continued)
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Chapter 6
Implant Clocking and Timing Circuits

Abstract A clock circuit is a redstone circuit (a structure built to activate or con-
trol mechanisms). It produces a repetitive pattern of pulses referred to as a clock 
signal. A clock generator IC can perform various functions. The functions include 
the generation, conditioning, manipulation, distribution, or control of a timing 
signal in an electronic system. The output of clock generators is toggling on/off 
constantly. To build clock generator circuits, a number of oscillator designs exist. 
These circuits produce sinusoidal or square waves. The frequencies of the waves 
range from <1 Hz to several MHz. A linear or sinusoidal wave RC oscillator con-
sists of a tuned RC network connected to regenerative feedback amplifier. 
Sustenance of steady oscillations requires the fulfillment of Barkhausen’s crite-
rion stating that the loop gain at the oscillation frequency must be unity in abso-
lute magnitude and the total phase shift around the loop should be zero or an 
integral multiple of 180°. RC oscillators for producing waveforms of square, tri-
angular, or sawtooth shapes are often called relaxation oscillators. The term 
“relaxation” is related to the charging and discharging states of a capacitor. Many 
types of relaxation oscillators have been built, starting from simple two-transistor 
multivibrator circuits and advancing to more intricate circuit topologies. All these 
oscillators work on the same operating principle.

The generated square waves are used to control the timing of operations in 
digital systems, such as clock generators for microprocessors. These different cir-
cuits are known by a variety of names, such as monostable, astable, and bistable 
multivibrators. The multivibrator functions can be easily implemented with timer 
integrated circuits. These circuits are therefore extensively used in timing 
applications.

Keywords  Linear oscillator • Nonlinear oscillator • Crystal oscillator • Monostable/
astable/bistable multivibrator • Timer IC • Time delay • Missing pulse detection • 
Frequency division • PWM • PAM
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6.1  Introduction

Oscillators are electronic circuits whose distinctive trait is that they provide periodic 
waveforms on their output terminals. But they use only the DC supply voltage at 
their input terminals. Depending on the type of oscillator, the output voltage can be 
shaped like a sine wave, hence said to be sinusoidal oscillator, or a shape different 
from it, hence known as a non-sinusoidal oscillator (Table 6.1). A kind of oscillator 
termed the feedback oscillator consists of an amplifier for obtaining gain. A second 
type of oscillator is the relaxation oscillator. It uses an RC timing circuit to produce 
a waveform. This waveform is normally a square wave or some other waveform 
falling under the non-sinusoidal category. A timer is an automatic mechanism for 
controlling the sequence of an event. In its simplest form called a register, the timer 
waits until a certain time interval has elapsed. Then it fires and sends a specified 
message to an object. When a timer is signaled, the processor must run to process 
the associated instructions. Timer ICs are widely deployed for making oscillator 
and pulse generator circuits.

6.2  Clock Generators

The clock is the vital unifying force of any processor. It is an oscillator circuit pro-
ducing a waveform as under: high voltage, low voltage, high voltage, low voltage, 
etc., or one, zero, one, zero, etc. The signal produced by the clock is usually a 
constant- frequency square wave with 50 % duty cycle. Its speed is given in mega-
hertz (MHz) or gigahertz (GHz). The clock signal coordinates and synchronizes 
various parts of the processor circuit. It regulates the rate at which the processor 
executes the instructions. Every time the clock changes level, the processor executes 
one instruction. This coordinating action is similar to a metronome. The metronome 
is a practice tool which plays steady beats to help musicians in playing their instru-
ments rhythmically.

Clock sources for microprocessors/microcontrollers are of two types: (1) 
those based on mechanical resonance devices like crystals, showing a maximum 

Table 6.1 Linear and nonlinear oscillators

Sl. No. Linear oscillator Nonlinear oscillator

1. It is also called sinusoidal  
or harmonic oscillator

It is also known as non-sinusoidal or relaxation 
oscillator

2. It produces sine wave signals It produces rectangular, square, triangular,  
or sawtooth wave signals

3. It consists of an amplifier  
and a circuit providing 
positive feedback to produce 
phase shift

It consists of an RC timing circuit and a device 
such as transistor or OP-AMP. The transistor/
OP-AMP changes states to charge and discharge a 
capacitor through a resistor, in alternation

6 Implant Clocking and Timing Circuits
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amplitude of oscillation at a resonant frequency and (2) those using electrical 
phase-shift circuits, e.g., resistor–capacitor (RC) networks. Crystal-based oscil-
lators usually make available extremely high starting accuracy along with rea-
sonably low thermal sensitivity. RC oscillators are less costly. But they offer 
reduced accuracy with varying temperatures and supply voltages. They also suf-
fer from frequency changes in the range of 0.05–0.5 fraction of the supposed 
output frequency [1].

6.3  Oscillator Circuits

6.3.1  Crystal Oscillator (XO)

This is an electronic oscillator based on inverse piezoelectric effect, viz., deforma-
tion of a crystal by a voltage applied across it (Table 6.2). The frequency- determining 
component of this oscillator is an appropriately cut piezoelectric crystal of desired 
shape, size, and thickness. The oscillator utilizes the electromechanical resonance 
of the vibrating crystal to produce an electrical signal of precise frequency with a 
high stability and quality factor. The stability and Q-factor are independent of tem-
perature or load variations and DC supply fluctuations. Electrically, the crystal is 
modeled as a series-connected inductance–capacitance–resistance (L–C–R) branch 
in parallel with a capacitor (Fig. 6.1). The L–C–R segment represents the inertia, 
friction, and stiffness of the crystal. The shunt capacitor stands for the self- 
capacitance of the crystal. A crystal oscillator uses the same circuit as an LC (induc-
tance–capacitance) oscillator. The crystal replaces the LC tuned circuit. The 
oscillations are sustained by amplifying the voltage signal from the crystal resona-
tor. The signal is fed back to the resonator to provide positive feedback.

Table 6.2  Piezoelectric and inverse piezoelectric effects

Sl. No. Piezoelectric effect Inverse piezoelectric effect

1. On applying a stress along any pair of 
opposite faces of a crystal of certain 
substances called piezoelectric 
materials, electric charges of opposite 
polarity are induced on the opposite 
faces of the crystal perpendicular to the 
direction of applied stress. Hence, an 
electrical potential difference is 
generated across the opposite faces of 
the crystal by the applied stress

When a potential difference is applied to 
the opposite faces of a crystal of certain 
substances known as piezoelectric 
materials, the crystal experiences 
mechanical strain in the direction 
perpendicular to the applied potential 
difference. Hence, a strain or deformation 
is induced in the crystal by the application 
of an alternating potential difference

2. It involves conversion of mechanical 
energy into electrical energy

It involves conversion of electrical energy 
into mechanical energy

3. Examples: quartz (SiO2), Rochelle salt 
(KNaC4H4O6, 4H2O), tourmaline, and 
lead titanate zirconate (PZT), 
Pb(ZrxTi1−x)O3 (0≤ x ≤1) ceramics

Examples: quartz (SiO2), Rochelle salt 
(KNaC4H4O6, 4H2O), tourmaline, and lead 
titanate zirconate (PZT), Pb(ZrxTi1−x)O3 
(0 ≤x ≤1) ceramics

6.3 Oscillator Circuits
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There are many types of piezoelectric materials that are used in oscillator cir-
cuits. Among these materials, quartz minerals occupy an unmatched position. The 
uniqueness is because of their high mechanical strength. The quartz crystal used in 
a crystal oscillator is a very small, thin piece or wafer of quartz. The two parallel 
surfaces of this wafer are metalized for the electrical connections.

The quality factor Q for a quartz oscillator (104–106) is much higher than that for 
an LC oscillator (102). The oscillation frequencies range from a few kilohertz up to 
several hundred megahertz.

Square wave clock oscillators are of Pierce type. They are made by using a crys-
tal with a digital inverter circuit. Two resistors along with two capacitors are 
included in the circuit. The quartz crystal acts as an exceptionally selective filtering 
component. These oscillators will be described in Sect. 6.3.3.

6.3.2  Resistance–Capacitance Oscillator

It is an oscillator using a resistance–capacitance (RC) network for frequency selection. 
An operational amplifier connected in “inverting amplifier” configuration with three-
section RC network may be used. An alternative name for RC oscillator is “phase-shift 
oscillator.” Its output signal has the shape of a sine wave. The phase difference between 
each RC section and the preceding RC section is 60°. Therefore, the phase difference 
between the output of three-section RC network and its input = 3 × 60° = 180. When the 
180° phase shift produced by the amplifier is added to 180° phase shift due to the RC 
circuit, a total of 180°+180° = 360° phase shift is obtained. The 360° phase shift causes 
positive or regenerative feedback for oscillation.

a b

Ls

Cs

Rs

Cp

XTAL

Metal electrode
Crystal

Fig. 6.1 Crystal: (a) schematic symbol and (b) series–parallel LCR equivalent circuit
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The operation of RC oscillator is dependent on the provision of positive feedback 
by the RC network. This positive feedback is derived from the rudimentary property 
of a capacitor to act as a storehouse of electric charge. The values of resistive and 
capacitive components determine the frequency of the output waveform of the RC 
oscillator. This oscillator is suitable for and finds applications in circuits designed for 
low-frequency (audio range) and moderate-frequency (5 Hz–1 MHz) applications.

To generate a square, rectangular, or any other waveform of non-sinusoidal 
shape, a relaxation oscillator employs an RC timing circuit and a variable-state 
device, i.e., one which changes states. This device could be an OP-AMP. A relax-
ation oscillator is a circuit performing a repetitive operation. It acquires its repetitive 
behavior from the acquisition of charge by the conductive plates of a capacitor to 
reach a threshold limit. After reaching the limit, the capacitor discharges. Its 
recharging time determines the repetition time. The square wave generator shown in 
Fig. 6.2 is a relaxation oscillator. It essentially functions on the phenomena of suc-
cessive charging and discharging of a capacitor. The potential produced on the 
capacitor is connected to inverting input of the OP-AMP. A fraction of the output 
voltage is supplied back via the resistors R2 and R3 to the non-inverting input. To 
begin with, at the time of turning the circuit on, the capacitor is in uncharged state. 
The inverting input of the OP-AMP is at 0 V. This pushes its output at maximum 
positive voltage, i.e., high-logic level. So, the capacitor is charged to the voltage Vout 
through the resistor R1. When the capacitor attains a voltage Vc = feedback voltage 
Vf on the non-inverting input, the OP-AMP output reaches the utmost negative volt-
age,  i.e.,  low-logic  level. Now  the  capacitor  discharges  from voltage +Vf to –Vf. 
With the capacitor voltage attaining the value = –Vf, the OP-AMP again changes to 
high-logic state. By the continuous rhythmic sequence of the above cycles, a square 
wave output voltage waveform is generated.

R3

Ground

R1

Vout

R2

Vf

VC

C

Vout

VC

-Vmax

+Vmax

-Vf

+Vf

Time

a b

Vs+

Vs-

Ground

Fig. 6.2 Square wave relaxation oscillator: (a) circuit and (b) waveforms
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6.3.3  Crystal-Based CMOS Square Wave Oscillators

Square wave oscillators made from CMOS logic components are highly stable 
against power supply variations. They perform reliably over a wide range of supply 
voltages (3–15V) and a broad range of frequencies (<1 Hz–15 MHz). Besides, they 
offer low power consumption and easy interfacing with other logic families [2].

The stability of the CMOS RC oscillator is sufficient for the major chunk of 
applications. However, for more demanding precision applications, crystal oscilla-
tors are essential (Table 6.3). A large number of applications in several diverse 
designs are implemented with these fairly simple, easy to build, reliable, inexpen-
sive, and adaptable RC or crystal-based CMOS oscillators.

Crystal oscillator circuits apply  the gated Pierce design [3]. In this design, 
the  oscillator  is  built  around  one/more  CMOS  inverting  gate(s).  The  Pierce 
design has many desirable features [4]. It steers the crystal at a low power level. 
Hence, less power is dissipated especially at high frequencies. Nevertheless, it 
provides a large output signal at a constant frequency. The signal is relatively 
independent of power supply and temperature changes. Apart from its low cost, 
the oscillator is usable at any frequency. Its only disadvantage is the mandatory 
requirement of a high-gain amplifier in the circuit. This is necessary to make up 
for the appreciably large losses of gain incurred in the circuit adjoining the 
crystal.

A crystal oscillator may be constructed using only one CMOS inverter as the 
active  component.  An  inverter  comprising  one  P  channel  and  one  N  channel 
enhancement-mode MOSFET is usually referred to as an unbuffered inverter. It 
may be noted that it is not essential to use only a single gate. Any odd number of 
inverting logic gates will oscillate if they are knotted together in the form of a ring. 
It is also feasible to use a buffered inverter made of three P–N MOSFET pairs con-
nected in series. But the associated gain, typically approximately many thousands, 
provides a less stable oscillator.

Table 6.3 Crystal and RC oscillator [1]

Sl. No. Property Crystal oscillator RC oscillator

1. Precision High Low

2. Temperature 
stability

High Low

3. Cost High Low

4. EMI, dampness Sensitive but insensitive in an  
oscillator module

Sensitive

5. Vibration Sensitive Sensitive

6. Applications For precision applications, no other 
material/technology has been able to 
replace the quartz crystal so far

Suitable for less 
critical applications
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A practical oscillator circuit comprises the unbuffered inverter, two capacitors, 
two resistors, and the quartz crystal (Fig. 6.3). To understand the operation of this 
oscillator, the CMOS inverting gate must not be considered as a logic device work-
ing with 1 s and 0 s. Instead, it must be looked upon as a linear amplifier. It has 
gain, phase, and propagation delay limitations. For the inverter biased in its linear 
region, a small change of the input voltage is amplified by the gain factor. It appears 
as a larger change in the output voltage. In order that this biased inverting gate is 
used as an oscillator, it must have adequate gain to surmount the losses of the feed-
back network including the capacitors, the gain limiting resistor, and the quartz 
crystal. It must also have ample negative resistance at the frequency of oscillation 
to prevail over the equivalent series resistance of the crystal. Further, the net phase 
shift around the circuit must be 360°. All CMOS inverting gates are characterized 
by parameters such as an input capacitance, an output capacitance, an output resis-
tance, and a propagation delay. These parameters affect the choice of capacitors 
and the gain limiting resistor. They eventually affect the upper operational fre-
quency of the oscillator.

A useful oscillator is made with three inverters (Fig.6.4). The duty cycle is ~50%. 
The frequency of oscillation is determined by the total propagation delay through 
the ring. The lesser the number of inverters used, the higher is the frequency. The 
oscillator is nearly insensitive to power supply variations. This is mainly due to the 
threshold tracking ~50% of the supply voltage. Its stability is determined by the 

Rf

Rlim

C2C1

CMOS inverter

Quartz crystal 

Vdd

Ground

Fig. 6.3  Practical oscillator circuit using CMOS inverting gate
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frequency of oscillation. The lower the frequency, the more stable is the oscillator 
and conversely. This is because propagation delay and the effect of threshold 
changes constitute a minor portion of the total period.

6.3.4  Multivibrator Circuits Using Logic Gates

Multivibrators (Table 6.4) are called by various names, such as nonlinear oscillators 
or function generators. Their output waveforms are square or rectangular in shape. 
These waveforms look like pulse trains [5, 6]. From the circuit viewpoint, the mul-
tivibrator circuits basically consist of two amplifier sections. These sections are 
arranged with regenerative feedback. Multivibrators are of three types: monostable, 
astable, and bistable. These types are described below.

Vdd

Vss

Vdd

Vss

Inverter 1 Inverter 2 Inverter 3

R1R2
C

Vout

Vdd

Vss

Fig. 6.4 Three-inverting gate RC oscillator

Table 6.4 Multivibrators

Sl. No. Property Monostable multivibrator
Astable 
multivibrator

Bistable 
multivibrator

1. Input One triggering pulse 
required

No triggering 
pulse required

Two triggering 
pulses required for 
one complete cycle

2. Number of 
stable states

One; hence called single 
shot multivibrator

None; hence 
called free-running 
multivibrator

Two

3. Number of 
quasi-stable 
states

One Two None

4. Output states One stable, one 
quasi-stable

Two, both 
quasi-stable

Two, both  
stable

5. Applications Timing circuits. These 
circuits are used for 
producing a timing 
interval of fixed length in 
retaliation to some 
external occurrence, pulse 
train generation, etc.

Clocking, e.g., 
square wave 
generators

Flip-flop or latch, 
memory element, 
divide-by-2 
counters
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6.3.4.1  Monostable Multivibrator

A monostable multivibrator (Fig. 6.5) is also called by another name, “one-shot 
multivibrator.” A common name is “flip-flop.” It is a circuit in which one state of the 
output signal is stable. But the other state of this signal is unstable; hence, it is said 
to be a monostable multivibrator. On applying a proper trigger signal from outside 
or a pulse signal T, a timing cycle is kicked off. The induction of this cycle brings 
about a change of state of the output signal of the multivibrator. The change of state 
occurs at the start of the timing cycle, at an instant of time t1. The multivibrator stays 
in this second state for a period of time determined by the timing cycle. It changes 
its state only after the termination of the cycle, at time instant t2. The period of time 
(t2–t1) is determined by the time constant RT CT of the resistor–capacitor combina-
tion, which is the product of the timing capacitor CT and the resistor RT.

The second state is maintained by the multivibrator until the end of a period of 
time = RT CT time constant. Thereafter, the multivibrator resets or reverts to its stable 
state at the beginning without any human intervention. This kind of multivibrator 
finds application in the conversion of short sharp pulses into wider ones for timer 
circuits.

Initial State

To begin with, let the resistor R1 clasp the trigger input signal T at high-logic level. 
Then the output signal from the NAND gate G1 is an inverted form of trigger 
signal, i.e., low-logic level. It may be noted that the timing resistor RT is joined to 
a voltage level = low-logic level. This causes the capacitor CT to discharge 
through the resistor RT. The output of G1 being low, the discharging of the timing 
capacitor CT continues until it is completely discharged. The junction J is at a 
voltage  level = low-logic  level, wherefore  the output  from  the NAND gate G2, 
connected as an inverting NOT gate, is at high-logic level. This output is applied 
to one input of gate G1. The needful positive feedback is thus provided. The junc-
tion J and the output of G1 are both at low-logic level. For this reason, current 
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Fig. 6.5  NAND gate monostable multivibrator circuit
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cannot flow to the capacitor CT. Consequently, the circuit maintains its status 
quo. It prolongs in this state placidly, pending any change in the trigger input 
signal T. It may thus be said to be a waiting state.

Triggered State

 1. Metastable State: This state commences with the application of a negative pulse 
to the trigger input signal of the NAND gate G1. As a result, the output of G1 goes 
to high-logic level. An instantaneous change in voltage across the capacitor is 
not possible. That being so, the junction J and the input to G2 both climb to high- 
logic  level. This makes  the output of  the NAND gate G2 to shift to low-logic 
level. Even when the trigger input pulse T is disconnected, the circuit remains in 
this second state. This second state is known as the metastable state. It is a seem-
ingly equilibrium state of short duration, which can rapidly change to a more 
stable state when slightly disturbed. Theoretically, it is an unstable state but is 
sufficiently long-lived practically to be called stable.

 2. Stable State: The capacitor CT begins to charge up from the output of G1. This 
charging takes place at a time constant determined by the resistor–capacitor 
combination. Due to this charging, the voltage across the capacitor increases. 
This charging process extends until the charging current is able to bring the input 
of G2 at low-logic level. Therefore, it continues until the junction J is at low-logic 
level. No sooner than this happens, the output of G2 switches again to high-logic 
level. On this account, the output of G1 goes low. The capacitor discharges 
through resistor RT into the output of G1. The circuit has now switched back-
wards to its original stable state.

Effectively, the multivibrator circuit produces an output pulse at low-logic level 
corresponding to each negative-going trigger pulse. The values of capacitance C 
and resistance R of capacitor–resistor network dictate the time period of output 
signal. The time period is given as the time constant τ = 0.69 RC of the circuit in 
seconds. The input impedance of a NAND gate is very large. In consequence, high 
values of timing periods are achievable.

6.3.4.2  Astable Multivibrator

Astable multivibrator (Fig. 6.6) is a circuit, which does not have any stable state. It 
is unceasingly oscillating from one state to the other. It is a type of regenerative 
oscillator. It consists of two amplifying devices. These two devices are cross- 
coupled by resistors and capacitors. No external triggering is necessary for this type 
of multivibrator. In the absence of any external signal, it switches automatically 
between the two states at a certain frequency. The switching frequency is controlled 
by the (resistance × capacitance) time constants of the coupling circuits.

In the beginning, let the output signal from the NAND gate G2 be at high-logic 
level. In this condition, one can easily surmise that the input signal of G2 will be 
at low-logic level. The output from the NAND gate G1 will also be at low-logic 
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level. Looking at the circuit diagram, one finds that capacitor C is connected 
between the output terminal of the NAND gate G2 and its input terminal through 
the timing resistor R2. Hence, this capacitor starts to store charge across its plates. 
The charging rate is decided by the time constant R2C. With  the  progress  in 
charging of capacitor C, there is a relentless decrease in potential of the meeting 
or convergence point between the resistor R2 and the capacitor C. This meeting 
point  is  also  joined  to  the  input  of  the NAND gate G1 through the stabilizing 
resistor R2. The above decrease in potential cannot proceed indefinitely. It lasts 
as long as the lower threshold value of G1 is arrived at. On reaching this threshold 
point, the gate G1 alters its state. Its output becomes high-logic level. This causes 
NAND gate G2 to change state. The change comes about because its input has 
now changed from low-logic level to high-logic level. A shift of the output of 
NAND gate G2 to low-logic level takes place. Capacitor C is now biased in the 
opposite direction. The capacitor loses charge by discharging through the input 
terminal of NAND gate G1.

Once again, the capacitor C begins to charge, but now it charges in the reverse 
direction. The rate of charging is determined by the time constant R2C, as before. 
The charging of capacitor is continued until it attains the upper threshold value of 
NAND gate G1. Consequently, gate G1 changes state. The full cycle of events repli-
cates all over again. The time constant for the astable multivibrator is τ = 2.2 R2C in 
seconds.

6.3.4.3  Bistable Multivibrator

A bistable multivibrator (Fig. 6.7) is a circuit having two stable states. These states 
are designated as high and low. This multivibrator is stable in both the states. It 
remains in either state for an unlimited period. For toggling or flipping between the 
high and low states of the output, an outside trigger pulse signal T is required. To 
undergo a complete SET–RESET sequence, two triggering pulse signals must be 
supplied. It finds application in flip-flops.

The circuit uses Schmitt trigger NAND gates represented by the symbols shown 
in the diagram. The special feature of the Schmitt NAND gate is the provision of 
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Fig. 6.6  NAND gate astable multivibrator circuit
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two different input logic thresholds. It has two input voltage levels. One is the input 
voltage level causing a positive-going change from logic 0 to 1 at the output of the 
gate. The other is the input voltage level causing a negative-going change from logic 
1 to 0. The two input voltage levels are different.

To start with, let the input trigger signal be at a low-logic level. Clearly, the out-
put signal is at a high-logic level. This is the SET state. During this state, the output 
signal of NAND gate G1 lies at high-logic level. Since both the input signals of G2 
are at high-logic level, the output signal is obviously at low-logic level. Inasmuch as 
both the input signals of G3 are at a low-logic level, the output signal is at high-logic 
level.

Considering the input trigger signal as high-logic signal, for the RESET state, the 
same operation manifests itself. The circuit alters state with its output signal at low- 
logic level. The output signal sojourns in this RESET state. Application of another 
input trigger pulse changes its state. Then the complete cycle starts another time 
passing through the aforementioned series of rungs.

6.4  Timer ICs and Timing Circuits

Implantable circuits are preferably built in monolithic IC form. However, for the 
purpose of convenience, their operation can be easily understood by following a 
building block approach using timer ICs. The 555 timer IC was designed in 1971 by 
Hans R. Camenzind. The design was completed under contract to Signetics. The 
timer IC is a highly stable device. It is used in a variety of accurate timer, pulse 
generator, and oscillator applications [7, 8]. Its output is one of the three types: (1) 
monostable mode, which functions as a one-shot multivibrator and is used in timers 
and for missing pulse detection; (2) astable mode, which functions as a free-running 
mode and is used as an oscillator for pulse generation; and (3) bistable mode, which 
is used as a flip-flop. Applications of timer IC in controlling and generation of pulses 
are listed in Table 6.5.
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6.4.1  Block Diagram

The functional block diagram of 555 IC is shown in Fig. 6.8. It includes two com-
parators (threshold and trigger), an R-S flip-flop, two transistors, and a power output 
stage. Also seen are three 5 kΩ resistors in series connection. The use of trio 5 kΩ 
resistors is a likely reason for the code number 555. These resistors produce 1/3 and 
2/3 Vcc levels (Vcc, supply voltage). These levels are used for monitoring the function 

Table 6.5 Control and generation of pulses by timer IC

Sl. No. Task Mode Function

1. Control Monostable multivibrator Time delay inserter

2. Control Monostable multivibrator Frequency divider

3. Control Monostable multivibrator Missing pulse detector

4. Control Monostable multivibrator Pulse-width modulator

5. Generation Astable multivibrator Pulse generator

6. Control Astable multivibrator Pulse amplitude modulator

7. Control Astable multivibrator Pulse position modulator
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Fig. 6.8 Block and pin diagram of 555 timer along with internal circuit
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of trigger and threshold comparators. The two comparators run the flip-flop. The 
flip-flop controls the output states, on or off.

6.4.2  Pin Diagram

A standard 555 IC  is housed  in 8-lead dual-in-line package (DIL-8 or DIP-8).  It 
contains more than 20 transistors. In addition, there are 2 diodes and 15 resistors. 
These components are fabricated on a silicon chip. The pins (Fig. 6.8) are named as 
follows:

 1.  Pin  1  (Ground):  It  is  connected  to  the  negative  power  supply  or  battery 
terminal.

 2.  Pin 2 (Trigger):  It  triggers when the voltage at  this pin  is <1/3 Vcc. Triggering 
voltage = 1.67 V, 5 V for Vcc = 5 V, 15 V, respectively; triggering current = 0.5 μA 
for 0.1 μS.

 3.  Pin 3  (Output):  It  sources or  sinks  a maximum current  of  200 mA. Sourcing 
means that the output signal of the IC is at high-logic level. So, it can give out 
current. Sinking means that the output signal of the IC is at low-logic level. So, 
it can absorb current.

 4.  Pin 4 (Reset): It is connected to positive terminal of the supply for normal opera-
tion of the IC. When it is grounded, the IC stops working. Required rest voltage 
is typically 0.7 V at 0.1 mA.

 5.  Pin 5  (Control voltage): To  this pin,  the 2/3 Vcc point on the terminal voltage 
divider is brought out. Use of this terminal gives an option to the user for the 
connection of an external DC control voltage. The connection is able to modify 
the timing cycle.

 6.  Pin 6 (Threshold): It accepts positive-going pulse to end the timing cycle. The 
threshold current is typically 0.1mA.

 7.  Pin 7 (Discharge): It discharges the external capacitor into itself. For the safety 
of internal transistor, the discharging current must be <50 mA.

 8.  Pin 8 (+Vcc): It is the positive supply terminal of the IC.

6.4.3  Monostable Mode for Timer or Time Delay Function

The timer is an electrical circuit used for producing a delay interval after which an 
electrical load is set going. Generally, this delay interval is easily changeable at the 
discretion of the user.

In Fig. 6.9, let us start with the condition in which the external capacitor has been 
discharged by the transistor inside the timer IC. So, the output terminal is at a low- 
logic level. Suppose a negative pulse <1/3 Vcc is applied to Pin 2, the trigger pin. By 
this action, the internal flip-flop is set. This happens because the threshold on the 
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lower internal comparator is surpassed. As a result, the internal transistor T1 is cut 
off. The short circuiting across the external capacitor C is released. The release of 
short circuiting gives rise to a positive-going output pulse. This pulse drives the 
output to high-logic level.

The capacitor C charges through the external resistor R for a period of time 
T = 1.1 RC. That being the case, the voltage across this capacitor increases at an 
exponential rate. When the capacitor voltage reaches a potential of 2/3 Vcc, the upper 
internal comparator is triggered. This triggering resets the flip-flop. Now, the inter-
nal transistor T1 becomes conducting. This discharges the capacitor C. Consequently, 
the output is driven to low-logic level.

It is worth noting that for the condition in which the output signal is at high-logic 
level, any further triggering pulse does not influence the circuit. If left unused, the 
reset pin should be connected to Vcc terminal. This is required for avoidance of false 
triggering. Further, during the period that the output signal is at high-logic level, the 
circuit is resettable by means of a negative pulse applied to Pin 4, the reset pin. Then 
the output remains at low-logic level. This level lasts until the application of another 
trigger pulse. It must also be emphasized that the timing interval is independent of 
supply voltage. This is because of the direct variation of charge and the threshold 
level of the comparator with this voltage. The output waveforms are illustrated in 
the figure. To use this circuit for introducing various time delays, the R and C values 
must be changed. The timing can be altered as desired by changing either the value 
of the capacitor or the resistor. The timing changes according to the formula T = 1.1 
R (ohms) × C (farads), mentioned above. The lower limit is 10 μs.

6.4.4  Monostable Mode for Frequency Division

The monostable circuit described in the preceding subsection can be used as a fre-
quency divider. For operation as a frequency divider, the extent of the timing cycle 
is changed. The waveforms produced by a divide-by-two circuit are shown in 
Fig. 6.10.

6.4.5  Monostable Mode for Missing Pulse Detection

In a regular train of pulses, it may sometimes turn out that a pulse is missing. Then 
the time gap between two consecutive pulses will be unusually long. Such an abnor-
mal behavior in a pulse train may occur in the ECG of a heart patient. It must be 
carefully detected. To detect such an abnormality, the resistor and/or capacitor val-
ues in a monostable multivibrator circuit are chosen according to the situation. The 
component values are selected such that the spacing between successive pulses is 
30–40% less than the delay or timing interval of the multivibrator. Then the train of 
pulses being examined is fed to the Pin 2, the trigger pin of the multivibrator whose 
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output is at a low-logic level (suppose). The circuit is shown in Fig. 6.11. As long as 
the spacing between the pulses is less than the timing interval, the multivibrator is 
continuously reset by the input pulses. This resetting is accompanied by the output 
rising to a high-logic level. Thus these incoming pulses are continuously retrigger-
ing the multivibrator. The output continues to show a high-logic level. However, 
when a pulse is missing in this train, the triggering that was so far taking place will 
not be possible. Therefore, the absence of a pulse will allow the completion of time 
interval without retriggering. As there was no retriggering during this period, the 
output will remain in low-logic level. This anomaly in output will enable the detec-
tion of the missing pulse.

6.4.6  Pulse-Width Modulation

The  pulse-width  modulation  (PWM)  is  often  termed  pulse  duration  modulation 
(PDM). It is a digital modulation technique. In this technique, the width of pulses is 
made to vary in concordance with the modulating voltage. In this modulation, the 
leading edge of the pulses is kept fixed. The occurrence of the trailing edge is vari-
able. Suppose the timer IC is connected in monostable mode. Let it be subjected to 
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triggering under a train of pulses (Fig. 6.12). A triangular wave oscillator is con-
nected to the control voltage Pin 5 of the IC. This wave controls the voltage which 
ends the timing intervals. Internally the control voltage changes the reference volt-
age of comparator. So, charging time of capacitor changes every time. Hence, the 
widths of output pulses also change. The output waveforms are shown in the 
figure.

6.4.7  Astable Mode for Pulse Generation

For operation as an astable multivibrator, the Pins 2 and 6, the trigger and the thresh-
old pins of the IC, are connected together. They are also connected to the external 
capacitor, as shown in Fig. 6.13. The external capacitor charges through the resistor 
combination (RA+RB). As the discharge Pin 7 connected to the internal transistor is 
joined to the junction of RA and RB, the external capacitor discharges through resis-
tor RB.
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When the circuit is switched on, the capacitor has no charge over its plates. So, 
the potential of the trigger and threshold pins is 0 V. The flip-flop is set by the lower 
comparator. Hence, the output becomes high. The internal transistor T1 is turned on. 
Charging of the external capacitor starts via (RA + RB). When the capacitor potential 
reaches a potential 2/3 Vcc, the upper comparator triggers. This triggering is fol-
lowed by resetting of the flip-flop. The output becomes low. Internal transistor T1 is 
turned on. Thereby, the resistor RB is connected with the external capacitor. The 
capacitor discharges through resistor RB. In turn, RB is grounded through T1. During 
discharging, at the instant the capacitor voltage falls to 1/3 Vcc, the lower comparator 
is triggered. Then the flip-flop is set. The output goes high. The internal transistor T1 
is cut off. The capacitor starts charging again through (RA+RB). Thus a cyclic repeti-
tion of events takes place. In this repetition, the flip-flop is alternately set and reset. 
The external capacitor continues to charge and discharge between two voltage lev-
els, viz., 2/3 Vcc and 1/3 Vcc. The output of this sequence of events is a succession of 
square or rectangular pulses. The times of charging and discharging of the exter-
nally placed capacitor are independent of the supply voltage. Therefore, the fre-
quency of oscillation of the free-running multivibrator also does not depend on the 
applied voltage.

Let us explore how the oscillation frequency and duty cycle vary with the values 
of two external components: two resistors RA, RB and one capacitor C. The charging 
time of the external capacitor with output high is the on-time of the pulse. It is 
expressed as

 
t R R C1 0 693= +( ). A B  (6.1)

The discharging time of the external capacitor with output low is off-time of the 
pulse. It is given by

 t R C2 0 693= . B  (6.2)

So, the total period is the sum of t1 and t2 written as

 
T t t R R C R C R R C= + = +( ) + = +( )1 2 0 693 0 693 0 693 2. . .A B B A B  (6.3)

The free-running oscillation frequency is

 

f
T R R C R R C
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=
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1 1

0 693 2

1 44

2.

.

A B A B  

(6.4)

The duty cycle is the proportion of time period T during which the signal is 
active. It is the ratio of time interval during which the output is on or high to the time 
period T:

6.4 Timer ICs and Timing Circuits



130

 

D
t

T

R R C

R R C

R R

R R

R
R

= =
+( )
+( )

=
+
+

=

æ
è
ç

ö
ø
÷ +

1
0 693

0 693 2 2

1
.

.

A B

A B

A B

A B

A

B

RR
R

A

B

æ
è
ç

ö
ø
÷ + 2

 

(6.5)

Hence, the duty cycle is precisely fixed by the ratio of resistors RA, RB.

6.4.8  Pulse Amplitude Modulation

Pulse  amplitude  modulation  (PAM)  is  the  simplest  of  all  pulse  modulation 
 techniques. In PAM, the amplitude of the modulating signal is mapped to a series of 
pulses. This means that the pulse amplitudes are adapted according to the signal 
used for modulation. As a consequence, the output is a series of pulses. The ampli-
tudes of this series of pulses vary in proportion to the modulating signal.

The principle of PAM is explained with reference to the block diagram shown in 
Fig. 6.14. The sampling of the analog modulating signal is performed with  
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Fig. 6.14 Block diagram and waveforms of pulse amplitude modulation system
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high- frequency pulses. After completion of the sampling process, the output of the 
circuit is a series of pulses having amplitudes according to the shape of analog signal.

A separate circuit produces the modulating signal. Fixed frequency square waves 
from the astable multivibrator are used to drive the monostable multivibrator. The 
output of the multivibrator is in the form of a series of pulses of fixed amplitude. 
This output is fed to a switching transistor. The transistor opens and closes accord-
ing to the incoming pulses from monostable multivibrator. In this way, the modulat-
ing signal is sampled. The resultant output is a series of pulses with changing 
amplitudes and shapes replicating the contour of modulating signal. In other words, 
the amplitude of pulses generated by timer IC varies in accordance with the instan-
taneous amplitudes of the modulating signal.

6.4.9  Pulse Position Modulation

The timer IC is connected in astable mode as before. By application of a triangular 
wave modulating signal  to  the control voltage Pin 5,  the position of  the pulse  is 
changed with the modulating signal. The change takes place because the threshold 
voltage and time delay vary accordingly. The output waveform is shown in Fig. 6.15.
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6.5  Discussion and Conclusions

Circuit blocks and structures for implantable devices capable of operating at low 
voltages and consuming trifling amounts of power were described. Crystal-based 
and RC oscillators are two varieties of clock sources suited for use with implanted 
devices. The optimum type of clock source for a particular solicitation is decided by 
cost and accuracy considerations. Multivibrators can be built using NAND gates or 
timer ICs. Modulation circuits made from timer ICs were discussed.

Review Exercises
  6.1  What is the function of the clock signal in a processor? Name the two 

types of oscillator circuits used in making clock generators for micro-
computers. Compare their relative performances.

  6.2  What  is  inverse  piezoelectric  effect? How  is  it  utilized  in making  an 
oscillator circuit? Name the piezoelectric material most commonly used 
for making crystal oscillators. Why?

 6.3 Draw and explain the electrical equivalent circuit of a quartz crystal. 
Write  the Q-factor values obtainable from a quartz crystal and an LC 
circuit.

 6.4 How does an RC oscillator work? How is 360° phase shift achieved for 
sustained oscillation? To what frequency ranges is its usage restricted?

  6.5  Name the design approach followed by CMOS square wave generator 
circuits. What  are  the  advantages  of  this  approach? Can  you  build  a 
crystal oscillator using a single CMOS inverter? How? Explain using a 
circuit diagram. What is the problem with using a buffered inverter?

 6.6 Compare the oscillation frequency and stability of CMOS crystal oscil-
lators made using: (1) a small number of inverters and (2) a large num-
ber of inverters.

  6.7  What  is a multivibrator? Name the  types of multivibrators you know, 
and distinguish between their characteristics.

  6.8  What  is  a  monostable  multivibrator?  Draw  the  circuit  diagram  of  a 
monostable multivibrator built with NAND gates and explain its work-
ing. Write the equation for its time constant.

  6.9  Which multivibrator does not need any external signal for triggering? 
Explain with  the help of  a  circuit  diagram  the operation of  a NAND 
gate-based multivibrator  of  this  type. Write  the  equation  for  its  time 
constant.

 6.10  Which multivibrator requires two triggering pulses for a complete SET–
RESET cycle? How does this multivibrator change state when a trigger 
signal is applied?

(continued)
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    Chapter 7   
 Electrostimulation Pulse Generators                     

    Abstract     The electrical stimuli stand out as the most widely applied among the physi-
cal and chemical aids used in medicine. This has primarily transpired owing to their 
similarity to natural biological stimuli. Stimulation is a technique in which low-level 
electrical currents are applied via electrodes for exciting nerve cells or muscle fi bers. 
For treatment by electrostimulation, simple and complex schemes of stimulation must 
be evolved. To evolve such schemes, manually operated as well as computer-controlled/
microcontroller-based programmable stimulators are necessary. These stimulators must 
have multichannel outputs. In turn, for building stimulators, high-performance, manual/
programmable, and low-cost pulse generators are needed. In this chapter, timer IC-based 
pulse generator is fi rst described for easy understanding. Then microcontroller-based 
pulse generators are dealt with. Both types of pulse generators permit adjustability of 
pulse parameters. But in the microcontroller- based pulse generators, the stimulation 
parameters can be programmed. Important parameters are the frequency of stimulation, 
width of the pulse, inter-pulse duration, and amplitude of the pulse. These pulse genera-
tors provide more convenient, automated adjustments.  

  Keywords     Pulse parameters   •   Pulse generator   •   Timer IC   •   Microcontroller   •   User 
interface   •   Counter   •   Active resistance  

7.1               Introduction 

 Pulse generators constitute the core facility for implantable electronics. Delivery of 
pulses of correct parameters at the relevant biological site is the key task performed by 
many implantable devices. Therefore, the importance of pulse generators is ineffable.  

7.2     Electrical Pulse and Pulse Parameters 

 An electrical pulse is a burst of voltage or  current  . It is a change of short duration in 
voltage or in current intensity. By a short duration is meant an interval of time com-
parable in extent to the transient processes in electrical circuits.  Digital pulses   are 
represented by well-defi ned regular geometrical shapes. Examples of these shapes 
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are squares and rectangles on voltage vs. time or current vs. time graphs. This is 
purposefully done for easy presentation. The square and rectangular shapes denote 
ideal pulses. The  ideal pulses   have a 0-s rise time on the leading edge, a constant 
amplitude, either voltage or current, followed by a 0-s fall time. But actual real- world 
pulses, as observed on an oscilloscope, widely differ from such ideal shapes. They 
have neither 0-s rise and fall times nor do they have the absolutely constant fi xed, fl at 
amplitude. Nevertheless, their representation by simple geometrical shapes helps in 
studying several of their characteristics. It is also helpful in understanding the opera-
tions of digital circuits. But it must be realized that these are only approximate rep-
resentations. Further, by proper circuit design, it is possible to shape pulses. So, one 
can reduce or entirely eliminate the nonideal features of pulses. As another option, 
one can work with them by tolerating their deviations from ideality. Figs.  7.1 ,  7.2 , 
and  7.3  illustrate the wave shapes and associated  terminology  .

       Pulse levels :   For specifi cation of pulse output, two extreme levels are defi ned. 
These are the pulse top and pulse base. The pulse top is called the high level. The pulse 
base is known as the low level. In digital electronics, often there are two  voltage 
levels: a more positive voltage and a less positive or more negative voltage. The former 
is referred to as the high state, while the later is termed the low state. Pulses are also 
specifi ed in terms of peak-to-peak amplitude and median offset. 

 Important parameters for characterizing pulses are defi ned below:

     Pulse period  = the   interval of time intervening the median of leading edge of one 
pulse and the median of leading edge of the successive pulse, in a group of pulses.  
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   Trigger delay  =  interval   of time separating median of the leading edge (the trigger 
point) of the external trigger input signal and median of the leading edge of the 
trigger output pulse.  

    Pulse width =  the   interval of time between median of leading edge and median of 
trailing edge of a given pulse.  
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    Pulse delay =  the   interval of time between median of leading edge of trigger output 
pulse and median of leading edge of output pulse.  

    Double pulse delay =  the   interval of time between the median of leading edge of 
fi rst pulse and the median of leading edge of second pulse for two consecutive 
pulses.  

    Linearity =  the   peak deviation of an edge of the pulse from a straight line drawn 
connecting the 10 % amplitude point of the pulse with its 90 % amplitude point. 
It is expressed as a fraction or percentage of pulse amplitude.  

    Preshoot =  peak   distortion preceding an edge of the pulse.  
    Overshoot  = peak   distortion succeeding an edge of the pulse.  
    Ringing  = the   positive-peak distortion (positive ringing) and negative-peak distortion 

(negative ringing), either on pulse top or on pulse base, excluding overshoot.  
    Jitter =  the   short-term instability of one edge of the pulse with respect to a reference 

edge. For a period jitter, the reference edge is the foregoing leading edge. Jitter 
is usually specifi ed as a root mean square (RMS) value.  

    Amplitude droop =  the   sagging from the beginning to the end of the pulse. It causes 
the level detection to disqualify the pulse if it lies at a level lower than the accept-
able threshold when it is sampled.  

    Stability  is   measured through the average variability of a parameter over a drawn- 
out lengthy, specifi ed period of time, e.g., hour or year with jitter excluded.  

    Repeatability  is   defi ned as the width of a band inside the accuracy window within 
which the value of a measured parameter from an instrument is located when the 
instrument operates with the same adjustments of its controls under the same 
environmental conditions.     

7.3     Pulse Generator 

 Pulse generator is a fairly familiar contrivance in electronic laboratories, research 
corporations, etc. It may be a simple electronic circuit with minor adjustability. It is 
sometimes a piece of  electronic equipment  . Its primary function is to generate rect-
angular pulses. It enables control of the pulse repetition rate or frequency. Pulse 
width too is a variable parameter. Pulse delay can be provided with respect to an 
internal or external trigger signal. Additional controls are values of the high- and 
low-voltage levels of the pulses. In some types, the rise and fall times of pulses can 
be set at required values. Among the diverse features of such circuits and equip-
ments, different applications pose dissimilar requirements. Some individuals want a 
source of  square waves  . They may also stress on relatively high frequencies. Others 
may use the pulse generator for producing short pulses. For some others, short rise/
fall times of the pulses are of principal interest. These pulses are injected into the 
human tissue and used as a stimulus. When evaluating the excellence of pulse gen-
erators for implantable device applications, electrical or time characteristics and 
character, mono- or biphasic, of the pulses are decisive. Also, shape of the signal 
begotten needs attention. 

7 Electrostimulation Pulse Generators
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 Pulse generator circuits utilize either digital or analog  techniques  . They may use 
a combination of both digital and analog sections as well. As an example, the digital 
controlling section is given the task of varying pulse repetition rate and duration. 
The assignment of analog circuitry in the output stage of the pulse generator deter-
mines the pulse amplitude and rise and fall times. All pulse generators consist of 
two main  components  . These are a power supply unit and a pulse timing control 
unit. A detailed description of these components will be presented in the following 
sections.  

7.4     Power Supply 

 It is sometimes necessary to inject current pulses of amplitude ~200 mA into the 
muscle. For this high current injection, high voltage levels around 100 V are needed. 
These are derived from a rechargeable low voltage DC battery. With this battery, 
several  DC-to-DC converters   are connected in series to produce the required higher 
voltage. 

 It must be mentioned here that the task assigned to a pulse generator is quite 
broad in scope. It is not merely limited to producing and sending a pulse to the 
identifi ed biological site. Through a  sensing circuit  , it also receives an electrical 
pulse from the concerned biological site, suppose the heart, via electrodes. The 
received pulse furnishes information regarding the status of the heart. Before send-
ing this pulse to the pulse generator, the needed signal conditioning is performed by 
the sensing circuit on the received pulse from the human organ. This  signal condi-
tioning   transforms the pulse into a suitable form. By such transformation, the pulse 
becomes acceptable to the pulse generator. Therefore, the sensing circuit acts as an 
interface between the leads and the pulse generator. After the pulse generator has 
acquired information about the organ’s electrical activity, it responds in the manner 
it has been preprogrammed to provide the therapy. Thus the pulse generator has a 
dual role: sensing and pulse delivery. The pulse delivery must be according to the 
health status of the organ, as determined from the received biological signal. 

 To reduce problems in recording the small biological signal under study, the 
stimulus ground must be isolated from the equipment ground [ 1 ]. These problems 
arise when the output of an electronic pulse generator or computer digital-to-analog 
output is applied directly to a tissue. Its application creates electrical noise in the 
recording  system  . It adds a large DC offset too. It may also produce a stimulus 
 artifact. This artifact completely overshadows the comparatively smaller size bio-
logical signal under examination. To overcome this concern, the  stimulus current   is 
made to follow the path from the positive extremity of the pulse generator through 
the biological tissue back towards its negative extremity. Thus the stimulus current 
bypasses the equipment ground, which is the ground of the recording electrode. 
Therefore, no disturbance occurs in the biological signal. 

7.4  Power Supply
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 The power supply comprises three stages (Fig.  7.4 ):

     1.      Input conditioning stage :   This stage uses an input logic-level pulse. The magnitude 
of this pulse is ~3–12 V. It drives the control inputs of the DC-to-DC converters. 
Circuit protection from large voltage transients is provided by the input transistor 
and diodes. These devices restrict, amplify, and invert the input pulse. The output 
of the transistor is a logic-level pulse. The magnitude of this pulse should be suit-
able for driving a CMOS quad transmission gate. A high voltage at the pulse input 
produces a low voltage at the output of the transistor. This low  voltage   turns off the 
CMOS transmission gate. It turns on the converters in the succeeding stage.   

   2.      Voltage augmentation and isolation stage :   This stage uses one or more DC-to- DC 
converters. Each converter produces a higher voltage output from a smaller bat-
tery supply. The capacitors are connected close to each converter. They suppress 
the switching noise from converters.   

   3.      Output level and polarity control stage :   This stage is a voltage divider. It sets the 
stimulus output level. It employs a switch to control stimulus polarity. The 
potentiometer controls the output level. In addition, it is associated with the 
capacitor to form a low-pass fi lter. The fi ltering of the signal further reduces 
switching noise from the converters.    

7.5       Pulse Timing Control Unit 

 Two methods to control pulse timing will be described (Tables  7.1  and  7.2 )   . Both 
these methods are easy to use. The fi rst design is a low-cost, conventional timer 
IC-based pulse generator (Table  7.1 ). It is built with 555 timers, common switches, 
and adjustable voltage dividers or potentiometer knobs. This version is limited to 
generation of a few waveforms. These waveforms typically consist of one or two 
shapes of pulses. The duration of the pulses is same. They recur at a fi xed rate. The 
time delay separating the pulses can be varied.

    The second more advanced method uses a keyboard with an LCD or a  PC   
(Table  7.2 ). The LCD or PC helps to produce a convenient user interface. A micro-
controller is used to generate accurately timed pulses to trigger the stimulus. It can 

Pr
ot

ec
tio

n 
ci

rc
ui

t

DC-to-DC

DC-to-DC

C

C

C

C

C1 

R

R1

+Vcc

Rectifier and Voltage 
Regulator

VoutVin

Input power conditioning Voltage increasing & isolation Output magnitude/polarity control

Is
ol

at
ed

 o
ut

pu
t 

Potentiometer

x

CMOS transmission gate

X

  Fig. 7.4    Power supply unit       

 

7 Electrostimulation Pulse Generators



141

produce various types of pulses. Single pulses, pairs of pulses, and trains of pulses 
can be generated. Wide ranges of pulse rates and durations are achieved. Variable 
delays for single pulses can be produced. Manual triggering of single pulses is also 
allowed. In both methods to be discussed, it will be assumed that the communica-
tion between the controlling part of the implanted device outside the body and the 
implant inside the body is via wireless link.  

7.6      Timer IC-Based Pulse Generator   

 In this pulse generator (Fig.  7.5 ), the stimulator is under the supervisory control of 
a timer device. This timer device produces logic-level pulses of the planned timing 
[ 1 ,  2 ]. For single pulses, the foremost timing parameters that are necessary are the 
holdup or delay after commencement of the stimulus command, duration of pulse 
and pulse repetition time. For double pulses and pulse trains, the pulse interval and 
pulse train duration must be defi ned. The pulse generator uses a 555 timer chip in 
each of the three sections. These chips help to organize changes in pulse rate, 
delay, and duration. In each section of the circuit, there are capacitors and variable 
resistors. These components are assigned the critical roles of determining the tim-
ings of pulses. By altering their values, these timings are varied. The size of the 
capacitor connected to the threshold pin of the 555 timer is either incremented or 
 decremented  . These changes linearly increase/decrease the aforesaid times. The 
fi rst timer dictates the pulse rate if the stimulator is in pulse train mode. It is 

    Table 7.1    Features  of   timer IC-based pulse generator and microcontroller-based pulse generator   

 Sl. No.  Property 
 Timer IC-based 
pulse generator 

 Microcontroller-based 
pulse generator 

 1.  Cost  Low  High 
 2.  Supervisory device(s)  Timer ICs  Microcontroller 
 3.  Scope of pulse parameter 

variations 
 Limited  Larger 

 4.  Programmability  No  Yes 
 5.  Interactive user interface  No  No 

    Table 7.2    Controlling pulse parameters  in   timer IC-based pulse generator and microcontroller- 
based pulse generator   

 Sl. No.  Pulse parameter 
 Timer IC-based 
pulse generator  Microcontroller-based pulse generator 

 1.  Pulse frequency  First timer IC  Counter 
 2.  Pulse delay  Second timer IC  Microcontroller-operated timing circuits 
 3.  Pulse duration  Third timer IC  Microcontroller-operated timing circuits 
 4.  Pulse amplitude  Voltage divider in 

power supply 
 DAC and  I -to- V  converter 

7.6   Timer IC-Based Pulse Generator  
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disjointed in other circumstances. The second timer plays different roles in single 
and dual pulse modes. In the single pulse mode, it oversees the pulse delay. In dual 
pulse mode, it watches over the spacing between two pulses. The third timer admin-
isters the duration of the pulse. The pulse amplitude is adjusted by the voltage 
divider in the power supply section. Thus a combination of timer ICs helps to pro-
vide a capability of pulse generation in the desired format.

7.7        Microcontroller-Based Pulse Generator 

7.7.1     Why Microcontroller-Based Pulse Generators? 

 Today, microcontroller-based electronic stimulators are broadly adopted. They can pro-
vide moderately sophisticated stimulus timing at lower expenditure [ 3 ]. Microcontrollers 
offer the correct blend of features. These features include programmability options, 
cost-effectiveness, timing accuracy performance, and effi cient power utilization. 
These are the principal features that are yearned to realize such stimulators. A micro-
controller featuring ultralow power consumption must be chosen. There are wide 
choices for high-priority, all-important medical implants. Microcontroller with per-
fected and enhanced software is needed. Additionally, it must have the required 
memory space. A popular microprocessor in state-of-the-art embedded system 
design is the  ARM processor  .  Advanced RISC machines (ARM)      have developed 
this processor. 

 ARM fabricates a family of 32-bit and 64-bit processors. These processors are 
based on a progressive architecture. This architecture is known as the  reduced 
instruction set computer (RISC)       architecture  . The architecture has the specialty that 
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it uses a small, highly optimized instruction set. It incorporates advanced attributes 
like extremely low power consumption. It also provides high speed and optimiza-
tion of code size. Moreover, it is furnished with  dynamic voltage scaling (DVS)         
functionality. This assists in optimizing the energy consumption [ 4 ]. The microcon-
troller is chosen from consideration of the desired features for the  application   
(Table  7.3 ).

   Table 7.3    Microcontroller  specifi cations     

 Sl. 
No.  Feature  Meaning 

 1.  Data bus  Number of bits of bidirectional conduction paths on which data or 
instruction codes are transferred. Examples: 4, 8, 16, …128 

 2.  Clock speed  Maximum frequency. Examples: 8, 10, 12, 18, 25, 33, 40, etc. MHz 
 3.  Number of 

interrupts 
 Number of asynchronous electrical signals from a peripheral to the 
processor requiring immediate attention by the microcontroller. 
Examples: 3, 6, 8, etc. 

 4.  RAM size  64, 128, 256, etc. bytes 
 5.  ROM type and 

size 
 ROMLess, MaskROM, erasable programmable read-only memory 
(EPROM), electrically erasable programmable read-only memory 
(EEPROM), fl ash, factory advanced service technique read-only 
memory (FASTROM), one time programmed memory (OTP) 
Examples: 1 k, 2 k, 4 k, 8 k, etc. 

 6.  Supply voltage  Examples: 3 V, 5 V, etc. 
 7.  Number of timers  Examples: 1, 2, 3, etc. 
 8.  Number of bits in 

the timer 
 Examples: 8, 16, 24, 32, etc. 

 9.  Serial interfaces  Controller area network (CAN), serial peripheral interface (SPI), 
serial communications interface (SCI), universal asynchronous 
receiver/transmitter (UART), etc. 

 10.  Serial port 
channels 

 Number of serial ports 

 11.  I/O ports  Number of input ports, output ports, and input/output ports 
combined. Examples: 8, 16, 14, 17, 26, etc. 

 12.  Number of A/D 
converters 

 Example: 4×10 bit 

 13.  Number of bits in 
A/D converters 

 Examples: 8, 16, 24, 32, etc. 

 14.  Package  Examples: bare die, ball-grid array (BGA), fl ip chip ball-grid array 
(FCBGA), plastic pin-grid array (PPGA), ceramic dual in-line 
package (CDIP), plastic dual in-line package (PDIP), plastic leaded 
chip carrier (PLCC), etc. 

 15.  Operating 
temperature 

 Example: −40 to +125 °C 

 16.  Operating range  Commercial, industrial, military, etc. 
 17.  Pin count  Number of pins. Examples: 10, 16, 20, 30, 32 
 18.  Other functions  Watchdog timer, direct memory access (DMA) channels, power 

saving modes 
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7.7.2         User Interfaces   

 Triggering of the implantable device is controlled by either of the two methods as 
given below (Fig.  7.6 ): (1) fi rst is by using a standalone microcontroller circuit. Here, 
the programming is done in assembly language. A matrix keyboard and alphanumeric 
LCD display provide the user interface. The interface indicates the type of current as 
well as duration of the pulses. (2) Second is by using a microcontroller operated by a 
graphic user interface (GUI). For this operation, a Microsoft Windows-based PC is 
used. The microcontroller guarantees a response in real time, the actual time of occur-
rence of an event. The ubiquitous PC has implements to provide a more convenient 
interface with the user. The timers mainly interact with CPU through interrupts. 
Hence, the waveform of the pulses to be injected into muscle is spawned by a timer 0 
interrupt of the microcontroller. The resolution of the pulse times is determined by the 
time in which the timer 0 overfl ow interrupt service routine (ISR) executes. If it is 
32 μs, the resolution of all pulse times will be 32 μs. The microcontroller in the 
stimulator has programmable features. Main features of interest are pulse ampli-
tude, pulse-width, inter-pulse duration and stimulation frequency. It is feasible to 
vary the frequency of the output rectangular pulse waveform. The duty cycle, contin-
gent upon the duration of a pulse and spacing between pulses, is variable too. So is 
the amplitude of the  pulse  . It is also possible to select the number of pulses in a cluster 
of pulses. External synchronization of the generator can also be effectuated.

7.7.3        Main Tasks of Microcontroller 

 The microcontroller performs two main tasks [ 5 ]: (1) it controls the keyboard and 
the  display  . So, the control over the settings of the generator is in the hands of the 
user. Frequency of repetition of pulses, trigger delay, etc., can be altered in an 
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interactive manner. (2) It produces a square wave of utilitarian  dependability  . For 
obtaining the square wave, the system clock frequency is suitably divided in an 
 internal timer/counter  . As a consequence, the output signal frequency can be set 
over a broad range of values. These values extend from below kilohertz to over 
megahertz range. The forethought that a crystal oscillator is the reliable source from 
which the system clock is derived and that the timer operates in a hardware mode 
pledges the availability of a stable frequency of output signal. 

 If a PC is used, an additional role undertaken by the microcontroller is sending 
information to PC and receiving information from it. This is done via the  RS- 232 
interface  . Measurements can then be performed automatically. The RS-232 inter-
face is the standard laid down by the  Electronic Industries Association (EIA)        . This 
standard is meant for the exchange of serial data in binary form between two 
devices, viz., data terminal and data communications equipment. It was originally 
developed to stereotype the connection of computers with telephone line modems. 
RS-232 is chosen because it is a unanimous, well-understood, and supported data 
interface. In this application, relatively slow data transfer is a nonissue and quite 
tolerable. In-system programmable microcontrollers provide the opportunity of pro-
gramming after installation in the system, instead of being programmed fi rst and 
later installed. Such programming is also called  in-circuit serial programming     . 
Building the circuit with in-system-programmable microcontroller and RS-232 
interface provides easy accessibility of fi rmware upgrades of the device. Hence, the 
pulse generator can be used in self-regulating applications.  

7.7.4     Frequency Division by  Counters   

 A frequency divider is referred by various names in the literature. It is sometimes 
called a  clock divider  . Other names are scaler and prescaler. It is a circuit which pro-
duces an output = the clock input divided by a specifi ed value. Stated in another way, 
it is a circuit in which a signal having a frequency  f  in  is fed at the input and a signal 
with a frequency  f  out  =  f  in / n  (where  n  is a numerical integer) is received at the output. 
Internally, the frequency divider uses an  N -bit up-counter. A counter is essentially a 
dedicated register or pattern generator. This register delivers a particular  repetition   or 
succession of binary values known as states in the output when an input pulse signal 
is applied to it. This input signal is called the clock signal or simply clock [ 6 ]. 

 Counters of various capabilities can be implemented by connecting different 
numbers of fl ip-fl ops (Fig.  7.7 ). The modulus of a counter, written as MOD in brief, 
is the number of states of output signal across which the counter changes before 
reaching again to zero. It is defi ned as the number of output states in one complete 
cycle. The modulo or MOD number of a counter is simply written as MOD num-
ber = 2  n  . A counter with  n  fl ip-fl ops has 2  n   different states. It is called a modulo- n  
counter or MOD- n  counter. It can count decimal numbers from 0 to 2  n  −1. A counter 
with two fl ip-fl ops has 2 2  = 4 different output states. It is called a modulo-4 counter 
or MOD-4 counter. It can count decimal numbers 0–3, given by 2  n  −1 = 2 2 −1 = 3. A 
counter with three fl ip-fl ops has 8 different output states. It is called a modulo-8 
counter or MOD-8  counter  . It counts from 0 to 7 as 2 3 −1 = 8−1 = 7. The modulo 
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number of a counter is increased by the addition of a larger number of fl ip-fl ops to 
it. A way of building a counter of higher modulus number is by cascading several 
fl ip-fl ops. Thus a counter with 8 fl ip-fl ops has 256 different output  states  . It is called 
a modulo-256 counter or MOD-256  counter  . It counts from 0 to 255 as 
2 8 −1 = 256−1 = 255 and so on.

7.7.5        Changing Other Parameters of the Pulses 

 During the production of pulses, the operation of the microcontroller is as follows: 
immediately after the instrument is switched on, the initialization procedure is 
accomplished. All through the process of initialization, the activities of various 
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parts of the microcontroller are properly arranged and sequenced. So also are the 
values of different variable parameters involved in operation. Further, initialization 
of display unit is performed. Display indicates the data which is required to be fed. 
Activation of the “ amplitude entering function  ” follows. The voltage waveform to 
be generated by the stimulator is entered into a program. This program is written in 
Microsoft Visual C for Windows using a keyboard. If a microcontroller is used, the 
programming is done in assembly language. 

 The waveform is entered as a list of times. Together with this list is the corre-
sponding decimal representation of the binary number to be written to each D/A 
converter. The binary number is referred to as  voltage amplitude  . Following the entry 
of the timing parameters, the microcontroller carries out computation of the basic 
parameters. It adjusts the timing circuits in accordance with the computed values. 
Suppose generation of a designated group of pulses is to be performed. Then a coun-
ter is used to count the selected number of pulses. Depending on the microcontroller 
used, it is possible to generate up to a certain number, say 256 pulses in the group. 

 Subsequent to entry of the value of amplitude into the microcontroller unit, the 
microcontroller computes the applicable 8-bit control number corresponding to the 
received value. The calculated number is conveyed by the microcontroller to the 
input of the integrated circuit for 8-bit  digital-to-analog converter (DAC)        . The 
 output current received from the DAC is transformed to the equivalent voltage 
through the agency of the current-to-voltage converter IC. 

 Very frequently, the amplitude of the output signal from the pulse generator is 
changed via multiple stages or steps [ 7 ]. The parameter to be adjusted is pulse 
amplitude. A choice can be made from available methods to vary the pulse ampli-
tude. Use of  resistive step attenuators   is a common practice in analogue electronics. 
The attenuator is a passive resistive network to reduce the power supplied to a load 
by a fi xed or variable amount or by a series of swapping steps. 

 Another way to vary the intensity of current is by using a sliding or rotary  poten-
tiometer  . The astute reader is acquainted with variable resistors, rheostats, and 
mechanical potentiometers. Wiper potentiometers of high quality may be compa-
rable to precise attenuators in performance. 

 Similar to these analog devices, the counterpart device in digital electronics is a 
digital potentiometer. This potentiometer is also called digital pot or digipot or 
resistive digital-to-analog converter (RDAC)         . It is a compact device used to adjust 
and trim electronic circuits. It is constructed using an R–2R integrated circuit. Other 
digital-to-analog converters may also be used. The resistor ladder confi guration is a 
very familiar circuit. As indicated by its name, this structure has the appearance of 
resistor ladder. It comprises a number of steps on the ladder. Every step is provided 
with its own switch. This switch enables the connection of the particular step to the 
output pin of the potentiometer. The resistance ratio of the potentiometer is decided 
by the specifi cally selected step on the ladder. 

 Traditional analog potentiometers are not usable. The reason is the obvious dif-
fi culty in interfacing them with the microcontroller.  Digital potentiometers   solve the 
interfacing problem. They are able to do so by allowing the control of a voltage 
splitter with digital signals. Another convenient feature of digital potentiometers is 
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their higher adaptability. The enhanced adaptability is due to the absence of a pre-
determined sweep profi le. This is readily evident on realizing that they are not 
controlled mechanically. The fact that these potentiometers do not have a prefi xed 
profi le means that one can run the desired type of profi le. The profi le running 
depends on the way the code is written. Then the potentiometer will sweep in either 
a linear or logarithmic fashion. It may also sweep according to any other profi le one 
has aspired for.  Digipots   are mostly volatile memory devices. However, in some 
versions of digipots, nonvolatile memory is provided. This allows the retention of 
the fi nal position that was programmed after the digit was cycled for power. 

 Undesirably high power losses taking place during current fl ow through the 
resistance constitute the principal defi ciency of potentiometric control technique. 
This happens more than ever in pulse generators when the amplitude of the output 
signal is large and the matching load resistance is small. From power cutback stand-
point, a better way is to change the voltage of the power supply used for feeding the 
pulse generator circuit. Otherwise active signal shapers or wave shaping  circuits   
may be used. In another option, the voltage of the output amplifi er may be varied. 

 It is not advisable to alter the voltage setting of power supply of pulse generator 
circuit. This is because it is likely to change the oscillation frequency of the pulse 
generator. Further, pulse signal generators do not at all times use active signal 
shapers. Therefore, variation of the power source  voltage   of the output amplifi er or 
the last stage of this amplifi er seems to be the best approach for controlling the 
amplitude of the pulse. 

 A  voltage-regulating circuit   delivers power to an oscillator. This oscillator is 
constructed across the primary coil of a transformer. After rectifi cation, the second-
ary coil of the above transformer supplies the high voltage signal to switched 
current mirrors in the driving stage. Overall  power consumption   is minimized. The 
minimization is possible because the high compliance voltage is proportional to the 
stimulation current. Control of the pulsed current amplitude is achieved by adjust-
ing the regulated voltage [ 8 ,  9 ]. 

 A typical screen for pulse specifi cation might include the pulse amplitudes and 
pulse widths. Inter-pulse intervals as well as the number of pulses must be shown. 
The sequence can then be displayed in a separate window. As new pulse sequences 
are developed, they can be saved individually or as a list of sequences. Hence, they 
can be subsequently retrieved.  

7.7.6     FET-Based Methods of Amplitude  Control   

 Amplitude control is also achievable through  active resistance   [ 10 ]. The idea of 
active resistance is based on the use of an active device such as a transistor for resis-
tance control. The active resistance  R  is realized by taking the help of an active 
device, viz., the fi eld-effect transistor ( FET  ), Fig.  7.8 . A fi xed resistor  r  is connected 
across source to drain of the FET. The controlling voltage  V  GS  is applied to the gate 
electrode of the FET. It alters the drain-to-source resistance of the FET. The active 
resistance is obtained across the external drain-to-source resistor  r . The drain-to- source 
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resistance of the fi eld-effect transistor comes in parallel connection with this external 
resistor.

   For active  R  realization, the current to be driven into the muscle is fi rst decided. The 
necessary voltage is converted into equivalent analog voltage by the digital-to- analog 
converter. This voltage is supplied by the microcontroller as the control voltage to 
drive the gate of the FET. 

 In another method of amplitude control, the microcontroller creates a pulse- width 
modulated ( PWM)   output. This output is proportional to the value of amplitude 
required. The pulse-width modulated output is subjected to low-pass fi ltering. The 
low-pass fi ltered signal is converted into a current. This current is used to impel an 
 optocoupler  . The output of  the   optocoupler is taken from a photoFET. On applying 
this output to a voltage divider circuit, a voltage output is produced. The voltage 
output is more or less linearly varying with the PWM input [ 11 ].   

7.8     Discussion and Conclusions 

 This chapter discussed how to create circuits which will generate precise pulses in 
rectangular or square waveforms. As electronic designs increase in complexity, it 
becomes diffi cult to build the complete circuit. So, prebuilt circuits are used. These 
circuits are available in different packages. The prebuilt circuits are called ICs. 
For generating the different waveforms described in this chapter, timer ICs and 
microcontrollers were utilized. The gimmicks of maneuvering pulse parameters 
were also treated. 
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    Chapter 8   
 Biomaterials for Implants                     

    Abstract     Essential to the success of an implantable electronic device is the choice 
of its constructional biomaterial. This biomaterial must neither corrode in the body 
nor elicit any adverse response from it. Due to immune response from the host body, 
tissue infl ammation occurs along with fi brous encapsulation of the implant. 
Functionality of the implant is thereby inhibited. Surface modifi cation techniques 
have been devised for improving the biocompatibility of the implant. Besides the 
age-old “stainless steel,” implants generally use metals like platinum, iridium, 
titanium, and tantalum. Bioceramic materials like aluminum oxide are also used. 
Polymeric materials, e.g., polyimide (PI), polyvinylidene difl uoride (PVDF), poly(p-
xylylene) (parylene), polyetheretherketone (PEEK), polydimethylsiloxane (PDMS), 
liquid crystal polymer (LCP), etc., have appeared as substitutions for metallic and 
ceramic biomaterials to serve as the draping covers of medical devices to be lodged 
inside the human body.  

  Keywords     Biomaterials   •   Biocompatibility   •   Foreign body reaction   •   Fibrosis   • 
  Metals   •   Bioceramics   •   Polymers  

8.1               Aims and Scope of Biomaterials 

 A biomaterial is either a natural material or a synthetic one prepared by artifi cial 
means. It can be a metal, a ceramic or a  polymer  . It is introduced into the living tis-
sue principally as a part of a medical device, e.g., an implant or prosthesis. The 
implant is designed to treat/augment/replace an aged, malfunctioning, or appear-
ance-wise unacceptable native bone/tissue/organ/activity inside the human body. 
The objective of  implantation   is to bring about improvement in the quality of an 
individual’s life [ 1 ,  2 ]. According to Williams [ 3 ,  4 ],

  A  biomaterial   is defi ned as a chemical substance, element, mixture or compound, that has 
been designed, concocted or contrived to acquire a suitable form. It is used either unaccom-
panied or as a component of a multipart/multifaced system, to guide the progression of any 
curative or diagnostic procedure in human or veterinary medicine (concerned with animals, 
especially domestic). It does so by regulation of interactions and exchanges with the mech-
anisms of living organisms. 
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   The broad scope of biomaterials is vast in extent. It encompasses materials for 
intraocular lenses.  Bone/joint replacements      are also included among biomaterials. 
Materials for making heart valves, pacemakers, etc., too come under its umbrella.  

8.2     Defi ning Biocompatibility 

 By convention, the notion of  biocompatibility   is interlinked with implantable devices 
that are made for lodging inside the human body. These devices may be loged up to 
the lifetime of the host. In the beginning stages, biocompatible materials were chosen 
on several negative qualities. These were the qualities of being inactive or inert. 
They were characterized by properties like nontoxicity, non- immunogenicity, non-
thrombogenicity, noncarcinogenicity, non-irritability, and many others [ 5 ].  Toxicity   
signifi es the degree to which a substance is harmful to humans. Five  properties   that 
must be absent in a material for biocompatibility are cytotoxicity (toxicity to cells), 
genotoxicity (toxicity to genetic information within the cell, causing mutations), 
mutagenicity (causing damage to genetic material DNA, thereby increasing the fre-
quency of mutations), carcinogenicity (causing cancer), and immunogenicity (ability 
to induce an immune response) (Fig.  8.1 ).  Materials   possessing these negative prop-
erties were therefore classifi ed as biocompatible. It was fi rmly believed that nonreac-
tive materials fulfi lled these negative attributes best. Naturally, some favorite materials 
were good-quality stainless steel, titanium, and platinum, and polymers such as 
PTFE, PMMA, polyethylene, and silicones.

   As elucidated by Williams [ 3 ,  4 ], biomaterials are being increasingly used in 
engineering tissues which  involves   combining scaffolds, cells, and other biomole-
cules to construct fully functional synthetic or semisynthetic tissues meant to 
overhaul tissue or organ failure by tissue implantation.  Innovatory systems   for 
transporting cells, drugs, and genes constitute another vital application area. In  bio-
technological applications  , interactions between biomaterials and components of 
tissues are needed. These interactions are of defi nite and direct nature. Hence, a new 
model for biocompatibility has come forward. The concept of biocompatibility 
underwent critical reexamination consequent upon three  factors  . Firstly, it was real-
ized that biocompatibility was not solely decided by material characteristics. To the 
contrary, it was also governed by the circumstance in which the material is used. 
Secondly, it was found that instead of being inert, the material should purposely act 
in response to the tissues. It should not be disregarded by the tissues. Thirdly, the 
gradual degradation of material with passage of time in the body (instead of its per-
manence) is desired in many applications. Then it will not reside permanently inside 
the body. So, the synonymy of biocompatibility with biological well-being was 
inadequate to ascribe this quality to any material. Accordingly, biocompatibility 
was redefi ned by Williams [ 3 ,  4 ] as “the quality of a material to execute its assigned 
function in a given therapy for restoration of normal health,” under the condition 
that it does not “elicit any unwanted effects, either local or systemic, in the recipient 
or benefi ciary of that therapy” but is successful in “producing the most suitable 
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advantageous  response   related to cellular or tissue  functions  , in that particular state, 
and making efforts to reach towards perfecting the clinically or scientifi cally perti-
nent effectuation of that therapy.”  

8.3     Responses of Tissues to Materials 

 Following the implantation of a biomaterial, a prosthetic aid, or a medical device in the 
living tissue, a complex sequence of host reactions takes place. This sequence involves 
many biochemical pathways. These constitute  the tissue response continuum  [ 6 ,  7 ]:

    1.      Injury :   The implantation injures tissues or organs.   
   2.      Blood–material interactions :   Damage to vascularized connective tissue changes 

the vascular fl ow, caliber, and permeability. From the vascular system, fl uid, pro-
teins, and blood cells leach out into the wounded tissue. This procedure is known 

No cytotoxicity

No genotoxicity

No mutagenicity

No carcinogenicity

No immunogenicity
Biocompatibility

Ability to perform the desired 
function without producing 

any unwanted effects

  Fig. 8.1    Defi ning the  biocompatibility   of a material       
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as exudation. Alterations in the vascular system also embrace those produced in 
blood and its ingredients. The infl uence of wound on plasma or cells triggers 
chemical effects. These effects facilitate many responses from the blood vessels 
and cells of the swelled region. The onslaught of wound starts the response 
associated with infl ammation. But this response is interceded by the chemicals 
liberated from plasma, cells, and bruised tissues.   

   3.      Provisional matrix formation :   Within minutes to hours of injury, the provisional 
matrix is formed. It consists of fi brin, a fi brous, non-globular protein, produced by 
the system of blood coagulation. It also contains infl ammatory spin-offs released 
by the reciprocal supportive system. An important product consists of activated 
platelets. The other products are the cells taking part in the infl ammatory response 
and cells forming the endothelium, the thin layer which covers the interior surface 
of blood vessels; hence termed endothelial cells. The reorganization and mending 
processes start. These processes entail recruitment of infl ammatory cells and 
fi broblasts (spindle-shaped cells). They are actuated by the parts, which are inside 
the temporary matrix, i.e., network of fi brin, or those liberated from it.   

   4.      Acute infl ammation :   Infl ammation aids in restraining, neutralizing, diluting, or 
walling off the injury-causing process. It also triggers a series of events. The trig-
gered events repair and reconstruct the location of implant through substitution 
of the wounded tissue. The substitution is carried out by regenerating inhabitant 
cells from parenchyma, the specialized tissue characterizing an organ in contrast 
to connective or supportive tissues. These cells are called parenchymal cells. 
Repairing is also done by forming thick dense tissue called scar tissue from cells 
producing collagen and other fi bers, hence, known as fi broblastic tissue. Another 
method of repairing involves the combined action of the above two routes. 

 Acute infl ammation extends over a moderately short stretch of time. This 
duration is typically from a few minutes to a few days. The period depends on 
the degree of injury. It is characterized by the exudation of fl uid and plasma pro-
teins and the ejection of leukocytes (white blood cells). The outfl ux of leucocytes 
contains mainly neutrophils (a kind of white blood cells containing enzyme- 
fi lled sacs for digesting microorganisms) from the blood vessels to the tissues 
surrounding them and the injured part.   

   5.      Chronic infl ammation :   Chronic or long-term infl ammation is a long-standing 
response to an on-going medical problem, whereas acute or short-term infl am-
mation described in (4) was an immediate response to an injury. Histologically, 
chronic infl ammation shows less uniformity than acute infl ammation. It is char-
acterized by the presence of macrophages, the large specialized, mononuclear, 
white blood cells, which overwhelm and gulp down foreign invading particles. 
It also contains monocytes (large phagocytic white blood cells) and lymphocytes 
(small white blood cells responsible for immune responses), with the multiplica-
tion of blood vessels and connective tissues.   

   6.      Granulation tissue :   Within a period of one day subsequent to implantation of a 
biomaterial, the response for restoring prior healthy condition begins by the 
action of monocytes. Other vital contributors to healing are macrophages. This 
response is trailed by abundance of fi broblasts (cells of connective tissues secreting 
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collagen and other proteins which constitute the extracellular matrix) and vascular 
endothelial cells at the place of implant, consequential in the development of 
granulation tissue.   

   7.      Foreign body reaction :   The foreign body reaction comprises foreign body giant 
cells (compilation of merged macrophages) and the components of granulation 
tissue (collagen-rich connective tissue). Thus it consists of macrophages, fi bro-
blasts, and very thin blood vessels or capillaries. The above ingredients are pres-
ent in varying quantities according to the form and topography of the implant 
(Fig.  8.2 ). In comparatively fl at and smooth surfaces, the foreign body reaction 
consists of a 1–2 cells thick layer of macrophages. For somewhat rough surfaces, 
this reaction comprises macrophages and foreign body giant cells at the surface.

       8.      Fibrosis and fi brous encapsulation :   With few exceptions, the fi nal stage of healing 
response to biomaterials is normally fi brosis (formation of connective fi brous tis-
sues) or fi brous encapsulation (encasing by dense layer of connective fi brotic 
tissue). The encapsulation safeguards the implant from the immune system. 

Proteins (fibrinogen, albumin, fibronectin)

Macrophage

Macrophage

Macrophage
Foreign body giant cell 

(FBGC)

Platelete

Platelete

Platelete

Monocyte
Lymphocyte

Basophil

FBGC

Eosinophil

Basophil

FBGC

Eosinophil

Implanted medical device

  Fig. 8.2    Illustration of the molecular events taking place in the foreign body  response   to an 
implanted material or device       
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It segregates the implant from the neighboring tissues. Healing of places of 
implantation involves two distinctive processes. The fi rst process is regeneration 
of injured tissue through parenchymal cells, viz., those of a gland or organ of the 
same type. The second process is substitution by connective tissue constituting 
the fi brous capsule. These processes are controlled by either the multiplicative 
capacity of the cells in the implant-receiving tissue or persistence of the tissue 
framework of the injury site.    

8.4       Metallic Biomaterials 

8.4.1     Commonly Used Materials 

 Corrosion and strength-related problems faced by metals in early developmental 
phase were obviated by the advent of stainless steel. Metallic implants are nonmag-
netic. They have a high density. So, they do not interfere with MRI (magnetic reso-
nance imaging) scans and can also be seen with X-rays. Stainless steel, CoCr alloys, 
and titanium are the three metallic biomaterials that have found widespread use. The 
type of  stainless steel   fi rst used in implants contained 18 wt% Cr and 8 wt% Ni. 
Addition of Mo for corrosion resistance led to 316 steel. Reduction of carbon from 
0.08 to 0.03 wt% led to 316L steel. The 316L steel is a popular implant material. It 
has applications from cardiovascular to otorhinology (study of ear, nose, and throat). 
The  CoCrMo alloy   is better for high wear-resistance applications such as in artifi -
cial joints [ 8 ]. As compared to the density of 7.9 g/cm 3  for 316 steel, that of titanium 
is only 4.5 g/cm 3 . This shows that  titanium   is a comparatively lightweight metal. Ti 
and its alloy (Ti6Al4V) display superb tensile strength (maximum stress that a mate-
rial can withstand on pulling without breaking) and admirable resistance to corrosive 
effects (deterioration of physical properties by chemical reaction with the environ-
ment). Its alloy with nickel (Nitinol) shows shape memory effect, deforming at one 
temperature and recovering its original shape upon heating. The CoNiCrMo alloy is 
used for greatly burdened joints, e.g., the ankle joint. Ta has good visibility under 
X-ray exposure and low magnetic susceptibility. 

 Contemporary practice for hermetic packaging of implantable pacemakers uses 
titanium, iridium, platinum, tantalum, and their alloys. Electrical feedthroughs are 
also hermetically sealed.  

8.4.2      Corrosion   

 Metal implants deteriorate by fretting, pitting, and fatigue types of corrosion. 
Corrosion of an implant impairs its function. It also harms the surrounding tissues 
by releasing undesirable chemical substances. Therefore, in order to be biocompat-
ible, the implant must be corrosion-free. Corrosion of a metal/alloy is dependent on 
its composition and the environment in which it is located. Titanium is covered by 
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a passivating oxide layer. This layer protects it against corrosion. Nonferrous metals 
and stainless steel have a high corrosion resistance. Chromium present in the steel 
oxidizes to chromium oxide. The oxide serves as a protecting fi lm.  

8.4.3     Processing of  Metals   

 Main products from metals are produced by subjecting the ingot to rolling, milling, 
forging, or hammering (wrought alloys) and by casting into molds or billets (cast 
alloys). Powder metallurgy is another important process. Super plastic deformation 
and isothermal forging come under advanced processes.  

8.4.4      Surface Treatment   

 Surface treatment is of two types. These types are: (1) surface morphological modi-
fi cation such as by electropolishing or (2) surface chemical modifi cation. Ability of 
cells to adhere to surfaces of implants is controlled by roughness, texture, and poros-
ity. The aim of chemical modifi cation is to provide a particular biological response 
and stabilize the biomolecules on the surface. It is done on stainless steel by a pro-
cess called hybrid plasma surface alloying. In this process, mixtures of nitrogen and 
methane gases are used at temperatures <450 °C. A double layer structure is formed. 
In this structure, an exceptionally tough nitrogen-reinforced layer is created over a 
rigid carbon-enhanced layer [ 9 ].  

8.4.5      Surface Coating   

 Biocompatibility of metal implants is improved by coating their surfaces by plasma 
spray or sol–gel technique. Coating of Ti6Al4V alloy by hydroxyapatite (HAP) or 
carbonated apatite (CAP) provides fi rm anchoring to the bone. It promotes in- 
growth of bone into the implant. Titanium nitride coating on Ti by plasma spray or 
physical vapor deposition helps to prevent it from surface degradation.  

8.4.6      Cleaning and Sterilization   

 For cleaning, descaling is done mechanically by sand blasting. Chemical cleaning 
involves pickling with NaOH and H 2 SO 4 . Processes for sterilization include auto-
claving (high-pressure saturated steam exposure at 121 °C for 15–20 min), treat-
ment with glow discharge Ar plasma (luminous discharge between two parallel 
electrode plates in argon gas at low pressure), and exposure to γ-rays [ 10 ].  

8.4  Metallic Biomaterials
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8.4.7      Biodegradable Metals   

 These are metals, which are supposed to provide a temporary support for healing. 
Subsequently, they decay of their own. Mainly alloys of Mg and Fe with other metals 
have been proposed [ 11 ,  12 ]. MgAl- and MgCa-based  alloys   and FeMn alloys are 
prominent; pure Fe is also useful.   

8.5     Bioceramics 

 For communication between the implanted device and the external controlling 
device without wires or cables, the antenna of the implant has to be located outside 
its metal package. It thus avoids RF signal blockage by the walls of the package. But 
this unnecessarily increases the volume of the implant. For placing the antenna 
inside the package, the package material must be transparent to RF. Ceramics such 
as alumina serve as a substitute to metals in such applications. They permit easy  RF 
communication   of the implant with the outside world. In fact, ceramics fi nd many 
more applications of different nature in implants. 

8.5.1     Types of  Ceramics   

 In terms of their chemical reactivity in physiological ambience, ceramics are gener-
ally classifi ed into three groups: (1) bioinert ceramics, e.g., aluminum oxide show-
ing no chemical reactivity with human body; (2) bioactive ceramics, e.g., bioactive 
glass which react positively with local cells and get attached by chemical bonding 
forces; and (3) resorbable ceramics in the form of porous or nonporous structures 
that are gradually substituted by bone, e.g., tricalcium phosphate (TCP) and 
Ca 3 (PO 4 ) 2 , and exhibit pronounced reactivity. 

 Compositionally, ceramic  materials   are either oxide-based or non-oxide-based. 
In the former class are included those based on silicon oxide (SiO 2 ), aluminum 
oxide (Al 2 O 3 ), and zirconium oxide (ZrO 2 ). In the latter group are placed the 
 black- colored silicon carbide (SiC). Other examples are silicon nitride (Si 3 N 4 ) and 
aluminum nitride (AlN).  

8.5.2      Dental Ceramics      

 Ceramics are traditionally recognized as rigid, restorative materials in dentistry. Here, 
they are shaped by processes such as sintering, casting, pressing, or milling. Showing 
good chemical durability, they are insoluble or at the most slightly soluble in oral liq-
uid preparations. Degradation takes place either by mechanical wear or by chemical 
onslaught of weak acids or bases. Among composite dental ceramics may be mentioned 
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Al 2 O 3 -ceramic skeleton fi nished with SiO 2  ceramic using lanthanum glass with 39 % 
lithium oxide, as a coupling agent infi ltrating Al 2 O 3 . An additive like lucite restricts 
the propagation of cracks. Also used as additives are chemical cleaning or fl uxing 
agents and coloring pigments (fi ne powders added to a vehicle or binder), e.g., fl uo-
rescent oxides of cesium and samarium. Notable applications of ceramics are: (1) as 
pyrolytic carbon (wear-resistant carbon or carbon resistant to wear or normal use and 
biologically compatible with blood, produced by combined pyrolysis of hydrocarbon 
with compounds of halogens and metals) coatings for prosthetic heart valves [ 13 ], (2) 
as bone  replacement      (bioactive or surface reactive glass ceramics, able to bond with 
soft and/or hard tissues, and calcium phosphate ceramics employed as hard tissue 
prosthetic aids), (3) for wear applications in joint substitutes (alumina and zirconia 
ceramics), and (4) in neurosurgical cranioplasty refurbishing of the cranial bone faults 
to fi x the skull deformity. In implantable electronics, dental ceramics are either used 
as full ceramic implants or as coating materials on titanium-encased implants.  

8.5.3     Corrosion of  Ceramics   

 Corrosion of ceramics releases inorganic ions such as silicon, aluminum, and 
potassium into the surrounding tissues [ 14 ]. The ionic leakage takes place in aque-
ous medium. This leakage depends on the composition of glass and environmental 
factors. Under severe conditions of high alkali ion concentration, breakage of 
Si–O–Si bonds takes place. Damaging of glass structure ensues. Selective leakage 
of alkali ions and  dissolution   of glass network are the two principal pathways of 
aqueous corrosion of ceramics.  

8.5.4      Toxic Effects   

 Likelihood of systemic toxicity is extremely remote because of the exceedingly low 
percentages of lithium and lead. During in vitro studies, cytotoxicity has been observed 
only in a few ceramics. Ceramics do not cause any neoplasia or abnormal tissue 
growth. In general perception, ceramics are looked upon as bio-friendly materials.   

8.6     Biocompatible Polymeric Materials 

8.6.1     Need of Polymeric Materials 

 After studying metallic and ceramic biomaterials, it is understandable that the entry 
of polymers in this fi eld must be supported by genuine reasons.  Metals and ceramics   
promise long lifetime implants. But there are limitations in miniaturization, input/
output pin density, mechanical fl exibility, and cost-effectiveness. These limitations 
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need to be resolved. As we are aware, small-size implantable electronic devices 
with a vast number of pins for input/output connections pose diffi culties in adopting 
traditional high-temperature techniques of metal molding and welding as well as 
ceramic sintering. An example of such tiny electronic gadgets is the complex retinal 
implant. Further, the rigid contours and sharp corners of metal or ceramic implants 
may cause internal injury and bleeding in the patient’s body. It is in these niche 
applications where polymeric materials have made a dent. These materials have 
succeeded by providing very light, miniscule, bendable implants with highly densi-
fi ed input/output pins [ 15 ].  

8.6.2     Special Properties of Polymers 

 The polymers that have made ingress into the regime of metals and ceramics are 
polyimide (PI), polyurethane, parylene, polydimethylsiloxane (PDMS), and high- 
performance liquid crystal polymer (LCP). Besides various epoxies, silicones are 
also widely used. The above polymers offer manifold  advantages  . Some of these 
are: (1) their high resistance to biological reactions, making the implants acceptable 
guests in the host body; (2) their low densities making them extremely lightweight; 
(3) their easy molding and processing making possible the fabrication of small-size 
implants with larger number of input/output pins; (4) their high mechanical fl exibil-
ity helping in easily joining the human tissues with implants; (5) their easy combi-
nation with nanostructured materials rendering possible the enhancement of their 
characteristics through nanomaterial incorporation; and (6) their low cost enabling 
the availability of implants at affordable prices. 

  Polyimide   has electrical resistivity >10 16  Ω cm, dielectric strength of 2 × 10 16  V/cm 
[ 16 ], and dielectric constant 3.5–4 at 1 kHz [ 17 ]. Being mechanically fl exible, it is 
good for implantable devices. But it may buckle during implantation due to lack of 
stiffness. 

  Polyvinylidene difl uoride (PVDF)         is chemically nonreactive. It is highly resis-
tant to hydrolysis. It degrades slowly but shows weak adherence to other materials 
[ 18 ]. It cannot form smooth fi lms. It shows low thermal stability (up to 80 °C maxi-
mum), has varying dielectric constant (6–10) in the 1 kHz–1 MHz range [ 19 ], and 
is expensive. 

  Polyetheretherketone (PEEK)         provides high mechanical strength, stiffness, frac-
ture toughness, and corrosion resistance. It is amenable to sterilization. It is easily 
processable by molding or machining. Its dielectric constant is 3.1–3.6 from 50 Hz 
to 50 kHz. Its density (1.32 g/cm 3 ) is comparable to that of human bones [ 20 ]. It is 
a good replacement for Ti/Ti alloys [ 21 ]. High cost and dimensional instability are 
its main drawbacks. 
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  PDMS   gives high strength, durability, fl exibility, and dielectric strength (14 MV/cm) 
[ 22 ,  23 ]. It is chemically nonreactive and nontoxic. It can be spin-coated on sub-
strates or molded. Its high gas permeability prevents its usage for hermetic packag-
ing. Also, it has a variable dielectric constant (2.3–3.8) from 0 to 50 Hz. 

 Parylene-C (poly-monochloro-para-xylylene)    shows unique barrier properties 
from both electrical and chemical perspectives. Its dielectric performance is satis-
factory, allowing very low leakage current. It has a low dielectric constant (3.15). Its 
chemical and biological stabilities are also agreeable. It is useful as a chemical coat-
ing, which is able to withstand both inorganic and organic media. Its biocompatibil-
ity is outstanding. It serves as a conformal protective coating. But it shows a high 
rate of moisture adsorption, which precludes its use in humid conditions. 

  LCP         exhibits a highly ordered structure in solid and molten states. It is a highly 
crystalline thermoplastic or thermo-softening plastic. Its dielectric constant ~3 
remains constant from 0.5 to 110 GHz. It maintains a low loss factor of 0.002–
0.0045 up to 100 GHz [ 24 ]. Hence, for packaging of implantable devices, it does 
not affect radio-frequency performances of the devices. Its high heat resistance, 
chemical resistance, and mechanical fl exibility are attractive qualities. It can toler-
ate weathering and radiation exposure. Apart from these qualities, its small coeffi -
cient of thermal expansion, low moisture uptake, stable dielectric constant, and 
low cost are extra advantages. Its molding temperature is 70–130 °C and melding 
temperature is 280–330 °C. It has grabbed the place of steel in some medical appli-
cations. On the downside, it has weak adhesion with metals and is diffi cult to 
pattern.  

8.6.3      Polymer Integration   

 To produce polymer–metal systems, their integration with metal parts is done 
through surface-activated bonding (SAB). Compared to thermocompression and 
fusion bonding, application of pressure and heat is not required in this method. 
Nevertheless, it provides high strength of adherence between bonded pairs. They 
are stuck together by the atomic forces between surfaces which have been activated, 
e.g., by fast atomic beam or plasma irradiation, before bonding.   

8.7     Discussion and Conclusions 

 Metals, ceramics, and polymers constitute the major ingredients of the body of an 
implanted device (Fig.  8.3 ).

8.7  Discussion and Conclusions



164

Biomaterials for 
implants

Metals/alloys, e.g., stainless 
steel, titanium, iridium, platinum, 
tantalum, and several alloys.

Ceramics, e.g. , aluminum 
oxide, bioactive glass, 
tricalcium phosphate, silicon 
dioxide, zirconium oxide,
silicon carbide, silicon 
nitrite, and aluminum nitrite.

Polymers, e.g., 
PDMS, PVDF, 
PEEK, and LCP.

  Fig. 8.3    Examples of main biomaterials for implantable devices       

    Review Exercises 
     8.1    What is a biomaterial? Give some examples of biomaterials.   
   8.2    What negative properties must a material possess in order to be classi-

fi ed as a biomaterial?   
   8.3    Outline the three main factors due to which the concept of biocompati-

bility had to be reexamined and its new defi nition had to be framed? 
State this new defi nition.   

   8.4    What is meant by tissue response continuum? What types of blood–
material interactions take place after an electronic device is implanted?   

   8.5    What is the role of infl ammation in restraining the injury-causing pro-
cess? What is meant by: (a) acute infl ammation and (b) chronic 
infl ammation?   

   8.6    What does foreign body reaction consist of? What is the part played by 
fi brosis as a host reaction to the medical implantation?   

(continued)
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    Chapter 9   
 Batteries for Implants                     

    Abstract     Batteries for implants must possess characteristics such as safety, reli-
ability, high volumetric energy density, low self-discharge, and long duration of 
service, which represent essential commitments from manufacturers. The state of 
discharge must be indicated. In the primary batteries, lithium metal anodes are used. 
The cathode systems include iodine, manganese oxide, carbon monofl uoride, silver 
vanadium oxide, and crossbreed or hybrid cathodes. This choice of batteries caters 
to the power levels required by implantable devices, which are spread over a broad 
range of current values from microampere to ampere levels. Limited battery life is 
a major impediment to the development of advanced medical implant devices, e.g., 
when a pacemaker battery runs out, it has to be replaced by surgery. With progres-
sive shrinkage of implant size, more emphasis is laid on building smaller, longer- 
lasting batteries. Applications involving high power usage rates such as 
neurostimulators working at milliwatt powers employ secondary rechargeable bat-
teries to achieve longer life span with reduced size.  

  Keywords     Battery   •   Lithium battery   •   Iodine cathode   •   Manganese dioxide cathode   
•   Carbon monofl uoride cathode   •   Silver vanadium oxide cathode   •   Lithium-ion 
battery  

9.1               Introduction 

 The battery is a system for storing  electrochemical energy  . Strictly speaking, the bat-
tery comprises a multitude of interconnected cells, joined together in a series combi-
nation to yield the necessary voltage, and in a parallel connection for achieving the 
desired current capacity. Each cell comprises two  electrodes  : a positive electrode and 
a negative one. These electrodes are separated by a solution of an electrolyte, usually 
a salt which dissociates into constituent ions, to allow transference of ions from one 
electrode to the other. Upon connecting these electrodes electrically, the chemical 
reactions advance in tandem at the two electrodes. These chemical reactions, occur-
ring at the same time, release electrons and enable the valving of current, either its 
controlling or halting, by the device connected to battery. To facilitate understanding, 
the battery  terminology   is briefl y presented in Table  9.1 .
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   Table 9.1    Battery  terminology     

 Sl. No.  Term  Meaning 
 Unit/measure 
(if applicable) 

 1.  Battery  A device used for transformation 
of chemical energy into electrical 
energy in the form of direct 
current and, conversely, electrical 
energy into chemical energy 

 – 

 2.  Primary battery  A non-rechargeable or non- 
reenergizeable battery 

 – 

 3.  Secondary battery  A rechargeable or reenergizeable 
battery 

 – 

 4.  State of charge (SOC)  Available battery capacity 
expressed as a fraction of its rated 
capacity 

 % 

 5.  Depth of discharge (DOD)  Complement of SOC, it expresses 
how deeply a battery is depleted. 
Specifi ed as a fraction of battery 
capacity that has been discharged/
its maximum capacity 

 % 

 6.  Terminal voltage  Output voltage determined across 
the poles of the battery when load 
is applied 

 V 

 7.  Open-circuit voltage  Output voltage ascertained across 
the poles of the battery without 
application of load 

 V 

 8.  Nominal voltage  Reported or imprinted voltage of 
the battery 

 V 

 9.  Cutoff voltage  Voltage defi ning the fully 
discharged state of the battery 

 V 

 10.  Capacity/nominal capacity/
coulometric capacity 

 Electric charge stored in the 
battery = current drawn from a 
battery × the number of hours the 
current fl ows 

 Ah or mAh 

 11.  Gravimetric energy density/
specifi c energy 

 Energy storage effi ciency 
expressed as nominal battery 
energy per unit mass; energy-to-
weight ratio 

 W/kg 

 12.  Volumetric energy density  Energy storage effi ciency 
expressed as nominal battery 
energy per unit volume; energy-to-
volume ratio 

 W/L 

 13.  Power density  Maximum available power per unit 
volume 

 W/L 

 14.  Shelf life  Period during which a battery 
preserves a certain fraction of its 
capacity when not being used 

 Hours 
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   Because of their capability to provide high energy density and afford wide design 
fl exibility, Li-based  batteries   (Table  9.2 ) have superseded other battery systems. 
Today, they lead in portable battery sales worldwide [ 1 ]. Primary and secondary 
lithium batteries have already become the premier prototypical sources of power. 
They offer opportunities for uncontaminated and effi cient storage as well as conver-
sion of electrochemical energy. Every day, they are getting more importance for 
powering modern society. The term “lithium batteries” encompasses the entire 
gamut of battery systems in which lithium is used as the anode material. However, 
these batteries differ in features such as cathode material, electrolyte, cell design, 
and other mechanical aspects. Further, these batteries are wrapped in an assortment 
of form factors such as coin, cell, and fi lm or prismatic. Each lithium system is dis-
tinguished by its inherent characteristics, e.g., electrical properties, energy density, 
operating temperature, reliability, and safety.

   A fundamental reason for the use of  lithium   is that it is the lightest metal. It has 
a density about half that of water = 0.534 g/cm 3 . Hence, if lithium was not so reac-
tive, a chunk of lithium metal will fl oat on water. However, it reacts vigorously with 
water. Other notable features of lithium are that it is the third element in the periodic 
table. Lithium has the smallest atomic number of any metal = 3. So, the number of 
protons in the lithium atom = 3. Electronic confi guration of lithium is 1 s  2  2 s  1 . It 
belongs to the alkali metal group, the Group 1 of the periodic table of chemical ele-
ments. It is soft, silver-white in color, and fl ammable. 

 A lithium atom loses one electron in its outermost shell to acquire a stable atomic 
confi guration. In chemistry, this tendency is described as an electropositive behav-
ior.  Electropositive elements   are those which lose electrons to become positively 
charged. Lithium is one of the highly electropositive elements. In aqueous solution, 

   Table 9.2    Some lithium-based  batteries     

 Sl. No.  Battery  Anode  Cathode  Electrolyte 
 Open- circuit 
potential (V) 

 1.  Li/
I 2 –PVP 

 Lithium  I 2 /PVP = 30:1 to 
50:1 

 Lithium iodide  2.8 

 2.  Li–
MnO 2  

 Lithium  MnO 2  + conductive 
agents 

 Organic solvent mixture  3.1–3.3 

 3.  Li/CF  x    Lithium  CF  x    LiBF 4  dissolved in 
γ-butyrolactone or GBL 
(C 4 H 6 O 2 ) 

 3.1 

 4.  Li/
SVO 

 Lithium  SVO  Propylene carbonate or PC 
having formula 
CH 3 C 2 H 3 O 2 CO and 
dimethoxyethane (C 4 H 10 O 2 ) 
with a lithium salt in the 
form of a solution 

 3.2 

 5.  Li-ion  Graphite 
(Carbon) 

 Lithiated cobalt 
oxide 

 Lithium salts, such as 
LiPF 6 , LiBF 4 , or LiClO 4 , 
dissolved in ether 
(C 4 H 10 O) 

 3.7 
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the standard potential for the cathode half-reaction Li +  (aqueous) + e  −  (electron) = Li 
(solid) versus the hydrogen electrode is −3.04 V. The negative sign indicates that Li 
has a tendency to be oxidized rather than reduced in comparison with hydrogen. In 
other words, lithium is a reducing agent. The standard potential of lithium far 
exceeds that of magnesium, calcium, and sodium. The extreme lightness of lithium 
combined with its electropositive character has led to its prolifi c use in battery tech-
nology. Due consideration is taken of its reactivity. Among the other properties that 
speak in favor of lithium for use in batteries may be mentioned its low volume 
resistivity (9.5 × 10 −6  Ω cm), high ionization energy (5.39 eV), and low melting or 
liquefaction point (180.5 °C). Its comparative plenitude (0.0017 % in earth’s crust), 
as shown by its occurrence in several materials, further strengthens its case. 
Examples of these materials are continental, geothermal, and oilfi eld brines. The 
 spectacular electrochemical equivalent   of lithium is 0.259 g/Ah. It clearly overrides 
all other contestants. Notably, Mg, Ca, and Na have electrochemical equivalents of 
0.45 g/Ah, 0.75 g/Ah, and 0.86 g/Ah, respectively. Although Al is a close follower 
with 0.34 g/Ah, its low standard potential of −1.7 V leads to its exclusion from the 
race. 

 Lithium shows almost ideal fundamental properties, amply justifying its use as 
the anode in both primary and rechargeable batteries. Therefore, scientists have 
associated the well-accepted and voguish lithium anode with a large number of 
cathode materials and different electrolytic  solutions  . This pairing has resulted in 
the spacious choice of various chemistries. Lithium batteries are subdivided into 
two classes: primary cells for one-time use and secondary or rechargeable cells for 
multiple  usages  . The primary cells contain lithium metal anodes. They represent the 
preferred battery for cardiac pacemakers. Secondary cells exploit lithium-ion chem-
istry. They are used with  neurostimulators   [ 2 ].  

9.2     Lithium/Iodine–Polyvinylpyridine Battery 

 Beginning from the work of Gutmann et al. [ 3 ] in 1967, patented by Schneider and 
Moser in 1972 and Moser in 1972, it supplies current in the  microampere range  . It 
is the favorite choice for implantable cardiac pacemakers. Since 1972, the battery 
has undergone drastic improvement. Its energy has reached three times that of the 
fi rst battery. It has an exemplary track record of reliability and safety [ 4 ]. 

 The anode of this battery is made of lithium (Fig.  9.1 ). The  cathode   is formed by 
the thermal reaction of iodine and polyvinylpyridine, (C 6 H 9 NO)  n  , a water-soluble 
polymer made from  N -vinylpyrrolidone, C 6 H 9 NO. The (I 2 /PVP) ratio varies from 
30:1 to 50:1. The reaction between iodine and PVP is accompanied by evolution of 
heat. It is a highly  exothermic reaction  . This reaction starts a little below the melting 
point of iodine (113.5 °C). In the resulting  polymeric structure  , one iodine molecule 
is attached with nitrogen atom on the pyridine ring (an aromatic heterocyclic com-
pound characterized by a 6-membered ring structure composed of 5 carbon atoms 
and 1 nitrogen atom; chemical formula C 5 H 5 N), and an iodine atom substitutes the 
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alpha hydrogen atom (a hydrogen atom on an alpha carbon, i.e., a carbon atom 
directly bonded to an atom, group, functional group, or other moiety in an organic 
molecule) on the polymer chain. This polymeric structure is a conductor showing 
 electronic conductivity  . The conductivity varies with the I 2 /PVP ratio. The  peak 
value   of conductivity occurs at the I 2 /PVP weight ratio of 8:1. Since the starting 
value of this ratio is considerably higher, the electronic conductivity increases until 
it attains a weight ratio of 8:1. Subsequently, it begins to decrease with the progres-
sion of cell reaction.

   The electrolyte in this battery is lithium iodide. It is a solid electrolyte or  super-
ionic   conductor showing a high ionic conductivity due to the fast diffusion of one 
ionic species in a framework or lattice constituted by ions of opposite sign. The 

Li-metal (Anode)

Li/PVP complex (Cathode)

LiI crystals (Electrolyte)

Nickel mesh

a
Negative terminal

Positive can 

b

Li/PVP complex (Cathode)

LiI crystals (Electrolyte)

Li-metal (Anode)

Nickel mesh

  Fig. 9.1     Layers   in the Li/I 2 –PVP battery consisting of two cells: ( a ) front view of the cell ( b ) 
cutaway view of cell opened from side to show the layers       
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electrolyte also functions as a cell separator. It is a product of the basic cell reaction 
between lithium and elemental iodine: Li + ½I 2  → LiI. The  Gibb’s free energy   of this 
reaction, i.e., the energy that can be used to do work, is −64.45 kCal/mol. The resul-
tant open-circuit voltage from the cell is 2.8 V. The construction of the battery 
involves formation of a LiI layer at the anode by the addition of molten cathode 
material (I 2 –PVP) to the Li anode. In one time-consuming method, a solution of the 
organic material in a solvent is carefully smeared on the anode by painting or brush-
ing. In another method, a  sheet   of the organic material is preformed by hot pressing. 
The sheet is applied to the anode surface using an adhesive. This requires a greater 
amount of organic material. Also, it is diffi cult to retain fl exibility of the sheet under 
dry conditions. In a further improved method [ 5 ], the substrate material is fl exible. 
It is preferably a synthetic open mesh fabric. The applied fi lm is also fl exible. It can 
be applied over a smooth or irregular surface. The method provides greater manu-
facturing effi ciency, better uniformity, and reduced cell-to-cell variability. 

  Discharging   of the battery is accompanied by growth and thickening of the LiI 
layer. Exhaustion of Li and I 2  takes place. The cell impedance increases. The battery 
voltage decreases. The same is easily detected by the electronic circuit in the pace-
maker. Thus the discharge profi le of the battery is an indicator of its condition. It 
allows the doctor to know the end-of-service point of the battery. The doctor can 
therefore plan timely preventive scheduling of the surgery for battery replacement. 

 Historically, the fi rst commercially triumphant Li/I 2 –PVP battery was large in 
size (14 mm × 45 mm × 52 mm). It had a capacity of 3.5 Ah. The second smaller size 
design had a capacity of 1.4 Ah. As mentioned in Table 9.1, the  ampere-hour (Ah)   
representing a unit of electric charge, is the rating of the battery capacity. A battery 
which is able to supply a current of 1 A to a load nonstop for 1 h is said to have a 
capacity of 1 Ah. 

 The fi rst case-grounded battery was produced in 1975. Also, noting that stainless 
steel was not attacked in absence of water, the unrequired inert material was elimi-
nated from the design. The  energy density   was thereby tripled. Subsequent improve-
ments included the increase of I 2 –PVP ratio from 10:1 to 30:1 for achieving higher 
energy density. The use of a grooved, wrinky anode enlarged the surface area and 
hence the capability of the battery for delivering current.  

9.3     Lithium–Manganese Dioxide Battery 

 Launched into commercial market by Ikeda et al. (1977, 1978), this battery is used 
for medium rate applications. Some of the  applications   are additional functionality 
pacemakers, neurostimulators, and drug delivery systems. These devices/systems 
require power at milliwatts level. Li–MnO 2  system offers a good balance of perfor-
mance and safety for consumer applications. 

 The anode is made of pure lithium metal. The cathode is a high conductivity 
mixture of heat-treated electrolytic manganese dioxide (MnO 2 ) with conductive 
agents. The electrolyte is an organic solvent mixture. The mixture contains mainly 
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ethers, with an  alkali metal salt   dissolved in it (Fig.  9.2 ). This electrolyte is liquid at 
room temperature and normal pressure. It is nontoxic and noncorrosive. Electrolyte 
fi lling is done by creating a vacuum inside the cell. The cell is hermetically sealed. 
There is no internal cell pressure. The safety vent opens if the internal temperature 
or pressure of the cell exceeds predefi ned limits. A separator is placed between the 
anode and the cathode. In one version of separator, a  polyethylene layer   is sand-
wiched between two polypropylene layers.

   A larger battery voltage in the initial stage as well as during discharge is possible 
due to the high conductivity of the cathode. Also, reliable performance after long 
storage periods is assured by the thermodynamically stable MnO 2 . The cell has a 
long shelf life up to 10 years.  High ionic conductivity   together with low viscosity of 
the electrolyte permits effi cient utilization of cathode over varying temperatures and 
during rapid discharge periods. 

 At the anode, lithium is oxidized to Li +  ions: Li → Li + +e − (electron). Inside the 
cell, the Li +  ion diffuses through the electrolyte and separator towards the cathode. 
Outside the cell, the electron moves from anode to cathode. At the cathode, Li +  ion, 
tetravalent MnO 2 , and electron combine. Tetravalent MnO 2  is reduced to trivalent 
MnO 2 . The solid product formed during the discharge reaction is left behind in the 
cathode. The discharge reaction is not accompanied by the liberation of any gaseous 
product. Hence, there is no buildup of pressure inside the cell. So, a pressurized situ-
ation does not develop, increasing the safety. The cell reaction is 
 Li MnO Li e MnO Li MnO+ ( ) ® + + ( ) ® ( )+ + - + + +

2

4

2

4

2

3

  .  Open-circuit voltage   of 
the cell ranges from 3.1 to 3.3 V. Therefore, a single Li–MnO 2  cell replaces two 
conventional cells. 

Li anode

MnO2 

cathode

Electrolyte +
Separator

Can 
(Positive terminal)

Cap (Negative terminal)

  Fig. 9.2    Li–MnO 2  button cell       
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 The voltage profi le during discharge comprises three  distinctive regions  . The 
fi rst region is characterized by a gradually decreasing voltage. The second relatively 
long-duration region is marked by a fl at voltage–time graph showing constancy of 
voltage. In the third region, the voltage slowly decreases towards the end of cell life 
[ 6 – 8 ]. These three regions correspond to the three stages of insertion of lithium into 
the manganese dioxide lattice. The fi rst and the third regions represent the insertion 
of lithium into the MnO 2  lattice via a homogeneous reaction, i.e., one that occurs in 
a single phase. The second region pertains to a two-phase reaction. 

 Lithium batteries are made in either of the two versions:  solid core   (Fig.  9.3 ) or 
 wound   (Fig.  9.4 ).

Positive terminal

Electrolyte + Separator

Anode (Lithium)

Collector

Cathode (MnO2)

Negative terminal

Positive can

  Fig. 9.3    The basic components of a lithium solid-core  battery         
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9.4         Lithium/Carbon Monofl uoride Battery 

 This battery is an alternative choice for  milliwatt power range   because of its low 
internal impedance. Its high energy density guarantees long life operation for 
implantable devices working at medium rate currents. Predictability of its discharge 
profi le allows electronic determination of end point. Low self discharge and reliable 
cell chemistry are additional benefi ts. 

 The cell is made of a lithium anode, a carbon monofl uoride (CF  x  ) cathode, and 
lithium tetrafl uoroborate (LiBF 4 ) electrolyte dissolved in γ-butyrolactone. Highly 
stable carbon monofl uoride is obtained by fl uorination of carbon with  fl uorine   at 
400–600 °C. Usually, a carbon substrate such as graphite powder is exposed to fl uo-
rine gas at high temperature. This exposure creates a material where fl uorine is inter-
mixed with carbon at a molar ratio near 1:1, but generally not precisely 1:1 [ 9 ]. These 
materials are collectively referred to as carbon monofl uoride. They often range from 
CF 0.68  to CF 1.12 . The structure of CF  x   contains sp 3  hybridized layers of carbon in which 

Positive terminal

Anode (Lithium)

Electrolyte +Separator

Cathode (MnO2)

Negative terminal 

Negative can

  Fig. 9.4    A wound lithium cylindrical  battery         
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the fl uorine atoms are covalently bonded to carbon. A higher fl uorine percentage 
decreases the electrical conductivity of CF  x  . Therefore, a conductive additive is 
included along with a binder to allow pressing of the cathode pellet. Li/CF  x   batteries 
permit customization or tuning of the cathode according to specifi c applications. 
Variation of the incorporation of fl uorine inside the carbon structure at the atomic 
scale at the time of bulk production leads to these changes conforming to individual 
or personal specifi cations. Thus properties of the battery are modifi ed to obtain higher 
energy densities. By such  customization process  , characteristics of the battery can 
also be altered in other ways to achieve the performance desired by the user. 

 The cell operates through the  chemical reaction  :  x Li + CF  x   →  x LiF + C. It gives an 
open-circuit potential of 3.1 V [ 10 ]. The discharge occurs initially through inclusion 
of solvated Li +  ions within the fl uoride stratum. Consequently, a  transitional phase   
is formed. This phase consists of carbon, fl uoride, and lithium ions. It is a diffusion 
layer which slowly decomposes into LiF, C, and solvent molecules. 

 The discharge potential of the cell increases by heat treatment of CF  x   at a tempera-
ture lower than that causing its decomposition [ 11 ].  Carbothermal treatment   using a 
combination of heat with carbon black increases the discharge performance [ 12 ]. 

 Comparing Li–MnO 2  battery with Li/CF  x   type, Li–MnO 2  batteries have lower 
 gravimetric and volumetric energy densities  , typically 200 W/kg and 550 W/L than 
Li/CF  x   contenders whose values are ~700 W/kg and 850 W/L. Ranges of working 
temperature for the Li–MnO 2  and Li/CF  x   batteries are −20 to −60 °C and −60 to 
−160 °C, respectively. Corresponding shelf life ranges are 5–10 years and 15 years. 
The only disadvantage of Li/CF  x   battery is its moderately higher price. This higher 
price far outweighs its superior performance. 

 Rangasamy et al. [ 13 ] found that a new solid, bifunctional electrolyte Li 3 PS 4  
(LPS) can generate 26 % higher capacity than the theoretical maximum if each 
component acted independently. It also extends the life span of the device. The 
increase in capacity is caused by the supportive interactions between the electrolyte 
and cathode. The  solid electrolyte   serves as the chemically inactive electrolyte at the 
anode. It also acts as an active ingredient at the cathode. With the discharging of the 
battery, a lithium fl uoride salt is produced. This salt promotes the electrochemical 
activity of the electrolyte. It converts the electrolyte from an inactive to an active 
component of the battery. This fi nding supersedes the hitherto prevalent belief that 
in a battery the anode, cathode, and the electrolyte can play only single roles. This 
is because of the dual role shown for the electrolyte. The revolutionary idea will 
help in designing batteries of unparalleled energy densities.  

9.5      Lithium/Carbon Monofl uoride–Silver Vanadium Oxide 
Hybrid Battery   

 This battery supplies superior capability for pulsatile current fl ow than a Li/CF  x   bat-
tery can do on its own. Besides supplying a higher power density than Li/CF  x   cells, 
the provision of a broad high-level region or tableland at a lower potential towards 
the completion of discharge affords easier end point detection. It has mixed-breed 
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cathodes conglomerated from CF  x   and silver vanadium oxide (SVO), Ag 2 V 4 O 11 . In 
one design, the two are physically mixed together. In the other design for high cur-
rent pulses, a laminated cathode is used. In the physically mixed hybrid cell, at low 
current rates, fi rst the partial reduction of SVO takes place. In the next stage, CF  x   is 
completely discharged. Finally, the residual SVO is reduced [ 14 ]. At higher rates of 
current, SVO delivers a major portion of energy. The reason is its high current-car-
rying capability. This decreases its potential with respect to CF  x  . So, it is recharged 
by CF  x  . By that means, the potentials of SVO and CF  x   are in equilibrium. Depending 
on the application, the composition of the mixture is varied to fulfi ll the desired 
capacity or power density need.  

9.6      High-Rate Lithium/Silver Vanadium Oxide Battery   

 This battery has the capability to supply intermittent current pulses of magnitudes 
2–3 A for charging the capacitors of implantable cardioverter defi brillators as well 
as supplying a continuous current of small value for pacing the cardiac system. 
Therefore, it is commonly used in defi brillators. The cell has a Li anode. The silver 
vanadium oxide cathode is prepared by a solid-state synthesis route. Its layered 
structure embodies edge and corner sharing, distorted, octahedral VO 6  structures. 
The electrolyte consists of propylene carbonate (C 4 H 6 O 3 ) and dimethoxyethane 
(C 4 H 10 O 2 )    with a lithium salt in solution. There are two cell designs: (1) either 
multi-plate cathode type in which several cathodes are parallelly connected to 
increase the output or (2) a fl attened coil in which the anode and cathode strips are 
wound together. The discharge reaction is: 7Li + Ag 2 V 4 O 11  → 2Ag 0  + Li 7 V 4 O 11 . It 
provides an open-circuit potential of 3.2 V [ 15 ,  16 ]. The discharge product is 
Li  x  Ag 2 V 4 O 11 , where  x  denotes the number of moles of lithium intercalated into 
SVO. Intercalation is the reversible insertion of a material between layers in a lat-
tice. The Ag +  ion is reduced to Ag 0  from 0 <  x  < 2.4. Crystallinity is lost during this 
process. Silver reduction improves the capacity. So, high-rate applications are 
catered to. Earlier in the discharge process, vanadium reduction takes place. But 
from 2.4 <  x  < 3.8, the reduction of V 5+  to V 4+  dominates. At  x  > 3.8, during further 
reduction, V 4+  changes to V 3+ . Thus, mixed valence materials containing V 3+ , V 4+ , 
V 5+  ions are formed. Due to this multistage reduction, the potential profi le is a 
stepped one. This profi le is benefi cial for fi brillator use. It allows physicians to 
envisage the terminal stage of battery. 

 The superior electrochemical performance of nanostructured SVO as compared 
to bulk SVO can be utilized to enhance the battery function [ 17 ]. If nanoscale SVO 
particles are used, the movement of Ag +  and Li +  ions in the SVO skeleton becomes 
faster. The transport becomes faster due to their shorter diffusion lengths. In  addi-
tion  , the exceptional electronic properties of nanoparticles result in higher capaci-
ties and cell voltages.  

9.6 High-Rate Lithium/Silver Vanadium Oxide Battery
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9.7      High-Rate Lithium–Manganese Dioxide Battery   

 This battery has the capability to deliver current pulses of large magnitudes. It is a 
useful optional choice for implantable cardioverter defi brillators. Here, the cathode 
is a mixture of MnO 2  with chromium oxide and lead oxides. This mixture produces 
a profi le of battery discharge, which clearly signposts the point at which cell replace-
ment is warranted [ 18 ]. Augmentation of cell performance is achieved by employ-
ing a double cell design [ 19 ]. In this design, two cathode-limited series-connected 
cells are employed in a single battery enclosure for reducing the volume. Still fur-
ther performance amelioration is accomplished by integrating cathode-limited dou-
ble cells into a mixed structure. Consequently, a greater value of low rate capacity 
is obtained at a reduced consumption of volume. There is a trivial deterioration in 
the capability to provide pulsed power. Pulsed power is provided by storing energy 
for a long time and releasing it suddenly in the form of a high-energy pulse so that 
instantaneous power delivered has a very high value [ 20 ]. The discharge curve of 
Li–MnO 2   cell   for use in defi brillator devices has been mathematically modeled [ 21 ]. 
The model enables prediction of cell behavior.  

9.8      High-Rate Lithium/Carbon Monofl uoride–Silver 
Vanadium Oxide Hybrid Battery   

 It can deliver high current pulses like Li–MnO 2  and Li/CF  x  –SVO batteries and 
serves identical function. A novel electrode design-based Li/CF  x  –SVO hybrid cell 
gives high current pulse output for defi brillation. It employs a cathode consisting of 
CF  x   juxtaposed between two SVO layers [ 22 ]. The cells exhibit a stepped discharge 
profi le with plateaus at 3.2, 2.8, and 2.6 V. These plateaus pertain to the discharging 
of SVO, CF  x  , and SVO layers, respectively. At the beginning, SVO is reduced. Then 
CF  x   supplies a major portion of energy for low rate currents. But in the event of 
heavy load pulsing of the cell, preferential discharging of SVO takes place. Then the 
resultant potential of silver vanadium oxide is less than that of carbon monofl uoride. 
The profi le of cell discharge has the shape of a series of steps; hence, it is called a 
stepped profi le. This kind of profi le readily signifi es the condition when the battery 
is down.  

9.9     Secondary  Lithium-Ion Battery   

 It is a battery for milliwatt power level. It can be recharged in the implanted state to 
the original pre-charge condition. It is used in neurostimulators working in the mil-
liwatt power range. As for primary batteries, essential qualities expected for these 
batteries are also safety and reliability. Over and above, the battery must have high 
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energy density. Low self-discharge is another virtue. These qualities cannot be least 
compromised with for implantable devices. 

 The working of secondary cells is based on lithium-ion cell technology [ 23 ]. 
Early efforts to produce lithium batteries that could be recharged for reuse were 
frustrated by their substandard cycling characteristics. Problems concerning safe 
handling of metallic lithium, a reactive caustic metal, further aggravated the issue. 
These attempts were not successful until a carbon anode was used. This anode per-
mitted the intercalation (insertion) of ionic lithium and its pairing with a high- 
voltage cathode. This was done using lithiated cobalt oxide. A substitute cathode 
material is lithium iron phosphate (LiFePO 4 ). It has a marginally lower capacity as 
rivaled against lithium cobalt oxide (LiCoO 2 ). But its conductivity is appreciably 
lower. It is inexpensive and also displays lower chemically reactivity. 

 The Li-ion cells have a carbonaceous anode. The cathode is made of a metal oxide 
(Fig.  9.5 ). The electrolyte is a mixture of lithium salts, e.g., LiPF 6 , LiBF 4 , or LiClO 4 . 
These salts are dissolved in an organic solvent like ether. In these cells, both the elec-
trode materials can intercalate lithium ions reversibly. Materials used in cathode man-
ufacture are nickel-, manganese-, and cobalt-based oxides. LiCoO 2  is very frequently 
used. Its structure is composed of interspersed layers of LiCoO 2 , interchanging repeti-
tively with one another [ 24 ]. The layered structure facilitates the intercalation of lith-
ium ions. The cell construction involves the use of a discharged cathode as the Li +  ion 
source. Initial charging digs out lithium from the cathode and infuses it into anode 
(Fig.  9.6 ). Upon discharging (Fig.  9.7 ), a reversal of this process occurs. Unnecessary 
heating and rupturing of the cell may  take   place on over charging the cell. The same 
happens in case of a short-circuiting incident. Such an incident must be always 
avoided. A high energy density is obtained from cells using LiCoO 2 . The cycle life is 
~500 to 700 discharge cycles. These cycles are of deep discharge nature.

LiCoO2 or 
LIMnO2 cathode

Lithium-in-carbon
anode 

Electrolyte +
Separator

  Fig. 9.5     Lithium-ion battery         
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9.10          Discussion and Conclusions 

 A broad panorama of primary cells has been developed for implantable devices. 
These primary cells use lithium anodes in combination with various cathode materi-
als. They are distinguished by their capabilities to deliver currents ranging from 
microamperes to a few amperes in magnitude. Single-ingredient cathodes include 
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  Fig. 9.6    Flow of current through a  lithium-ion battery   during charging. In LiCoO 2 , layers of lith-
ium are placed between broad fl at pieces of octahedrons formed by cobalt and oxygen atoms       
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those made of I 2 , MnO 2 , CF  x  , and Ag 2 V 4 O 11 . Among cathodes of hybridized variety, 
mention may be made of cathodes made by interleaving CF  x   and Ag 2 V 4 O 11  layers. 
Apart from the aforesaid primary cells, which are not chargeable, there exist sec-
ondary rechargeable cells based on Li + -ion chemistry. These can be recharged from 
outside while remaining implanted in the human body. 

 Irrespective of the technology used, performance parameters of the battery such 
as cell potential, capacity, or energy density depend upon the deep-rooted, innate 
properties of the formative materials of the anodes and cathodes. The  lifetime   is a 
function of the properties of interfacial regions separating the electrodes from the 
electrolyte.  Safety   is determined by the stability of the constructional materials used 
for making electrodes and also depends on the nature of interfaces within the cell. 
Improvements can be made by changes in chemical design of the battery and engi-
neering of the cell structure. The optimum performing electrode/electrolyte/elec-
trode combination is found through the selective use of prevailing and up-and-coming 
materials to fabricate the two electrodes of the cell. Suitable electrolyte arrangement 
is one that minimizes adverse reactions occurring at the confl uence and interaction 
planes between the electrode and the electrolyte. 

  Review Exercises 
     9.1    What is a battery? How does it differ from a cell? Defi ne the following 

terms for a battery: (1) nominal voltage, (2) open-circuit voltage, and (3) 
cutoff voltage.   

   9.2    What are primary and secondary batteries? Are secondary batteries 
indefi nitely rechargeable?   

   9.3    What is meant by capacity of a battery? Explain the meanings of the 
terms, “gravimetric energy density” and “volumetric energy density”.   

   9.4    Name the lightest metal. To which group of the periodic table does it 
belong?   

   9.5    What are the reasons for the widespread use of lithium in batteries? Is 
lithium an electropositive element? What is its standard electrode poten-
tial? Explain the signifi cance of the negative sign in the electrode 
potential.   

   9.6    Is “lithium battery” same as “lithium-ion battery”? If not, what is the 
difference? Which one is discarded after one-time use?   

   9.7    Name the anode, cathode, and electrolyte materials in the following bat-
teries: (1) Li/I 2 –PVP, (2) Li–MnO 2 , and (3) Li/CF  x  .   

   9.8    How is the I 2 /PVP cathode made in the lithium battery? How does the I 2 /
PVP ratio infl uence the conductivity of the electrolyte?   

   9.9    What is the basic cell reaction in a Li/I 2 –PVP battery? What value of 
open- circuit potential is obtained?   

(continued)
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   9.10    What charge carrier processes occur in a Li–MnO 2  cell at different loca-
tions: (1) at the anode, (2) inside the cell, (3) at the cathode, and (4) 
outside the cell.   

   9.11    What is the chemical reaction through which a Li/CF  x   cell operates? 
Prepare a comparative chart highlighting the relative advantages and 
disadvantages of Li–MnO 2  and Li/CF  x   cells.   

   9.12    How is it possible to cross the theoretical barrier of capacity of a Li/CF  x   
cell using a bifunctional electrolyte? What are the two roles played by 
the electrolyte?   

   9.13    What hybrid batteries have been developed with capability of supplying 
higher values of pulsed currents than CF  x   alone? What other notable 
advantage is offered by these batteries?   

   9.14    Describe the discharge behavior and characteristics of Li/CF  x  –SVO 
hybrid cells using the physically blended cathode model.   

   9.15    Point out the constructional difference of a (Li/CF  x  –SVO) hybrid bat-
tery from a simple Li/CF  x   battery? What signifi cant advantage is derived 
by this difference?   

   9.16    What is the discharge reaction taking place in a Li/SVO battery? In what 
ways does the use of SVO nanoparticles help in improving the battery 
performance?   

   9.17    Which battery is able to comply with the high power demands of ICDs 
for supplying high current pulses of magnitudes 2–3 A to rapidly charge 
the capacitors of the device? How is the SVO cathode material pre-
pared? Why is the discharge profi le of this battery a stepped one? How 
is it benefi cial?   

   9.18    How does a high-rate Li–MnO 2  battery differ from a simple Li–MnO 2  
battery?   

   9.19    Explain the origin of plateaus in the stepped discharge profi le of a Li/
CF  x  –SVO hybrid battery.   

   9.20    What is the typical application of a lithium-ion battery? Of what materi-
als are the anode and cathode made? What is the source of lithium ions?          

(continued)
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    Chapter 10   
 Wireless Communications and Powering 
of Implants                     

    Abstract     Communication and powering facilities augment the capabilities of the 
implants by providing remote monitoring of therapy and charging of implant bat-
teries to avoid replacement by surgery. At short distances in the range of a few 
centimeters, inductive links are used. The transference of data and power pose con-
fl icting requirements. These requirements are sometimes fulfi lled by using separate 
coils. The cost is a larger footprint and increased electromagnetic interference. 
Load-shift keying (LSK) technique is applied for uplink data transmission. 
Downlink data transmission is implemented by one of the three techniques: binary 
amplitude-shift keying (BASK), binary frequency-shift keying (BFSK), or binary 
phase-shift keying (BPSK), with BASK representing the plainest approach. Long-
distance telemetry >2 m is restricted to the agreed 402–405 MHz band for thera-
peutic implants or the industrial, technical, and medicinal/curative radio bands: 
902–928 MHz, 2.4–2.4835 GHz, and 5.725–5.875 GHz frequency bands with 
transmission range up to 10 m.  

  Keywords     Inductive charging   •   Resonance charging   •   Radio charging   •   Biotelemetry   
•   ASK   •   FSK   •   PSK   •   LSK   •   AC-LSK   •   Adaptive LSK   •   PPSK   •   PHM  

10.1               Introduction 

 After implantation of the electronic device in the human body, two basic concerns 
are: (1) to feed power to the implant for its uninterrupted operation, and (2) to main-
tain unidirectional/bidirectional exchange of data amidst the implant and the outside 
world. Power- and information-carrying signals often pose oppositely directed 
requirements. A rigorous study of power and information transmission is therefore 
useful to appreciate their roles. It also helps to optimize their respective operations, 
thus improving the performance of the medical implant as a whole.  
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10.2     Powering the  Implant   

 Powering of the implant is the process of supplying energy to the implant. By 
receiving energy, it can function properly in the desired manner. As implants cannot 
derive energy from body heat or nutrients in the blood, they must be supplied  energy   
from a source either outside the body or placed internally (Table  10.1 ).

10.2.1       Through  Percutaneous Leads   

 The easiest conceivable, though most inconvenient, way to power the implant is by 
connecting a wire passing from the external device percutaneously (across the skin 
of the patient) to the implant. It impairs the mobility and freedom of the patient. The 
tethered patient feels uncomfortable and tied up due to restrictions on movements. 
Moreover, there is risk of infection at the site where the wire is inserted. So, breach-
ing the skin is unsafe for the patient as well as the implant [ 1 ]. On these grounds, it 
is long given up except for temporary testing.  

10.2.2      Wireless Charging      

 Many applications require more ampere-hours than a single battery can provide. 
Using a larger number of batteries in the implant is not possible. There are two under-
lying reasons. Firstly, only a limited space is available in the implant. Secondly, extra 
weight unduly burdens the patient. Hence, it is an unaffordable solution and outright 
rejected. In place of percutaneous charging, the concept of “ wireless charging”   of the 
implant battery has gained acceptance. This charging is done by a wireless  process  . 
The wireless process is based on electromagnetic induction across the skin instead of 
a wire penetrating through the skin [ 2 ]. Without harming the skin, the battery can 

   Table 10.1    Methods of  powering implants     

 Sl. No.  Through percutaneous leads  Wireless charging 

 1.  Disagreeable and 
embarrassing to the patient 

 More acceptable and convenient to the patient 

 2.  Totally restricts patient’s 
movement 

 Restricts movement within limited area 

 3.  Chances of infection  No such chances 
 4..  More energy effi cient  Less effi cient 
 5.  Less resistive heating  Increased resistive heating 
 6.  Faster charging  Slower charging due to lower effi ciency 
 7.  Less complex and less costly  More complex and expensive as it requires drive 

electronics and coils in both external part and implant 

10 Wireless Communications and Powering of Implants
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draw power from the external source. Obviously, wireless charging is less effi cient. It 
is also slower than charging through wires because of the energy lost in the interven-
ing medium. But wireless power transfer can provide power for indefi nite periods. 
Also, there is no risk of infection associated with a percutaneous lead. 

 Wireless charging is not a new idea. In 1831, Michael Faraday discovered elec-
tromagnetic induction. He demonstrated that electromagnetic energy can propagate 
through space. Afterwards, in the late eighteenth century and early nineteenth cen-
tury, Nikola Tesla conducted experiments on wireless transmission of power. 
Wireless charging is subdivided into three classes (Table  10.2 ): (1) inductive charg-
ing, (2) resonance charging, and (3) radio charging. Of these, only the fi rst two are 
of wide interest in implantable electronics. The third class uses higher frequencies. 
The higher frequencies may be associated with injurious biological effects. 
Notwithstanding, depending on the application chosen and communication dis-
tance, several different frequencies are used in  medical      electronics and implantable 
electronics. They range from kHz to MHz range.

   Table 10.2    Three types of wireless charging   

 Sl. No.  Inductive charging  Resonance charging  Radio charging 

 1.  Based on magnetic 
induction 

 Works on resonance- 
enhanced magnetic 
induction 

 Radio waves received 
through an antenna are used 
for the charging process 

 2.  Uses an induction coil in 
the external part to produce 
an electromagnetic fi eld, 
which is alternating in 
polarity. Another induction 
coil is placed inside the 
implanted medical device. 
This coil draws power from 
the alternating 
electromagnetic fi eld of the 
external part and 
transforms it into an 
electrical current. The 
current thus created charges 
the battery of the implant. 
The implant works with 
this battery as a source of 
energy 

 Uses an inductance-
capacitance tuned circuit 
for resonance coupling. 
By doing so, the coils in 
the transmitter coil 
(located externally) and 
receiver coil (placed 
inside the implant) 
undergo oscillations at 
the resonant frequency. 
Through these coupled 
oscillations, power is 
transferred from the 
external to the internal 
part, wherein it is used 
for battery charging. This 
battery is the source of 
energy for the implant 

 Uses an inductance-
capacitance tuned circuit 
for resonance coupling 
(like resonance charging) 
whereby the transmitter and 
receiver coils oscillate at 
the same frequency. The 
power transferred from the 
transmitter coil of the 
external part to the receiver 
coil of the internal part 
inside the implanted 
medical device is used for 
charging the battery of the 
implant. The charged 
battery feeds the implant 

 3.  Uses sub-radio frequency 
or the lower frequencies in 
radio-frequency band of the 
spectrum of 
electromagnetic waves 

 Uses sub-radio frequency 
or the lower frequencies 
in radio-frequency band 
of the electromagnetic 
wave spectrum 

 Uses radio-frequency 
waves 

 4.  An electrical transformer is 
formed by the two 
induction coils in proximity 

 Resonant-coupled 
transformer 

 Radio transmitter/receiver 

(continued)

10.2 Powering the Implant
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10.3         Inductive  Charging   

 As opposed to conductive charging using a  conductor   for transferring power, induc-
tive charging represents a technique of repositioning power across a short distance 
wirelessly [ 3 ]. It involves the use of a pair of induction coils. One of the coils is 
placed in the implanted device in the human body (receiver coil). The other coil is 
placed in the external device located outside the body (sender coil). Commonly, 
solenoidal coils are used, but for systems resting over the brain, planar spiral “pan-
cake” coils are more suitable [ 4 ]. 

 The two induction coils, not connected to each other, serve as the loosely cou-
pled coils of a transformer. The coil in the implanted device is the secondary or 
pickup coil, while that in the external device is the primary coil. When the exter-
nally located primary  coil   is energized by passing an alternating current through it 
at the appropriate frequency, an electromagnetic fi eld is set up surrounding this coil. 
This fi eld also embraces the close-lying secondary coil inside the body. Hence, it 
can capture a shared segment of the embracing fi eld, which causes a current to fl ow 
through it. This current is amplifi ed and rectifi ed to charge the battery. 

10.3.1     Frequencies  Used   

 Inductive charging is done at frequencies below radio frequencies or in the low radio-
frequency range. Radio-frequency band stretches from 3 kHz to 300 GHz. AM radio 
broadcasts within 535 kHz–1700 kHz and FM radio between 88 and 108 MHz. As the 
frequencies used for inductive charging lie in the low radio-frequency range, there-
fore it does not produce any electromagnetic interference in electronic devices. It is a 
near-fi eld magnetic fi eld-based system. Further, inductive charging involves 

 Sl. No.  Inductive charging  Resonance charging  Radio charging 

 5.  Less effi ciency  Highest effi ciency  Least effi ciency 
 6.  Near-fi eld effect  Near-fi eld effect  Far-fi eld effect 
 7.  Typical charging distance 

~5 to 7 mm 
 Typical charging 
distance ~7 to 40 mm 

 Typical charging distance 
~2 to 10 m 

 8.  Less spatial freedom. The 
patient cannot move around 
easily while charging 

 More spatial freedom  Largest spatial freedom 

 9.  Useful for shallow implants  Useful for shallow/
deeper implants 

 Useful for shallow/deeper 
implants 

 10.  No electromagnetic 
pollution 

 No electromagnetic 
pollution 

 Creates electromagnetic 
pollution 

 11.  Less harmful to the body  Less harmful to the body  Harmful to the body 

Table 10.2 (continued)
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magnetic fi eld phenomena. Since magnetic fi elds interact weakly with living organ-
isms, it is biologically safe. 

 At 125 kHz, the skin depth in titanium, the widely used housing material for 
implants, is 0.9 mm. Therefore, at an operating frequency of 125 kHz, the coupling 
is effective up to 1 mm thick titanium [ 5 ]. Typically, the distance separating the 
participating coils is <3 cm. The coeffi cient of coupling is ~0.1 to 0.3 [ 6 ]. Around 
175 kHz, the bandwidth is 50 kbps and the range is 8 cm [ 7 ].  

10.3.2      Coupling and Loading Variations   

 Depending on coil displacements, the coupling is not constant. Also, the loading 
power within the implant varies with stimulation data changes [ 8 ]. Coupling and 
loading variations may lead to excessive implant heating. The heating effect may 
injure the adjoining tissues. Inadequate power transmission due to coupling/loading 
variations may cause diminution in implant voltage or current supply. This decrease 
is followed by implant malfunctioning and shutdown. To take care of these varia-
tions, more power may be needed, which is a power loss. Also, power fl uctuations 
expose the tissues unnecessarily to strong electrical and magnetic fi elds.  

10.3.3      Design Considerations   

 The inductive link is basically an air-core transformer. After making a beginner’s 
diagram for the equivalent circuit of the inductive linkage, the coil geometry, dimen-
sions, number of turns, wire type, etc., are decided. Quality factors ( Q -factors) of 
the coils and the coeffi cient of mutual induction between them are vital bounds in 
the design of inductive link. To enhance the coupling between the coils, planar cir-
cular coils are more favored than solenoids. As compared to class A, B, or C ampli-
fi ers, the amplifi ers of class E category display comparatively higher effi ciency. 
These are highly effi cient switching power amplifi ers. In these amplifi ers, the tran-
sistor works as an on/off switch. The waveforms are shaped to avoid simultaneous 
existence of high voltages and currents in the transistor. 

 Realization of the ideal, theoretical 100 % effi ciency is possible because of the 
mutual displacement between the voltage and current  transitions   on the time scale. 
At an instant at which voltage is high, the current is low. Further, at a low voltage, 
current becomes high. Thus the voltage and current are never high or low at the 
same instant. This non-overlap of voltage and current in time or their nonsimultane-
ous acquisition of maximum or minimum values together helps to decrease the 
power dissipation. Power dissipation is minimized specially during the switching 
changes.  

10.3 Inductive Charging
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10.3.4      Applications   

 This method is widely practiced in medical implants because interaction between the 
two coils can take place through biological tissues like fat, muscle, bone, or blood. 
Besides implantable devices, many commonly used electrical appliances such as 
electrical toothbrushes and mobile phones avail of inductive charging method.   

10.4      Resonance Charging   

 This method involves resonance coupling of coils. The two coils, sending coil con-
nected to the power source and the receiving coil in the implant, are tuned to the 
same resonance frequency. This tuning enables energy transfer from the former to 
the latter at small distances of several inches or more. The power is not picked up by 
neighboring objects unless they are tuned to the same frequency. In comparison to 
conventional magnetic charging,  resonance charging allows   higher charge transfer 
rates. Additionally, resonance charging allows more fl exibility in the charger loca-
tion or confi guration outside the body. To give an example, the charger for an eye 
implant can be mounted on the spectacles. The charger for the ear implant can be 
placed below the pillow. Also, the charging can be made more effective on an 
implant placed deeper inside the body.  

10.5     Radio Charging 

10.5.1     Similarity to Radio  Transmission and Reception   

 Similar to a radio transmitter, in this method a radio source sends radio waves at 
915 MHz. The waves are captured by the receiver in the implanted device. Thereafter, 
they are demodulated to recover the transmitted signal and charge the battery after 
suitable processing. Due to the weaker capturing rate, low power devices within a 
range of 10 m from the transmitter can use this facility for battery charging. In the 
402–405 MHz band, the bandwidth is 250 Kbps  and   read range is 2–5 m [ 7 ]. But the 
method spreads electromagnetic pollution.  

10.5.2     Safety Limits 

 According to human safety standards, the power transmitted to the body must be 
less than 10 mW/cm 2 . Hence, there are restrictions on the carrier frequency to trans-
fer power safely through the living tissue. If the frequency of electromagnetic waves 
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is very high and in the range of radio frequencies from 3 kHz to 300 GHz, rapid 
heating of the tissues occurs. This heating is very much like the cooking of food in 
a microwave oven. For  RF waves   at high RF power densities ~100 mW/cm 2 , consid-
erable heating of tissues takes place. The body is not able to dissipate the large 
quantity of heat away. The rate of absorption by the human body has the maximum 
value at 80–100 MHz. Delicate regions like the eyes and testis need special care. 

 With reference to IEEE standards [ 9 ], below 100 kHz, the RF waves produce 
electrostimulation. Above 100 kHz, RF waves cause a sensation of heating. The 
100 kHz frequency represents the frequency of thermal crossover. At frequencies 
<100 kHz, electrostimulation effects dominate. On the opposite side, at frequencies 
>100 kHz, temperature effects are predominant in the event of uninterrupted expo-
sure to waves. In case of waveforms shaped in the form of pulses and having a small 
duty cycle, the frequency of thermal crossover can lie in the megahertz region. 

 Many global standards for electromagnetic protection have laid down the con-
fi nement ranges for power that can be dissipated safely inside the human body with-
out producing unpleasant effects at frequencies >100 kHz. The limits have been 
prescribed with reference to the parameter known as  specifi c absorption rate (SAR)        . 
The SAR is defi ned as the amount of power which is dissipated per unit mass of 
tissue. It is expressed in W/kg. Another defi ning parameter is the upper limit of 
allowable exposure (MPE) for current and fi elds [ 10 ]. Generally, at frequencies 
>100 kHz and <6 GHz, SAR limits are articulated with regard to two SAR param-
eters: (1) SAR, which has been determined as a mean or midline value considering 
any 1 g of tissue shaped as a cube, and also (2) the SAR averaged over the full body. 
For the general people, the IEEE standard decrees a tolerable ceiling value of 1 g 
average SAR = 1.6 W/kg. For SAR determination in the human body, numerical 
analysis and approximations or investigational methods based on experiments and 
phantoms (models of the human body) are applied. An utmost diffused numerical 
method to perform the above evaluation is the  fi nite-difference time-domain (FDTD)      
 technique  . Over the past 15 years, this method has found widespread usage for sev-
eral dosimetric assessments. Mathematical models or replicas of the body, as 
obtained by MRI scanning of patients offering their voluntary services, are employed 
for calculations along with FDTD method. 

  High frequencies   are despised because they are harmful to the human body. 
Another adverse effect of high frequency is that a large portion of the transmitted 
power is lost by virtue of thermal losses in heating the tissues. Therefore, an unjusti-
fi able drain of power takes place. As an outcome, the effi ciency of the system 
decreases. Hence, besides the electromagnetic fi elds set up in the human body, the 
induced current in the implanted coil can dissipate substantial power within the coil 
itself. The fi nite resistivity of the coil is the underlying cause of this dissipation. This 
power wasted in the coil in turn raises the temperature in the surrounding tissues. 
Application of numerical or experimental  methods   helps in answering this query. 

 Apart from the  power losses   through thermal effects, at high frequencies, power- 
conditioning circuits in the implant as well as in the external transmitter consume 
more power. Necessarily, the power transmission effi ciency decreases.   

10.5 Radio Charging
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10.6     Biotelemetry 

 Telemetry is the transmission of measured parameters of the patient to the external 
device and vice versa. 

10.6.1      Active Telemetry      

 Active telemetry systems make available comparatively effective data transfer in 
both directions over long distances using on-board battery [ 11 ]. Naturally, these 
systems offer increased size and decreased life. They are actually radio transmitters 
employing analog or digital modulation over a carrier signal. The carrier signal is 
amplifi ed and transmitted from the transmitter to the receiver antenna [ 12 ]. Aboard 
signal processing circuits for amplifi cation, mixing, information superimposition on 
the carrier signal by modulation and its extraction, and various other operations on 
signals are assimilated into the implant. For power supply, these systems depend on 
batteries, especially for long-term use. Hence, their regular maintenance becomes 
unavoidable. Overall system cost is increased by the added cost of the battery and 
signal processing circuitry. A further expenditure is incurred in the assembly of the 
different components. Moreover, prevention of heating of the tissues proximate to 
implants becomes troublesome. This happens owing to the lossy characteristics of 
the active systems.  

10.6.2      Passive Telemetry      

 Passive telemetry decreases the distance up to which communication is effective. 
But it permits battery-free operation providing unrestricted time of operation. No 
on-board batteries are needed. Battery-less operation increases the autonomous life 
expectancy of the system. It also decreases the occupied space signifi cantly. This is 
because the battery is a major contributor to the volume of the system. Absence of 
the hulking batteries makes passive systems ideal candidates for biomedical 
implants that have uncompromising size constraints. Passive wireless systems usu-
ally include less on-chip signal processing. So, the device size is eventually smaller. 
By discarding the  batteries      and a larger fraction of on-chip signal processing, the 
size and the fi nal cost of the device decrease. A comparative study between the 
active and passive systems is made in Table  10.3 .

10 Wireless Communications and Powering of Implants
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10.7         Data Telemetry Uplink: From the Implanted Medical 
Device to its External Part 

 Telemetry uplink involves the contactless transmission of patient’s vital data to the 
external device. 

10.7.1      Digital Modulation Techniques  : A Quick Relook 

 In binary amplitude-shift keying ( BASK        ) (Fig.  10.1 ), the amplitude  A  of the carrier 
signal is altered in concurrence with the information-containing modulating signal. 
However, its frequency and phase are kept constant. As an example, transmission of 
0 is done using one particular value of amplitude  A  1  of the carrier. Transmission of 
1 is done by  using   another amplitude value  A  2 . If one amplitude value  A  1  or  A  2  is 
taken as zero, the transmission takes place through the presence or absence of the 
carrier. This is a particular form of BASK called on/off keying (OOK).

   In binary frequency-shift keying (BFSK)         , Fig.  10.2 , the frequency  f  of the carrier 
signal is altered in response to the modulating signal. Its amplitude and phase are kept 
constant. One particular frequency  f  1  represents 0. Another frequency  f  2  denotes 0.

   In binary phase-shift keying (BPSK)         , Fig.  10.3 , the phase  ϕ  of the carrier signal 
is shifted to indicate information. Its amplitude and frequency are kept constant. 
Phase is the starting angle of the sinusoidal waveform. Thus one phase value may 
correspond to  ϕ  1  = 0. The other phase value may correspond to  ϕ  2  = 180°.

   Table  10.4  displays the characteristics of BASK, BFSK, and BPSK.

   Table 10.3    Active and passive telemetry [ 13 ,  14 ]   

 Sl. No.  Active telemetry  Passive telemetry 

 1.  The implant has a local oscillator 
producing radio-frequency waves that 
carry data 

 The implant does not produce radio- 
frequency waves itself. Instead, it receives 
energy by engaging in mutual interaction 
with the waves produced by the outside 
part. The same energy is used for data 
transference 

 2.  Power attenuation is less and smaller 
antennas suffi ce 

 Power is signifi cantly reduced leading to 
high attenuation, and therefore large 
antennas are required 

 3.  Useful for smaller implants located 
deeper inside the body 

 Usually used in larger implants and 
placed underneath the skin 

 4.  Higher power consumption  Lower power consumption 
 5.  Used when a huge amount of data is to 

be transmitted at a fast speed. Disfavored 
whenever lower data rates are acceptable 
due to power consumption and space 
required by antenna and circuitry 

 Favored for low data rate transmission, 
e.g., when a small quantity of data is to 
be conveyed at a slow pace 

10.7 Data Telemetry Uplink: From the Implanted Medical Device to its External Part
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   Reader’s attention is drawn to the prefi x “binary” before ASK, FSK, and 
PSK. This prefi x signifi es two amplitudes, two frequencies, and two phases, respec-
tively. Note that in BASK, BFSK, and BPSK, each symbol  represents   one bit. To 
increase the bandwidth over that achievable with BASK, BFSK, and BPSK, multi-
level or  M -level ( M  = 2  N   = 2 2 , 2 3 , 2 4 , 2 5 , … .) modulation schemes are used. In these 
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  Fig. 10.1     Amplitude-shift keying (ASK)  : ( a ) sine wave carrier, ( b ) modulating digital signal, and 
( c ) modulated wave       
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schemes, each symbol represents   N  bits  . These are called  M -ary ASK,  M -ary-FSK, 
and  M -ary PSK modulation schemes, respectively. As an example, an  M -ary ASK 
scheme uses  M  amplitudes in place of 2 amplitudes in BASK.  M -ary FSK and  M - 
ary PSK have similar meanings.  
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  Fig. 10.3    Phase-shift keying (ASK)   : ( a ) sine wave carrier, ( b ) modulating digital signal, and ( c ) 
modulated wave       

10.7.2      Load-Shift Keying and Multilevel Load-Shift Keying   

 For data transmission from the medical implant to the exterior device, load-shift 
keying (LSK) is used. LSK is a special form of amplitude-shift keying (ASK). Also 
called “ refl ectance modulation  ,”    it is a communication arrangement. It allows 
simultaneous transference of power and data on the same inductive linkage 
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(Fig.  10.4 ). LSK is based on variation of loading of the secondary coil in accordance 
with the serialized stream of data. The secondary coil is heavily loaded when logic 
“high” is to be sent and kept unloaded for sending a logic “low” state. By mutual 
inductance of the coils, any variation in the load of the secondary coil is refl ected as 
a change in impedance of the primary coil. If this impedance change is resistive, 
amplitude-shift keying of the backscattered signal results. If it is capacitive, phase- 
shift keying takes place.

   In a typical implementation, the binary data stream short-circuits the implant- 
side coil. The alteration in impedance is refl ected in the transmitter. This is because 
the load due to the implant is much larger than the resistance offered to current fl ow 
by the switching transistor during its on-state. For a system using only two coils for 
both  power and data  , there is a risk of discontinuation in power supply if the short- 
circuiting of the implant-side coil is done for too long a period. An optimization of 
the characteristics of the link ought to be done to obtain maximum transference of 
power under the condition when communication is inoperative. 

 The main shortcoming of LSK is the sizeable deviation created by it in the volt-
age induced in the secondary coil with respect to its normal value. Due to this dis-
turbance, diffi culty is experienced in voltage regulation to provide a dependable 

   Table 10.4    Digital modulation schemes at a glance   

 Sl. No.  BASK  BFSK  BPSK 

 1.  Uses two different 
amplitudes to 
represent 0 and 1 

 Uses two different 
frequencies near the 
carrier frequency for 
representing 0 and 1 

 Uses two different phases 
separated by 180° to represent 
binary digits 0 and 1 

 2.  Simple  More complex than ASK  More complicated process of 
detecting and recovering signal 
than either in ASK or FSK 

 3.  Performs poorly. It is 
profoundly infl uenced 
by noise and 
interference effects 

 Better than ASK but less 
than PSK 

 Superior in performance in 
comparison to both ASK and 
FSK 

 4.  Low bandwidth  FSK spectrum is 2 × ASK 
spectrum 

 Needs or extends over similar 
bandwidth as ASK. Possible to 
achieve more effi cient 
bandwidth utilization and obtain 
higher rate of data transfer, as 
compared with FSK 

 5.  Sensitive to 
interference 

 Less susceptible to errors 
than ASK 

 Less susceptible to errors than 
ASK 

 6.  Used to transmit up 
to 1200 bps on voice 
grade lines and very 
high-speed digital 
data over optical fi ber 

 Used to transmit up to 
1200 bps on voice grade 
lines, for 3–30 MHz RF 
range and at even higher 
frequencies on local area 
networks with coaxial 
cable 

 Used in satellite communication 
systems, being a robust mode 
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source voltage. The  bandwidth   of LSK is held back by the coeffi cient of coupling, 
the coil parameters, and the transitory behavior of the inductive link. The bandwidth 
limit of the inductive link due to the quality factors of the coils fi xes the maximum 
data rate. A large value of  Q  assists effi ciency of transferring power but restrains the 
rate of data transport [ 15 ]. 

 For data rate  enhancement  , multilevel LSK is preferred, as demonstrated in [ 16 ] 
with discrete components. Herein, 2 ×  improvement in data rate was indicated for a 
back telemetry system based on passive LSK and comprising four levels in com-
parison with usual back telemetry of bilevel  type   (Table  10.5 ).
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  Fig. 10.4    LSK modulation principle       

   Table 10.5     Bilevel and multilevel LSK   [ 16 ]   

 Sl. No.  Bilevel LSK  Multilevel LSK 

 1.  In essence, opens or short-circuits 
the secondary coil located on the 
side of the implant 

 Creates >2 different backscattering patterns 
whose properties are varied by multibit/symbol 
of data transmitted 

 2.  Provides back telemetry at a limited 
rate of data transfer 

 Provides back telemetry at a high rate of data 
transmission 
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10.7.3         Auxiliary-Carrier Load-Shift Keying      

 To overcome the defi ciencies of LSK for reverse data telemetry from the medical 
implant to the exterior environment, auxiliary-carrier load-shift keying employs two 
carriers. These carriers are called the main carrier and the auxiliary carrier. They are 
given the responsibilities of power transfer from the exterior device to the medical 
implant and data telemetry from the medical implant to the exterior device, respec-
tively [ 17 ]. The need for two carriers arises because power transference is more 
effi cient at low frequencies at which a smaller bandwidth suffi ces. Contrariwise, 
data telemetering effi ciency increases with increasing bandwidth. The large band-
width is available at the higher frequencies. So, a single frequency cannot meet both 
the requirements. If a single-carrier frequency is used, effi ciency of one function is 
maximized at the sacrifi ce of effi ciency of the other function due to their opposing 
frequency dependences. The two carrier waveforms are superimposed on each 
 other  . A dual-frequency resonant inductive  link   has therefore to be set up between 
the external device and the implant. This link has two resonant frequencies, one 
resonant frequency to carry out the function of transmission of power ( f  M ) and 
another resonant frequency for the role of transmission of data ( f  A ). The principle of 
auxiliary-carrier-LSK is illustrated in Fig.  10.5 .

High-frequency (fA) 
two-way data 

communication

Low-frequency (fM) one-
way power transmission

Power 
Regulator

LSK Modulator

fM0 fA

Dual-resonance 
inductive link 

External part Implant side

  Fig. 10.5    Auxiliary-carrier load-shift keying approach       
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   Auxiliary-carrier LSK (AC-LSK) is very benefi cial for power retrieval on the 
implant side as compared to simple LSK. The simple LSK shows degradation in qual-
ity, as pointed out above. Thus continuous transfer of power can take place without 
any disturbance from reverse data telemetry. In the system developed by Karimi et al. 
[ 17 ], carrier frequencies of 1 MHz and 10 MHz were selected for telemetry of power 
and data, respectively. Similarly, depending on particular applications and keeping the 
human safety considerations in view, one lower and one upper frequency can be 
selected for building the auxiliary-carrier LSK system. This gives more freedom to 
the implant system designer. The auxiliary-carrier LSK technique introduces no dif-
fi culties with the coil designs for the inductive link. In the opposite way, some com-
plexities in power amplifi cation as well as  matching   and reverse data telemetry circuits 
are  unavoidable  . Table  10.6  compares AC-LSK with the conventional LSK.

10.7.4         Adaptive Control Load-Shift Keying      

 In an ordinary LSK-based system, large power fl uctuations are induced by displace-
ments in coil positions, loading changes, or both. To take care of all possible situa-
tions, excess power must be supplied to the implant. This unduly lowers the power 
effi ciency. Wang et al. (2005) [ 8 ] designed and implemented an adaptive control 
LSK system for a retinal prosthetic device. The proposed system removes power 
fl uctuations induced by coupling coeffi cient or loading variabilities (Table  10.7 ). 
The system is a dual band telemetry link using a lower frequency for transmission 
of power and a higher frequency for transfer of data. Information regarding the 
power reaching the implant side is sent back to the external device in a closed-loop 
network. This information fl ow enables the feeding of the exact amount of power 
needed by the medical implant from the exterior device. Up to 250 mW of power 
could be supplied over a coil distance from 0.7 to 1.5 cm. The data transfer rate from 
the medical implant to the external humankind was 3.3 kbps.

   Table 10.6    Conventional and auxiliary-carrier  LSK   [ 17 ]   

 Sl. No.  Conventional LSK  Auxiliary-carrier LSK 

 1.  Uses single-carrier link  Uses dual-carrier link 
 2.  Uses one single carrier for 

telemetry of both power and 
data 

 Uses two carriers: main carrier for power and an 
auxiliary carrier for data telemetry 

 3.  Restriction on the choice of 
frequency for data 

 No such restriction because power and data are 
handled by different carriers 

 4.  Suffers from low data 
transfer rates 

 Since frequency for carrier telemetry can be chosen 
to be much higher than one used for power telemetry, 
high data rates are achievable 

 5.  Degradation in power 
transferred to the medical 
implant 

 No conspicuous deprivation in power 
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10.7.5         Passive Phase-Shift Keying      

 The passive phase-shift keying [ 18 ], with acronym PPSK, utilizes the transitory 
response of the inductive linkage caused by the switching of the load and maneuver-
ing of power. By opening or closing a switch at regular intervals, data from the implant 
are transmitted to the exterior device. Using a carrier frequency of 4 MHz, data trans-
mission rates up to 222 kbps could be achieved. A monolithic PPSK modulator [ 15 ] 
for telemetry by inductive coupling was fabricated using CMOS technology with gate 
length of 0.6 μm. It used a solitary set of coils to execute both the activities of transfer-
ence of data and supply of power. For a carrier frequency of 13.56 MHz, it was found 
to transmit up to 847.5 kbps (1/16 of the carrier) along with power transfer. It recorded 
the speediest rate of data transmission reached by a single inductively coupled wire-
less link applied concurrently for delivery of power and conveyance of data in medical 
implants. Contrasting with LSK, in PPSK, the switch across the secondary coil 
(Fig.  10.6 ) shuts up in synchrony with the carrier for half the carrier cycle. The 
momentary response in the primary coil current is perceived as a logic “1” signal.

10.7.6        Pulse Harmonic  Modulation      

 Hitherto described modulation techniques for inductive telemetry links were carrier- 
based. These carrier-based methods were used in the early implants. So, the carrier 
waveform of low frequency employed for data transfer could also be utilized for 
implant powering. In high-performance, wider bandwidth implants, on the other 
hand, the carrier wave for power was estranged from that for data. This separation 
was done because the frequency of the power carrier could not be increased due to the 
losses in the biological tissue at high frequencies. The deployment of data carrier 
waves of high frequency for broadband communication in the implants requires the 
 undesirably   complicated RF circuits for stabilizing the frequency. An example is pro-
vided by the phase-locked loops (PLLs). The RF circuits are more power hungry. 

 For obtaining lower power consumption and higher data rates in near-fi eld telem-
etry links, a pulse-based data transmission technique has been devised [ 19 ]. It is 
called  pulse harmonic modulation (PHM)     . The transceiver for PHM employs two 

   Table 10.7    Conventional and adaptive  LSK     

 Sl. No.  Conventional LSK  Adaptive LSK 

 1.  Large fl uctuations occur in the power transferred to 
implant with coil displacements, load variations, etc. 

 Mitigates such fl uctuations 

 2.  Gives low power effi ciency because excessive 
power is supplied to overcome worst-case 
situations 

 Provides improved power 
effi ciency 

 3.  Involves undesirable exposure of tissues to high 
power 

 Unwanted exposure of tissues to 
harmful power levels is avoided 
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constricted pulses of particular amplitudes and timings at the transmitter section. 
This is required to smother intersymbol interference at the  LC  tank circuit of high- 
quality factor at the receiver segment. The interference is repressed for achieving 
high rates of data transfer without decreasing the  Q -factor of the inductive link to 
enlarge the bandwidth. Consequently, better range and selectivity are achievable 
with the link. The PHM receiver architecture utilizes a pulse-based automatic gain 
control circuit. This circuit appreciably lessens the power consumption and inter-
symbol interference at short coupling distances. By using the PHM technique and 
carefully designing the transceiver, high data rates of 20 Mb/s could be attained 
across a 1 cm inductive link with a carrier frequency of 66.7 MHz. 

 Pulse harmonic  modulation      represents a high-speed data transmission technique 
for inductive links. But the drawback is the requirement of a separate link for its 
implementation because the method is carrier less.   

10.8     Data Telemetry Downlink: From the External Part 
to the Implanted Medical Device 

 Telemetry downlink is the transmission of information from the external device to 
the patient. 

10.8.1     Amplitude-Shift  Keying   

 Due to the inherent simplicity of designing the modulator at the external device and the 
demodulator at the implant, amplitude-shift keying was the fi rst preferred technique 
used for  data transmission  . But the data transmission rates were exceedingly low. 
The bit rates are generally limited to 1/10th of the carrier frequency. An ASK 
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  Fig. 10.6    PPSK modulation system       
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demodulator for implantable electronic devices [ 20 ] energized through an inductive 
link was tested with carrier frequencies in the 1–15 MHz range. Data rates up to several 
100 kbit/s could be supported. Several ASK-based  systems   have been reported [ 21 ,  22 ]. 

 The main  limitations   of ASK-based methods are:

    1.    In applications requiring high-bandwidth data transmission, it is not possible to inte-
grate the large-value capacitors of high-order fi lters. These fi lters are necessary to 
obtain spiky cutoff frequencies in the low radio-frequency part of the spectrum.   

   2.    The voltage induced between the terminals of receiver coil varies inversely as the 
third power of the distance separating the coils, presupposing that all other 
parameters are constant. The implication is that the amplitude of the induced 
signal, which is the entity entrusted with the responsibility of carrying informa-
tion in ASK, is exceptionally susceptible to the relative distance changes in 
implants. Such amplitude fl uctuations are very infuriating.   

   3.    The signal is impaired even when the relative distance is fi xed. This impairment 
takes place because a constant power is received. Any alterations in the current 
consumed by wireless chip, as caused by current impulses of the digital circuits 
induce changes in the envelope voltage of the carrier signal received.  Hence     , the 
quality of the ASK signal is degraded.    

10.8.2       Frequency-Shift  Keying      

 The superior immunity of FSK over ASK against noise sources and interference is 
well known. This ruggedness of FSK becomes further apparent in inductively cou-
pled devices. These devices obtain both data and power from the same carrier wave. 
Unlike amplitude in ASK, the relative distance or changes in current do not infl uence 
the frequency of the induced signal in FSK schemes. The modus operandi of FSK 
modulation and demodulation is utilized to propel data to inductively power wireless 
medical implants at rates of data transfer >1 Mbps. The carrier frequencies used are 
on a par with those used in ASK [ 23 ]. This FSK demodulator was checked by experi-
mentation up to 2.5 Mbps. The bit error rate was 10 −5 . This testing was done at the 
same time as receiving an FSK carrier signal of 5 or 10 MHz frequency. 

 BFSK enables a higher ratio of data rate to carrier frequency than 
BASK. Notwithstanding, the need of a broad passband in the inductive  linkage      to 
permit the copious frequencies imposes restriction on transference of power.  

10.8.3     Phase-Shift  Keying      

 PSK is a more appropriate communication procedure for data exchange and power 
transfer than either ASK or FSK. This suitability is because the amplitude and fre-
quency are constant. Moreover, a carrier signal of constant amplitude ensures steady 
transfer of power with high effi ciency. Antennas of a fi xed size can be used because 
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the carrier frequency is constant. These antennas are easily designed. The objective 
of design is to optimize the transference of power and data. Thus BPSK provides 
stable and effi cient power transfer. The shortcoming of BPSK is the complexity of 
demodulator using commonly a Costas loop [ 24 ]. 

 In the prototype of a demodulator architecture employing binary phase-shift key-
ing (BPSK) [ 25 ], the highest data rate of the demodulator, found by derivation to be 
1/8th of the frequency of carrier wave used, viz., 13.56 MHz, was 1695 kbs.   

10.9     Discussion and Conclusions 

 While laying down specifi cation of implantable devices, many parameters have to be 
dealt with in design and for satisfactory implementation. A few such parameters are 
power requirement, communication range (long-range or short-range), bandwidth, the 
location and environment of the medical device inside the human body, data transfer 
rate, frequency, authoritarian standards, and operating life of implants. These parameters 
guide towards the strategy to be planned for choosing uplink and downlink power and 
data telemetry schemes and for building the hardware/software for realization (Fig.  10.7 ).
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  Fig. 10.7    Organization of a wireless biotelemetry system for transmission of power to an implant 
and data to and from the implant via an inductive link       
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    Review Exercises    
     10.1    After a medical device has been implanted in the human body, what are 

the two main needs that must be fulfi lled?   
   10.2    Prepare a table bringing out the main advantages and disadvantages of 

supplying power to an implanted device through percutaneous leads 
and by the wireless method.   

   10.3    Name the three types of wireless charging techniques. Which of these 
techniques are widely used in implantable electronics?   

   10.4    During inductive charging of an implanted device, what shape of coils 
is generally used? What shape is preferred for systems placed over the 
head?   

   10.5    How does magnetic induction used in inductive charging differ from 
resonance- enhanced magnetic induction used in resonance charging?   

   10.6    Arrange in ascending order of effi ciency: resonance charging, induc-
tive charging, and radio charging.   

   10.7    Arrange in descending order of charging distance: inductive charging, 
radio charging, resonance charging.   

   10.8    Arrange in ascending order of frequencies used: resonance charging, 
radio charging, and inductive charging.   

   10.9    Comment on the statement, “Theoretically, 100 % effi ciency is achiev-
able with inductive link.”   

   10.10    Why is the use of high frequencies disfavored for implantable devices?   
   10.11    Defi ne specifi c absorption rate (SAR) of tissue. How are SAR limits 

expressed?   
   10.12    Which telemetry system, active or passive, produces radio waves?   
   10.13    Which telemetry system, active or passive, requires larger antennas?   
   10.14    In a medical implant, a large capacity of data is to be conveyed at a 

high transference rate. Which telemetry system, active or passive, will 
be suitable?   

   10.15    Arrange in ascending order of complexity: BPSK, BASK, and BFSK.   
   10.16    Which of the following modulation schemes is most vulnerable to 

noise: BPSK, BFSK, or BASK?   
   10.17    State whether true or false: BPSK requires the same bandwidth as 

BASK?   
   10.18    Which modulation method is most susceptible to interference: BPSK, 

BASK, or BFSK?   
   10.19    What is the common name of refl ectance modulation?   
   10.20    In LSK, how is the secondary coil loaded for sending “logic high sig-

nal”? How is it loaded for transmitting “logic low signal”?   
   10.21    What are the limitations of bilevel LSK? How are they overcome?   
   10.22    Decide whether the following statement is true or false: multilevel 

LSK provides limited data rate of back telemetry.   

(continued)
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   10.23    What is the main carrier used in auxiliary-carrier LSK? What is the 
role of auxiliary carrier?   

   10.24    Point out whether true or false: auxiliary-carrier LSK suffers from 
restriction on choice of frequency for data.   

   10.25    In which of the two schemes, LSK or auxiliary-carrier LSK, high data 
transfer rates are not attained?   

   10.26    Which of the two schemes, conventional or adaptive LSK, suffers from 
the problem of large fl uctuations in power transferred to the implant? 
Which of the two gives low power effi ciency? Which one produces 
overexposure of tissues?   

   10.27    What is the principle of PPSK? How does it differ from LSK?   
   10.28    Name a modulation scheme which is not carrier-based. What is its 

advantage? What is the shortcoming?   
   10.29    For data telemetry downlink, what was the fi rst preferred technique? 

What were the problems faced with this technique?   
   10.30    Discuss the relative merits and demerits of the following for data 

telemetry downlink: ASK, FSK, and PSK.          
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    Chapter 11   
 Cyber Security and Confi dentiality Concerns 
with Implants                     

    Abstract     Many lifesaving implantable devices are equipped with wireless technol-
ogy. This technology enables remote device checks and relieves patients from recur-
rent consultant visits. But this convenience is associated with unforeseen hazards. 
These hazards are the security and privacy of data. The labor needed to defend 
patients from exploits of stealing or nastiness gains more signifi cance. This is espe-
cially so with increasing use of wireless telecommunication facilities and the ser-
vices of global computer network or Internet by implanted devices. The 
susceptibilities of medical devices are of two types, viz., control or privacy suscep-
tibilities. In control susceptibilities, an unauthorized person acquires control of 
device operation. The unlicensed person reprograms the device without the patients’ 
knowledge to disable its therapeutic services. In privacy susceptibilities, confi den-
tial patient data are disclosed to an unsanctioned party. Both vulnerabilities are det-
rimental to patient’s health outcome. Both are avoidable by incorporating 
well-thought-out measures in device design.  

  Keywords     Security   •   Confi dentiality   •   Privacy   •   Encryption   •   Cryptography   • 
  Jamming   •   Hijacking   •   Insulin pump   •   ICD   •   Biosensor   •   Shield  

11.1               Introduction 

 Security is freedom from risk or danger from adversaries. Security should be clearly 
differentiated from safety, a somewhat similar term that is often confused with secu-
rity.  Safety   is concerned with design errors or system failures. Security of data 
means that its storage and transference are protected. Cyber security or information 
technology security is the organization of preventive know-hows, procedures, and 
rehearses. This body is devised for protecting computers, nettings, software pack-
ages, and information from unapproved access, change, or destruction. Cyber secu-
rity of a system along with its reliability constitutes its trustworthiness. 

 Confi dentiality or  privacy   is freedom from observation, disturbance, and inter-
ference by others. Confi dentiality of data implies its accessibility by and availability 
to authorized personnel only. They may access it either for viewing or using the 
same.  
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11.2     Apprehensions of Patients Receiving Implants 

  Apprehensions   of defi ance of cyber security and confi dentiality are not unreasonable. 
These anxieties arise because many implantable electronic devices contain computing 
and communication modules.  Wireless and Internet connectivity   is an intrinsic feature 
of these devices (Fig.  11.1 ). As we are aware, the malicious incidents of invasion of 
computers by viruses are frequently heard.  Hacking   of accounts or theft of laptops is 
common too. Therefore, it is plausible that any unauthorized person can take liberty to 
gain control of an implant. The evil person can go the extent of crippling its function-
ing. Exposure of a patient’s vital data may also tempt a person with mala fi de 
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intensions to deliberately make changes in data that are harmful to the patient. By 
hacking, a person may operate the drug delivery pump of a patient to administer lethal 
doses of drugs. A wicked person may gain control over a defi brillator and impart an 
unnecessary high- voltage electric shock to the patient’s heart. Therefore, such trepida-
tions in the minds of patients and doctors need to be dispelled. They can only be 
allayed by building defensive mechanisms to thwart threats. Additional impregnable 
features have to be introduced into the systems to make them secure and private.

11.3        Security Requirements 

 Medical implants should ensure continued, reliable service through secure commu-
nication and functionality. Following are the main requirements that need to be 
fulfi lled [ 1 ]:

    1.     Device-existence privacy  : No one except the authorized personnel should be 
able to detect that a patient has an implanted device.   

   2.     Device-type privacy  : If someone knows that a patient has an implanted device, 
the type of device should not be disclosed.   

   3.     Specifi c device ID privacy  : No unauthorized person should be able to track any 
individual device.   

   4.     Data integrity  : Access to the private details of a patient such as name, diagnostic/
therapeutic parameters, and other stored data should be invincible to unauthor-
ized people.    

  Security requirements vary from device to device. In devices like cochlear 
implants, malfunctioning poses less risks to human life. So, they are deemed to be 
less life-threatening. Hence, user identifi cation and data validation may be adequate. 
But for devices such as pacemakers and insulin pumps, any security contravention 
may endanger the life of the patient. So, elaborate security features must be built 
into the device.  Rigorous testing and verifi cation   of these features must be done 
prior to marketing to avoid any remote chances of security violation.  

11.4     Causes of Security Breaches 

 Probable reasons are either deliberate or unintentional [ 2 ]. 

11.4.1      Deliberate Breaches   

 Causes could be jealousy against competitors, e.g., for damaging the reputation of a 
fi rm; seeking fi nancial advantages  by   accessing private data; sabotage by a dissatis-
fi ed employee or customer; and a terrorist attack.  

11.4  Causes of Security Breaches
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11.4.2      Unintentional Breaches   

 Causes include inadvertent collateral damage spawned by a virus, worm, or other 
malicious software. The software might have been designed to disrupt other comput-
ers but invaded the medical network also. This may occur during updating software 
of medical devices through the Internet. Although updating is aimed at improving 
the device functionality, it also provides a portal for software contamination.   

11.5     Types of  Adversaries   

 An adversary is an opponent, enemy, competitor, or combatant. Adversaries are 
characterized in accordance with their objectives, capabilities, and resources at their 
hands (Table  11.1 ). Security designers assess the different threats in terms of defi -
nite criteria. The criteria laid out include their values and the efforts applied by 
adversaries to gain access to the implanted device.

   Secret, purposeful real-time interception of a phone call, videoconference, or 
other private messages, and listening to their conversation without consent fall 
under eavesdropping. A passive eavesdropper can capture data but does not disturb 
or modify it. An active adversary is one endowed with augmented capabilities to 
compromise with the data. This adversary indulges in erroneous controlling actions. 
An oscilloscope, software radio, directional antenna, etc., may be used in these 
actions [ 3 ]. Such an adversary may produce RF traffi c for blocking signals. By such 
blocking, the signals are prevented from performing their assigned tasks. Blocking 
of  wireless   communication called jamming may be continuous. Continuous jam-
ming is characterized by a nonstop signal of a fi xed power.  Jamming   may be peri-
odic. Periodic jamming is marked by pulsating action to damage a packet if hit. 
Jamming can also be reactive. In reactive jamming, the decisions are based on the 
present and past channel states. Another damaging capability involves binary analy-
sis. This analysis is done for disassembling the software of the device. The intention 
is to know its operation. Then the same knowledge is used with malevolence. An 
adversary possessing an external device constructed for use with the implant could 
undesirably use the device for wicked intents, e.g., for disabling therapies [ 1 ].  

   Table 11.1    Passive and active  adversaries     

 Sl. No.  Passive adversary  Active adversary 

 1.  One with limited facilities who 
violates privacy of data without any 
interference. This could be a person 
listening to radio communication 
from an implanted device 

 One with advanced resources. This person is 
not only capable of receiving the radio signals 
from an implanted device but also able to 
modify the operation of the device in an 
unfriendly manner. 

 2.  Less dangerous  More dangerous because this adversary can 
acquire control of the device. He/she can 
guide it to erroneous life-threatening therapies 
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11.6     Design Principles for Implant Security 

 Designers should keep security in mind from the very beginning [ 4 ]. The ideas of 
security in computers and computer networks do not represent a new fi eld. The 
already proven concepts have to be applied to implants according to the particular 
application. If security is imbibed after the system has been built, unexpected failure 
forms may be encountered. Thus security is a preplan rather than an addendum. 
Security is an essential or integral component of both the  product and the manufac-
turing company  . The organization and the management should enforce procedures 
to prevent leakage of vital information that may lead to fl aws. One tactic that assists 
in tackling the confrontation of the implant designers with dreadful intentions goes 
by the name of “the principle of defense in depth.” This principle recommends mul-
tiple tiers or layers to toughen security. The chosen measures embody the broad 
fi eld covering from  corporal security and admission controllers   to security of the 
network. 

 If the system design is simple, it can be readily understood. Therefore, different 
likely routes to be adopted by the adversaries can be preconceived. Such a precon-
ception enables provision of suitable mechanisms to ward off the dangers. A diffi -
cult design may make it too complex for the designer to foresee the weak links. 

 A  source code   is the initial program written in a programming language. It is 
readable by humans. It is later translated into a machine language. This translation 
gives it a form called the machine code with binary 1s and 0s for execution by the 
computer. Therefore, designers of implants should use standard source codes. These 
standard source codes have proved their worth over time. New untested codes need 
not be followed. Further, designers should not rest assured that the source code is 
too diffi cult to understand. They should always remember that it can be deciphered 
by someone to create nuisance. 

 Any information that is to be kept under the veil of secrecy is classifi ed as sensi-
tive data. It should be disclosed only to commissioned parties.  Cryptography   deals 
with techniques of information hiding and verifi cation. It aims at protecting com-
munication from adversaries. One form of cryptography is called  encryption  . It con-
verts the given data known as  plaintext  into a form termed  ciphertext . It does so, for 
example, through substitution of numbers by letters using an algorithm. In cryptog-
raphy, a  cipher   is an algorithm for encryption or decryption. Only legitimate persons 
are able to read the encrypted data. For reading the data, a secret key is given. This 
key is actually an algorithm that unwraps or undoes the encryption. For safeguard-
ing against threats, cryptographic building blocks are combined to construct a 
cryptosystem. 

  Encryption   is the transformation of data from its original native format called the 
plain text format into a format known as the cipher text format. This format is not 
easily comprehensible to people that do not have offi cial clearance or approval to do 
so.  Decryption   is the reverse process. It involves reverting encrypted data back into 
its original native format. This enables it to be unreservedly understood by common 
people. 

11.6  Design Principles for Implant Security
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 Designers should use regular cryptographic building blocks in place of impromptu 
designs.  Customary ciphers and security protocols   must be used. But cryptographic 
keys must be carefully protected. The vast expertise of the cryptographic commu-
nity is gainfully utilized by taking recourse to cryptosystems that have undergone 
scrutiny by professionals. Cryptographic specialists with years of experience must 
be employed. Building homemade encryption or key management systems is disas-
trous. Moreover, use of algorithms that have been broken long ago is precarious. 
Encryption technology leveraging new algorithms should be utilized. 

 A perilous practice of database encryption relates to the storage of the key used 
for encrypting the data or the authentication credential. In this practice, the key is 
stored in the same database along with the encrypted data. Such key storage should 
never be done. Indeed, the management of  encryption key   must be kept uncon-
nected with the database that was used for storing the data encrypted with that key. 
Encryption keys are better protected by the hardware. Then the encryption key 
does not at any time quit the device. Hence, unlawful personnel or data thieves are 
neither able to retrieve the key nor the cryptographic functions and operations in 
which the keys are used. To reiterate, encryption places a high burden on a net-
work and its users. However, data encryption is not diffi cult. But allowance of 
access to protected fi les for ratifi ed users while keeping unwanted people away is 
complicated. 

 Similar to the security practices followed for one’s own devices, any devices 
from third parties must also prove their capability of safeguarding before accep-
tance. Any encryption claims must be validated prior to use. 

  Threat modeling   is concerned with studies of the different kinds of possible 
threats to security and their behavioral pattern to build suitable threat models. These 
models can be used to devise countermeasures for the expected menace. 

 Prima facie policy planning appears to fall outside the domain of device design-
ers. But the long series of changes in the life of a device developing into a product 
and preventive regulatory surroundings have made policy a design-time issue. 
Implanted devices are pushed into market after undergoing  validation tests  . 
Supposing that new security threats are discovered after launch of a product, it 
becomes the responsibility of manufacturers to plan for any changes such as soft-
ware updates. These changes are normally done in a clinical environment. Permitting 
updating in an unrestricted or poorly verifi ed setting may cause security problems. 
During policy formulation, the regulatory environment under which the devices are 
placed in their market lifetimes must also be considered. Fresh clearance is required 
for signifi cant updates to devices that are already in the market. Thus, it is essential 
that the designers should tackle with foresight the likely future threats. They should 
solve such problems at the design time itself. As  threat modeling   helps to plan for 
future complications, designers can advocate for security statements and policies at 
the company level. These considerations imply that policy planning must be kept in 
view at the design stage of a product. The above  ideas   are presented in a concise 
form in Table  11.2 
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11.7        Expository Examples of Security Breach Possibilities 

 Several researchers have conducted mock drills of penetrating through the security 
of commercial implantable devices. Some interesting examples of such studies are 
presented here. 

11.7.1     Hijacking an Open-Loop Procedure: The Insulin 
Infusion  Pump   

 The insulin pump arrangement is an  open-loop procedure  . In this system, a patient 
varies the pump settings, as per requirement. The system has both implanted and 
external components. A  subcutaneous glucose sensor   is used for measuring the instan-
taneous glucose concentration in the blood. The measured concentration is wirelessly 
transmitted to the external control. Based on this measurement, a wirelessly coupled 
insulin infusion pump subcutaneously delivers insulin to the patient. This pump 

   Table 11.2    Extension of  fundamental security ideas   to implantable devices   

 Sl. No.  Idea  Explanation 

 1.  Integration of security 
from creation 

 Security should be built in the system during its construction. 
It should not be stuffed after the system is completed 

 2.  Simplicity of security 
designs 

 Simple security systems are easy to understand. Then the 
possibilities of attacks can be argued. Necessary retaliatory 
methods are suggested and readily put into effect 

 3.  Adoption of 
industry- standard 
source code 
techniques 

 Designers must refrain from using nonstandard source codes. 
This self-enforced restraint is necessary because their 
ruggedness is not guaranteed 

 4.  Non-reliance on 
obscurity 

 Obscurity is not an assurance for security. It should always 
be presumed that someone may break open the source code 
and cause havoc 

 5.  Encryption of 
sensitive data 

 Encryption is an unsurpassed method to avert the appalling 
inconveniencies with stolen data. If the data is encrypted, 
nothing useful is taken even if experienced hackers penetrate 
a system. To bestow the uppermost ranks of security, 
encryption should be invariably supplemented with proper 
management of the key 

 6.  Use of standard 
cryptographic 
building blocks 

 Carefully deliberated and established building blocks must 
only be used. New technology-based algorithms must be 
applied, wherever applicable. Old algorithms that are already 
broken must be avoided 

 7.  Authentication of 
third-party devices 

 Third-party device vendors must prove their cryptographic 
claims 

 8.  Modeling of threats  Threats should be prioritized. The most appealing targets for 
attackers must be identifi ed and defended against. This must 
be followed by less frail targets 
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works under the supervisory control of the patient. The patient reads the display on a 
wireless remote control for necessary information. Then he/she alters the pump set-
tings through this remote control. It is this remote control interface carrying the patient 
glucose level and control information that is open to security threats. 

 Demonstration of  security infringement   was done by Li et al. [ 5 ,  6 ] on the wire-
less communication link of a commercially available blood glucose measurement 
and delivery system. To launch the attack, the frequency of the radio link was found 
online in the public domain from Federal Communications Commission (FCC) as 
915 MHz. By intercepting the radio signal, the modulation scheme was decided as 
on/off keying. For  data reception   by the insulin pump, a code of 6 digits in hexadeci-
mal code must be entered by the user. These digits constituting the personal identi-
fi cation number of the device were stamped on the backside of the glucose meter or 
its remote control  accessory  . The data packets between the remote control and the 
glucose meter were intercepted. After synchronizing the sequence of binary zeroes 
and ones, it was ascertained that the  communication packet   contained 80 informa-
tion bits whose roles are explained below: the fi rst 4 bits, device type; next 36 bits, 
device PIN; next 12 bits, information bits; next 12 bits, counter bits, repeating after 
256 reckons; succeeding 12 bits, random  cyclic redundancy check (CRC)      bits; and 
fi nal 4 bits, 0101. The counter was found to be an 8-bit counter. The device PIN was 
found to be transmitted without encryption. After conducting several trials, the  CRC 
parameters   were determined. Regarding replay attacks, the defense methodology 
was that the system did not accept any packet if the counter had the same value as 
the preceding packet. Hence, two packets are intercepted and transmitted in an alter-
nating fashion for acceptance by the system. After discovering the packet format 
and CRC parameters, it was possible to design a valid packet. This designed packet 
will be acceptable to the insulin pump. It will enable full control of the operation of 
the pump to fall in the illegitimate hands of the attacker. 

 Both  passive and active mode attacks   were brought into the realms of possibility. 
One could imitate and pose as an empowered user to fool around with the device 
controls. For carrying out these manipulations, one could use easily available tools 
such as  Universal Software Radio Peripheral (USRP)        . The USRP provides an inex-
pensive hardware platform for software radio. It enables the users worldwide to 
undertake wide-ranging applications in research, academics, and industry. Without 
knowing the device PIN, it was possible to successfully launch three types of attacks:

    1.     System privacy attacks  : Eavesdropping on the communication channel could be 
done. The attacker can decode information about the device type, its PIN, and 
medical status of the patient.   

   2.     System integrity attacks  : In a replay attack, the attacker acquires the control of 
the pump by alternative transmission of two succeeding packets. The attacker 
can report an erroneous glucose reading to it. This reading would cause opera-
tion of the system in a malfunctioned manner.   

   3.     System availability attacks  : The attacker jams the communication channel. Then 
the attacker makes certain that either remote control ceases to work or no data is 
transmitted.    
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  By knowing the device PIN, the following kinds of attacks could be  launched  : 
(1) stoppage of insulin infusion inside the body, in which the blood glucose level of 
the patient is elevated; (2) restart of a stopped pump, in which the pump would push 
insulin into the patient’s body; or (3) release of an indiscriminate dose of insulin 
into the body. Thus misconfi guring of the pump could be done leading to erratic 
behavior. Such incorrect response through wireless forgery can cause heavy insulin 
pumping during hyperglycemia. It may cause insulin stoppage during hypoglyce-
mia. These disturbances could result in a serious risk to patient’s life. 

 In this  open-loop system  , the user is a part of the loop. The threats target the user. 
Such a system comes under the subfi eld of usable security. It aims at building a 
secure user interface design. Users must be given unambiguous indications regard-
ing the status of the device. They must be provided with tools to take informed 
security decisions. They must also be educated about the potential security risks to 
the devices which they are using. 

 Two solutions were also proposed for countering the attacks: (1)  Rolling code 
technique  : In this technique, the same PIN is not sent always. In lieu of the same 
PIN being sent, a rolling code encoder is fi rmly rooted in the remote control. 
Another encoder is embedded in the insulin pump. Such an arrangement is more 
diffi cult to break. An encryption key is shared between the rolling code and the 
remote control. The data sent are encrypted. Also, the rolling code keeps changing 
every time. Hence, PIN extraction is a hard nut to crack. (2)  Body-coupled com-
munication  : Here, there is no communication through the air medium. Instead, 
communication takes place through the patient’s body. Thus, the communication is 
effected in the restricted region nearby the patient’s body. Therefore, there is less 
likelihood of eavesdropping. Persons in close vicinity of the patient can, however, 
do this, but they may get caught. A bonus advantage is the lower power consump-
tion by the communication system. The power consumption is low because the sys-
tem works over a shorter range.  

11.7.2     Security Analysis of a Closed-Loop System: 
The Implantable Cardioverter Defi brillator 

 The ICD extends the capabilities of a pacemaker by delivering a large shock to the 
patient to arrest an unsustainable heart rhythm. Unlike the insulin pump, the ICD is 
a  closed-loop system     . In this system, the sensing of an abnormal rhythm prompts 
the actuation. Using simple software and radio tools, researchers could record the 
communicative messages between the ICD and a programming console used in 
clinics [ 3 ,  7 ]. Patient data was revealed easily. It was found that the signals were not 
coded in any way against undesired access. There was no evidence of encryption. 
Replaying the translated commands, it was possible to control or immobilize the 
ICD action. A sequence of  radio transmissions   were found to keep the ICD in highly 
active mode. The packets were transmitted regularly for an indefi nite period. 
Enormous power was thus drained out. By employing this type of gimmick, it is 
possible to prematurely exhaust the battery of an implanted device. 

11.7  Expository Examples of Security Breach Possibilities
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 In contrast to open-loop systems where the  user interface   is the weakest link in the 
chain, in the closed-loop system, the biggest challenge is the automated decision- 
making. To avoid security violations, some manufacturers allocate secret keys to their 
devices before deploying them. If any such pre-distributed key becomes compro-
mised during deployment, every device with that key must be updated. A viable option 
is to let customers generate their own keys before using the devices. The issue of key 
compromising is done away with. But a way to install the key on a device without user 
interface must be found. Halperin et al. [ 7 ] put forward a credible method employing 
transcutaneous acoustic coupling to exchange the key material. Audio alerts or beep 
 warnings   are used for communication with a system without a user interface. 

 RF interface is not the only unsafe zone. Analog sensors responsive to  electro-
magnetic interference (EMI)         serve as unrestrained admission points into an other-
wise guarded system. These sensors allow an attacker to infl uence sensor readings. 
The amended sensed data appears directly at the application layer of the device. It 
thus dodges usual security apparatuses and gives the assailant some chances of 
governing the system. Foo Kune et al. [ 8 ] showed that in open air, preconceived, 
conscious electromagnetic interference under 10 W could hold back pacing. It could 
provoke shocks for defi brillation at interspaces up to 1–2 m on ICDs. Then the sens-
ing leads along with the medical devices were submerged in a brackish bath for 
closer approximation to conditions inside the human body. In this case, the distance 
for the similar trial lessened to <5 cm. Sometimes the attacker cannot match the 
wavelength of the EMI signal with the length of the sensing leads. Nevertheless, an 
increase in power of EMI transmission can induce signals in millivolt range at the 
sensing leads of the implantable device. Therefore, sensed time-dependent voltages 
are prone to contamination by analog signal injection through EMI. Moreover, sens-
ing in ICDs is done in the subkilohertz band. Due to this reason, fi lters in this fre-
quency range cannot be used. In addition, coaxial design is prevented by mechanical 
constraints on the sensing leads. These issues make  EMI   more embarrassing to the 
implanted device. To combat the EMI, a suggested defense strategy is to detect the 
spurious sensor input. This detection is done by checking its consistency with the 
refractory period of the heart tissue.  

11.7.3     Security and Privacy of Implantable  Biosensors   Used 
for  Data Acquisition   

 Biosensors span a broad category of signals and techniques for processing signals. 
They cover a range of data rates, from the low-data-rate glucose sensors to the high- 
data- rate optical imaging devices [ 3 ]. These biosensors can detect biomarkers for 
various diseases. They can also measure pH, temperature, and other parameters. 
They communicate wirelessly through the tissue to supply the information to the 
external monitoring systems. Many of these sensors are also powered wirelessly. 
The security concerns associated with these sensors are different from those dis-
cussed above. The data acquired by these sensors are used for actuating therapeutic 
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devices or drug delivery systems. Therefore, confi dentiality of these data must be 
strictly guarded to avoid their unethical use. 

 The main concern with implanted biosensors is that their wireless transmissions 
are small in information content and take place at less frequent intervals as opposed 
to the continuous transmissions of other devices. These small, infrequent  transmis-
sions   are more diffi cult to protect. A  sensor   might require a few minutes to accom-
plish its assignment. After completion of task, it delivers only few bytes of data. 
Cautious usage of cipher is essential in case the plaintext data from the sensor 
acquire only a small number of dissimilar denominations. There is only a little 
intrinsic redundancy in the small quantity of data. So, error correction must be done. 

 Sometimes, small biosensors are injected into a patient (Fig.  11.2 ). They are 
powered inductively through a bandage-like external patch on the skin to relay the 
sensed data outside. When a biosensor is paired with a patch, different risks arise. 
In view of the short transmission range around a few millimeters for a subcutaneous 
biosensor, eavesdropping may be diffi cult. However, a fraud through caricature of 
either the clinical reader or patch is a likely possibility. If a patient is unconscious, 
the patch can sometimes be easily detached and swapped with a fraud one. Likewise, 
a deceitful sensor can feed wrong information to a dependable patch. Proper cryp-
tographic mechanisms should make sure that all the components involved in the 
treatment are well authenticated.

   Implanted biosensors with stringent space and energy restrictions pose special diffi -
culties in protecting against security and privacy attacks. The imposed restrictions make 
routine encryptions unusable. New cryptosystems for energy-constrained implanted 
 devices   offer a ray of hope. Notwithstanding, the available algorithms for these devices 
are very few as opposed to general-purpose solutions, which are of little help. 

 Table  11.3  gives a  comparative   depiction of the security precariousness of open- 
and closed-loop and implanted biosensor systems and the obliteration of the 
Achilles’ heels.
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11.8         Confl ict of Security with Safety, Effi ciency, 
and  Usability   

 There is an obvious antagonism between patient security and safety [Li]. Tighter 
and stricter security norms may sometimes hinder the provision of required medical 
attendance to the patient. This may be especially so in emergency situations when 
the patient is incapacitated and needs urgent attention. Then if the doctor is unable 
to adjust the device parameters, valuable time is lost. Clearly, authentication mecha-
nisms should be context-aware and fl exible. The reason is that during an emergency 
when a patient is unconscious, he/she cannot cooperate with the doctor to provide 
password for the device. 

 Cryptographic solutions must be as undemanding and frivolous as conceivable, 
in terms of both calculation time and storage requirements. Otherwise, the power 
and storage space will be drained quickly. Thus, there is a rivalry between security 
and effi ciency. 

 Usability becomes diffi cult as security increases. Operation by omitting some 
manual steps simplifi es usage but weakens the security. Long- distance   usage 
over wireless enhances usability by monitoring the patients at home, instead of 
the clinic. At the same time, there is increased risk of meddling by 
eavesdroppers.  

11.9     Negative Aspects of Security Scheme 

 The need of  authentication   of the user to start the operation of a device strengthens 
its security. But let us imagine an emergency situation when the patient is uncon-
scious. The attending doctor may not be able to reprogram the device according to 
patient’s condition. In such cases, the built-in authentication or encryption 

   Table 11.3    Security challenges posed by different systems   

 Sl. 
No.  Feature 

 Type of system 

 Open-loop systems  Closed-loop systems  Implanted biosensor systems 

 1.  Example  Insulin pump  Implanted cardioverter 
defi brillator 

 Subcutaneous glucose 
sensor 

 2.  Risky 
situations 

 User interface  RF interface violation 
and EMI 
contamination 

 Impersonation and 
fraudulent practices 

 3.  Suggested 
remedies 

 Rolling codes, 
body-coupled 
communication 

 Secret keys, detection 
of fake sensor input 

 Cryptography 
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algorithms act as a hindrance to the doctor in providing immediate medical care. 
Hence, the patient may be denied the valuable service required in a critical 
situation. 

 Elaborate encryption schemes unduly load the power source. A lot of power is 
drained. The implant should primarily prove its worth in medical treatment. 
Therefore, heavy-duty encryption schemes may be a boon to security. But they may 
act as a burden on the battery causing it to run out fast. This calls for a balancing of 
cyber security and confi dentiality with safety and utility of the device [ 7 ]. Safety 
means that the implant should be more benefi cial than harmful. Utility implies its 
usefulness to patients and doctors. Please see Table  11.4  for a side-by-side delinea-
tion of security and usability.

11.10        Protection Without  Device Modifi cation   

 Several patients have already received implants. If any security measures are to 
be adopted, the question arises how they will be incorporated in devices which 
are already implanted in patients. It is not easy to surgically remove and recall 
such devices. Therefore, an alternative approach is logical. In this scheme, the 
responsibility of protection is assigned to a personal base station. This base sta-
tion will serve as a jammer of implant messages for others, thus preventing their 
decoding efforts [ 9 ]. But for the genuine users, this jamming action is ineffective. 
Thus it is a jammer- cum- receiver. The base station is a  shield   against illegitimate 
users (Fig.  11.3 ).

   Table 11.4    Incompatible scenario   

 Sl. No.  Situation  Security  Usability 

 1.  Medical 
emergency 

 Requires the proper 
certifi cation of the user for 
altering its functionality to 
provide the required 
emergency treatment 

 Authentication process may render it 
impossible to provide treatment if the 
patient is unconscious. Treatment 
cannot be given in the absence of a 
programming device with the shared 
secret 

 2.  Energy 
drainage 

 Heavy-weight encryption 
unduly loads the power 
supply. It exhausts the battery 
prematurely and necessitates 
battery replacement 

 Energy consumption by the encryption 
must not overburden the normal 
availability of the device for the 
intended use 

 3.  Cost  Costly encryption may make 
the large-scale deployment of 
subcutaneous biosensors 
prohibitively impractical 

 Encryption costs must be a 
proportionately reasonable fraction of 
the price of implantable device 

11.10 Protection Without Device Modifi cation
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11.11        Discussion and Conclusions 

  Ubiquitous health monitoring (UHM)         through wireless body area networks 
(WBANs) provides e-healthcare for in-home monitoring and diagnosis. It frees the 
patients from frequently visiting hospitals [ 10 ]. It is more important in countries 
with shortage of medical infrastructure. Its relevance increases especially during 
natural disasters and calamities, when several precious human lives can be saved. 

 Many available devices have shown weakness and defenselessness against 
attacks. Security and privacy protection of patient information mandates the deploy-
ment of various techniques. They are essential both during transmission and storage 
in the network. They are applied carefully in accordance with the degree of risk 

Patient with
implanted medical

device

Authorized
programmer

Shield Encrypted two-way
communication 

Mischievous
programmer

  Fig. 11.3    Protection of a medical implant without modifi cation by inserting a  shield  , which paral-
yses any straight interfacing or interaction with the implant, whereas a ratifi ed person is able to 
establish a secure channel with the implant through the shield       
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resulting from the data tampering to the patient for the particular medical implant. 
In addition, the associated power constraints must be considered. 

 Cryptography is not a cure for all security risks. Many questions still remain 
unsolved. Some of these unresolved questions are: If an implantable device uses 
encryption of data, how is the necessary key distributed? Who should distribute the 
key? How does an implantable device distinguish between external agents that are 
allowed to communicate with it benignly and those that may interact wickedly? 
Since security of some implantable devices needs to be disabled for emergency 
healthcare, how to protect these devices under nonemergency circumstances? 
Should a device raise hue and cry as an audible alarm during an attack? 

 Review Exercises 
     11.1    What is the difference between security and safety? Defi ne cyber secu-

rity. What does privacy of data mean?   
   11.2    “A logical fear irks the minds of patients that cyber security and confi -

dentiality of implantable medical devices can be contravened.” Do you 
agree with this statement? If yes, please explain why?   

   11.3    State the four principal security requirements that must be fulfi lled for 
implantable medical devices. Do cochlear implants and cardiac pace-
makers present the same security risk?   

   11.4    How do you classify the causes of security breaches? Give examples of 
each class.   

   11.5    What is an adversary? Into how many groups will you place the differ-
ent adversaries for implantable devices? Which type of adversary is 
most dangerous?   

   11.6    It is said that the planning for security of implantable device should 
commence from the very beginning. Give your arguments in support 
of this assertion.   

   11.7    Why should the security system be simple? How does it help you?   
   11.8    What is a source code? Why may happen if the designers of implant-

able devices use nonstandard source codes?   
   11.9    What is cryptography? What do you understand by encryption and 

decryption of data? Explain the terms: “plain text” and “cipher text”.   
   11.10    Why is it said that building homemade encryption can cause havoc? 

Give reasons.   
   11.11    Why should the encryption key be stored in a different database than 

the one used for storing the encrypted data?   
   11.12    What is threat modeling? How does it help in providing security to 

implantable devices?   

(continued)
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Chapter 12
Neural Amplifier Circuits in Implants

Abstract The neural signals are low-frequency (mHz–kHz) and low-amplitude 
signals (μV–mV). Therefore, the amplifiers for these signals must be low-noise 
circuits. Additionally, the front-end amplifiers must reject interference due to the 
common- mode signals as well as electrode effects. Amplification techniques based 
on clocking and continuous-time approaches are described. The clock-based tech-
niques include switched-biasing, chopper and auto-zeroing methods. The traditional 
continuous-time circuit is the AC-coupled-operational transconductance amplifier 
based neural amplifier endowed with capacitive feedback. The unavoidable tradeoff 
between input capacitance and area of the chip against the gain of the amplifier can 
be relaxed. This is achieved when a clamped T-capacitor network replaces the feed-
back capacitor.

Keywords  Neural  amplifier  • Biopotential  amplifier  •  Switched-bias  amplifier  • 
Chopper-stabilized amplifier • Auto-zeroing amplifier • Continuous-time amplifier 
• Zero-drift amplifier • IMD • Operational transconductance amplifier

12.1  Introduction

A low-noise biopotential amplifier is the main component of a bio-signal recording 
system designed for implantable applications. It significantly influences the power 
and noise performance of the arrangement. To make amplifiers for implantable 
devices, neuroscientists and clinicians yearn that power dissipation should be as 
small as possible. Then the neighboring tissues will not suffer any damages by the 
associated heating effects. Low power consumption together with high precision 
and low 1/f noise are mandatory features of CMOS amplifiers. Many techniques are 
applied to mitigate 1/f noise. The most straightforward way is to use large input 
device geometries. This approach is successful in processes, which give low surface 
state densities in the beginning. For processes giving high surface densities, the 
approach becomes unjustified because of the very large geometries that are needed. 
Another  way  of  noise  reduction  is  the  use  of  buried  channel  devices.  In  these 
devices, the channel is located deeper inside and far removed from the surface. At 
this  depth,  the  surface  states  cannot  exert  their  influence.  This  calls  for  process 
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steps, which are not usually practiced in a standard fabrication sequence. One more 
option is a circuit-based technique to translate the noise energy from the base band 
to some higher frequency. By this translation, noise will be unable to contaminate 
the  signal.  In  the  treatment  below,  the  reader will  have  the  opportunity  to  learn 
about amplifiers employing different approaches of noise elimination.

12.2  Clock-Based Amplifiers

12.2.1  Switched-Biasing Amplifier

Switched-biasing amplification  is based on switching or cycling of  the  transistor 
between two defined states [1]. It may be recollected that 1/f noise, also referred to 
as low-frequency noise, flicker noise, or pink noise,  is an electronic noise whose 
power spectral density (PSD), describing the distribution of power as a function of 
frequency, varies inversely as the frequency f  (−10 dB/decade)  [2, 3].  It may be 
further recalled that this noise is produced from imperfections of the interface 
between the gate oxide and the silicon substrate in the MOSFET. Two theories of 1/f 
noise have been proposed [4], viz.,  the carrier number fluctuation theory and the 
carrier mobility fluctuation theory. The carrier number fluctuation theory ascribes 
the 1/f noise to the unsystematic capturing and release of carriers in the conducting 
channel.  Its prediction of noise density referred  to  input  is as follows: The noise 
density does not depend on the gate biasing voltage and is proportional to the sec-
ond power of thickness of gate oxide. The carrier mobility fluctuation theory attri-
butes the 1/f noise to fluctuations in the carrier mobility. Its forecast on noise voltage 
referred to input is as under: the noise voltage increases with gate biasing voltage 
and varies as thickness of gate oxide. Each theory has been partially successful in 
interpretation of experimental observations, and neither does so completely.

In accordance with the carrier number fluctuation theory of charge trapping and 
de-trapping, a distribution of trapping times originates through the transference of 
electrons from the surface of the semiconductor to the traps in the oxide. The power 
spectral density results from the superposition of relaxation activities having 
Lorentzian spectra and a dispersal of  time constants. Bloom and Nemirovsky [5] 
found that it was possible to reduce the 1/f noise by switching between two states. 
The first state is a noisy state produced by biasing the transistor into inversion for 
on-state operation. It  is characterized by appreciable generation of 1/f noise. The 
second state is a noise-free state generated by biasing the transistor into accumula-
tion for off-state operation. In this state, the 1/f noise is negligible. Insertion of the 
off-states between the noisy on-states reduces the 1/f noise. This reduction of noise 
is caused by interference with the long time constants of electron transitions in trap-
ping and de-trapping processes. It is likely that when the transistor is switched off, 
the  traps  at  the  Si–SiO2 interface are vacated. When switched on, the traps still 
remain empty for some time. During this period, the noise is reduced.

12 Neural Amplifier Circuits in Implants
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The idea of switched-biasing technique is illustrated in Fig. 12.1. In this tech-
nique,  a  constant  gate  bias  is  not  applied.  Instead,  the  transistor  is  continuously 
switched between an operational or active state to a nonoperational, resting, or inac-
tive state. This switching condition is created by the application of a voltage source 
having a square wave output across the gate-source terminals of a MOS transistor. 
The high level of the square wave is greater than the threshold voltage of the transis-
tor. Hence, the transistor is biased into inversion regime. The low level is lesser than 
threshold voltage to enable biasing of the transistor into accumulation. Thus by 
cycling the transistor between strongly inverted and strongly accumulated states, 
the 1/f noise is decreased. The resting period between the operational states not only 
diminishes the 1/f noise but also the overall power consumption. For a square wave 
signal having 50 % duty cycle, the baseband noise decreases to 0.5 times at a high 
switching frequency. Also, any modulation effects lie outside the bandwidth of 
interest. They are separated and removed by filtering.
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Fig. 12.1  Switched-biasing concept: (a–c) constant bias; (d–f) switched-bias
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To distinguish from techniques like chopping (described in the next section), 
which reduce the noise effect on a circuit level, switched-biasing does so on the 
MOSFET device level itself. The former only mitigates the effect of noise leaving 
the noise source alone.

Switching transistors between two states may not be always possible. But this 
kind of freedom is available in some circuits, which are continuously processing the 
signals. It is also available in circuits in which bias current is required for certain 
intervals of time. Thus switching off the MOSFETs during periods of time in which 
they are not contributing towards circuit operation helps in weakening 1/f noise.

12.2.2  Chopper-Stabilized Amplifier

12.2.2.1  Chopper Amplification Concept

Extremely low-magnitude DC signals need very high-gain DC amplifiers. Such DC 
amplifiers are difficult to build with low DC offset and noise. Desired bandwidth 
and stability are tough to achieve. However, AC amplifiers are easily realized. The 
small-value DC signals can therefore be amplified by first converting them into AC 
signals. For this conversion, a chopper circuit is used to break up the signal by mul-
tiplying by a signal M1(t). Then it resembles an AC signal. In this process, the sig-
nals Vos and Vn denoting the DC offset and noise of the amplifier, respectively, are 
inserted into the signal as additives. The obtained AC signal is augmented by a gain 
factor G by feeding it to an AC-coupled amplifier. After amplification, the signal is 
integrated to restore the DC signal by multiplying by signal M2(t). Thus by chop-
ping the input signal, it is amplified as an AC signal. From the amplified AC signal, 
the equivalent DC signal is recovered in amplified form after passing through low- 
pas filter (LPF). Precision electronic instrumentation utilizes this concept for stable 
amplification.

12.2.2.2  Conventional Chopper-Stabilized Amplifier

Chopper-stabilized (CHS) amplification is a technique based on modulation of the 
signal. The basic principle of this technique (Fig. 12.2) is that by amplitude modula-
tion, the given signal is swapped to a higher-frequency region where 1/f noise is low. 
In this modulation, the chopping frequency is the carrier frequency and the input 
voltage is the modulating signal. After modulation, the signal is amplified at this 
higher frequency. Subsequently by demodulation, the signal is translated back to the 
baseband frequency. As the signal is modulated twice, it shifts to even harmonics of 
chopping frequency. On the other hand, the noise introduced during amplification 
along with the offset has undergone modulation barely on one single occasion. 
Hence, the (noise + offset) is reordered to odd harmonics of the frequency of chop-
ping waveform. The low-frequency noise is thus reallocated outside the band of 
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interest from low- to high-frequency band. Finally by low-pass filtering, the ampli-
fied signal obtained is noise-free. The modulated noise, which had been shifted to 
high  frequencies,  is  sieved  out.  It must  be  remembered  that  the  baseband  is  the 
maximum usable bandwidth of the input signal. Baseband noise is made up of input 
offset voltage, 1/f noise, and white noise in the low-frequency range. Low-frequency 
white noise persists in the output signal. This happens because amplitude modula-
tion does not affect the spectral density of white noise.

Flow diagram of a chopper-stabilized amplifier is shown in Fig. 12.2. Before 
entry into the amplifier, the signal is transposed using a CMOSFET switch modula-
tor to the chopper frequency by the chopping signal. The chopping signal is a rect-
angular periodic signal M1(t) having a much higher-frequency fCH than the signal 
frequency and the noise corner frequency. During the above translation of the signal 
by the chopping signal, it is shifted to the odd harmonics of the chopping frequency. 
It is well known that modulation of a square wave causes appearance of subbands 
on both sides of the chopper frequency. Hence, presence of 1/f noise leads to the 
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Fig. 12.2 Flow diagram of a chopper-stabilized amplifier
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introduction of subbands on both sides of odd harmonics of the frequency fCH. In the 
next step, the signal is amplified by feeding to an amplifier of gain G. The amplified 
signal spectrum lies at higher frequencies than the 1/f noise corner frequency. After 
amplification, the amplified signal plus noise produced by the amplifier is recon-
verted back to baseband form by the demodulator. This reconversion is done by 
multiplying by switching waveform M2(t) similar to M1(t) that was used previously 
for upconversion. As a consequence of this reconversion, the signal is demodulated 
to even harmonics of the chopping frequency and sidebands appear around the even 
harmonics of fCH.

It must be noted that the DC offset and noise (Vos + Vn) before the amplifier (pre-
amplifier) are modulated on one occasion only and moved to the odd harmonics of 
the chopping frequency. Finally, low-pass filtering restores the signal at the output. 
The modulated noise and artifacts are removed. In this process, up-modulated noise 
is subdued. On the whole, there is minimal aliasing of signal or noise. For achieving 
maximum DC gain, phase shift between input and output modulators must be = that 
due to the amplifier.

Figure 12.3 illustrates the principle of chopper amplifier symbolically. The cross 
symbol denotes a modulator/demodulator.

It must be mentioned here that the modulation/demodulation functions are car-
ried out by simple pairs of MOSFET switches controlled by the clock signal [6]. The 
parasitic effects due to the switching transients in the modulation process are able to 
pass through the low-pass filter without cancellation. Nonidealities arising from 
MOSFET  switches  are  clock  feedback  and  charge  injection.  These  nonidealities 
lead to residual offset generation. This residual offset can be decreased appreciably 
without much loss of gain. This is possible if the amplifier bandwidth is restricted to 
two times the chopper frequency [7]. The chopper frequency itself cannot be chosen 
to be very high. It is fixed by AC amplifier gain-phase limitations. Errors induced by 
modulator response time also influence the frequency. Generally, frequencies in the 
low kHz range are used for chopping. This obviously implies the imposition of a 
limitation on bandwidth of the amplifier. This is an issue that must be dealt with for 
all-embracing adoption of this kind of amplifier.
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Fig. 12.3  Symbolic representation of the principle of chopper amplification
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12.2.2.3  Wide Bandwidth Chopper-Stabilized Amplifier

The bandwidth issue is tackled by building an amplifier that takes care of both low- 
frequency and high-frequency signals. This essentially means that the amplifier 
must consist of two sub-amplifying segments, one segment catering to low- 
frequency signals and the other dealing with high-frequency signals [8]. Then the 
outputs from these sub-amplifying segments are added together. This summation 
yields the amplified wide bandwidth signal. The two sub-amplifying segments must 
be matching in their gain characteristics. By this matching is meant that at the fre-
quency at which the gain of the high-frequency amplifier begins to decrease, that of 
the low-frequency amplifier should increase sufficiently so that the total gain is 
constant. In other words, for smooth gain–frequency characteristics, the lower cut-
off frequency of the wideband amplifier must be equal to the upper cutoff frequency 
of the chopper amplifier. Following up on this basic idea of a two-segment amplifier, 
the circuit (Fig. 12.4), drawn after [8, 9], consists of two parallely connected ampli-
fication paths:  (a)  a wideband amplifier A1 providing constant amplification in a 
broad spectrum of frequencies and therefore suitable for the high-frequency compo-
nents of the signal and (b) a conventional chopper-stabilized path A2 characterized 
by high-gain, high accuracy for low-frequency signal components. The chopper- 
stabilized amplifier is called the stabilizing amplifier. It biases the positive terminal 
of the wideband amplifier so that the potential at the summing point is zero. Hence, 
any offset and noise are eliminated. Thus this circuit of dual amplification paths 
succeeds in enlarging the amplifier bandwidth. Typically, bandwidth of several 
megahertz is achieved with the low drift chopper amplifier characteristics. On the 
downside, this circuit is capable of inverting operation only since the control of 
positive terminal of the wideband amplifier rests solely with the chopper-stabilized 
amplifier. Moreover, any residual noise of the chopper-stabilized amplifier is also 
amplified by the wideband amplifier. This amplification of noise fouls the output 
signal.
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Fig. 12.4 A wideband chopper-stabilized amplifier
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A comparison between switched-biasing and chopper-stabilized amplifiers is 
given in Table 12.1.

12.2.3  Auto-zeroing Amplifier

Auto-zeroing amplification is a signal sampling-based technique. Sampling is the 
study of a process from a few selected items called samples. Here, the sample of 
interest is the input offset voltage and noise. Like the chopper-stabilized amplifier, 
the auto-zeroing amplifier (AZA) (Fig. 12.5) comprises two amplifiers. One ampli-
fier is a wideband amplifier called the main amplifier AM. The other amplifier is an 
offset and noise correcting amplifier, known as the nulling amplifier AN. The remain-
ing components are switches S1, S2 and storage capacitors C1, C2.

Each cycle of the auto-zero clock consists of two phases: the sampling phase A 
and the amplification phase B. During the sampling phase A, a sample of the noise 
is collected. The oscillator starts this phase by placing switches S1, S2 in position 1 
whereby the inputs of the nulling amplifier are short-circuited together and con-
nected to the inverting input terminal, while the output of the amplifier is connected 
to the capacitor C1. As a result, the input noise is sampled in the capacitor C1. Thus 
this phase involves storage of noise sample in the capacitor.

In phase B,  the amplification phase,  the oscillator places both  the switches  in 
position 2. The nulling amplifier nulls its own offset voltage. It amplifies the voltage 
stored on C1, denoted by VC1, and subtracts the same from the amplified input signal. 
Also, capacitor C2 is charged to voltage VC2 by the output from the nulling amplifier. 
This voltage serves as an offset correcting voltage for the main amplifier.

Thus the sampled noise is subtracted from the instantaneous noise of the ampli-
fied signal. Because the sampling frequency is chosen to have a value ≫ the noise 
frequency, the sampled noise and the low-frequency continuous noise are intensely 
correlated throughout a period of sampling. The l/f noise is removed through can-
cellation in this subtraction process.

Table 12.1  Switched-biasing and chopper-stabilized amplifiers

Sl. 
No. Switched-biased amplifier Chopper-stabilized amplifier

1. It is a cycling technique It is a modulation technique

2. It reduces the 1/f noise itself It reduces the effects produced by 1/f noise 
in electronic circuits

3. It reduces power consumption It leads to more power consumption

4. Due to reduction of 1/f noise at its  
corporeal genesis, i.e., the physical roots  
of noise, the circuits operating at high 
frequencies, wherein 1/f noise undergoes 
upconversion, are also benefitted

Its performance is solely effective in the 
low-frequency range. This kind of amplifier 
is not helpful to downgrade issues faced 
with noise that has gone through 
upconversion
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Total amplifier gain ~ gain of the nulling amplifier × gain of the wideband ampli-
fier and offset voltage ~ (offset voltage of the nulling amplifier × offset voltage of the 
wideband amplifier) / gain of the wideband amplifier. The gain of the wideband 
amplifier is made very large to reduce the offset voltage.

12.3  Zero-Drift Amplifiers

The two low 1/f noise amplifier categories discussed in preceding subsections, 
namely, chopper-stabilized and auto-zero amplifiers are able to achieve voltage off-
sets at nanovolt level [10]. Further, they undergo extremely low offset drifts with 
time. Also, they experience very small variations with temperature. The input offset 
voltage is a basic parameter for the amplifiers. The exact meaning of this term is that 
it is the differential DC voltage applied between the inputs of an amplifier to make 
the output voltage = 0 V with respect to ground or voltage between differential out-
puts = 0 V, according to the circuit type.

As the name suggests, a zero-drift amplifier is one yielding a near zero offset 
voltage drift. The zero-drift amplifier employs the self-correcting circuit architec-
ture. It delivers very high accuracy over both time and temperature. The amplifier 
constantly corrects itself for any DC errors. The correction makes it as accurate and 
truthful as possible.  It works by dynamically modifying  the offset voltage  to  the 
correct value and reshaping the noise density. As already seen, the 1/f noise of the 
amplifier is also a DC error. It is therefore simultaneously eliminated.
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Fig. 12.5 The auto-zero amplifier
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Realizing that the annoyances such as thermal drift and 1/f noise are very awk-
ward to remove, engineers glean several advantages by using zero-drift amplifiers. 
Some of these are low offset voltage <10 μV maximum, super-low offset voltage 
drift  <40  nV/°C  on  time  and  temperature  scales,  negligible  1/f noise, very high 
open-loop gain, very high power-supply rejection ratio (PSRR), very high common- 
mode rejection ratio (CMRR), high input impedance, capability of high temperature 
operation to as much as 200 °C, and absence of outside trimming requirement [11]. 
Over and above, the overall output error of a zero-drift amplifier is much lower than 
that provided by an accustomed top-grade precision amplifier of similar 
configuration.

Each technique used for zero-drift amplifier, auto-zeroing or chopping, has its 
benefits and drawbacks and is used in different applications (Table 12.2). As already 
described, auto-zeroing uses the sample-and-hold technique. Inasmuch as the sam-
pling operation results in noise foldback to the baseband, auto-zero amplifiers are 
characterized by more in-band voltage noise. Also, more current is used to suppress 
the noise resulting in higher power dissipation. Alternatively, chopping based on 
signal modulation  and  demodulation  has  lower  baseband  noise.  But  it  produces 
noise spectra at the chopping frequency and multiples or harmonics of this fre-
quency. Therefore, the low-frequency noise of chopper-stabilized amplifiers shows 
consistency with their flat-band noise. However, they generate a sizeable quantity of 
energy at the chopping frequency and multiples of the same. It is often necessary to 
filter the output. This feature promotes the suitability of these amplifiers towards 

Table 12.2 Chopper-stabilized and auto-zeroing amplifiers

Sl. No. Property Chopper-stabilized amplifier Auto-zeroing amplifier

1. Principle It uses modulation and demodulation It uses sample-and-hold 
technique

2. Offset Its offset is very low Its offset is also very low

3. Noise It gives a lower noise level at low 
frequencies, which is in agreement 
with its flat-band noise

It gives more low-frequency 
noise because of aliasing 
effect

4. Power 
consumption

Its power consumption is low Its power consumption is high 
because more current is used 
for suppressing noise

5. Bandwidth Its bandwidth is narrow Its bandwidth is wide

6. Ripple It gives high ripple It gives low ripple

7. Energy It produces a huge quantity of  
energy at the chopping frequency  
and multiples thereof

It produces diminutive energy 
at auto-zero frequency

8. Applications It is preferred for applications  
dealing with low power levels and 
working in low-frequency ranges,  
i.e., at sub-100 Hz frequencies

It is favored for applications in 
which wideband operation is 
demanded
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DC or low-frequency applications in distinction to auto-zero amplifiers. In wider 
band applications, auto-zero amplifiers are preferred.

In applications  requiring  low noise and wide bandwidth along with switching 
glitch-free operation, the optimal amplifier is one combining both auto-zero and 
chopping techniques. A combined zero-drift amplifier is one that employs auto- 
zeroing together with chopping technique to bring down the energy at the frequency 
at which chopping is done. At the same time, it restricts the noise to extremely small 
magnitudes in the range of low frequencies. This combined amplifier gives a larger 
bandwidth in divergence to that realized with traditional zero-drift amplifiers.

Zero-drift amplifiers find applications in circuits having an anticipated lifetime 
of design >10 years. They are also used in signal chains where closed-loop gains are 
>100 at  low frequencies <100 Hz and with  low-amplitude levels [11]. Debatable 
issues raised in the circuit applications of zero-drift amplifiers are concerned with 
charge injection and clock feedthrough. Also, worthy of attention are the intermod-
ulation distortion and overload recovery time.

Charge injection takes place by way of the switching activities of choppers and 
auto-zero amplifiers. It appears at the inputs of the amplifier. Due to input switching 
action, small ripples appear at the output terminals of the amplifier when it is 
 constructed in a non-inverting configuration. The amount of charge injected is not 
temperature dependent. It increases with rising values of gain of the circuit, source 
resistance, or gain setting resistor. Clock feedthrough may occur in an improperly 
designed amplifier.  It can also occur  in an amplifier using a pure chopping  tech-
nique. The clock feedthrough results in the appearance of inaccuracies in the form 
of artifactual offshoots of the internal clock over the frequency domain.

Intermodulation distortion (IMD) or intermodulation (IM) is a standard metric of 
the linearity of amplifiers. It is the amplitude modulation of electrical signals con-
taining two or more different frequencies. It is obtained from the ratio of the power 
of fundamental tones and third-order distortion products. It is expressed in decibels 
(dB). As the frequency of input signal moves nearer to the chopping or auto-zero 
frequency,  IMD  is  introduced  into  the  signal. Further, when  the  input  frequency 
reaches nearer to the clock frequency, the errors become appreciably large. The 
intermodulation distortion between the input signal of high frequency and the chop-
ping frequency produces tones at frequencies = sum and difference of chopping and 
input frequencies. Application of clever methodology for design with a suitable 
concoction of chopping and auto-zeroing strategies helps to reduce IMD.

Typically, the overload recovery time of zero-drift amplifiers is greater than that 
of the regular amplifiers made using CMOS designs and fabrication techniques. In 
case of a wide gap between the inputs of an auto-zero amplifier, the output is forced 
into saturation. The nulling amplifier looks at this difference as a type of offset. It 
attempts to make the inaccuracy zero. This attempt thrusts the main amplifier deeper 
into the state of saturation. The time of recovery is lengthened.

12.3  Zero-Drift Amplifiers
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Amplifiers having integral intellect and judgment, which identifies overloading, 
can expedite recuperation from being overburdened in a time span as short as 30 μs. 
However, the amplifiers deprived of intelligence will need longer time to recover.

12.4  Continuous-Time Amplifier Circuits

The amplifier circuits so far presented fall under the general category of clock-based 
circuits. The reason is that they use a clock generation circuit. The use of circuit 
subsystems generating high frequencies makes them susceptible to interference by 
high-frequency effects and clock feedthrough. This susceptibility is the result of 
coupling between control signals. It also adds to design complexity. This paves the 
way towards continuous-time amplification techniques to overcome the aforesaid 
frequency-related limitations. Continuous-time and clock-based amplifiers are 
compared in Table 12.3.

12.4.1  Operational Transconductance Amplifier

In the class of continuous-time amplifiers, an important circuit is the AC-coupled 
operational transconductance amplifier circuit. This circuit is constructed across a 
single  CMOS  OTA  platform,  employing  capacitive  feedback,  as  designed  by 
Harrison and Charles [12].

The operational transconductance amplifier (OTA), also called a transconductor, 
a diamond transistor or a macrotransistor, is a versatile building block. It is a high- 
impedance differential input amplifier. In this amplifier, a differential input voltage 
(the difference of voltages between two points with reference to a third point, viz., 
the ground or common point) produces a current at the output. Hence, it acts as a 
current source controlled by voltage, i.e., a VCCS [13]. A supplementary input for 
current enables controlling of transconductance of the amplifier. Main features of 
OP-AMP and OTA are given in Table 12.4.

Table 12.3 Clock-based and continuous-time amplifiers

Sl. No. Property Clock-based amplifier Continuous-time amplifier

1. Clock generator Yes No

2. Design Complicated Simple

3. High-frequency interference Yes No

4. Clock feedthrough effect Yes No
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12.4.2  Comparison of OTA with Bipolar Transistor

In similarity to a bipolar transistor, the three terminals of OTA serve the functions 
of a high input impedance base terminal B, a low impedance input/output emitter 
terminal E, and a current output collector terminal C. In dissimilarity to a bipolar 
transistor, the operational transconductance amplifier is self-biased, getting its bias-
ing voltage from the circuit itself and provides bipolar output, i.e., the output termi-
nal either sources or sinks the current.

Table 12.4  OP-AMP and OTA

Sl. No. Property OP-AMP OTA

1. Voltage/current 
source

It is an amplifier It is also an amplifier

Its output is a voltage signal Its output is a current signal

The voltage obtained at its 
output terminals is directly 
proportional to a voltage 
difference = that between the 
voltages applied to its two 
input pins

The current obtained at its 
output pins bears a direct 
proportionality relationship 
with a voltage 
difference = differential input 
voltage

It serves as a voltage source 
that is itself controlled by a 
voltage, i.e., as a VCVS. It is 
known as voltage-differencing 
amplifier (VDA)

It acts as a current source that 
is controlled by voltage, i.e., as 
a VCCS

2. Gain It is a fixed-gain voltage- 
amplifying device

It is a variable-gain voltage-to- 
current amplifier

3. Output impedance Low High

4. Circuit design Its circuits are designed using 
negative feedback

It is possible to design circuits 
that do not employ negative 
feedback

5. Frequency It works satisfactorily for 
applications restricted to 
operate at low frequencies. 
These include audio and video 
circuits and systems. In the 
higher- frequency range, 
OP-AMP- based designs are 
arduous owing to their 
frequency restrictions

At high operating frequencies, 
OTAs have the potential to 
supersede OP-AMPs as the 
basic structural elements for 
various analog signal 
processing circuits and 
systems

6. Load It is used to drive loads which 
are resistive or capacitive

It is used to drive small, purely 
capacitive loads

12.4 Continuous-Time Amplifier Circuits
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12.4.3  OTA Versus Operational Amplifier

Like a conventional operational amplifier, it may be used as a negative feedback 
amplifier. But unlike this amplifier, it delivers a current signal at the output, not a 
voltage signal. For linear applications, it is generally used in “open-loop” configura-
tion without negative feedback.

12.4.4  OTA Operation

If Vin+ stands for the voltage at the non-inverting input of OTA and Vin− denotes the 
voltage at its inverting input, the output current Iout of the OTA being proportional to 
the differential input voltage V Viin n+ --( )  is given by

 
I V V giout in n m= -( )+ -  (12.1)

where the constant of proportionality gm is the mutual conductance or transconduc-
tance of the amplifier.

The output voltage Vout of the amplifier is = output current (Iout) × load resistance 
(RL). Hence, we may write

 
V I R V V g Riout out L in n m L= ´( ) = -( ) ´+ -  (12.2)

The voltage gain is then the ratio = output voltage/differential input voltage. So, 
it may be expressed as

 

A
V V g R

V V
g Ri

i
v

in n m L

in n

m L=
-( ) ´

-( )
= ´+ -

+ -  (12.3)

The transconductance gm of the amplifier is directly proportional to the input bias 
current. This property makes it useful for electronic control of amplifier gain. 
CMOS technologies are very convenient for OTA implementation. This is because 
MOSFETs are intrinsically and symptomatically current source devices controlled 
by voltages applied at the gate terminal. Naturally, therefore, a diversity of CMOS 
technology-based OTAs having various geometrical and configurational designs are 
available for a multiplicity of applications.

The operation of differential I/O topology of OTA can be understood with refer-
ence to Fig. 12.6. This topology uses two current mirrors to improve balance 
between differential paths [14]. These current mirrors have size ratio η to increase 
output current by a factor of η. As vi+ increases, the value of id+ increases. The 
enhanced value is transferred to the output side with η-times multiplication due to 
current mirror on the left side. Similarly, as vi− increases, the value of id− increases. 
The same is transferred to the output side with η-times multiplication due to current 
mirror on the right.
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12.4.5  Single OTA-Stage CMOS Amplifier

This amplifier [12] is an OTA-based amplifier with capacitive feedback (Fig.12.7). 
It is useful for amplifying signals in the milli-to-kilohertz frequency range. It secures 
the elimination of  large DC offsets. Any DC offset  is  removed by  the capacitive 
coupling of the input through C1. The mid-band gain AM of the amplifier is fixed by 
the capacitance factor C1/C2. If C1, CL ≫ C2 (where CL is the load capacitance), for a 
transconductance gm of the OTA, the amplifier bandwidth ~ gm/(AMCL).

The circuit topology is built around an OTA stage. Transistors Ma-Md are MOS- 
bipolar devices. They act as pseudoresistors having large incremental resistances. 
By fabricating P-channel, large area devices, 1/f noise is reduced. When gate-source 
voltage VGS is >0, each device acts as a diode-connected bipolar junction transistor 
(BJT) consequent to the activation of the parasitic source–well–drain PNP BJT. But 
for VGS < 0, each device acts as a diode-connected P-channel MOS transistor. At low 
voltages across this MOS-bipolar device, the incremental resistance rinc has a very 
high value >1012 Ω.

The cutoff frequency of the input high-pass filters for AC coupling is adjustable 
in the millihertz region by virtue of the very large incremental resistances of the 
pseudoresistors. The upper cutoff frequency is decided by CL, gm and the ratio C1/C2, 
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Fig. 12.6  Differential  input/output  circuit  topology  of  the  operational  transconductance 
amplifier
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whereas the lower cutoff frequency is set by capacitance C2 multiplied by the pseu-
doresistor created by the transistors Ma and Mb. The reported amplifier was fabri-
cated using 1.5 μm CMOS process  in an area of 0.16 mm2. Signals  in  the range 
0.025 Hz–7.2 kHz could be passed. The gain was 39.5 dB, input referred noise was 
2.2 μVRMS (root mean square), and the bandwidth was 7.5 kHz. The power dissipa-
tion was 80 μW.
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Fig. 12.7  OTA-based CMOS neural amplifier with capacitive feedback
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12.4.6  Low Input Capacitance Amplifier

Noise is reduced by increasing the gain. The mid-band gain is the ratio of input 
capacitance to feedback capacitance. Hence, any effort to obtain high gain involves 
increasing the input capacitance or decreasing the feedback capacitance. If the input 
capacitance is increased, the input impedance decreases and the area of silicon con-
sumed increases. The feedback capacitance is restricted by factors such as parasitic 
capacitance and fabrication technology. A decrease in input capacitance is benefi-
cial  from  input  impedance  and  area viewpoints. But  if  the  feedback  capacitance 
change is restricted, the above has to be done only by sacrificing the gain.

It was shown by Ng and Xu [15] that by replacing the feedback capacitor by a 
clamped T-capacitor network, the same value of mid-band gain is achievable. This 
is possible by using a smaller input capacitance with associated higher input imped-
ance and smaller area. The reverse-biased diodes D1, D2, connected to the floating 
node, provide leakage paths to remove any induced charges. Hence, they keep the 
bias voltage within safe limits.

This amplifier was fabricated by 0.35 μm CMOS process in an area of 0.056 mm2. 
The mid-band gain was 38.1 dB, the input capacitance was 1.6 pF, the input referred 
noise was 13.3 μVRMS, the bandwidth was 8 kHz, and the power rating was 6 μW [15].

12.5  Discussion and Conclusions

This chapter familiarized the reader with the main circuit topologies used in design-
ing neural amplifier circuits. One of the primary noise sources is 1/f noise. Along 
with input offset voltage [16], it dictates the accuracy of the amplifier. Discussions 
were centered on clocked-based and continuous-time circuits.

Review Exercises
 12.1 How does 1/f noise originate conforming to the carrier number fluctua-

tion theory? How is this noise debilitated by switched-biasing? Is the 
noise removal by switched-biasing done at circuit level or device 
level?

  12.2  Explain the concept of chopper amplification. Why is chopper-stabilized 
amplification  said  to  be  a modulation-based  technique? Describe  the 
steps involved in this kind of amplification.

  12.3  Explain giving diagram the working of a chopper-stabilized amplifier. 
Why does this amplifier have a limited bandwidth? How is the band-
width enlarged?

(continued)
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    Chapter 13   
 Implantable Sensors                     

    Abstract     Sensors are the primary components of a monitoring system. Micro- and 
nanofabrication technologies have now advanced to the stage at which wireless sen-
sor systems can be included in the implants with minor modifi cation. These systems 
provide unique, personalized data for each patient to be used for optimizing out-
comes. An acceleration sensor mounted on an artery is used for blood pressure mea-
surement. Coupling a pressure transducer to the right ventricle (RV) lead of a 
pacemaker or defi brillator helps in continuous intracardiac pressure monitoring. 
Implantable chemical sensors are employed for real-time monitoring of clinically 
important species, e.g., blood gas measurements (pH, pO 2 , and pCO 2 ). Subcutaneously 
implanted enzymatic glucose sensors enable continuous glucose monitoring. Single-
walled carbon nanotubes (SWCNTs) encased in alginate work as infl ammation sen-
sors, which can be implanted for detection of nitric oxide.  

  Keywords     Blood pressure sensor   •   Accelerometer   •   SAW sensor   •   Foreign body 
response   •   Oxygen shortfall   •   Enzyme   •   Blood gas sensor   •   Diabetes   •   Artifi cial 
pancreas   •   Glucose biosensor   •   Infl ammation sensor  

13.1               Introduction 

 Micro- and nanoelectronics have created gigantic opportunities for data processing. 
However, the sensors continue to be the frailest link in the sequence of data collec-
tion and handling components [ 1 ]. Implantable sensors should be  drift-free  , besides 
having high sensitivity and selectivity. Usually, an analog sensor interface circuit 
amplifi es the feeble signals from the sensors to acceptable magnitudes. These ana-
log signals are transformed to the digital domain to avail the accompanying math-
ematical and decisive capabilities. To cope up with the inescapable long-term drift, 
the only way out is to provide a bidirectional communication link. The far-fl ung 
controlling station can thereby adjust the offset voltage of the amplifi cation stage to 
compensate for the undesirable drift. The ability of reprogramming the installed 
sensor is very benefi cial. Telemetry is of crucial importance in fi ne-tweaking the 
otherwise inaccessible, fully sealed systems. 
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 Additional ICs are required to correct for nonlinearities of the sensor and 
temperature- induced deviations of readings.  Piezoresistive pressure sensors   com-
monly connected in a  Wheatstone bridge circuit   confi guration require temperature 
compensation. Also, to decrease the power consumption, sampling techniques with 
short duty cycles must be applied to these sensors. 

 Capacitive sensors used with switched capacitor techniques have fulfi lled power 
consumption criterion. Switched capacitor circuits are discrete-time systems using 
capacitors and switches to imitate the behavior of resistors. They work by moving 
charges into and out of capacitors through opening and closing the switches. To cite 
an example, a switched capacitor resistor comprising a capacitor and two switches 
works by connecting the capacitor at a given frequency alternately to the input and 
output. Hence, its value can be adjusted by changing the switching frequency, thus 
yielding a programmable resistance. Such circuits allow easy implementation on 
integrated circuits.  

13.2     Implantable  Blood Pressure Sensor   

 A person is said to suffer from hypertension or high blood pressure if the maximum 
and minimum values of pressure exerted by blood fall outside defi ned limits as fol-
lows: the maximum pressure exerted by the blood on the walls of blood vessels 
when the left ventricle contracts (systolic blood pressure) should be measured as 
more than 140 mmHg, and/or the minimum pressure exerted by the blood on the 
walls of blood vessels when the ventricles undergo relaxation and dilation (diastolic 
blood pressure) should be found to exceed 90 mmHg. Hypertension can cause cere-
brovascular disease, heart attack, and congestive heart failure. Kidney catastrophe 
and retinal damage transpire. When it cannot be controlled by changes in the life-
style of the patient such as diet regulation, body weight reduction, exercise, etc., a 
personalized drug treatment is practiced under frequent surveillance. Constant 
tracking of the blood pressure of patients facilitates effective disease management 
and reduces hospitalization costs by diagnosing troubles related to physical fi tness 
at an initial stage and by therapy optimization. 

 The common methods for blood pressure measurement involve the use of an 
external cuff (noninvasive) or a catheter-based system (invasive). Invasive method is 
more accurate than the noninvasive one. Both these cumbersome methods fail to 
provide long-term, continuous blood pressure measurement. They not only forbid 
free movement of the patient but also lead to complications. Chief complications are 
occlusion of blood circulation, trauma to the arterial vessel, and infection risks. For 
blood pressure measurements at a specifi c site over extended periods, implantable 
sensors stand as the only possible devices [ 2 ]. 

13 Implantable Sensors
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13.2.1      Capacitive Pressure Sensors   

 A capacitive sensor fabricated by a fusion bonding process [ 3 ] is based on a SiGeB 
diaphragm, utilizing a silicon membrane heavily doped with boron. This membrane 
is epitaxially grown on a silicon substrate, as shown in Fig.  13.1  drawn after [ 3 ]. 
Germanium is also incorporated during epitaxial layer growth. This incorporation is 
done to compensate for boron-induced strain. The interfacing circuit for the sensor 
is an IC containing a capacitance-to-frequency conversion section and a voltage 
regulator to curtail supply voltage fl uctuations. As the sensor is based on capacitive 
principle, its power consumption is very small ~4 mW in a simulated arterial envi-
ronment. Its in vivo performance was not investigated.

   A pilot study of sensor implantation in the femoral artery of 12 sheep via stan-
dard catheterization was conducted on a blood pressure sensor. This sensor com-
prised two functional components: the sensor tip, a stainless-steel capsule containing 
the capacitive pressure sensor (accuracy = ±1.0 mm of mercury in the range of 
30–300 mm of mercury), and the telemetric transducer, communicating with the 
external readout unit [ 4 ]. The two components were connected via a data cable of 
1 mm diameter and the full length of the system was 20 cm. High-quality blood 
pressure recordings could be obtained over a 6-month period.  

13.2.2      Accelerometers   

 Blood pressure is related to pulse wave velocity. To measure pulse wave transit 
time, two sensors appear to be necessary. But pulse waves undergo refl ections at 
bifurcations in the blood circulation system. Therefore, a single sensor can be used 
to detect both waves: the incident and rebounded waves. The interval of time sepa-
rating the incident and refl ected waves can thus be measured. The refl ected wave 
transit time (RWTT) is obtained from this time delay. The RWTT value is linked to 
blood pressure. Hence, measurement can be carried out using only a single 
accelerometer. 

 For avoiding motion artifacts, two accelerometers are mounted, as shown in 
Fig.  13.2 . The accelerometers (2 mm × 2 mm) are mounted on an artery at two dif-
ferent locations by minimally invasive techniques [ 5 – 7 ]. The implant shown in 
Fig.  13.3 , drawn after [ 7 ], is based on a fl exible, stretchable polyimide substrate. 
Photolithographically defi ned copper tracks are epoxy-glued to both sides of the 
substrate. The electronics for data telemetry is connected by refl ow soldering. It is 
strengthened with a biocompatible epoxy and stiffened by a glass epoxy. Finally, it 
is passivated with biocompatible parylene-C for protection against body fl uids.

    For evaluation, the sensor was implanted in a rabbit for over 2 weeks. The RWTT 
was strongly correlated to the systolic blood pressure with a mean deviation of 
4.3 % (5.0 mmHg) for 1800 pulses; the correlation coeffi cient was 0.96. The  pow  er 
consumption of the implantable unit was only 312 μW.  

13.2 Implantable Blood Pressure Sensor
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  Fig. 13.2    Placement of  accelerometers   for blood pressure measurement for avoidance of motion 
artifacts: ( a ) diametrically opposite locations on an artery using elastic silicone strip tied by liga-
ture clips and ( b ) one on connective tissue above the artery and another on connective tissue 
nearby where there is no arterial infl uence. Difference between signals from the two accelerome-
ters gives the acceleration caused by expansion of the artery       
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13.2.3     SAW Sensors 

 The SAW sensor system (Fig.  13.4 ) is a wireless, battery-less microsystem made of 
three principal components:

     (a)    The SAW resonator: It is fabricated on a piezoelectric ST-cut quartz substrate 
mounted on an elastic  diaphragm   [ 8 ,  9 ]. This diaphragm covers a pressure 
chamber into which blood fl ows through a small orifi ce at the bottom. Blood 
fl ow distends the diaphragm. The resonator has 171.5 fi nger electrode couples 
as an interdigitated array. It has 140 electrodes for one refl ection grating and the 
same number for the other grating. The gratings are photoetched on the 
substrate.   

   (b)    An  oscillating circuit  : This circuit is connected to the SAW resonator constitut-
ing a SAW oscillator.   

   (c)     RF power converter  : It contains a rectifi er and regulator to convert RF power 
into DC power. The RF power is collected through a pickup coil. This coil is 
spiraled around the shell of the sensor and powered by inductive coupling to 
DC power. The same is fed to the SAW oscillator.    

  The blood pressure changes exert a bulging action on the elastic diaphragm. This 
action distorts the substrate underlying the SAW resonator. It therefore resonates at 
a different frequency. Thus the changes in resonance frequency of the SAW resona-
tor closely follow the blood pressure variations. The RF signals from the oscillating 
circuit of SAW resonator carry the information on blood pressure of the patient. 
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  Fig. 13.3    Layered structure of the polyimide substrate with Cu tracks, mounted 
2 mm × 2 mm × 1 mm accelerometer IC, and encapsulation       
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These signals are transmitted by frequency modulation from a tiny antenna for fur-
ther processing. The received signals undergo processing operations by a computer, 
and the waveform of blood pressure is fl aunted on its monitor. A sensitivity of 
1.75 kHz/mmHg has been reported. For demonstrating its biomedical application, 
in vivo studies have been performed on rats. 

 In another investigation [ 10 ], the sensor was modeled as a suspended 60-μm 
thick and (5.3 × 4)-mm-size top plate in the form of a slim membrane of quartz. It 
has a SAW resonator at its middle and is suspended in air above a cavity. By bond-
ing process, it is joined securely everywhere around the periphery to form a closed 
cavity with a bottom substrate of greater thickness. In absence of pressure, the 
quartz membrane is not defl ected. The resonant frequency is  f  0  (say). When the pres-
sure is increased, the membrane bends into the cavity. The resultant strain produced 
in it changes the resonant frequency of the SAW resonator to  f  0  + Δ f  0  (suppose). The 
sensor was used as a component of an implanted device for acquisition of blood 
pressure information in animal by  wireless communication  . This experiment 
showed its capability of providing endless monitoring of blood pressure in real time. 
Further, it is capable of wireless operation. Therefore, it is useful for a patient who 
can walk around and is not admitted to hospital; hence, called an ambulatory patient.   
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  Fig. 13.4    Passive remote blood pressure measurement by SAW resonator       
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13.3     Predicaments of Implantable Biosensors 

 While the physical sensors are encapsulated inside safe packages, chemical sensors 
have to interact directly with body fl uids. Besides foreign body response, issues that 
need attention are oxygen defi cit and enzyme stability. 

13.3.1     Foreign Body Response 

 By way of foreign body response already described in the chapter on biomaterials, 
within a short period of time after implantation, the surface of the sensor is fouled. 
It is covered with a 10–100-μm thick layer of proteins and cells [ 11 ]. This encasing 
by cells builds up a barrier to  mass transfer  . The barrier opposes analyte diffusion to 
the sensing element. Consequently, the in vivo performance of the sensor and its 
stability over a period time are severely impaired. When active cells are deposited 
on the surface of an implantable sensor, there is a meaningful change in the oxygen 
concentration nearby. The altered oxygen level introduces pronounced inaccuracies 
in the readings taken from the implanted biosensor. For a biosensor, the problem of 
foreign body response is more perplexing than concerns related to device, e.g., an 
electrical or component fi asco and enzyme degradation. 

 An initial approach to improve the in  vivo sensor operation   was to use specially 
designed biocompatible or antifouling coatings, e.g., Nafi on [ 12 ], polyurethanes 
with phospholipid polar groups [ 14 ], and polyvinyl alcohol hydrogels [ 13 ]. These 
coatings avert biofouling. They partially mitigate sensor degradation by maintain-
ing a desired, continuous fl ow of  analyte molecules   over an extended time span. 
This mitigation is achieved by reducing protein adsorption and by fostering unifi ca-
tion of the sensor with the enclosing tissues. The coatings used should be suffi -
ciently thin and porous to permit the sensor to respond speedily to the variations in 
analyte concentration. However, even when nontoxic biocompatible materials are 
used, a variety of immune responses are induced by implantation. 

 In rivalry to a smooth surface, a textured sensor surface improves in vivo sensor 
performance. It does so by increasing vascularity (blood vessel content) in the region 
around the implant. Nanostructured membranes prevent the adsorption of proteins 
on the implant surface. The repulsion takes place by virtue of their having a different 
contact angle and hence wettability as compared to a smooth, unwrinkled mem-
brane. Therefore, their degree of hydrophobicity or hydrophilicity is dissimilar to 
the smooth surface. Coatings made from polymer composites and having functional 
materials entrenched within a  fi ne-grained matrix   are also used. Another way of 
reducing infl ammation and quelling fi brous enclosing consists in using  tissue 
response modifi ers (TRMs)     . Eco-friendly, decomposable microspheres containing 
TRMs are rooted within a polymeric material, which is both biocompatible and anti-
biofouling [ 15 ]. The degradation of microspheres is activated by a change in either 
hydrogen ion concentration or ionic strength or by electrical incitement. A stable 
liberation of TRMs to the tissue contiguous to the implant is thereby initiated.  

13.3 Predicaments of Implantable Biosensors
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13.3.2      Oxygen Shortfall   

 Oxidase enzymes are used in many biosensors as biorecognition elements. The 
enzymes catalyze the oxidation of analytic species, forming hydrogen peroxide. The 
released hydrogen peroxide is detected by amperometry involving measurement of 
current. For most oxidase enzymes, oxygen is the cofactor whose presence is essen-
tial to complete the reaction. Therefore, the behavior of the sensor depends on the 
changes taking place from variations in the concentration of oxygen in the vicinity 
of the sensor. An oxygen imbalance ensues because the quantity of dissolved oxygen 
in the body is appreciably less than the concentration of analyte such as glucose. 
Thus, there is a stoichiometric limitation of the enzymatic reaction. The defi ciency 
of oxygen is further intensifi ed by implantation. This intensifi cation stems from the 
use of anesthesia and the occurrence of infl ammatory response resulting in local 
consumption of oxygen. So, the response of the sensor saturates at higher concentra-
tions of the analyte. This saturation effect disturbs the linearity of its characteristic. 

 Efforts to decrease the oxygen dependence have led to three generations of bio-
sensors. In the fi rst generation, outer membranes are used. These membranes lower 
the analyte fl ux while affecting the oxygen infl ux negligibly. Such membranes 
include Nafi on, polyurethane, cellulose acetate, etc. A drawback of these mem-
branes is the decrease in sensitivity of the device. Another disadvantage is an 
increase in its response time. Moreover, these membranes degrade by calcifi cation, 
delamination, etc. Consequently, two alternative routes have been followed leading 
to the second and third generations of biosensors. In the second generation, oxygen 
dependence has been reduced by using redox mediators. These mediators compete 
with oxygen in the catalysis of the enzymatic reaction. In the third generation, dif-
ferent nanomaterials, e.g., gold nanoparticles, carbon nanotubes, etc., have been 
used. The nanomaterials serve to connect the redox centers of enzymes to the sur-
face of the electrode. However,  no  ne of these approaches have been subjected to 
in vivo testing.  

13.3.3      Enzyme Stability   

 Two commonly used methods for immobilization of enzyme entail: (a) cross- linking 
of enzyme/bovine serum albumin with glutaraldehyde and (b) electrochemical 
growth of a conductive polymer matrix. Presence of low molecular weight serum 
components and ions of transition metals, e.g., zinc and ferrous ions, can inhibit 
enzyme catalysis. In glucose biosensors, excess loading of glucose oxidase has been 
reported to extend the lifetime of the sensor [ 16 ]. But any unrestricted, glucose 
oxidase left in uncross-linked condition, within the enzyme stratum cross-linked 
with glutaraldehyde gently leaches out. By this means, the sensitivity decreases 
over time [ 17 ]. Thus, to extend the functional in vivo lifetime of the sensor, the rela-
tive quantities of the enzyme and cross-linking agents must be optimized with 
respect to sensitivity. 

13 Implantable Sensors
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 A germane procedure for enzyme immobilization in implants is biomolecular 
entrapment. This may be done with or without covalent binding. A hydrogel may be 
used for the purpose. The technique is not only innocuous, it is also carried out eas-
ily. It needs little-to-no poisonous chemicals. Over and above, it preserves properties 
of the enzyme in a limited area adjoining an electrode without chemically upsetting 
their innate structure [ 18 ]. Further, to mitigate the problem of enzyme stability, syn-
thetic or artifi cial enzymes have emerged [ 19 ] as also nonenzymatic  ca  talysts [ 20 ].   

13.4     Implantable Blood Gas Sensors 

 It is essential to monitor the health status of  cardiopulmonary function   in hospital-
ized critically ill patients. For this monitoring, it is necessary to carry out quantifi ca-
tion of blood gases such as pO 2 , pH, and pCO 2  in blood fl owing in an artery. These 
measurements are performed by a  catheter-type sensor   positioned in the radial 
artery of the patient [ 21 ]. 

 An indwelling electrochemical oxygen sensor works on the classical Clarke- 
style amperometric principle. In this sensor, oxygen undergoes reduction at a micro- 
dimensional working electrode of platinum, silver or gold. This electrode is confi ned 
within a narrow diameter gas-permeable catheter tube made of a polymer. An Ag/
AgCl reference electrode is also tucked inside the catheter [ 22 ]. Partial pressure of 
oxygen in the medium surrounding the catheter is proportional to the current. 
Hence, it is obtained from the current value. 

 Another potentiometric catheter design entails measurement of the corrosion 
potential (EMF) of a cobalt working electrode inserted within an analogous con-
stricted diameter tubing [ 23 ]. 

 Implantable electrochemical pH and pCO 2  sensors are typically  potentiometric 
devices  . These are based on either polymer membrane pH electrode technology or 
the use of solid state metal-oxide-based pH microsensors [ 24 ]. Incorporation of 
lipophilic proton ionophores, e.g., tridodecylamine, within the walls of plastic tub-
ing offers a convenient means to evolve a dual pH/pCO 2  sensing design. This design 
has provided truthful in vivo results in animal experiments [ 25 ]. 

 One commercially available product is the Paratrend probe, developed by  Pfi zer/
Biomedical Sensors  . This indwelling sensor is based on a hybrid design using elec-
trochemical and optical  techniques  . Oxygen is sensed electrochemically. But pH 
and pCO 2  are determined by fi ber-based optical fl uorescence sensors [ 26 ]. The per-
formance of the Paratrend probe has been reported to be acceptable [ 26 ,  27 ]. 
Nonetheless, in situ recalibrations have been suggested to be carried out frequently 
[ 27 ]. Notwithstanding, such an implanted device provides valuable trend or ten-
dency information for monitoring the status of the patient. It may be noted that the 
analytical results may not always agree with values obtained by in vitro tests on 
discrete blood samples. 

13.4 Implantable Blood Gas Sensors
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 The above deviations may be signifi cant. Therefore, they have prevented 
implantable devices from fi nding widespread clinical use. Hence, it is essential to 
understand the causes of deviations associated with the implanted devices when 
they are employed for constant measurements in the body. The main cause is the 
biological response of systems in living condition to the weird external devices 
inserted in the fl owing blood stream. Protein molecules, e.g., collagen, fi brinogen, 
and von Willebrand factor (VWF—a blood clotting glycoprotein), are found to 
adsorb on the polymer exteriors of in vivo sensors in no time [ 28 ]. The protein coat-
ing thus formed by adsorption acts as an intermediary in the adherence and  trigger-
ing   of metabolically agile cells such as platelets [ 29 ]. The platelets display a central 
role in coagulation of blood. Activated platelets recruit circulating cells to the sur-
faces of the polymer. Eventually  blood clots   are formed. Active cells present on the 
covering of these sensors produce local changes in the hydrogen, oxygen, and car-
bon dioxide concentrations due to cellular respiration, altering their concentrations 
in comparison to the main blood fl ow. These local changes vitiate the 
measurements. 

 Nitric oxide is an effective  vasodilator   (a medicine which dilates or opens blood 
vessels) and preventer of platelet adherence and triggering. It is generated from 
 L -arginine by a category of enzymes called  nitric oxide synthases (NOS)     . Therefore, 
release or generation of NO locally at the interface between the blood and the sensor 
may help to control the hemocompatibility problem. For impeding platelet adher-
ence and triggering, the nitric oxide must be released at or over the discharge from 
regular  endothelial cells  . Thus bloated formation of thrombus is prevented. On 
these grounds, a plausible solution that has been suggested to overcome the biocom-
patibility issues in intravascular estimation of blood gases in real time is through the 
inhibiting action of locally released nitric oxide at the interface of the sensor with 
the blood, as elucidated above [ 30 ]. 

 For continuous production of NO at the interface between the sensor and the 
blood, in situ NO generation was planned. In this plan, NO was produced by 
 catalytically decomposing endogenous  S -nitrosothiols (RSNOs) inside the blood. 
This was achieved by entrenching metallic Cu particles intended to serve as cata-
lysts. The Cu particles were of two different sizes (3 μm and 80 nm). The Cu-particle 
entrenchment was done in thin polymer coatings. The coatings were made on the 
surface of oxygen-sensing catheters working on electrochemical principle. The 
catheters were intravascular, i.e., placed within the blood vessel. More accurate val-
ues were obtained from the sensor thus fabricated as compared to control sensors, 
which did not produce nitric oxide. This was corroborated by implantation of the 
two types of sensors in arteries of the pig for 19–20 h. The NO-releasing sensor 
showed reduced tendency towards surface thrombus formation than the control sen-
sors. The NO-generation approach offers a possible answer to this problem. This 
approach may be applicable to other sensors, which are always in contact with 
blood during their functioning.  

13 Implantable Sensors
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13.5     Artifi cial Pancreas Concept 

13.5.1      Metabolite Sensors   

 Certain organic compounds are produced during the life-sustaining chemical pro-
cesses, e.g., digestion or other bodily chemical transformations, taking place within 
a living organism. These compounds are produced either as an intermediate or as a 
product. A well-known example is glucose (simple sugar). Such compounds are 
known as metabolites.  

13.5.2     Treatment Options for Diabetes 

 Type 1  diabetes   (T1D) is a disease of serious nature, which has caused worries to 
many people and therefore caught the attention of several scientists worldwide. It is 
brought about by a diminution of performance of pancreatic β-cells. The decreased 
functionality leads to insuffi cient insulin production [ 31 ]. Transplantation of the 
whole pancreas or islets of Langerhans is a possible treatment. But such transplanta-
tion is riddled with several issues. Main issues are accessibility to transplants and 
acceptability of long-term immunosuppression. Protracted function of grafted organ 
or cells is not fail-safe. Traditional therapy employs multiple daily insulin injec-
tions. Automatic/semiautomatic systems are required to replace this therapy. A life-
long implanted fully automated artifi cial or bio-artifi cial pancreas (BAP) represents 
a boon for type 1 diabetics. It will substitute the functionality of the endocrine 
pancreas. The artifi cial pancreas (Fig.  13.5 ) will use an accurate in vivo glucose 
sensor for constant real-time measurement of blood glucose levels. These glucose 
values will be used to modulate insulin dispensation in a closed-loop diabetes man-
agement. An implantable insulin pump will be the source of insulin. Thus the pump 
will supply the optimum, timely insulin dose in accordance with blood glucose level 
variations. This arrangement will provide relief to the vast diabetic population 
around the world. It will replace the present discrete methods of glucose estimation. 
At present, glucose determination is done from test strips through intermittent blood 
sampling by painful fi nger pricking. The artifi cial pancreas will be a painless and 
continuous method. It will eliminate patient intervention. It will also give glucose 
level information during different physiological states of the patient such as sleep, 
walking, running, etc.

   First suggested in the 1960s [ 32 ], there have been persistent attempts for realiza-
tion of implantable glucose sensors. In several efforts towards this direction in ani-
mal and human studies, it was observed that the sensor signal drifted appreciably 
after implantation. This postimplantation drift makes it impractical to quantitatively 
correlate the signal with the dynamic blood glucose concentration from the preim-
plantation calibration characteristic. The drift occurs either due to inherent proper-
ties of the sensor or local physiological phenomena in the  surro  unding tissues.  

13.5 Artifi cial Pancreas Concept
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13.5.3     Subcutaneously Implanted Glucose Biosensor 

 Updike et al. [ 33 ] applied a polyurethane membrane containing entrapped glucose 
oxidase on a polarographic H 2 O 2  sensor with an  O-ring  . This membrane polymer 
material could avert oxygen defi cit. For trouble-free sensor operation in the biologi-
cal environment, they added two coatings over the active sensing membrane layer:

    1.      Bioprotective membrane layer   : It functions to prevent macrophages from reach-
ing in close vicinity of the enzyme active membrane. Macrophages choreograph 
the formation of the foreign body capsule (FBC). They undergo degranulation. 
During this process, a potent albeit momentary oxidative species is released from 
the myeloperoxidase enzyme. The enzyme produces hypochlorite ClO −  (bleach). 
The univalent anionic ClO −  group destroys the polyurethane membrane contain-
ing the enzyme in active form, thereby quickly terminating the functioning of the 
sensor.   

Glucose sensor
and transmitter

Insulin pump
Glucagon pump

Control unit

  Fig. 13.5    Artifi cial pancreas containing glucose sensor and transmitter for checking glucose level 
in the blood every few minutes and sending the glucose information to the controller unit fi tted 
with two  infusion pumps  , one for insulin for lowering glucose concentration and another for glu-
cagon for raising glucose concentration       
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   2.      Angiogenic layer   : The term “angiogenesis” refers to the process of creation of 
fresh blood vessels from those prevailing at an earlier time. The angiogenesis 
layer is based on expanded polytetrafl uorethylene (PTFE). It is placed over the 
bioprotective layer. It allows glucose diffusion by fostering the growth of new 
fi ne branching blood vessels serving as passageways ahead of the sensor win-
dow. At the same time, it reduces the infl uence of foreign body reactions caused 
by macrophages on sensor function. After about 7 days, the abovementioned 
capillary formation was found to stabilize the  enviro  nment around the  sens  or.    

  The sensors were sterilized with 0.05 % thimerosal (C 9 H 9 HgNaO 2 S) or 2.4 % 
glutaraldehyde CH 2 (CH 2 CHO) 2  for 16 h at the comfortable ambient temperature. 
The sterilized sensors were implanted in dogs. These dogs were rendered diabetic 
for a limited period by obstructing the secretion of insulin by injecting a synthetic 
somatostatin, a hormone inhibiting somatotropin secretion. A superfl uous payload 
of enzyme inside the membrane enabled a lifetime of 3–5 months for this sensor. 

 Updike et al. [ 33 ] reported a linear response of the sensor in the clinically rele-
vant blood glucose range 2.2–38.9 mmol/L, which is equivalent to 40–700 mg/dL. 
The response time was 4–7 min. In the best situation, the interval of recalibration 
was 20 days, and utmost lifetime was >160 days. In contradistinction, implantable 
glucose sensors without the angiogenic layer showed relatively less linearity. They 
had a dynamic range up to 22 mmol/L glucose. In the best circumstance, the interval 
of recalibration was found to be 18 days. The maximum lifetime observed was 94 
days. These data for sensors without the angiogenic layer showed that their perfor-
mance was much inferior in comparison to those of sensors with angiogenic layer. 

 Later pilot trials conducted in diabetic human beings suggested comparable sta-
bility in glucose sensing [ 34 ]. Thus this subcutaneously implanted glucose sensor 
has good prospects as a trouble-free durable device for continuously monitoring 
glucose concentration in the blood.   

13.6     NO Detection-Based Implantable Infl ammation Sensor 

 An optical sensor for in vivo  NO detection   has been reported [ 35 ]. It uses semicon-
ducting single-walled carbon nanotubes (SWCNTs). In order to detect NO, the sen-
sor has to perform two jobs: to provide selective molecular recognition and to carry 
out optical transduction of recognition. To accomplish these tasks, proper function-
alization of the SWCNTs is necessary. Besides biocompatibility, this functionaliza-
tion should also exhibit long-term stability after implantation inside the body. These 
requirements greatly restricted the choice of available interfaces. It was found that 
an oligonucleotide ds(AAAT) 7  of DNA enabled selectivity of SWCNTs for NO 
detection. This selectivity was sustained after ligation to a  polyethylene glycol 
(PEG)  , C 2 n  H 4 n +2 O  n +1 , segment having a molecular weight of 5 kDa. The copolymer 
ligated with polyethylene glycol could stabilize near-infrared fl uorescent sensors 
based on single-walled carbon nanotubes (SWCNTs) in solution. Hence, these 
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sensors could be introduced by intravenous injection into mice. The sensors emp-
tied from the lungs within 2 h after injection. Thus they evaded in vivo nanotoxicol-
ogy. The half- life for their withholding in the liver was 4 h. After they were localized 
within the liver, transient infl ammation could be tracked employing nitric oxide as 
an indicator and gesturing molecule. 

 The intravenously injected PEG-(AAAT) 7 -SWCNTs worked on a shorter time 
scale. In contrast to these shorter time scale sensors, the researchers investigated an 
implantable alginate-encapsulated sensor platform for localization of (AAAT) 7 - 
SWCNTs specifi c to tissues. They studied its performance on a longer time scale 
covering several days and months. The (AAAT) 7 -SWCNTs were found to perform 
well as infl ammation sensors for nitric oxide detection, which were capable of oper-
ating in vivo. They gave a limit of detection ~1 μM. Due to the nonexistence of 
photobleaching, they were practically stable for >400 days. Only minor changes in 
activity were observed. There was neither intrinsic immune reactivity nor any unfa-
vorable response during this long period. 

 Two operational modes for functionalized SWCNT sensors were explained: 
injection trailed by confi ning inside the liver and straight implantation into a defi -
nite tissue.  

13.7     Discussion and Conclusions 

 Implantable sensors provide measurements of target analytes inside the human 
body in real time. For accurate measurements, highly selective, drift-free, low-cost, 
energy-effi cient sensors are needed. According to reports [ 35 ], a nitric oxide sensor 
can be inserted subcutaneously for a period longer than a year and used for monitor-
ing cancer or infl ammation-causing diseases. Time is not far off when implantable 
sensors will become a part and parcel of healthcare instrumentation and the medical 
care paradigm will shift to a personalized model in which the remotely located doc-
tor would attend to patient’s problems and solve them through wireless networks. 

 Review Exercises 
     13.1    Implantable sensors must be drift-free. If an implanted sensor has a 

small drift, how can the necessary correction for drift be applied exter-
nally to a fully sealed implanted sensor?   

   13.2    How is the low power consumption requirement of implantable sen-
sors achieved using capacitors and switched capacitor techniques?   

   13.3    What is meant by the term, “high blood pressure”? What are the poten-
tial health risks to a hypertension patient? How is blood pressure com-
monly measured? Can these methods provide blood pressure values at 
an internal site of the body? What solution do you propose?   

(continued)
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    Chapter 14   
 Cardiac Pacemakers                     

    Abstract     Ever since the introduction of the fi rst artifi cial pacemaker in 1932, 
 pacemaker technology has advanced rapidly. The early pacemakers could not sense 
the electrogram. They were brainless devices which only paced the ventricles asyn-
chronously. Subsequent advanced devices called demand mode pacemakers con-
tained a sense amplifi er. This amplifi er measured the cardiac activity of the patient 
to evade competition of the actual rhythms of the heart with paced rhythms. 
Furthermore, single-, dual-, and biventricular pacemakers were launched. Single-
chamber pacemakers (one lead) were used to set the pace of only chamber of the 
heart; this single chamber was usually the left ventricle. Dual-chamber pacemakers 
(two leads) could set the pace of two chambers of the heart. Biventricular pacemak-
ers used three leads. One lead was placed in the right atrium. The other two leads 
lay inside the ventricles, one lead per ventricle. Another noteworthy feature is that 
the early devices were an assembly of discrete resistors, transistors, and capacitors 
wired together on printed circuit boards, whereas the new devices are highly com-
plex and integrated microprocessor- based systems. They are essentially extremely 
small computers equipped with RAM and ROM facilities. The topical topologies of 
pacemakers are tremendously complicated. They include two parts: the analog part 
and the digital part. The analog portion comprises the sense amplifi er and an output 
stage which performs the pacing. The digital portion consists of sections containing 
the microcontroller with associated circuitry and the storage memory with acces-
sories. The pacemakers are capable of implementing diagnostic scrutiny of the 
received electrograms. They provide device programmability. Also, they offer adap-
tive rate pacing, i.e., they are able to change the paced rate in proportion to meta-
bolic workloads using an accelerometer.  

  Keywords     Pacemaker   •   Sinoatrial node   •   Unipolar lead   •   Bipolar lead   •   ECG   • 
  Arrhythmia   •   Single-chamber/dual-chamber/biventricular pacemaker   •   Asynchronous/
synchronous pacemaker   •   NBG code   •   Epicardial/transvenous implantation   
•   Rate-responsive pacemaker   •   Pacing lead  
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14.1               Introduction 

 A pacemaker of the 1960s typically weighed 250 g, contained a circuit based on two 
transistors and powered by 4–6 batteries, had a fi xed pulse rate (asynchronous), 
producing 1 ms wide pulses at 70 pulses per minute, was non-programmable, and 
had a service life less than 3 years with uncertain reliability. Remarkably contrast-
ingly, a present-day pacemaker weighs 10 times less; uses avant-garde micropro-
cessor-/microcontroller-based integrated electronic circuitry and memory along 
with the analog segment containing the  sense amplifi er   and the output pulse for 
pacing; is fed by high energy density lithium/iodine batteries with life >10 years; 
employs novel materials for electrode tips and new structures providing exception-
ally low thresholds of stimulation; uses advanced hermetic packaging; can sense 
intrinsic heart activity and adjust pacing rate; is  multi-programmable  ,  dual-chamber 
catering   to both the chambers of the heart; and is capable of performing diagnostic 
functions, data collection, telemetry, and a multitude of other tasks [ 1 ]. Figure  14.1  
illustrates the chambers of the heart. This diagram will help readers in following the 
contents of this chapter easily.

14.2        Natural and Artifi cial Pacemakers of the Heart 

 The  sinoatrial (SA) node  , also called the sinus node, is a cluster of cells. It is located 
in the right atrium of the heart in a region near the top of the atrium. It lies close to 
the junction with the superior vena cava (Fig.  14.2 ). Electrical discharges released 
from this node regulate the normal rhythm of the heart. This small area of the  heart   
is therefore known as its natural pacemaker. It performs the task of starting and 
controlling each cycle of the heart, inclusive of its electrical and mechanical activi-
ties. The electrical impulses produced by the SA node trigger the quivering of heart 
muscles, their contraction, as well as their dilation. They look after the proper syn-
chronization of  heart muscles  . The synchronization is imperative for forcing the 
blood into the  ventricles  . Looking at the spreading paths of the electrical signals 
from the SA node, these signals travel rapidly throughout the atria. They reach the 
ventricular muscle through conducting pathways. This is essential to ensure the 
simultaneity of contraction of all the muscle fi bers. The pathways comprise the 
internodal tracks and atrial fi bers. The  atrioventricular node (AV node)   itself is 
included in the pathways. Other main components are the bundle of His, the right 
and left bundle branches, along with the Purkinje fi bers.

   The normal rhythm of the heart consists of 60–100 contractions per minute. It 
varies with physical stress or emotional strain, increasing under both these condi-
tions. It decreases when a person is taking rest. The heart beating rate differs from 
person to person. Abnormal conditions can infl uence this rate drastically. Among 
such conditions can be mentioned heart injuries. Generalized infections too can 
affect the heart beat. In diseased conditions, the electrical system of the heart does 
not work properly. This happens either if the SA node is in a diseased condition or 
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  Fig. 14.1     Chambers   of the heart       

the conduction system has become choked or clogged  up  . Then impulses from the 
node do not propagate along their normal trajectories or courses. So the heart starts 
to beat uncharacteristically. If the ventricles (lower chambers) of the heart beat too 
slowly, the patient needs an artifi cial heart pacemaker. The pacemaker helps to make 
it beat regularly again. Thus, enough  blood fl ows   around the body. 

 The artifi cial pacemaker is an electrical stimulator (Fig.  14.3 ). This stimulator is 
implanted immediately beneath the skin of the patient’s chest below the  collar bone  . 
It produces a periodical train of electrical pulses that are transmitted to the elec-
trodes. These electrodes are situated on the outer layer of the walls of the heart called 
 epicardium  , the middle layer of heart walls known as the myocardium, or the inner 
layer of the heart walls termed the endocardium. The controlled, rhythmic stimuli are 

 

14.2  Natural and Artifi cial Pacemakers of the Heart



270

Left
atrium

Right
atrium

Left
ventricle

Right
ventricle

Aorta
Su

pe
rio

r v
en

a 
ca

va
In

fe
rio

r v
en

a 
ca

va

Sinoatrial (SA) node
Atrioventricular 

(AV) node

Bundle of His

Right bundle branch

Left bundle branch

Left anterior 
division

Purkinje 
fibers

Left posterior division

  Fig. 14.2    Electrical conduction system of the heart       

delivered to the heart muscle. They cause it to maintain an effi cient heart rate over 
extended periods of time. Thus, the heart functions with its normal pumping capac-
ity. This effect can be used as a prosthetic aid in those diseases in which the heart is 
not intrinsically stimulated at a proper rate [ 2 ]. Thus, pacemakers are cardiac rhythm 
managers capable of correcting a myriad of complex heart abnormalities.

   The main function of a typical pacemaker is to detect and investigate the heartbeat 
of a person to fi nd out if it is normal or irregular. Whenever any such irregularities 
are detected, it paces the heart via electrical stimulation. Electronically, the artifi cial 
pacemaker is an embedded system operating in real time. It has both software and 
hardware capabilities. It is placed inside hermetically sealed encapsulation. 
Functionally, it comprises at least three parts: (a) an electrical pulse generator, (b) a 
source of electrical power (battery), and (c) an electrode (lead) system. The electrode 
system establishes the electrical connection of the pulse generator with the heart 
(Fig.  14.4 ).
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  Fig. 14.3    Patient with implanted pacemaker       

14.3        Unipolar and Bipolar Stimulation 

 In a unipolar stimulating device, the electrode tip stimulates the heart. The pace-
maker unit serves as the reference. In a bipolar device, the lead has both a stimulat-
ing tip, the cathode, and a ring, the  anode  . The ring generally has a much larger 
surface area. The separation between the ring and tip is typically 2–3 cm, depending 
on the pacemaker model. In all modern pacemakers, stimulation occurs at the  cath-
ode  . The stimulating cathode is situated in or on the myocardium of the heart. The 
anode is located distally near the heart (bipolar pacing) or remotely as a part of the 
 pulse generator   (unipolar pacing). 
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 The  current threshold   of stimulation is the same for both unipolar and bipolar 
leads. The  voltage threshold  , however, is slightly higher for a bipolar lead because 
of the increased lead resistance. This increased resistance during bipolar pacing is 
due to the ring area being much smaller than the pacemaker case area (which is the 
anode in unipolar pacing). Since resistance is a function of conduction path area, the 
anode in bipolar pacing has more resistance than in unipolar pacing. 

 A benefi t of a bipolar lead confi guration is that the  signal-to-noise ratio   of the 
sensed heart signals is better than that found with unipolar leads. The bipolar sens-
ing confi guration eliminates much of the noise resulting from nearby muscle move-
ment. Most modern devices can be changed from unipolar to bipolar confi guration 
and vice-versa. This changeover is implemented through telemetry. 

 Table  14.1  presents the salient features of the two types of pacemaker leads.

14.4        The Electrocardiogram Waveform 

 By fi xing electrodes on the surface of the human body, the electrical activity of the 
heart can be recorded accurately. This waveform is called the electrocardiogram 
(Fig.  14.5 ).

   The voltage range of electrocardiogram (ECG) signals is 2 mV when  peak-to- 
peak values   are considered. Its bandwidth is 0.05–150 Hz. The ECG signal of a 
normal person (Fig.  14.6 ) contains fi ve distinct waves: (a) the P-wave indicates 
atrial depolarization, (b) the Q-wave points at septal depolarization, (c) the R-wave 
signifi es early ventricular depolarization, (d) the S-wave hints at late ventricular 
depolarization, and (e) the T-wave signals repolarization of the ventricles. In some 
persons, a minor peak occurs either at the end or after the T-wave. It is called the U 
wave. Its origin is believed to be a repolarization potential.

Battery
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circuit

Connector

Lead

Electrode

Casing

  Fig. 14.4    External appearance of the cardiac pacemaker       
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   Table 14.1    Unipolar and bipolar leads   

 Sl. No.  Unipolar leads  Bipolar leads 

 1.  It consists of a single isolated conductor with 
an electrode typically protruding at the tip of 
the lead. This electrode is the cathode. The 
pulse generator housing is used as the anode. 
It is usually stationed in the pectoral region so 
that the anode–cathode distance exceeds 10 cm 

 It comprises an arrangement of two 
isolated conductors, which are 
connected to the two electrodes. The 
distance between anode and cathode 
is usually not >1.5 cm 

 2.  Sensing behavior is inferior to bipolar leads  It outperforms unipolar lead. It has an 
improved signal-to-interference ratio. 
When atrial activation is to be sensed, 
its lower sensitivity to far-fi eld 
potentials produced by the ventricles 
is a distinct advantage 

 3.  It is less affected by electromagnetic 
interference (EMI). Skeletal muscle 
potentials too cannot infl uence it harmfully 

 EMI and skeletal muscle potentials 
cause signifi cant disturbances 

 4.  It is more fl exible mechanically  It is inelastic and more intricate from 
a mechanical construction perspective 
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   The P waves should all look similar and not exceed 0.3 mV. The P–Q interval 
arises from the propagation delay  time   of the specialized cells. These cells are the 
AV node and the His–Purkinje system. The P–Q interval usually lasts for 0.2 s. The 
QRS complex represents the ventricle depolarization waveform. The S–T interval 
signifi es the duration of the action potential. Normally, it persists for about 
0.25–0.35 s.  

14.5     Arrhythmias and Pacemaker Indications 

 Arrhythmias are cardiac problems in which rhythms of heart beats become abnor-
mal. They increase, decrease, or become irregular. Main types of arrhythmias are: (a) 
increased heart beat or tachycardia >100 beats per minute, (b) decreased heart beat 
or bradycardia  < 60 bpm, or (c) irregular heart rhythm. There are two common causes 
of  bradycardia  . One cause is the sickness of sinus syndrome. It is a disease affecting 
the  sinoatrial (SA) node  , the natural pacemaker of the heart. The other cause is heart 
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block. A block of this kind occurs when the upper chambers of the  heart  , namely, the 
atria, and its lower chambers, viz., the ventricles, are not harmonized in action. As a 
result,  atrioventricular (AV) block   takes place. The impact of these diseases is that 
heart beats too slowly. It beats either sporadically or beats at a laggard pace all the 
time. In all cases, the heart might not be able to propel plenty of blood. The blood 
pumped might not be ample enough to cope up with the needs of the body. At this 
declining heart rate, blood supply to the brain decreases profoundly. This may lead 
to light headedness and sometimes fainting. 

 Pacemakers are used in the following conditions [ 3 ]: (a) sick sinus syndrome, (b) 
symptomatic sinus bradycardia, (c) tachycardia–bradycardia syndrome, (d) atrial 
fi brillation with sinus node dysfunction, (e) full atrioventricular block (third-degree 
AV block), (f) chronotropic inadequacy (incompetence to increase the heart rate to 
concord with exercise level), (g) lingering QT syndrome, and (h) cardiac resynchro-
nization therapy (CRT), biventricular pacing, or multisite ventricular pacing.  

14.6     Types of Artifi cial Pacemakers 

 According to the number of pacing leads used, artifi cial pacemakers are of three 
types: (a)  single chamber  , (b)  dual chamber  , and (c)  biventricular   (Table  14.2 ).

   Figures  14.7 ,  14.8 , and  14.9  will help in understanding the placement locations 
of the pacing lead in single-chamber, dual-chamber, and biventricular pacemakers, 
respectively.

     Based on the pacing demands, pacemakers are subdivided into: (a) asynchronous 
and (b) synchronous pacemakers (Table  14.3 ). An asynchronous pacemaker deliv-
ers signals at a fi xed speed. But a synchronous pacemaker fi rst senses the endoge-
nous cardiac electrical activity (spontaneous depolarization). It withholds or inhibits 
its output of electrical stimuli in case of detection of a signal derived from the inbuilt 
electrical activation of the heart. It activates only on receipt of sensations, which 
show inadequacy of the spontaneous rhythm by the heart. In this way, the competi-
tion of the implanted pacemaker with the patient’s own natural pacemaker is 
avoided. Thus, it minimizes the risk of pacemaker-induced fi brillation associated 
with rapid, unsynchronized contraction of cardiac muscles. It performs its task by 
measuring the interval between the native beats of the heart. It delivers a  stimulating 
pulse   whenever that interval exceeds a set value.

   Table 14.2    Pacing lead-wise classifi cation of pacemakers   

 Single chamber  Dual chamber  Biventricular 

 It uses one pacing lead 
only, placed either in the 
atria or ventricles. 
Generally, the lead 
placement is done in the 
right ventricle 

 It uses two pacing leads, one 
lead in the atria and other lead 
in the ventricles. Commonly, 
one lead is stationed in the 
right atrium and the other lead 
in the right ventricle 

 It uses three pacing leads. 
Position-wise, the fi rst lead 
is inserted in the right atrium. 
The second lead lies in the 
right ventricle and the third 
one in the left ventricle 
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  Fig. 14.7     Single-chamber pacemaker         

   The normal heart rhythm varies all throughout the 24 h of the day. It beats in a 
relaxed fashion or quickens up several times during this span. The deceleration or 
acceleration of heart rate is dependent on a person’s level of activity, exercise, and 
other factors. In the resting or sleeping state of an individual, the heart slows down. In 
response to exercise, excitement, and elation, it speeds up. Rate-responsive pacing is 
desired for a patient whose heart fails in adjusting its beating rate to meet the demands 
of activities carried out by the human body. A rate-responsive or frequency-  responsive   
pacemaker uses an activity sensor to perceive the intensiveness or severity of the 
physical activities of the body to regulate the pacing rate. This sensor is an electronic 
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  Fig. 14.8     Dual-chamber pacemaker         

device to detect changes in metabolic demand. It does so by measuring some relevant 
parameter from the body. Such a decisive parameter could be body motion of the 
patient. Parameters such as respiration rate, pH, blood pressure, etc., too can be used. 
The sensor forms a component of either the pacemaker device itself and/or its lead. In 
accordance with the measured value of the parameter, an algorithm in the pacemaker 
automatically adjusts its output. Modern rate-responsive pacemakers are endowed 
with the capability of acclimatizing to a broad range of sensor inputs for meeting the 
physiological needs and/or catering to the activities of the user. Looking at the level of 
daily activities of a specifi c patient, the attending physician fi ne-tunes the sensor(s) to 
meet individual needs. Rate-responsive pacing meticulously mimics the normal heart-
beat maintaining harmony with patient’s bodily exertion.  
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  Fig. 14.9     Biventricular pacemaker         

14.7     Pacemaker Codes 

 A standardized classifi cation code has been developed for pacemakers. Its objective 
is to facilitate the use and understanding of pacemakers. It is used as a shorthand to 
explain the reasons for the implantation of a particular pacemaker in a given patient. 
It does so by providing quick information about the principal features of the pacing 
system used by the patient. These features are the heart chamber paced and the 
chamber  sensed  . It also tells about the type of response to intrinsic beats and other 
characteristics. 
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 The NBG code has evolved from a joint project of two esteemed groups. One of 
these groups is the North American Society of Pacing and  Electrophysiology  , with 
acronym NASPE. The other group is the British Pacing and Electrophysiology 
Group, represented by acronym BPEG [ 4 ]. The full form of the NBG code is quite 
lengthy, and the letters N, B, and G stand for the bold letters (North, British, and 
Generic) in its expanded form, viz., “ North  American Society of Pacing and 
Electrophysiology ( N ) and  British  Pacing and Electrophysiology Group ( B ) Generic 
( G ) Pacemaker Code.” In this code, a sequence of letters is used to describe the 
mode in which the pacemaker is operating [ 5 ]. 

 The fi rst two positions of this code represent the chamber(s) of heart paced and 
chamber sensed. These positions seem relatively straightforward. 

   The fi rst letter (position I)    of the code designates the chamber (or chambers) of 
the heart being paced. This could be A standing for atria, V denoting ventricles, or 
D indicating dual or both. 

  The    second letter (position II)    of the code stipulates the chamber that is being 
used for executing the second function of a pacemaker, namely, sensing of native 
signals from the heart. It indicates from: which chambers the pacemaker is receiv-
ing the sensing signal? Again, this could be A for atria, V for ventricles, D for dual, 
or O for none, i.e., no sensing takes place. 

  The    third letter (position III)    tells us the pacemaker’s mode of response to a sensing 
event. In plain words, it explains the action taken by the pacemaker upon detection of 
a particular type of activity in a “sensed” chamber. The response of the pacemaker 
could be one of the three types: T standing for “triggers the pacemaker,” I for “inhibits 
the pacemaker,” and D for “dual – inhibited and triggered”. Rarely encountered, the 
letter T (triggered) in the third position is an admirable method to watch the locality 

   Table 14.3    Asynchronous and synchronous  pacemakers     

 Sl. 
No. 

 Asynchronous or fi xed-rate or non-demand 
pacemaker 

 Synchronous or inhibited or demand 
pacemaker 

 1.  It delivers electrical pulses at a fi xed rate to 
the ventricle. The pulse repetition frequency is 
factory preset and  unalte  rable. No attention is 
paid to the spontaneous activity taking place 
inside the patient’s heart, i.e., its function is 
independent of any atrial or ventricular activity 

 It provides an electrical impulse for 
stimulating the heart only under one 
condition. This condition is that the 
natural heartbeat must be absent. 
Otherwise, it remains inoperative 

 2.  In this mode, competition between the 
delivered pulse and the natural heart activity 
can occasionally provoke arrhythmias. 
Ventricular fi brillation may also be triggered 

 It includes a sensing amplifi er 
section along with the asynchronous 
pacemaker. This amplifi er detects 
intrinsic heart activity. The unwanted 
antagonism between the two pacing 
rates is thus avoided 

 3.  It unnecessarily wastes battery power by 
delivering pulses even when they are not 
required, thereby shortening its life 

 It prolongs the battery life of the 
system. This is because of its 
need-based activation occurring 
only when pacing stimuli are 
actually called for 

 4.  It is rarely used today except to initiate or 
terminate some tachycardias 

 It is the commonly used pacemaker 
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of sensing of inherent events. It is generally used for device testing. Upon identifi ca-
tion of the third letter as I (inhibited), the manner of retorting is to hold back or refuse 
giving an output from the pacemaker when an event is sensed. The letter D (dual) in 
the third position is an indicator of the fact that the device will answer back to  the   
sensed signal in one of the two ways: (a) either it will inhibit the pacemaker response 
and trail the sensed event or (b) it will restrain the output to be provided on the sensed 
channel. Instead, it will prompt an output to preserve the AV synchronization. 

  The    fourth letter  (position IV)   conveys information about what parameters of the 
device are programmable? Let us consider the letter R (denoting “rate response”) in 
position IV. It only gives the information that the pacemaker has the capability of 
being programmed (and programmed to) a function that is rate responsive. The let-
ter C, standing for “communicating” articulates that the pacemaker is adept at trans-
mission and/or reception of data for the purpose of providing information or for 
programming. M denoting “multi-programmable” suggests that the device is capa-
ble of being programmed in more than three parameters. Programmable parameters 
of interest are rate, sensing, and output. Refractory periods, mode, and hysteresis 
are also important. P (meaning “simple programmable”) usually indicates that the 
pacemaker has three or fewer parameters that can be programmed. Seldom does one 
come across the symbol O (none). This symbol indicates that there are no program-
mable parameters for this pacemaker. 

  The    fi fth letter  (position V)   hints at the provision of any antitachycardia features 
in the pacemaker, as a supplementary facility. This letter place is earmarked fully 
for utilization by the implantable cardioverter defi brillators (ICDs). This position 
expresses their capability to pull patients out of lethal tachycardias by delivering 
them pacing or shock pulses. Most present-day ICDs are represented by the letter D 
 in   the fi fth position. The letter D stands for dual – shocks and paces.  

14.8     Fitting the Pacemaker 

14.8.1     Surgery for Pacemaker 

 Pacemakers are mostly fi tted by  transvenous implantation  ; in a few cases, they are 
fi tted by  epicardial implantation  . Before fi tting the pacemaker, the patient is given 
 antibiotics   to avoid any infection even though the procedure is done under sterile 
conditions. 

 In transvenous implantation, the surgery takes about an hour as a day case with 
local anesthesia and under sedation. Making an incision on the left side under the 
 collarbone  , the pacemaker is inserted between the skin and chest muscle. The wires 
are slipped into a vein and guided under X-ray screening to the relevant chamber of 
the heart. After connecting the electrode leads to the pacemaker box, the box is fi t-
ted into the small pocket between the skin and the chest muscle. The incision is 
stitched and dressed up. The pacemaker is hardly visible from outside unless, of 
course, the person is very lean and thin. A small bump in the skin can be seen over 
the place where the pacemaker has been implanted. 
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 Epicardial implantation is done if it is diffi cult to get to the  veins   in the more 
practiced  transvenous method  . Here, the electrode lead is affi xed to the outer sur-
face of the heart, the epicardium, through a cut in the abdomen or chest wall. After 
pacemaker insertion, the patient is checked for blood pressure or any bleeding from 
incision site. Waking up from the effect of sedation, the patient is allowed to eat and 
drink and get up on feet with the advice on how to sit up or how far to move the arm 
to avoid any lead displacement. Some stitches dissolve on their own while others 
need to be cut after 7 days. Antibiotics/painkillers are continued for a few days. The 
lead position is checked by a chest X-ray examination. A cardiac physiologist 
adjusts the pacemaker parameters suitable for the patient. 

 The patient has to follow the restrictions on heavy weight lifting for several 
weeks. Extreme motion of the arm on the side of the pacemaker is not permitted. 
Returning to normal activities is possible within a few days. A pacemaker identifi -
cation card is given to the patient. This card gives details about the make and model 
of the implanted device. On this card is written the specifi c information on the type 
of leads and pacemaker implanted. It is recommended that patients should carry this 
card whenever they move out on tour. This card is helpful to healthcare profession-
als during subsequent patient monitoring and medical evaluations. It can also be 
shown to the security personnel at airports [ 6 ].  

14.8.2     Post-operation Follow-Ups 

 Follow-up appointments with the  card  iologist are required throughout life after 
every 3–12 months. During each consultation, the rate of discharge of the pace-
maker is checked. The intensity of the electrical pulse is determined to fi nd any 
faults and correct them. Modern pacemakers store information regarding the status 
of the battery and performance of the pulse generator. By accessing this informa-
tion, the cardiologist reprograms the pacemaker settings for providing best treat-
ment to the patient. 

 The pacemakers do not impact the lifestyle of the receiving patient adversely. 
But they evoke anxiety about the permissible activities that can be freely performed. 
Patients ask questions regarding the motion and effort (whether they can swim? how 
heavy load can they lift?) and infl uences of the environment (e.g., can they use a 
mobile or cellular phone? or  can   they use an electrical razor for shaving?) [ 7 ].   

14.9     First Pacemaker Implantation 

 The 8th of October 1958 is a red-letter day in the annals of cardiac history. On this 
auspicious day, the fi rst pacemaker implantation [ 8 ] was performed in Sweden. This 
surgery was undertaken by two specialists: Ake Senning and Rune Elmqvist. Ake 
Senning was the heart surgeon, in-charge of the Department of Thoracic Surgery, 
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Karolinska Hospital, Stockholm. Rune Elmqvist was the physician inventor. He was 
a graduate in medicine. However, he had not pursued a medical practice. Instead, he 
became an engineer [ 9 ,  10 ]. This implantation was executed on a 43-year-old 
patient, Arne Larsson, an engineer by profession. The patient had been hospitalized 
with complete heart block and had suffered 20–30 Stokes–Adams attacks daily for 
6 months. A Stokes–Adams attack is a sudden collapse of a patient into uncon-
sciousness with or without convulsions. This happens due to an abnormality in heart 
rhythm, viz., a slow or  absent pulse  . 

 The pacemaker implantation was done at the pleading of Ms. Else Marie. Ms. 
Marie was the patient’s wife who persuaded the doctors to help her despairingly sick 
husband. Taking cue from journal and media releases about continuing experiments 
with stimulation of the heart by  electrical pulses  , the lady requested and pestered the 
two scientists for a solution considered plausible but yet nonexistent, namely, the 
implantable pacemaker. For avoidance of public exposure, the implantation was 
done in the loneliness of the evening. During this period, the operating rooms were 
vacant. To carry out the implantation, a left-sided thoracotomy was done. In this 
 thoracotomy  , two electrodes were inserted in the muscular tissue of the heart and 
tunneled to the box containing the pacemaker. The box was placed in the wall of the 
abdomen. The fi rst implanted pacemaker worked only for a short span of a few hours. 

 The second pacemaker functioned in a satisfactory manner for around a week’s 
duration. Then it suddenly showed a plummeting of the magnitude of pacing  stimu-
lus  . This suggested that probably the lead of the pacemaker had fractured. The fail-
ure was not attributed to malfunctioning of the  pulse generator  . The unit was entirely 
hand- made. It was encapsulated in a new epoxy resin (Araldite). The biocompatibil-
ity of this resin was superb. The approximate diameter and thickness of the pace-
maker were 55 mm and 16 mm, respectively. 

 A blocking oscillator was used for building the pulse generator circuit. This cir-
cuit provided good operational stability and effi ciency. The electrical parameters of 
the pulse generator were as follows: amplitude of the pulses delivered = 2 V, pulse 
width = 1.5 ms, and constant pulse rate = 70–80 beats per minute. The pulse genera-
tor circuit had small power consumption. As an energy source, two Ni–Cd recharge-
able cells were used. These cells had a rating of 60 mAh each. The cells were sealed, 
packaged, and joined in series. They could be recharged by a 150 kHz radio- 
frequency current. The charging current for the cells was produced by an externally 
located vacuum tube working on mains supply. This vacuum tube was connected to 
the external coil. Via a silicon diode, an internal coil antenna of diameter ~50 mm 
was connected to the cells. This internal antenna was inductively coupled percuta-
neously to the large external fl exible coil. This coil measured 25 cm in diameter and 
was attached to the patient’s abdomen using adhesive ribbon. Charging of the pace-
maker was done once a week for 12 h. 

 Rune Elmqvist soon ceased his engrossment in pacemakers. However, he contin-
ued active participation in other fi elds of medical technology. He breathed his last in 
1997 at the age of 90. Ake Senning continued to be very dynamic and agile in the 
fi eld of heart surgery until he died in 2000, aged 84. Arne Larsson, the patient who 
received the pacemaker implants, survived and outlived both the engineer and the 
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surgeon whose glorious and commendable efforts had saved his life. During his 
lifetime, he was fi tted with fi ve lead systems. He required 22 pulse generators. 
These pulse generators were of 11 different models. He died on 28 December 2001 
at the age of 86. Providentially, his death was destined from a malignancy. This was 
totally unrelated to his disease of conduction tissue or his implanted pacemaker.  

14.10     Evolution of Pacemaker Electronics 

14.10.1     Pulse Generators 

 The pulse generator is partitioned into several sections: (a) the sensing circuit for 
detection of the built-in cardiac depolarization signal from the  heart chamber   (s) 
being paced; (b) the output circuit to supply the electrical signal of desired energy 
measured by pulse amplitude and duration to the leads for onward delivery to the 
heart muscle; (c) the  timing circuit   to regulate length of the pacing cycle, refractory 
as well as blanking period (blanking period is the period in which the sensing circuit 
is turned off; refractory period is the period during which the circuit can perceive 
the signal but does not kick off any timing interval), pulse duration, and  timing 
intervals   intervening atrial and ventricular events; (d) the telemetry circuit for con-
veying data and reports from an RF antenna and receiving messages from an RF 
decoder; and (e) a power source for input power. All the components reside inside a 
titanium case that has been hermetically sealed and has a connector block for 
accepting the leads [ 11 ]. 

   Sensing amplifi er   : It is the front end of a pacemaker. It has a vital role of detect-
ing the occurrence of natural heart activity [ 12 ]. Accurate sensing helps the pace-
maker to decide whether or not the heart has produced a beat on its own. This beat 
is the intrinsic heart beat. A sensing amplifi er uses fi lters to allow sensing of P 
waves and R waves. The fi lters reject any inappropriate signals. The electrogram 
entering the amplifi er is examined by a bandpass fi lter. This fi lter has a center fre-
quency of 30 Hz. The frequency of the R-wave of ECG lies in the range 10–30 Hz. 
Amplitude of the R-wave, in general, 5–25 mV (and also P-wave, 2–6 mV for dual- 
chamber pacemaker), is found by comparing with an adjustable reference voltage. 
This seeks to ensure that suffi cient signal is available. Only signals higher than the 
reference voltage are sensed. The slew rate of the signal is also determined. It is the 
time rate of change of voltage and should lie between 0.75 and 2.5 V/s. 

   Output circuit   : Pulse generators work in the constant voltage mode. The pulse 
amplitude lies in the wide range from 0.8 to 5 V. Sometimes, they may be as high as 
10 V. The current varies according to source impedance. Pulse duration extent is 
from 0.05 to 1.5 ms. From the archetypal battery voltage of 2.8 V, elevated voltages 
are obtained by voltage multiplier circuits. As an example, the voltage is doubled by 
charging two parallely connected capacitors of smaller sizes. This combination of 
capacitors is discharged into the output series-connected  capac  itor. 
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   Timing circuit   : Internally generated clocks are run by the signal received from 
the crystal oscillator by the digital timing and control circuit. This operation is car-
ried out at divisions of oscillator frequency. An important circuit is the rate-limiting 
circuit called runaway protection circuit. It prevents the pacing rate from increasing 
beyond an upper limit, should any component breakdown turn out by misfortune. 

   Telemetry circuit   : The pulse generator provides information regarding the pulse 
and electrical parameters such as amplitude and duration of the pulse, impedance of 
the lead and battery impedance, etc., to the programmer. The programmer 
 reciprocates by dispatching messages in coded form to the pulse generator. This 
exchange of information serves to alter parameters and features, and salvage diag-
nostic data. 

   Power source   : Lithium iodide batteries have a life as long as 15 years enhancing 
the pulse generator life to that point. On an average, the battery capacity is in the 
ambit from 0.8 to 3.0 A h. Battery life depends on several factors such as pulse 
amplitude and duration, pacing rate, single-/dual-chamber pacing, lead design, etc. 
The semisolid lithium iodide gradually thickens and inspissates. The internal resis-
tance of the battery is thereby raised. The output voltage varies linearly with internal 
resistance. Hence, it decreases slowly from 2.8 to 2.4 V, which is an indicator of 
90 % usable life of the battery. Thereafter, the voltage decreases exponentially to 
1.8 V. During this span, the internal resistance of the battery rises from 10 to 40 kΩ. 
As soon as the battery voltage decreases to the critical value of 1.8 V, the operation 
of pulse generator becomes unpredictable and random. It goes haywire and is said 
to reach  its   end-of-life.  

14.10.2     Pacemaker Miniaturization 

 Invented by Jack Kilby in 1958 and fi rst used in a pacemaker in 1971, the integrated 
circuits soon gained widespread acceptance. They earned recognition as the regular 
 building blocks   for pacemaker design [ 13 ,  14 ]. Hybrid microcircuits also played a 
central role in the miniaturization of pacemakers. Hybrid microcircuits are assem-
blies of interconnected chips containing devices and integrated circuits, small-size 
chips of  passive components  , e.g., resistors and capacitors, and fi lms of resistors/
capacitors printed by inks and fi red. These components are either mounted or fabri-
cated on an insulating alumina substrate. 

 In the primary phase of pacemaker development, the VLSIs were only mounted 
on one surface of an alumina substrate. Subsequently their juxtapositioning on both 
the sides was achieved. Now the chips are fi xed in a multilayer organization on the 
top of one another. Indeed, high-tech double-sided hybrid circuits are common. 
Power losses originate from the capacitances in wire connections at high frequen-
cies. Hence, the interconnections among ICs carrying high-frequency signals 
demanded more current. Naturally, there was an inclination towards denser circuit 
integration. The aims were to decrease current drain and also to save and utilize the 
area needed to accommodate circuits. In the 1980–1990 decade, ICs had device 
geometries around several  microns  , and present -day ICs have feature sizes in the 
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submicron or nanometer dimensions, forging ahead to 14 nm gate length and even 
10 nm or 7 nm. The trend towards low-dimensional structures has moved unabated. 
Complementary metal oxide ( CMOS  ) ICs featuring low power demand and high 
trustworthiness have pervaded electronics everywhere. In mixed signal design, the 
analog and digital components are coexistent on the same chip. Techniques such as 
switched-capacitor fi lters have been used. They eliminate off-chip hybrid circuit 
components and help to stay away from trimming operations that are needed with 
thick-fi lm resistors for achieving precise values. 

 Incorporation of CMOS technology-enabled microprocessors into pacemakers 
nearly transformed pacemakers into implantable microcomputers. A high degree of 
fl exibility is afforded by microprocessors. Other notable design features include 
crystal oscillator timing. Often a backup oscillator is provided. Additionally, pro-
gramming and telemetry circuits use the power generated by the programming 
equipment that is externally located. They do not work on the pacemaker battery 
and so do not overburden it. Improved fi ltering techniques were developed to com-
ply with stringent electrical standards. They helped in avoiding the effects of  elec-
tromagnetic interference (EMI)  . The EMI pollution spreads from proliferating 
sources of electromagnetic waves in the form of telecommunication equipment. 
Electronic article surveillance gadgetry and cellular phones have further aggravated 
the situation. Early microprocessors used much higher current than was required for 
pacemaker application. Therefore, specialized, very small, energy-effi cient micro-
processors were designed for pacemaker manufacturers. In today’s pacemakers, a 
single integrated circuit chip may contain a plurality of functions including the 
microprocessor and memory. Output circuitry and telemetry, plus other customized 
features, may also be incorporated.   

14.11     Software-Based Pacemaker Architecture 

 As the pacing functions are becoming complicated and multifaceted, circuitry is 
built in a more generic architecture, which is essentially computer-based. This novel 
approach consists in specifying the functions in software to provide a greater degree 
of freedom. The specifi cation thus framed allows noninvasive modifi cation of soft-
ware by external  wireless control   after implantation. By this approach, a family of 
devices is developed starting from a few basic microelectronic designs. Essentially, 
the moot idea is that product differences can be made by software changes instead 
of  hardware variations  . 

 A software-based pacemaker consists of a telemetry system together with decoder 
and timing circuit. Other functions included are the analog sensing and output and 
analog rate-limiting circuitry. The microprocessor acts as the controlling element. It 
contains two kinds of memory. These are the read-only memory (ROM) and random 
access memory (RAM). The RAM stores the software instructions. Also stocked in the 
RAM are the data such as serial number and patient identifi cation. Besides, vital diag-
nostic information too is stored in the RAM. More complex features may also be built 
in some models. The ROM circuitry is designed to authenticate fl ow of information in 
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an  error-free style  . During each pacing operation, it allows the execution of internal 
 self-testing routines  . Upon detection of errors, the pacemaker can toggle to a backup 
pacing system. Any likelihood of anomalous pacing behavior caused by software 
errors is thus diminished. 

 A RAM-based pacemaker seems to be benefi cial on fi rst sight. Nonetheless, it 
must not be forgotten that such a pacemaker will lose its complete program in case 
of power interruption. Moreover, its operational life is shortened by the increased 
current consumption.  

14.12     Programmability and Telemetry 

 Programmability is the capability to accept a new instruction set to change param-
eters. It permits pacing rate and output to be adjusted postimplantation without any 
surgery. All-inclusive programming techniques involve binary coding. Also pro-
vided are error detection features and real-time telemetry capabilities. One of the 
fi rst diagnostic functions provided was the competence of a pacemaker to transmit 
the values of diagnostic parameters in real time. Signifi cant parameters are the lead 
impedance and  pulse amplitude  . To begin with, measurements of parameters were 
done for a few parameters only. Transmission of endocardial electrograms soon fol-
lowed in real time. Annotation of the state of pacemaker was done.  Counters   were 
supplied to reckon the pacing and sensing fractions as percentages. Provision of 
histograms of heart rate history was another feather in the cap. Now, in advanced 
systems, almost every feature of therapy has correlated data related with diagnosis 
to demonstrate its functionality. In order to obtain an expressive sequence of events 
showing types of incidents versus time and stored waveforms, rate profi les or trends 
can be included and heart rate versus time plots can be generated. Implantable sys-
tems store the information received from a host of various types of physiological 
sensors. This information helps the doctors in diagnosing diseases and prescribing 
corrective medical therapies. Evolution of pacing has been observed as starting 
from a system in which data collection was zero to systems allowing the user to put 
together several types of information. It stands at the pinnacle of information tech-
nology. A vast amount of information is available on drug effi cacy. Besides, disease 
progression can be followed.  Tachycardia events   are recorded too.  

14.13      Rate Responsiveness   

 During the late 1970s and 1980s, several sensor-based rate-responsive systems were 
launched. These systems used blood pH, respiratory rate, body vibration or motion, 
and QT interval in the ECG as the basic parameters for monitoring therapy. With 
their help, they could quicken or slow down the pacing rate in step with metabolic 
demands. Today the majority of pacemakers work in a rate-responsive manner. 
They contain one or more sensors. Among the sensors mentioned above, only those 
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based on measurement of QT interval and body activity sensing are exclusive to 
pacing. Others have been used elsewhere. Of these, the method using body activity 
sensor has become the main technique of sensing for physical exercise. Two robust 
devices for implementation of body activity sensor are common. These devices uti-
lize piezoelectric crystals for detection of vibration or defl ection. In one case, the 
sensor is mounted on the inner surface of the pacemaker container to detect vibra-
tions in the body. In the other case, a piezoelectric cantilever mounted on the circuit 
board measures recurring acceleration of the torso or trunk of the human body. A 
voltage is generated by the mechanical deformation on bending of the cantilever 
beam. Thus the acceleration is transduced to a voltage signal in either case.  

14.14      Automatic Safety/Backup Features   

 The pacemaker is a true life savior for many people. These people owe their lives to 
the pacemaker and cannot survive without its service. With the enormous responsi-
bility placed on this tiny gadget, any intermission or haltage of working of the 
pacemaker for even a moment can endanger the life of the patient. So, backup sup-
port has to be provided in the device to attend to such unforeseen calamities. With 
this objective, a few pacemakers have a bipolar verifi cation function. This function 
incessantly checks whether the bipolar lead is integral and satisfactorily working 
during every cycle of pacing. No sooner than a soaring anodic resistance is noticed, 
the pacemaker switches over to unipolar pacing without human intervention. Then 
it uses its can as the anode. This change over from bipolar to unipolar mode pre-
vents a severe calamity. 

 Another type of automatic support feature guards against cataclysmic stoppage 
of pacemaker due to the failure of logic circuits. In this circumstance, a voltage- 
dependent timing circuit or RC oscillator comes to rescue. The oscillator provides 
basic pacing support on the occurrence of microprocessor breakdown. Software 
errors, crystal debacle, or other disruptions are also taken care of. At any instant 
when the backup circuit cannot detect any heart-related event for a time span of 
2.8 s, it takes over control. Immediately, it makes essential pacing support available 
to save  the   precious human life.  

14.15     Pacing Leads and Connectors 

14.15.1     Lead Construction and Design 

 Success of a pacemaker implantation unquestionably depends on the pacemaker 
device. But the part played by the leads is no less critical and cannot be overlooked. 
Pacing leads have to tolerate the hostile environment inside the body for the long peri-
ods that pacemaker device resides inside the patient’s chest. They cannot afford to be 
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fragile because any handling by the implanting surgeon must not upset their  function. 
Thus these leads must be rugged enough to last long and allow easy handling. 

 Construction-wise, every lead has four main  components  . These are: (a) the elec-
trode, (b) the conductor, (c) the insulation, and (d) the connector pins. In so far as 
lead design is concerned, the leads may differ vastly in design. Pacing electrode 
design is a major issue. Evidently, an adequate quantity of electrical energy must be 
brought together at the site of excitable tissue in order to stimulate the  cardiac mus-
cles  . Therefore, a key matter of concern is the density of the current at the interface 
of the tip of this electrode with the tissue. This current density is infl uenced by 
several factors. To cite a few among these, the surface area of the electrode, pulse 
width, and pulse amplitude are important. The fi brotic encapsulation of the elec-
trode must be considered. 

 Manufacturers have made genuine efforts to control some of the aforementioned 
factors. A small-diameter electrode provides increased current density. The result is 
a lower stimulation threshold. However, it has inferior sensing performance. 
Satisfactory pacing and sensing performance are achieved by making the tip of the 
 electrode porous  . The tip contains thousands of pores of sizes 20–100 μm. Growth 
of tissue inwards into the pores increases the effective sensing area while preserving 
a small area for pacing function. An important improvement has been the steroid- 
eluting electrode. In this kind of electrode, 1 mg of an anti-infl ammatory medicine 
such as corticosteroid (dexamethasone sodium phosphate) is included in the sili-
cone core encircled by the material of the electrode. The leakage of  corticosteroid   
into the heart muscle takes place gradually over several years. The steroid reduces 
the swelling and soreness caused by lead placement. Consequently, the alarming 
rise in pacing thresholds with nonsteroid electrodes observed over 8–16 weeks after 
implantation is avoided. Hence, there is a sizable decrease in energy necessities. A 
consistent depolarization of the heart is thus enabled. A smaller size battery can 
therefore suffi ce to give the same operational lifetime. 

  Endocardial leads   are those tunneled through the venous system into the right 
atrium of the heart. These leads perform better than epicardial leads. The latter are 
fi xed on the external surface of the heart. 

 On the opposite end of the lead to the electrode, there has been a drastic minia-
turization of connectors. Some earlier connectors had large diameters of 5–6 mm. 
The pins were ~25 mm long. Connector diameters have been reduced to 3.2 mm. 
Pin lengths are less than 5.0 mm. Bipolar leads use two electrodes positioned in the 
heart. A coaxial connector is used for these leads. These leads require only a single 
receptacle, bringing about a remarkable reduction in the dimensions of bipolar con-
nectors for pacemakers.  

14.15.2     Lead Fixation Mechanisms 

 Postimplantation, the lead must  rema  in fi xed to the myocardium. The fi xation 
mechanisms are either passive or active. These mechanisms differ in the way the 
lead grasps and seizes the heart muscle. Leads using passive fi xation mechanism are 
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knotted with tines. These prongs or sharp points become intertwined with the web-
like coating layer of the heart. Leads based on active fi xation mechanisms employ 
corkscrew mechanisms for locking. The barbs or hooks secure fi rm attachment to 
the myocardium.  

14.15.3      Lead Materials   

 The conductor must be sturdy but supple and bendable enough to forebear the stress 
exerted by the pounding heart. It is usually made of a nickel alloy called MP35N. This 
material is hardenable and strengthening with age, nonmagnetic, and alloy of 
nickel–cobalt–chromium–molybdenum. The alloy has an inimitable combination of 
properties. It has ultrahigh strength. Its toughness and ductility are remarkable too. 
Its corrosion resistance is outstanding. It is suitable for applications where a blend 
of large strength, high elasticity modulus values, and high-quality resistance against 
corrosive action are compulsory requirements. 

 Two prominent insulation materials for the leads are silicone and polyurethane. 
Silicone leads are thicker, mainly due to low tear strength. Also, the coeffi cient of 
friction of silicone is high. Due to this reason, two leads can pass through the same 
vein only with diffi culty. The problem is avoided by applying a special coating on 
silicone during manufacture. 

 Electrode evolution has taken place from platinum–iridium electrodes having 
large-surface-area ~30–40 mm 2  to electrodes made of novel materials with moder-
ately small-surface-area ~4–12 mm 2 . The innovative materials are iridium oxide- 
coated titanium, titanium nitride, platinum black, etc. Vitreous or pyrolytic carbon 
coating a titanium, graphite core, etc.,  ha  s also been used.   

14.16     Pacemaker Myths and Misconceptions 

 The incidence of  electromagnetic interference   is the lowest of any position tested 
when cellular telephones are used in the normal position, i.e., at the ear. Such low 
EMI does not produce any clinically signifi cant meddling [ 15 ]. The patient may 
clasp the phone, keeping it close to the ear, but at a distance from the pacemaker [ 6 ]. 
The telephone should not be placed in a position over the pacemaker. In the on-state, 
the telephone should not be placed in a pocket, either overlying or in vicinity of the 
pacemaker. 

 People with pacemakers may work freely with different household appliances. 
Microwave ovens and power tools can be operated. Pacemaker patients are allowed 
to participate in many activities that are overwhelmingly strenuous and exhausting. 
They can play games like golf, tennis, or basketball. After seeking permission from 
their cardiologist, they may also take part in sports like marathons or scuba (self- 
contained underwater breathing apparatus) diving. They can safely move past airport 
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security checks in the normal fashion without nervousness or hesitation. During 
 travelling, they must always remember to carry the identifi cation card given to them 
at the time of the pacemaker implantation. The pacemaker receiving patient must be 
clearly told that pacemaker is not a substitute for any  heart medications  . It is not a 
treatment for  high blood pressure  . It is neither a remedy for angina, heart rhythm 
problems, etc., nor does it offer assurance of protection against cholesterol-laden 
plaque causing blockages in blood vessels that set off deadly heart attacks.  

14.17     Discussion and Conclusions 

 Pacemaker industry has received a tremendous boost from the advances in many 
technologies. It has been catapulted by groundbreaking research in fi elds such as 
biomaterials, microelectronics, sensors, batteries, digital signal processing, and 
software developments. Modern pacemakers are smaller (23–30 g) than earlier 
devices and are fashioned in a less obtrusive, more physiological shape [ 16 ]. Duly 
supported by the knowledge explosion in cardiology, the pacemakers of today rep-
resent true marvels of science! [ 17 ,  18 ]. 

  Review Exercises 
     14.1    Compare a present-day pacemaker with an early pacemaker, bringing 

out their important features and capabilities.   
   14.2    At what rate does the human heart normally beat? Does this rate change 

during exercise? Which area of the heart is called its natural 
pacemaker?   

   14.3    What are the main functions of an artifi cial pacemaker? Name its three 
principal parts.   

   14.4    What are unipolar and bipolar stimulating devices? In what ways do 
the current and voltage thresholds of a bipolar stimulating device differ 
from those of a unipolar one? Why?   

   14.5    Which lead confi guration, unipolar or bipolar, provides a high signal-
to- noise ratio? How does it do so? Which one is more prone to EMI? 
Which one is more fl exible?   

   14.6    What is the typical voltage range of ECG signal? What is the band-
width? What cardiac phenomena are represented by the QRS complex? 
What are the time intervals P–Q and S–T segments?   

   14.7    What is an arrhythmia? What are the two common causes of bradycar-
dia? Mention fi ve disease conditions in which pacemakers are used?   

(continued)
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   14.8    How are the pacemakers classifi ed on the basis of the number of pac-
ing leads? At what places are the leads placed in the different pace-
maker classes?   

   14.9    A pacemaker delivers a pulse to the heart only when its natural beat is 
absent? What is this pacemaker called? How is it able to do so? How 
does the battery life of this pacemaker compare with that of a pace-
maker always delivering pulses at a fi xed rate?   

   14.10    What is the need of a pacemaker code? What kind of information does 
it provide?   

   14.11    What do the letters N, B, and G in the acronym NBG represent? What 
do the fi rst three letters in this code indicate?   

   14.12    What information is furnished by the fourth and fi fth letters in the 
NBG code?   

   14.13    Describe the tranvenous and epicardial modes of pacemaker implanta-
tion? How is the lead position checked after implantation? What does 
the doctor do during post-operation follow-up of the patient?   

   14.14    What is a Stokes–Adams attack? When was the fi rst artifi cial pace-
maker implanted? On whom was it implanted? Where was it implanted?   

   14.15    What circuit in a pacemaker is used to detect a missing heart beat? 
How does it fi nd out whether a beat is missing? Explain the roles of 
timing and telemetry circuits of a pacemaker?   

   14.16    How are higher voltages obtained from a small battery voltage? What 
is the circuit used for this purpose called?   

   14.17    What are various factors determining the life of the battery? How does 
the battery voltage decrease with its utilization?   

   14.18    What are the different approaches that have contributed towards min-
iaturization of modern era pacemakers?   

   14.19    What is meant by software-based pacemaker architecture? What is a 
programmable pacemaker?   

   14.20    A pacemaker is rate responsive. What does this mean? How is rate 
responsiveness built into a pacemaker? Name the commonly used sen-
sors used for this functionality?   

   14.21    Mention one automatic backup feature used in a pacemaker? How is it 
implemented?   

   14.22    What are the four main components of a pacing lead? What is the 
advantage of making the tip of a pacing lead porous?   

   14.23    What is a steroid-eluting electrode? How does it reduce battery 
consumption?   

   14.24    What are the two types of fi xation mechanisms of leads to the myocar-
dium? How do they differ?   

   14.25    Name two materials that are used for insulation of the pacing leads.          

(continued)
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    Chapter 15   
 Implantable Cardioverter Defi brillators                     

    Abstract     Implantable defi brillators represent the most signifi cant innovation to 
thwart sudden cardiac death caused by ventricular arrhythmias. Devices have also 
been designed for the treatment of atrial fi brillation. ICDs are generally implanted 
in subjects who have withstood more than one incident of ventricular tachycardia or 
fi brillation. They are also applicable in subjects whose clinical synopsis indicates 
highly probable, up-and-coming persistent ventricular tachycardia or fi brillation. 
Chosen highly suggestive subjects with atrial fi brillation too can benefi t from ICDs. 
In contrast to pacemakers, ICDs are endowed with capability of dispensing electri-
cal shocks of high energy to the heart. These shocks are imparted to set right seri-
ous, life-threatening, rapid, and sustained arrhythmias. Ventricular fi brillation and 
ventricular tachycardia are such arrhythmias. Atrial fi brillation too has devastating 
effects. Such abnormalities are unmanageable by pacing with electrical pulses of 
low energies and are often irredeemable if not bothered about. The battery chemis-
try of ICDs uses silver vanadium pentoxide. Large and bulky capacitors are neces-
sary to change the 3–6 V battery output into the 750 V shock required to defi brillate 
a heart.  

  Keywords     ICD   •   Defi brillation   •   Sudden cardiac death   •   VT   •   VF   •   Cardioversion   • 
  Epicardial/edocardial/subcutaneous lead   •   Arrhythmia   •   Single-chamber/dual- 
chamber ICD  

15.1               Introduction 

 The predicament of  sudden cardiac death (SCD)      is multifaceted having many 
aspects and requiring multipronged attack. Many questions have been posed con-
cerning its  physiopathological mechanisms  . These inquiries at the convergence of 
physiology with pathology are still evading answer [ 1 ]. Very unexpectedly and 
unpredictably, patients ailing with congestive heart failure pass away owing to 
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arrhythmia leaving their beloved ones shocked and bewildered. This may happen 
even to patients undergoing confi rmed beta-blockade medical therapies. Approaches 
developed specifi cally to prevent sudden death include treatment with  amiodarone 
hydrochloride   or shock delivery by an implantable cardioverter defi brillator (ICD). 
The competence of amiodarone to trim down death risk is uncertain and unresolved. 
Plain, shock-only ICD therapy provides better survival chances than afforded by 
modern drug therapy [ 2 ,  3 ]. 

 A superfl uity of medical researches has reinforced the benefi ts of ICD in clinical 
practice [ 4 ]. Implantable cardioverter defi brillator has metamorphosed the treat-
ment of patients who stand at the risk of sudden cardiac death [ 5 – 7 ]. It is a small 
battery-powered, pager or a mini cassette-sized electronic device. Typically, it 
weighs approximately 85 g. It occupies 40 cm 3  volume. The location for its place-
ment is underneath the skin in the chest of the patient. Surgery for ICD implantation 
is done under the infl uence of local anesthesia and sedation only. 

 The patients who are recommended ICD implant are primarily those facing the 
danger of sudden cardiac death (SCD). These are the patients suffering from cardiac 
ailments known as ventricular tachycardia or ventricular fi brillation. The term “ven-
tricular tachycardia or VT” means rapid regular beating of the ventricles, the lower 
chambers in the heart. “Ventricular fi brillation or VF” implies rapid uneven pound-
ing of the ventricles. It may be noted that the adjective “rapid” is common to both 
disease states, but in one case the heart beat is regular and faster than normal; in the 
other case, it is irregular and quicker than usual. 

15.1.1     Explanation of VT and VF 

 VT is defi ned as three or greater than three ventricular  extrasystoles   in succession at 
a rate >120 bpm (beats per minute). Often, it may exceed 150 bpm. An extrasystole 
is a heartbeat outside the normal rhythm of the heart that occurs in response to an 
impulse from its natural pacemaker, the  sinoatrial node  . It is a premature contrac-
tion of the heart arising from some part of the heart other than this node. The extra-
systole is followed by a stoppage or pause period. During this period, the electrical 
system of the heart resets itself. After the pause, the heart contracts with greater 
force. This forceful contraction of the heart is termed palpitation. 

 In VF, the ventricles contract in a much disorganized, ineffective fashion. 
Essentially, the heart ceases to pump. If untreated, survival is unlikely. VT is often 
diagnosed and treated. But, unfortunately, VF almost always results in cardiac arrest 
and death if not stopped quickly. This kind of death is known as “ sudden cardiac 
death  .” VT frequently degenerates into VF if prompt remedial action is not initiated. 
Thus, VT and VF are two ghastly and frightening heart arrhythmias that cause the 
heart to beat very fast, either regularly or irregularly.  
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15.1.2     Cardioversion 

 ICD continuously monitors the rhythm of the heart. It inspects and invigilates the 
heart beat with great caution. Any abnormality is unable to escape its  scrupulous 
attention  . It quickly identifi es any abnormal heart rhythm. No sooner than it detects 
a very fast, abnormal heart rhythm, it supplies an  electrical shock   immediately to 
restore a normal rhythm of the heart. However, when the heart is beating normally, 
the device remains calm and quiescent. It wakes up from its state of dormancy only 
when called upon to do so. Thus, the overall function of ICD is described as “car-
dioversion.” The term “cardioversion” implies the conversion of one cardiac rhythm 
to another. It is the transformation of an abnormal heartbeat into a normal heartbeat. 
In general, cardioversion implies the discharge of comparatively high-energy elec-
trical shocks into or across cardiac tissue to apprehend a  tachyarrhythmia   of a heart 
chamber, i.e., a heart rate >100 bpm [ 8 ]. The term “cardioversion” is also applied to 
the cessation of high rate tachycardias using electrical pulses or bursts of lesser 
energy. Defi brillation is the halting of atrial or ventricular defi brillation by higher 
energy shocks. It has been considered in the past as a form of cardioversion. ICD 
systems provide synchronous cardioversion shocks and/or asynchronous defi brilla-
tion shocks. Another technique known as  antitachycardia pacing (ATP)   involves the 
application of petite spurts of pacing impulses at rates greater by a 0.1–0.2 factor 
than the tachycardia. It terminates the arrhythmia in 0.6–0.9 fractions of episodes. 
Then shocks are unnecessary. The quality of life of the patient is improved. 
Moreover, the battery life of ICD is lengthened.   

15.2     Difference Between ICD and Pacemaker 

 It must be clarifi ed that both ICDs and pacemakers considered here are  implantable 
medical devices  . Further, it must be recapped that they are both implanted under the 
skin of chest or abdomen of heart patients (Table  15.1 ). But ICD is capable of 
imparting a greatly effective bump to the heart if it starts to beat in a dangerous way. 
This may be looked upon as a grueling, punishing jolt to bring back the departure of 
heart beat to normalcy. The pacemaker uses only  low-energy pulses   to prompt the 
slow beating heart. These pulses can be viewed as attempts to  cajole and coax   the 
heart to function properly, not as severe impacts.

   In the newer-generation ICDs, the capabilities of supplying high-energy shock as 
well as low-energy pacing pulses are provided in the same device. These ICDs oper-
ate in two modes. They have modes for defi brillation, wherein the device imparts a 
high-intensity shock to reinstate regular rhythm of heart. They also have facilities 
for pacemaker function, wherein the device conveys a minute electrical incitement 
to the heart at predetermined rates. 

 With progress in underlying technologies, ICD sizes have continuously decreased. 
These defi brillators are made in considerably  shrunken versions  . Consequently, the 
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miniaturized defi brillators are almost always implanted in the pectoral area rather 
than in the abdomen, as they used to be done earlier. This is highly convenient and 
opportune for the patient. It has also lowered implant morbidity. Long-term lead-
related complications have also faded away and disappeared.  

15.3     Necessity of ICD 

 Questions that come to the mind of the reader are: What is the problem if the 
 defi brillation shocks are delivered from outside? Why is it necessary to implant the 
defi brillator inside the body? Of course, the defi brillation shocks can be given exter-
nally but it is a matter of how soon they are provided in order to be effective. A 
patient may suffer from ventricular fi brillation, a rapid and disorganized activation 
of the  ventricles   in the heart, while in home, in offi ce, on the road, or anywhere, and 
help to deal with medical emergency may take time to reach the patient. But this 
disease does not forgive any deferments. It must be stated that despite the progress 
in exigency medical systems and expertise of resuscitation techniques, sudden car-
diac death almost always follows ventricular fi brillation [ 9 ]. Survival rates are very 
low for persons who have cardiac arrest outside the hospital [ 10 ]. Even the patients 

   Table 15.1    Comparison between pacemaker and ICD   

 Sl. 
No.  Pacemaker  ICD 

 1.  It is recommended in patients, whose 
heartbeat slows down to an unwholesome 
low rate, beating too leisurely 

 It is counseled in unambiguous patients who 
are at jeopardy for possibly grave ventricular 
arrhythmias 

 2.  Its appearance is similar to ICD, but it is 
smaller in size than ICD 

 It looks much alike a pacemaker, except that 
it is a little bigger in size. Colloquially or 
informally, it is the pacemaker’s big brother 

 3.  It is implanted for treatment of less 
dangerous heart rhythms. These 
arrhythmias usually occur in the atria, 
the upper two chambers of the heart. It 
boosts up the slow heartbeats to standard 
level by supplying low-energy electrical 
pulses to restore normal heartbeat, i.e., 
to maintain the heart thumping at the 
appropriate rate 

 It treats fast, dangerous heartbeats because 
of a frightening rhythm disorder from the 
ventricles, the two bottom chambers of the 
heart. The ventricles start to quiver rather 
than contract strongly. Initially, it sends 
pulses of low energy to reestablish heart 
rhythm, but switches to pulses of higher 
energy when the low-energy shocks are 
unsuccessful in preventing death from a 
cardiac arrest 

 4.  The low-energy pulses delivered by it 
do not produce any pain. They are faint 
and painless 

 Although lasting for only a fraction of a 
second, the high-energy pulses supplied by 
it are painful to the patient 

 5.  It is not shocking the heart all the time. 
It only imparts feeble prompting signals 
to the heart muscle 

 It shocks the heart whenever it needs to be 
shocked 

 6.  It is a device producing a mild action  It is a device causing an aggressive action 
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who recover after resuscitation may writhe with severe, lasting weakening of 
 cognitive and motor functions. This happens due to holdups that are often incurred 
before restoration of a steady rhythm. Therefore, an implantable device is essential 
to keep an eye on and interpret cardiac rhythm like a robot and to provide necessary 
shocks for defi brillation within no time after detection of ventricular fi brillation. 
Consequently, the implantable cardioverter defi brillator has matured from a therapy 
of last opportunity for patients suffering from frequent cardiac arrest to a standard 
for management of  arrhythmias  . This standard is useful in crucial prevention of a 
life-threatening event occurring for the fi rst time. It is also used in secondary pre-
vention cases. It is a tool preventing the repetition of a likely lethal arrhythmia or 
cardiac arrest in patients who have a history of  coronary heart disease  . 

 Patients who can potentially be benefi tted from an ICD are separated into two 
broad categories [ 11 ]:

    (a)     Secondary prevention  : In this category are the patients who have endured a 
dangerous ventricular arrhythmia. Also reckoned are the patients who have sus-
tained ventricular tachycardia (VT). For these patients, the ICD is implanted for 
the secondary avoidance of sudden cardiac arrest. Sustained VT is usually 
defi ned as VT instigating hemodynamic  symptoms  , chiefl y fainting, pre- 
fainting, or chest pain prolonging for more than 30 s.   

   (b)     Primary prevention  : This category consists of patients who have hitherto not 
suffered sudden cardiac arrest, albeit stand at high risk for the same. In this 
case, an ICD is implanted for prevention of this mishap as a primary facility.    

15.4       Historical Background 

 Drs. Michel Mirowski and Morton Mower and their coworkers were distraught and 
gloomed by the death of a close associate and advisor. The mentoring colleague had 
been admitted to the hospital with complaints of persistent  ventricular tachyarrhyth-
mias  . Stricken by this grief, they spearheaded the development of a life-prevention 
device in the late 1960s [ 12 ]. A novel idea evoked from their disenchantment with 
the capabilities of the treatments at hand during those times for individuals poised 
at high death risk. They conceptualized an implantable device. This device would 
incessantly watch the heart rhythm and provide corrective action in the event of any 
deviation of the rhythm from its course. For the correction procedure, the device 
would be embellished with the ability to transport shocks for defi brillation when-
ever ventricular tachyarrhythmias occurred. In the decade 1970–1980, many tenta-
tive, investigational models were fabricated and improved by these workers. After 
years of vigorous testing and evaluation, the fi rst implantation was accomplished in 
1980 in a young woman agonized with recurrent ventricular fi brillation. This woman 
had experienced two preceding  cardiac arrests  . Several years elapsed and the ICD 
treatment was offered in only a few centers. It was mainly aimed at persons with 
recognized cardiac arrest due to ventricular fi brillation. Commercial defi brillation 
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devices were approved by the US Food and Drug Administration in 1985. Expertise 
of these devices grew by leaps and bounds and so did validation of the usefulness of 
defi brillators to terminate malignant ventricular arrhythmias. Since that time, ICDs 
have become the preferred treatment for patients at high danger from terrifying 
arrhythmias. This is attributed to rapid refi nements and sophistications in device 
technology. Stockpiling of support from randomized medical assessments also 
helped the enterprise. Loss of confi dence in the universal effi cacy of drug therapy 
further promoted the adoption of ICDs. From the treatment of last resort, ICDs have 
advanced as an embodiment of supreme standard therapy for patients at high threat 
for ventricular tachyarrhythmias. High-risk patients are those who have endured 
life-threatening  arrhythmias  . They include persons with heart diseases who are in 
fear of such arrhythmias, but have not shown any symptoms.  

15.5     ICD  Construction   

 Broadly, the implantable defi brillator consists of two main components: (a) the 
pulse generator and (b) one or more leads for pacemaker function and electrodes for 
defi brillation. The pulse generator is housed in a sealed titanium can. This pulse 
generator can is the abode of electronic circuitry and power supply. It contains 
microprocessors and associated integrated circuitry for signal fi ltering/analysis of 
the cardiac rhythm and the delivery of pacing pulse or shock. Memory chips inside 
the can are used to store electrograms and patient data. A module is included for 
telemetry through bidirectional transmission of information. The can encloses a Li–
Ag–V 2 O 5  battery with DC–DC voltage converters for power conditioning. It also 
contains aluminum or aluminum chloride electrolytic capacitors to store charges. 
On the top cover of the pulse generator can lies a header made of epoxy resin. Leads 
for pacing and defi brillation leads are connected here. The leads must be capable of 
transferring shocks of high energy to the heart without any damage to the 
myocardium.  

15.6     Epicardial versus Endocardial (Transvenous) Lead 
Systems 

 Early defi brillators used epicardial patches, but transvenous leads are now more 
commonplace (Table  15.2 ).

   Figure  15.1  shows epicardial ICD and Fig.  15.2  depicts endocardial ICD.
    Another ICD category  i  s subcutaneous ICD (Fig.  15.3 ). In subcutaneous ICD 

implantation [ 13 ], the lead is stationed in the tissue of the chest underneath the skin. 
Its orientation is in the vertical direction. It is kept parallel to and at a distance 
1–2 cm to the left sternal midline. Horizontally, its position is at the level of the 
sixth rib, until reaching the left anterior axillary line. The lead carries an 8-cm shock 
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   Table 15.2    Epicardial and endocardial  leads     

 Sl. 
No.  Epicardial leads  Endocardial leads 

 1.  They offer superior 
distribution of the 
defi brillating electric fi eld 

 Their fi eld distribution is inferior 

 2.  They need less energy 
for defi brillation 

 They need greater energy for defi brillation. For adequate 
defi brillation, separate shocking components were often 
demanded. Examples are superior vena cava and coronary 
sinus leads. Besides, subcutaneous patches or arrays are 
also used. These weaknesses have been largely overcome 
by advancement in two areas. First area is lead design. 
Another area pertains to waveforms used for defi brillation 

 3.  They require a thoracotomy 
for inserting the device. 
Thoracotomy is a  risky 
  surgical procedure 

 They have avoided the need for thoracotomy. They 
provide demoted implant morbidity, along with 
improved long-term lead reliability 

Pair of myocardial 
electrodes

Defibrillator patch 
electrodes placed on the 

epicardium of right and left 
ventricles

Pulse generator of 
ICD

  Fig. 15.1     Epicardial   ICD implantation       
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coil. The coil is surrounded by two sensing electrodes. The pulse generator is twice 
the size of the traditional type. It is placed in the tissue of the chest beneath the lay-
ers of the skin. Its location is above the sixth rib fl anked by the left midaxillary and 
the left anterior axillary lines.

15.7         Arrhythmia Detection   

 The obvious question at this stage is: What is the sure sign of the occurrence of a 
ventricular arrhythmia for which a heavy shock is urgently required. Otherwise, 
there are chances of false alarms and unnecessary wasteful shocks leading to great 
discomfort of the patient. To this intent, two rhythm characteristics are widely used 
for detection of a ventricular arrhythmia. One characteristic is heart rate; the other 
is duration of arrhythmia, typically 1–3 s. These characteristics can be programmed 
according to the requirements of the individual patient. The rate indicator makes a 

Pulse generator of ICD

Electrode tip touching the 
myocardium of the right 

ventricle

  Fig. 15.2     Endocardial (transvenous)   ICD implantation       
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distinction between a tachyarrhythmia and a normal cardiac rhythm. The duration 
criterion enables the revealing of continuous incidents only. 

 During ventricular fi brillation, the bipolar electrogram has small amplitude or its 
amplitude is unstable. For detection of such low-amplitude signals, a specially 
designed method called the dynamic sensing technique is employed. In this tech-
nique, the ICD allows sensitivity-gain adjustment. It transforms the amplitude of the 
intracardiac signal in the range which the device can detect during the full cardiac 
cycle. By employing this dynamic gain or sensitivity threshold, QRS detection 
becomes permissible. After QRS detection, the sensitivity is decreased. Immediately, 

Subcutaneous 
lead

Pulse generator 
of ICD 

  Fig. 15.3     Subcutaneous   ICD implantation       
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it begins to decrease to the value that was programmed. Hence, T-wave counting is 
eschewed while consenting to extremely responsive detection during a major part of 
the cardiac cycle. Thus the recognition of  a   ventricular fi brillation event is 
facilitated.  

15.8      Detection Zones   

 ICDs offer several detection zones that are classifi ed on the basis of the seriousness 
of arrhythmias. Independently programmable treatments are ascribed to each zone. 
The swift tachycardias, e.g., ventricular fi brillation, are accorded the highest prior-
ity of attention. They are treated more aggressively. An immediate shock is the only 
retort. The slower ventricular tachycardias are retaliated with overdrive pacing 
which is not painful. Frequently, the requirement for a shock is eliminated. By fur-
ther division of the ventricular tachycardia region into low speed and high speed, 
dissimilar treatments are applied to ventricular tachycardias of dissimilar speeds. 
Thus, ICDs deal with various kinds of malfunctions in different ways. Obviously, a 
high-intensity shock is not  necessari  ly the cure for all disorders. It may be superfl u-
ous on some occasions.  

15.9     Algorithms for Detection of Arrhythmias 

 Distinguishing between different types of arrhythmias is possible by step-by-step 
enunciation of the procedure to be followed in reading the patterns of  ECG signals  . 
For solving this problem, ICDs use various algorithms which continuously work on 
the ECG signals to classify whether a certain characteristic of ECG waveform rep-
resents a benevolent or a dangerous situation. These algorithms depend on the type 
of ICD, whether single or dual chamber. The former uses information from its  sin-
gle lead  , whereas the later operates on information supplied by both the leads. The 
algorithms and computer programs aid in arriving at the correct decision regarding 
the degree of threat to the patient. 

 Algorithms also vary among devices, depending on the manufacturer. However, 
they share some general trends, which will be discussed here. 

15.9.1     Algorithms for  Single-Chamber ICDs   

 To discriminate whether the arrhythmia is ventricular or supraventricular, a single- 
chamber ICD uses enhancements. These are based on rhythms of cardiac patterns or 
QRS waveform, its shape, and its structure. Features unique to an arrhythmia are care-
fully scrutinized in identifying its outbreak. It is benefi cial to fi nd whether the 
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onslaught of arrhythmia was gradual or sudden, whether the arrhythmia cycle was 
stable or unstable, or whether the intracardiac QRS width was normal or unduly long. 

 Unanticipated and astonishing outburst of arrhythmia aids to tell apart the epi-
sode of a ventricular tachycardia from that of sinus tachycardia. A ventricular tachy-
cardia has a fast start, while sinus tachycardia is marked by a slow beginning. 

 Constancy of the length of arrhythmia cycle is a vital characteristic which assists 
in separating the regular ventricular tachycardia from the usually irregular atrial 
fi brillation. For demarcating between different QRS wave morphologies, a compari-
son is performed between the intracardiac electrogram of the QRS complex in 
tachyarrhythmia with the form and structure of QRS for the patient during normal 
sinus rhythm. Resemblance of the two electrograms supports the development of a 
rapid supraventricular tachycardia. Divergence between electrograms is an alert for 
ventricular tachycardia. 

 The intracardiac QRS width is a parameter which is used to extricate ventricular 
from supraventricular tachycardias. In case of a broad QRS  co  mplex tachycardia, 
there is a defi nite probability of ventricular tachycardia.  

15.9.2     Algorithms for  Dual-Chamber ICDs   

 As already said, detection algorithms for tachyarrhythmia ICDs exploit the infor-
mation obtained concomitantly from the two leads: the atrial lead and the ventricu-
lar lead. During atrioventricular dissociation, the atria and ventricles are not 
activated synchronously. This condition forewarns of ventricular tachycardia if the 
ventricular rate is >the atrial rate. Atrioventricular association indicates the exis-
tence of a supraventricular rhythm. If fi brillation has been recognized in the atria, a 
jagged, uneven ventricular rhythm can only be assigned to atrial  fi br  illation.   

15.10     Therapies Administered 

 There are three principal ways to terminate   ventricular arrhythmias   . These are by 
delivering synchronized shock ( cardioversion  ), by imparting non-synchronized 
shocks ( defi brillation  ), or by overdriving (antitachycardia pacing). 

  Tachyarrhythmias within the scope of    ventricular fi brillation    are dealt with by 
furnishing instant defi brillation.  Ventricular tachycardias  are treated by supplying 
concatenation of overdrive pacing. This is especially true for the slower types. As a 
repercussion to failure of overdrive pacing, cardioversion is done at low energies. 
However, circumstances may arise wherein the rhythm worsens or proves to be 
unmanageable by employing less forceful steps. In the aftermath, defi brillation is 
imperative. 

  Ventricular fi brillation or fast speed ventricular tachycardia  requires defi brillation. 
In ventricular fi brillation, the effi cacy of defi brillation is >98 %. 

15.10 Therapies Administered
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 For stopping  ventricular tachycardias  that are not controlled by overdrive pacing, 
low-energy cardioversion is frequently a solution. Many  monomorphic tachycardias   
(in which all the QRS waves look the same) are brought to a halt with shocks of 1 J 
or less. Because arrhythmias are sometimes hastened by low-energy shocks, low-
energy cardioversion should at all times be succeeded by high-energy shocks. 

 In existing devices, facility for administration of 4–8 consecutive shocks is avail-
able. Maximum energies of the shocks imparted lie in the range 25–42 J. Using 
 endocardial leads   with biphasic waveforms, this energy is adequate to defi brillate 
the mainstream of patients. Actually, the average energy required for victorious 
defi brillation is ~10 J. To ensure accomplishment, a methodical testing of the sys-
tem is done during implantation. Induced fi brillation must be quickly replicated by 
an energy that is a minimum 10 J less than the utmost output of the device. 
Defi brillation should be reproduced with the standard 10 J safety allowance. If it is 
not obtained, suitable changes are indispensable and have to be carried out. The lead 
confi guration may be altered. The electrodes may be repositioned. More defi brillating 
elements may be added. However, this is hardly ever the case with biphasic 
waveforms.  

15.11     Postimplantation Patient Follow-Up and Monitoring 

 For postimplantation look-after and well-being of the ICD-receiving patient, the 
patient is required to report for outpatient visits at regular intervals. These visits are 
generally scheduled after every one month. In some cases, patients are called every 
three months. During these visits, the doctor examines whether there were any varia-
tions in rhythmic patterns of  heart signals   during the reporting period. If they hap-
pened, he/she studies the details of type of rhythmic disturbances that actually 
occurred. He/she also looks at the adequacy/redundancy of necessary  electrical shocks   
that were delivered, whenever they were called for. It is important to know whether 
these shocks were actually useful or prodigally given? On the whole, the doctor evalu-
ates the effectiveness of the treatment provided and tries to fi nd whether the measures 
taken are suffi cient. Depending on these inputs, the doctor makes suitable amend-
ments/modifi cations in the programmed parameters to obtain the correct settings. 

 The above patient monitoring is performed in a noninvasive fashion. For this 
purpose, a programming wand is applied over the chest region of the patient. 
Application of the wand establishes wireless messaging from the ICD with a com-
puter which is externally located. Information fl ow in both directions between the 
ICD and computer enables the monitoring. 

 During patient checkups, the battery condition is always determined. When the 
battery energy diminishes to a preset level, ICD replacement is compulsory. No 
chances of insuffi cient power to energize the ICD are allowed for dealing with any 
 cardiac emergency  . 

 The patients with ICDs have to adhere strictly to many restrictions in lifestyle as 
instructed to them by their doctors. Such patients are prohibited from undergoing 
MRI procedures. However, they are allowed to undertake X-ray scanning. Doorways 
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of stores fi tted with electronic theft detection devices should be avoided. The 
patients should not stand close to them. Nor they should stand in the vicinity of 
airport security chambers. Holding magnetic items next to their unit is forbidden. 
Stereo speakers are a common example of such items. Also, they should never hold 
cellular telephones against the device. Some ICD patients may be advised to avoid 
situations or tasks in which they or someone else could be injured in case they suffer 
from dizziness or happen to lose consciousness. On a case-by-case basis, sports 
requiring tiresome exercises such as diving, piloting, athletics, or similar activities 
may be allowed on a limited format. It is likely that even after ICD implantation, 
 antiarrhythmic drugs   may be prescribed to some patients. 

 Among the adverse effects of implantation may be mentioned the risks of infec-
tion at the implant site. The device may be visible from outside as a lump below the 
skin. So, cosmetic concerns arise. In addition, psychological apprehension and dis-
comfort of electric shocks always persist. Multiple shocks may pose challenging 
medical and psychological management issues. These issues may be troublesome 
for the attending healthcare providers [ 14 – 16 ]. ICD-related suspicions and reserva-
tions, e.g., unnecessary worry, are the most familiar signs shown by ICD benefi cia-
ries [ 17 ]. Patients must be imparted supplementary education and knowledge about 
further care after discharging from hospital [ 18 ]. At some places, support groups 
have been formed. In these groups, the ICD patients can share and discuss their 
problems with medical experts. These discussions allay many vague and imaginary 
fears which haunt the patients.  

15.12     Discussion and Conclusions 

 An ICD prolongs life in patients who have either experienced or are prone to serious 
abnormal heart rhythms, often resulting from a damaged heart [ 19 ,  20 ]. The ICD is 
superior to conventional pharmacological therapy and has established its supremacy 
over medicines. There are several strong forecasters of death in ICD patients. Some of 
these are the age of the patient, renal dysfunction, and chronic obstructive pulmonary 
disease. Diabetes and peripheral vascular disease make the situation more murky [ 21 ]. 
The older age group is less active from physical standpoint. They are less pleased with 
its physical operation. They also show a little more fretfulness than their younger 
counterparts [ 22 ]. Among the aged patients, ICD intervention may not be found to be 
economical. It may not prove to be worth its cost. But the procedure may become 
cost-effective in those patients who are likely to live for >5–7 years after implantation 
[ 23 ,  24 ]. Widespread use of ICDs for primary prevention will encumber and burden 
the fi nancial blueprint of several healthcare systems. This is because of the prohibi-
tively high price of each ICD device. Further, a sizable population of patients is poten-
tially eligible to receive ICDs [ 25 ]. Over and above, there are extensive variations in 
implantation rates for ICDs. The main reason is that a common or uniform policy for 
sudden death prevention is not laid down. Even in a terrestrial region where the broad-
spectrum level of healthcare is progressive and well esteemed by the  people, gross 
variability in implant rates is encountered [ 26 ,  27 ]. 

15.12 Discussion and Conclusions
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  Review Exercises 
     15.1    Differentiate between ventricular tachycardia and ventricular fi brilla-

tion. Which is more likely to lead to death if not treated immediately?   
   15.2    What is meant by cardioversion? How is it achieved? What is defi bril-

lation? How does antitachycardia pacing differ from the above two 
modalities?   

   15.3    How does a defi brillator differ from a pacemaker? Which device caters 
to the need of a more life-threatening situation? Will a pacemaker help 
in such a circumstance?   

   15.4    What motivated Drs. Michel Mirowski and Morton Mower towards 
the development of a device that will keep a vigil on heart’s activity 
and deliver a high-voltage shock in cardiac emergency. Describe the 
early phase of defi brillator progress.   

   15.5    Name the two main components of a defi brillator? Explain their func-
tions. What is the name of the material from which the outer case of a 
defi brillator is made? What kind of battery is used in the defi brillator?   

   15.6    Which of the two kinds of leads, epicardial or transvenous, gives better 
electric fi eld distribution? Which one needs less energy for defi brilla-
tion? Which one is implanted by thoracotomy?   

   15.7    Is the same kind of treatment always applicable to ventricular tachy-
cardias of different rates? If not, what are the different possibilities?   

   15.8    What rhythm characteristics are used to detect ventricular arrhyth-
mias? What is dynamic sensing? Why is it necessary? How is it done?   

   15.9    How does a single-chamber ICD differentiate among different arrhyth-
mias? What kind of information is furnished by dual-chamber detec-
tion algorithms?   

   15.10    Describe the three ways to manage ventricular arrhythmias and the 
manner of their application under different conditions of the heart.          
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    Chapter 16   
 Deep Brain Stimulation                     

    Abstract     Deep brain stimulation is used as a substitute for permanent neuroablative 
procedures (destruction/inactivation of nerve tissue by surgery, injections, lasers, 
etc.) in the management of disorders associated with movement, notably Parkinson’s 
disease, essential tremor, and dystonia. The technique involves stereotactic place-
ment of an electrode into the identifi ed area of the brain and delivering electrical 
pulses to that area. “Stereotactic surgery or stereotaxy” relates to “stereo- axis,” a 
combination of “stereo” and “taxis,” originating from “stereo” meaning “three-
dimensional” + Greek “taxis” meaning “orientation,” to direct the tip of an electrode 
in the brain. For the treatment of Parkinson’s disease in sophisticated phase, the 
target area of the brain is subthalamic nucleus (STN). For medically refractory 
tremor, the focal area is ventral intermediate nucleus (Vim) of the thalamus. For 
both cervical and generalized dystonias and Parkinson’s disease, the area of interest 
is the globus pallidus internus (GPi). Therapeutic stimulation parameters generally 
used are amplitude, pulse duration, and frequency. The high-frequency stimulation 
(100–200 Hz) given in this method impersonates the effects of surgical ablation. 
The method combines the advantages of adjustability of stimulus parameters with 
the reversibility of treatment. These merits have enabled deep brain stimulation to 
largely supersede the ablation practice.  

  Keywords     DBS   •   Subthalamic nucleus   •   Globus pallidus   •   Parkinson’s disease   • 
  Dystonia   •   Tremor   •   Lesioning   •   Depression   •   Obsessive–compulsive disorder  

16.1               Introduction 

 Deep brain stimulation ( DBS  ), sometimes called  neuromodulation  ,  is   a reversible, ste-
reotactic neurosurgical procedure (method for locating points using an external, three-
dimensional Cartesian coordinate system as a reference frame), whereby multi-contact 
unilateral or bilateral electrodes (affecting only one side or both sides of an organ) are 
permanently implanted in specifi c anatomical locations of the brain (the hypothalamus, 
thalamus,  globus pallidus  , or subthalamic nucleus); the electrodes are connected to an 
implanted, battery-powered pulse generator in the chest; and with the help of these elec-
trodes, continuous electrical stimulation of programmed intensity and frequency is 
administered to the specifi c, targeted sites into the deep structures of the brain [ 1 ,  2 ]. 
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 In action, the DBS implant is similar to a cardiac pacemaker. It seeks to do for 
the brain all that a pacemaker does for the heart. Hence, it parallels the cardiac pace-
maker function in the brain. In size, the DBS implant is approximately the extent of 
a stopwatch. Figure  16.1 , showing the parts of the human brain will aid in compre-
hending the deliberations in this chapter.

   The precise location of electrodes varies with the type of disorder. Several 
parameters, including widths of electrical pulses and intensities of stimulating cur-
rents, are adjusted for every patient by skilled health professionals. Other options 
are mode of stimulation such as monopolar or bipolar stimulation and polarity of the 
electrode. The latter depends on which contact of the quadripolar lead is positive or 
negative. The intention is to optimize improvement in movement disorder. At the 
same time, any side effects must be reduced to the minimum proportions. 

 DBS is a well-established method to cure the debilitating motor symptoms of 
pharmacologically refractory movement disorders. Infamous among these is the 
Parkinson’s disease. Especially in end-stage drug-resistant patients, Parkinson’s 
disease is very diffi cult to cope with. Other prominent diseases for which DBS is a 
routine treatment method are essential tremor and dystonia. The DBS treatment is 
associated with minimal morbidity. It leads to striking improvements in the ability 
to carry out muscle-and-nerve acts (motor functions) and quality of life being led by 
the patient. 

 Apart from movement disorders, many have talked about the impending ben-
efi t of DBS of chosen regions of the brain to successfully alleviate various other 
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neurological and psychiatric conditions. These include treatment-resistant 
 depression (TRD) unresponsive to at least two antidepressant courses and  obsessive–
compulsive disorder (OCD) [ 3 ]. However, there is paucity of data to speculate that 
deep brain stimulation is out of harm’s way and/or valuable for controlling these 
diseases. This is because of limited studies and small sample sizes used.  

16.2     Movement Disorders 

16.2.1     Parkinson’s Disease ( PD  ) 

 It is a chronic (long-term), progressive (gradually worsening), neurodegenerative 
(structure or function loss or even death of neurons) disorder caused by dying 
dopamine- generating cells, known as  dopaminergic neurons   in the  substantia nigra  
located in midbrain. This death and disappearance of cells results from vascular 
(relating to blood vessels) or infl ammatory changes taking place in the basal gan-
glia. The  basal ganglia   (Fig.  16.2 ) are a collection of nuclei on both sides of the 
thalamus, a large, dual-lobed symmetrical structure composed of gray matter and 
lying deep within the brain. The thalamus is involved in relaying sensory and motor 
signals. Consciousness and sleep regulation also fall under its dominion. Dopamine 
is the neurotransmitter responsible for conveying messages to the division of the 
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brain in-charge of controlling the motion and coordination of muscles. As the dis-
ease advances, the quantity of dopamine formed in the brain declines.

    Dopamine defi ciency   produces situations of hyperactivity and underactivity. The 
indirect basal ganglia pathways become hyperactive, while the direct basal ganglia 
pathways become overactive. The result is increase in reticence of the thalamus. As 
a result, activity of motor cortex is reduced. Due to these changes, the person is 
unable to control movement in a normal fashion. This leads to tremor of parts of the 
body, as seen not only in hands, arms, and legs but also in jaw and face. It also 
causes bradykinesia or reduction in and slothfulness of movement. Other symptoms 
are muscular rigidity. The limbs and trunk become stiff. The overall consequence is 
instability of posture or disabling of balance and coordination. Often an unusual, 
stooping or droopy posture and shuffl ing gait of the patient are seen. Apart from 
above, the patient also acquires a fi xed, inexpressive facial expression. This is attrib-
uted to the poorer control over muscle movement. Additional disturbances are 
related to autonomic, sensory, sleep, cognitive, and psychiatric aspects. The disease 
degrades the patient’s voice and sense of aroma. Interestingly, the disease is likely 
to occur to a person of any age group. But middle-aged and elderly people are the 
most sufferers. It affl icts 0.01 fraction of the population >55 years in age. 

    During the fi rst few years, the disease responds to replenishment of dopamine 
with the drug  levodopa  . However, in later years, its management with levodopa 
becomes diffi cult. The treatment is convoluted by drug intolerance and unwanted 
side effects. Stated in other words, usually, treatment for Parkinson’s disease with 
levodopa is initially noticeably effective. But the same does not hold true subse-
quently and after long-term use.  

16.2.2      Tremor   

  Tremor   is an involuntary quivering movement. It is seen in the form of an uncontrol-
lable trembling or shaking motion. This motion is usually rhythmic, back-and-forth, 
irregular, and unpredictable. Even normal persons experience a very trifl ing tremor 
when performing their daily chores. Sometimes, the everyday level of tremor 
becomes noticeable. It is particularly obvious in older people, e.g., it is clearly visible 
in people having trouble in writing or making a drawing. Diffi culties may be noticed 
in holding utensils, e.g., a fork. Such manifest tremor is also normal, and it is often 
caused by emotional stress, anxiety, or anger. But in a few people, tremor is a warning 
sign of neurodegenerative diseases. Examples of these diseases are multiple sclero-
sis, stroke, etc. Tremor is seen in patients suffering from  traumatic brain injury  . This 
injury damages parts of the brain stem or the cerebellum. Tremor appears as an 
unwanted effect of certain drugs. Certain drugs such as corticosteroids and those 
used for treating a few psychiatric disorders are responsible for inducing tremor. 
Allied conditions are alcohol abuse or its withdrawal and poisoning by mercury. 
Overactive thyroid or failure of liver leads to similar conditions. Some forms of 
tremor are hereditary and run down generations. Causes of others are not known. 
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 Essential tremor is the most common type of tremor. Up to 10 % of people are 
affected by it as they become old. People above 40 years of age are most commonly 
affected. But a remarkable increase in its prevalence is seen in the age group over 
70. The tremor is more likely discerned in the hands, arms, head, or eyelids of the 
patient. But it occurs in the legs or feet infrequently. A tremor patient experiences 
diffi culty in holding or using small objects such as silverware or a pen. A commonly 
used drug is  propranolol  , a beta blocker. Another drug is primidone, a drug for 
seizures.     

16.2.3      Dystonia   

 The word “dystonia” is derived from Greek. It means altered muscle tone. Dystonia 
is a movement disorder. This disorder is observed as an irrepressible contraction of 
the muscles of the body. These contractions make the affected body part to twist 
involuntarily. So, recurring movements are produced. Often atypical or nonconform-
ing postures are seen. About 1 % of the population is affected by dystonia.  Women   
are more susceptible to dystonia than men. The causes of dystonia are not utterly 
known. However, they appear to be linked to changes in the area of the brain called 
the basal ganglia. This is a region in which Parkinson’s disease shows its effect. 

 Dystonia can affect one muscle. It can also infl uence a group of muscles or the 
entire body of the patient. Depending on the portion(s) of body concerned, dysto-
nias are classifi ed into fi ve types as (a) generalized dystonia in which mostly or all 
the body is affected; (b) focal dystonia in which a specifi c body part suffers, (c) 
multifocal dystonia when more than one unrelated body part is infl uenced, (d) seg-
mental dystonia wherein adjoining body parts are involved, and (e) hemidystonia 
when the arm and leg on the same side of the body are affected. 

 The treatment for many focal dystonias is done by injection of botulinum  toxin  . 
This toxin is a neuromuscular protein. It is produced by a bacterium called 
 Clostridium botulinum . It acts as a muscle relaxer and blocks the activity of nerves 
in the muscles. Botulinum toxin practically eradicates the erratic posturing of the 
head in torticollis. It eliminates the eye spasms in blepharospasm. Dramatic response 
to  levodopa   and related medications is observed in some children with generalized 
dystonia. These are known as DOPA-responsive.      

16.3     Lesioning Procedures and the Need of DBS 

16.3.1      Pallidotomy, Thalamotomy, and Subthalamotomy   

 Pioneer neurosurgeon Sir Victor A.H. Horsley with his colleague Robert Henry 
Clarke performed lesioning of affected parts in regions lying deep within the brain 
of animals. This lesioning dates back to early 1900s. The lesions were produced 
through holes formed by surgery. The holes were shaped by injecting corrosive 
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chemicals. The creation of such lesions can be deemed as the keystone of surgical 
treatment of movement disorders. The treatment was based on carrying out lesion-
ing of the various decisive targets within the basal ganglia (BG) region of the brain. 
In 1939, Dr. Russell Meyers in New York carried out surgery of deep brain region 
in the basal ganglia. He did this surgery for treatment of tremor and rigidity of 
Parkinson’s disease. This led to introduction of further surgical techniques. 

 The stereotactic frame developed in the 1940s was the principal enabling instru-
ment. Pallidotomy, thalamotomy, and  subthalamotomy   were the three main types of 
surgical procedures used. In these procedures, a small heated probe is accurately 
inserted into different regions of the brain. The heated probe destroys the tissue. The 
procedure is called  pallidotomy   if  the   globus pallidus internus region is lesioned. It 
is termed thalamotomy when lesioning of the thalamus in the brain is carried out. 
The procedure is referred to as subthalamotomy when the subthalamic nucleus is 
lesioned. Among these, pallidotomy has been the one most widely applied tech-
niques to relieve symptoms of PD.  Thalamotomy   has been used for tremor treat-
ment.  Subthalamotomy   has been applied for relief from dystonia. Despite the 
encouraging results obtained and the hopes raised, the mortality rates of these pro-
cedures were ~0.12. Their application often led to cognitive decline. Speech jum-
bling and other snags followed.     

16.3.2     Advent of DBS 

 Postoperative complications almost always accompanied surgery. Further, morbidity 
(unhealthfulness) rates were relatively high in surgery. Therefore, lesioning did not 
receive any support, neither from the doctors nor from the patients. As a result, 
almost complete abandonment of surgical treatments was favored. In 1967, the long-
term, oral levodopa schedule at high doses was launched in the treatment of 
Parkinson’s disease. Soon Levodopa was confi rmed to be a safer and more effective 
treatment. But success of Levodopa was short-lived. In the later years of 1970s, the 
complications of levodopa therapy were clearly proven. Predominantly, dyskinesias 
and motor fl uctuations were annoying. The precincts of levodopa therapy were 
understood. Moreover, improved imaging techniques provided comprehensive infor-
mation about the anatomy and physiology of the basal ganglia. Consequently, there 
was a shift in interest, and it was again diverted towards surgical treatments for PD. 

 In the later years of 1980s, Dr. Alim-Louis Benabid, French neurosurgeon, was 
preparing a patient for thalamotomy [ 4 ]. During this operation, he came across an 
interesting observation. It came to the notice of the surgeon that exclusive use of 
electrical stimulation (without lesioning) could avert tremor. The Grenoble group in 
France instituted for the fi rst time, stimulation of the ventralis intermedius nucleus 
of the thalamus (Vim) at high frequencies. They came up with a path-breaking fi nd-
ing that electrical stimulation could be used as a substitute for thalamotomy for the 
treatment of tremor. The fi nding that identical clinical effects were produced by 
stimulation at high frequencies at the sites of the ablative surgeries and the ablation 
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technique, played an important role in guiding future research. It promoted great 
interest in DBS technology. 

 In the concluding years of 1980s and early years of 1990s, there was a revitaliza-
tion of attentiveness and commitment towards surgical techniques focused to new 
functional targets in the BG. Virtually a renaissance took place in this fi eld. In 1987, 
Benabid reported that the treatment of tremor could be done by stimulating ventralis 
intermedius (VIM) nucleus. However, he was not the fi rst to perform the same. 
Ohye and colleagues published a paper in 1964. This paper was about stimulation 
of ventrolateral and subventrolateral thalamus. The triumph of thalamic stimulation 
for relief from tremor led to the exploration of new targets, which could probably be 
stimulated to derive therapeutic effects. 

 Among the targets under consideration, those receiving focal notice were the 
 subthalamic nucleus (STN)    and   globus pallidus interna (GPi). These were impli-
cated to be causing the symptoms of Parkinson’s disease. Deep brain stimulation 
was a subject of serious investigation as a treatment option to neuroablative proce-
dures with interminable effects, notably thalamotomy and pallidotomy. It became 
apparent that in disparity to the everlasting effects of ablation that could never be 
reversed, unfavorable effects produced by stimulation were by and large revocable 
after removal of stimulation. Due to this reversibility of effects, DBS was found to 
offer a riskless and more agreeable alternative to the chancy and perilous ablation 
procedures. Ever since, the technique has been most painstakingly examined and 
judged as a replacement of thalamotomy. This is especially accepted for one-sided 
control of essential tremor. Tremor allied to Parkinson’s disease also falls under its 
dominion. 

 Thalamic brain stimulation therapy became available in 1995 in many countries 
of Europe as well as in Canada and Australia for patients affected by ET and 
PD. This therapy was advised for patients who had disabling and medically refrac-
tory tremor. Afterwards in 1997, DBS was approved for the treatment of unilateral 
tremor (tremor of ET or PD) by the US Food and Drug Administration (FDA). The 
VIM of the thalamus was the targeted region of the brain. Unilateral studies limited 
FDA approval to unilateral implants only. 

 The location of the  implant   determines the specifi c symptoms treated by DBS. In 
1997, the US Food and Drug Administration (FDA) approved the use of  unilateral   
DBS of the thalamus. This approval was granted for the treatment of tremor related 
to Parkinson’s disease (PD) and essential tremor. Shortly thereafter, in 2002, FDA 
extended its approval to stimulation of other parts. The extension was done for 
inclusion of unilateral or bilateral stimulation of the  subthalamic nucleus (STN)   and 
the globus pallidus pars interna (GPi) for use in patients with PD. In 2003, DBS of 
unilateral or bilateral GPi or STN was approved by FDA for the management of 
selected types of ailments. Chronic, drug-refractory dystonia was covered under 
DBS. This dystonia included general or segmental dystonia, hemidystonia, and cer-
vical dystonia. 

 DBS is done in  thalamic ventrointermediate (VIM) nucleus   for controlling phar-
macologically refractory essential tremor (ET) or parkinsonian tremor [ 5 ]. It was 
found that in subjects suffering from Parkinson’s disease at an advanced stage, the 
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treatment is more effectual in gait improvement when DBS of pedunculopontine 
nucleus, i.e., (PPN)-DBS accompanies the standard STN-DBS [ 6 ]. This combina-
tion of therapeutic targets may also be helpful in managing extrapyramidal symp-
toms (EPS), which are drug-induced movement disorders. An example is  progressive 
supranuclear palsy     . The stimulation of two targets proved to be more useful than the 
isolated stimulation of each target. In twin-target stimulation, the use of two pulse 
generators is helpful to independently control the parameters for each individual 
target.  

16.3.3     DBS Versus  Lesioning   

 In so far as the degree of improvement of tremor and parkinsonism are concerned, 
the benefi cial results of DBS and ablation exhibit striking resemblance [ 7 ]. Naturally, 
DBS has almost completely replaced lesioning procedures. Therefore, it will be 
good to describe the salient properties of DBS vis-à-vis lesioning to bring out their 
relative pros and cons. 

   Advantages     of DBS over lesioning:  (a) DBS differs from pallidotomy, thalamot-
omy, and subthalamotomy in the primary aspect related to destruction of brain tis-
sue. It does not perpetually destroy the brain tissue. In contradistinction, during the 
creation of radio-frequency lesions, the infl uenced region may be unduly enlarged. 
By stretching, it may include neighboring benign areas. Besides inability of lesion-
ing of a well-defi ned region, it is also possible that by mistake, lesioning may take 
place in a nearby site and not the actual targeted site. As a result of errors of this 
nature, vital structures adjacent to the intended target may be inadvertently entan-
gled in lesioning, which may cause permanent damages in the brain. Compared 
with lesioning, effects of DBS electrode implantation are restricted to a smaller 
region causing reduced permanent neurological adverse effects. Only nominal or 
insignifi cant damage to brain tissue occurs during surgery for DBS implant. (b) 
DBS does not entail methodical, purposeful demolition of brain regions. Owing to 
its reversibility, it does not forbid the use of prospective therapies at a later date. In 
opposition, the effects of ablation are irreversible. They cannot be adjusted without 
additional surgery. (c) In order to improve effi cacy and counter hostile effects, the 
DBS parameters are amenable to postoperative tunability. Lesioning does not pro-
vide such postoperative corrections. It is a one-time operation, either successful or 
unsuccessful. (d) In distinction to ablative procedures, DBS can be carefully per-
formed bilaterally securing well-being of the individual. Hence, it is a  compara-
tively   safer technique than lesioning. 

   Disadvantages     of DBS:  (a) The operations of ablation and electrode implantation 
in DBS are habitually done keeping the patient conscious and awake. In DBS, an 
additional surgery is required which is performed with the patient under general 
anesthesia to introduce the IPG and the connecting wire. Furthermore, the IPG 
needs to be replaced by surgery after every 2–7 years because the life of the battery 
ends after this period. Extra surgeries required in DBS are inconvenient for the 
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patient. (b) In DBS, several visits to the doctor are generally enforced after implan-
tation of electrode to adjust the stimulation parameters. This is especially so for 
patients who have undergone GPi  or   STN-DBS. Contrarily, follow-up required after 
ablation is the least possible. More rigorous follow-up for DBS than lesioning is 
often awkward for the patient. (c) Almost 25–30 % of patients who undergo DBS 
are troubled by complications related to DBS hardware. Even more than 1 year 
postoperatively, such complications are likely to happen. The complications take 
place in the form of mechanical breakage of the hardware. Skin erosion may occur 
over the hardware. Often, this erosion may be accompanied by skin infection. The 
complications usually require that spoiled or contaminated hardware be replaced. 
Sometimes a course of antibiotics is necessary. In ablation, no such complications 
are possible. (d) When a patient falls down, DBS hardware may be damaged or 
displaced from its position. Hence, in patients suffering from severe postural insta-
bility and frequent falls, ablative surgery is advisable. For this selected group of 
patients, DBS is not a judicious choice. (e) DBS is an overpriced procedure com-
pared with cheaper ablation. Hence, in several regions of the world, lesioning pro-
cedures represent the only reasonably priced surgical preference. Only when the 
cost of DBS is signifi cantly lowered can it be provided to masses.      

16.4     Patient Selection/Exclusion Criteria for DBS 

 The key to success of DBS surgery lies in the proper selection of the befi tting can-
didates. For optimally selecting patients for surgery, a  multidisciplinary committee   
is constituted. It consists mainly of a neurophysician specializing in movement 
 disorders, along with a functional neurosurgeon. A neuropsychologist must be 
included in this team. The neurophysician ensures the correct diagnosis of the dis-
ease. He/she also makes sure that the entire suitable range of treatments that does 
not involve surgery has been practiced. The neurosurgeon has the responsibility of 
evaluating the general health of the patient apropos the risks of surgery. He/she 
forthrightly shares with the patient the impending diffi culties with surgery. These 
complications must be inclusive of a 1–2 % probability of intracerebral (within the 
cerebrum) hemorrhage per operated side. Such complications can precipitate grave 
neurologic disability or even death of the patient. 

 Before deciding on the intervention, the patient’s  personal expectancy   from sur-
gery needs to be formally looked into. The treating neurophysician should frankly 
apprise the patient of the genuine panorama of DBS implantation. The neurophysi-
cian must dispel any unrealistic results expected from surgery. In some situations, it 
might be benefi cial to counsel the patient psychotherapeutically before taking the 
fi nal decision. The patient and the psycho-physician should outspokenly thrash out 
with each other the chances of signifi cant improvement. In this dialogue, the unfor-
tunate and unfriendly effects of more aggressive drug therapy must be brought out 
compared with surgery. 
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 Many vital factors must be taken into consideration before arriving at the deci-
sion to perform DBS surgery. Personal, professional, and social situations of the 
patient are of topmost priority. Regardless of these factors, surgery should not be 
gratuitously deferred. Otherwise the patient may lose his or her profession. There 
may also be a marked diminution in liberty of the patient in carrying out routine 
activities accompanied by loss in quality of life. The neuropsychologist performs an 
exhaustive examination regarding the patient’s mental abilities of perception and 
memory. The objective is to ascertain whether there are any symptoms of dementia, 
a severe decline in mental abilities. Interviews with the patient and caregiver can 
resolve any behavioral abnormalities. They also help to overcome psychiatric prob-
lems. Among these, anxiety, depression, psychosis, mania, etc., are the diseases that 
need exigent attention. 

 No steadfastly validated benchmarks exist to choose patients for surgery. 
Notwithstanding, some general basic strategies have been set out. These are applied 
by many surgical centers. The main aim of the qualifying process is to spot patients 
that show greater probability of improvement. These are the patients in whom the 
anticipated benefi t far exceeds the probable danger linked with the surgical interces-
sion. This means that the individual risk benefi t profi le of the patient must be evalu-
ated. Generally, appropriate candidates qualifi ed for surgery are those that show 
appreciable disability in performing everyday activities or tasks necessary for occu-
pation/service despite having undergone best possible drug therapy. 

 The principal indication for deep brain stimulation in Parkinson’s disease is 
highly developed  idiopathic PD  , a multisystemic synucleinopathy (related with 
abnormal deposition of synuclein) of the human nervous system. It produces com-
plications of motor functions such as fl uctuations and dyskinesias, characterized by 
distortions in voluntary movements. Consequently, pertinent disability or parkinso-
nian tremor resistant to therapy is produced. In order to forecast that DBS will be 
successful, the criteria are laid down for supreme candidate with advanced idio-
pathic PD. This candidate is one who has a conserved good levodopa response but 
is distressed due to the side effects accrued from enduring treatment, e.g., motor 
fl uctuations and dyskinesias. A fi rst-rate levodopa response of parkinsonian tremor 
is not essential. However, attempts of therapy with doses of levodopa as high as 
1500 mg per day, dopamine agonists (substances that directly stimulate the recep-
tors in nerves which normally would be stimulated by dopamine), and clozapine (an 
atypical antipsychotic medicine) are compulsory before deciding on surgery. 
 Besides   idiopathic PD, remaining parkinsonian syndromes include the multiple sys-
tem atrophy, a progressive neurodegenerative disorder leading to symptoms affect-
ing both the autonomic nervous system and movement. These do not receive benefi t 
from DBS. 

 Some exclusion criteria must also be decided. These are severe brain atrophy 
(shrinkage), major  depression  , or acute psychosis. Patients must possess the mental 
and physical stamina to tolerate a long and challenging procedure. They must be 
healthy from cognitive viewpoint and show low anxiety levels. Then only they will 
be able to provide useful intraoperative feedback. Their assistance is essential dur-
ing adjustment of stimulation parameters postoperatively. Deranged, frenzied, and 
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wild patients tend to become more befuddled during the surgical operation. They 
are unable to give reliable reports of unsympathetic effects during stimulation that 
is done intraoperatively. For such patients, stimulation parameters cannot be pro-
grammed for best results. This is mainly because of their lack of awareness about 
their own motor status. Important preconditions for DBS surgery are good general 
health conditions in order that intraoperative and perioperative complications may 
be eliminated. They are also indispensable to warrant good doctor–patient coopera-
tion during prolonged awake surgery.  

16.5     DBS Surgical Methodology 

 An overnight before surgery, antiparkinson and antitremor medications are with-
held. Drug suspension is done in order to capitalize on tremor and off-period parkin-
sonism. Most favorable appraisal of the payback of stimulation is thus allowed 
during the surgery. 

 The methodology of surgical operation for DBS is similar to that of ablative 
stereotactic neurosurgery. In this remark, the ultimate phase of implantation of elec-
trode is excluded. Surgery is performed, as a rule, by keeping the patient awaken. In 
fact, the patient is an agile participant to facilitate useful feedback. The advanta-
geous and harmful effects of microstimulation as well as macrostimulation are 
enquired from the dexterous patient while targeting the stimulation areas and during 
lead implantation. On the odd occasion, surgery is performed under general anes-
thesia. This is mandatory in patients who experience diffi culty in bearing surgery. 
These are especially the children and grown persons stricken with acute dystonia. 

 The fi rst step involves the fi xing of a stereotactic head frame on the skull of the 
patient. This helps to establish a 3-D coordinate system for reference. The coordi-
nate system allows interrelationship of the imaging prior to operation with corre-
sponding points in the brain. It also intercepts movement of head during surgery. 
The stereotactic system stabilizes the head position during surgery while the neuro-
surgeon maps the brain. Some surgeons now perform deep brain stimulation with 
stereotaxis without frame. 

 Thereafter CT and/or MRI scanning of the brain are performed. These scanning 
operations are done using a stereotactic frame fi xed on the head of the patient [ 8 ]. 
The purpose is identifi cation of the anterior and posterior commissures. These com-
missures are white matter tracts crossing the midline of the brain and connecting the 
two cerebral hemispheres. Some groups also perform preoperative cerebral ven-
triculography with this intention.  Cerebral ventriculography      is a medical imaging 
test in which the X-ray radiography of the ventricles of the brain is performed. The 
ventricles consist of a communicating network of cavities that are fi lled with cere-
brospinal fl uid (CSF). The radiographic examination is done after withdrawing CSF 
from the ventricles. Either a contrast medium or radiopaque agent is then injected. 
At the currently available MRI resolution, individual thalamic nuclei remain invis-
ible. Therefore, for imaging thalamic targets, indirect targeting is necessary. The 
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indirect targeting is done using stereotactic arithmetic-based coordinates. However, 
MRI is used for viewing  the   STN and GPi. Thus, it is possible to directly target 
these structures. Of late, intraoperative MRI is being attempted together with guid-
ance of electrode placement in real time. These attempts are in exploratory stage. 

 The coordinates of the targeted area in the brain are calculated. Then the probe 
carrier of the stereotactic frame is adjusted consistently. A small burr fi ssure in the 
form of a rough-edged hole is drilled at a distance of a few centimeters from the 
midline and near the coronal suture, which is the dense, fi brous connective tissue 
joining the frontal and parietal bones of the skull. A hole of roughly 4 mm size is 
punctured into the dura for the lead to reach the targeted area.  Dura   is the short form 
of dura mater, the outermost, toughest, and most fi brous of the three membranes 
(meninges) encasing the brain and the spinal cord. 

 The DBS electrode is roughly 1.27 mm in diameter. It is guided to the targeted 
area in the brain. The precision achieved ranges approximately within 1–2 mm. The 
 DBS electrode   is prepared with four contact points. These contacts are each 
1.5–3 mm long. A gap of 0.5, 1.5, or 4 mm separates the contacts. This gap depends 
on the particular model. Each contact is separately stimulated and evaluated. Desired 
and undesired effects of each contact are observed. Acute effects are seen as very 
theatrical infl uences in motion disorders. Such effects involve instantaneous termi-
nation of tremor in Parkinson’s disease. In psychiatric diseases, the effects may be 
more subtle or nonexistent. The neurosurgeon works with the patient in the operat-
ing room, and the two together evaluate various stimulation sites to make the most 
of the therapy. The aim is to provide maximum effectiveness with minimum side 
effects. The lead site is selected to the satisfaction of both the surgeon and the 
patient. In many cases, temporary microelectrodes are fi rst used to identify the exact 
stimulation target. Permanent electrode implantation is done later. Only when the 
location of the electrode is found to be most advantageous, the electrode is fi rmly 
fastened to the skull. Stereotactic CT ⁄MR imaging is performed immediately. 

 About 7–10 days afterward, the patient is administered full anesthesia. Below 
the skin of the scalp, neck, and shoulder of the patient, an insulated extension wire 
is tunneled. This wire connects the lead to the implanted pulse generator ( IPG  ) or 
the neurostimulator. The IPG is implanted subcutaneously below the patient’s clav-
icle or collarbone. 

 About 3–4 weeks after the leads have been implanted, the IPG is turned on. It is 
programmed by the neurosurgeon to set the stimulation parameters.  Electrical stim-
ulation   of high frequency starts from the neurostimulator. It moves through the 
annexed wire and the lead into the brain.  

16.6     The DBS System 

 An assemblage of three components constitutes the DBS system. The primary com-
ponent of the DBS system is the implanted pulse generator ( IPG  ) or the neurostimu-
lator. The IPG is a small-size device, sealed and protected from the environment. It 
contains a battery and electronic circuit. It is implanted underneath the skin in the 
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upper body near the chest of the patient. The IPG generates the electrical pulse 
waveforms that are discharged via the electrodes. The second component of DBS is 
the lead. It is an insulated coil of wire containing extremely thin electrodes, usually 
four in number. Each wire terminates in a 1.5 mm electrode located at the tip to be 
rooted in the brain. These electrodes are placed in one of three areas of the brain. 
The electrodes are arranged in the targeted site for stimulation. The extension wire 
connects the lead with the IPG. This extension forms the third component of the 
DBS system. The extension is a subcutaneously placed insulated wire shaped like a 
coil that connects the DBS lead to the neurostimulator. 

 For turning the battery-operated neurostimulator on and off, patients are supplied 
a handheld magnet. Battery life varies from patient to patient, depending on the 
usage of DBS system.  Stimulation parameter   setting and power requirements decide 
how long the battery will actually last. When the battery runs low, the IPG can is 
replaced in a simple outpatient procedure. 

 Based on the symptoms of a particular patient, the DBS may be used on one side 
of the brain (unilateral DBS), as shown in Fig.  16.3 , or two sides (bilateral DBS), as 
illustrated in Fig.  16.4 .

16.7          Mechanisms   of DBS Action 

 During the course of the last decade, DBS has progressed to be the most hopeful 
healing choice for PD that has reached an advanced stage. Other movement disor-
ders which are refractory to drug therapy have also come under its purview. 
Nevertheless, the cognizance of the root mechanisms that have made stimulation at 
frequencies >100 Hz a therapeutic tool has still remained intangible and elusive [ 9 ]. 
Not much is known about the fundamental principles of electrical stimulation at 
above frequencies. To date, the stimulation parameters used for DBS are determined 
by experiments, relying more on experience or observation than on theoretical grasp 
[ 10 ]. The unsettled understanding of the mechanism of interaction of the applied 
stimulus pulses with the contiguous neuronal elements is a burning research topic 
for neurologists. It is slowing down progress and expansion of this know-how [ 11 ]. 

 The general stimulation parameters for therapy by monopolar cathodic confi gu-
ration of DBS may be stated as follows: stimulus amplitude = 1–5 V; stimulus pulse 
duration =60–200 ms; and stimulus frequency =120–180 Hz. These parameters 
have been derived for the most part by trying out various values and observing their 
effects. The stimulation parameters obtained through the trial-and-error approach 
have proven to be effective, mainly due to the reason that the infl uence of DBS on 
the control of tremor and parkinsonian motor symptoms is found to be nearly taking 
place in period of time so short to be imperceptible. They are easily unequivocally 
noticeable.    However, such ease of titration will not be allowed by the new therapies 
utilizing DBS technology. 

 For years, the belief was prevalent that when neuronal structures were stimulated, 
only excitation of the axons or cell bodies took place. This was evident from the 
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Pulse generator
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Electrode

Implanted 
extension wire

  Fig. 16.3    Deep brain stimulation system using a single pulse generator for unilateral DBS       

rudimentary physiological principles. Astonishingly, beginning with the epoch of 
DBS, it was recognized that high-frequency stimulation impersonated the effects 
obtained previously by ablation in structures of the brain. From experimental and 
clinical fi ndings, a vast amount of evidence has been amassed about the stimulation 
frequency. This substantiation suggests that stimulation frequency is a primary factor 
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  Fig. 16.4    Deep brain stimulation system using two pulse generators for bilateral DBS       

infl uencing the irrefutable effect of DBS. Thus, there is comprehensive  documentation 
of the frequency dependence of the effects of DBS. It has been found that the maxi-
mum relief from symptoms occurs at frequencies >100 Hz. Further, no therapeutic 
relief takes place at frequencies <50 Hz. Width of the electrical pulse decides which 
neural elements are impinged upon, by preference. Pulses of longer widths infl uence 
the cell soma or body. Pulses of shorter widths mainly affect axons. Furthermore, 
DBS provides highly focused stimulation confi ned to a small area because relatively 
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low currents are used. This low value results in small spreads of current, on average 
about 2–3 mm at 2 mA intensity. The strength of stimulation decreases in proportion 
to the square of the distance from the electrode. 

    Based on experiments conducted on animals and after intraoperative revelations 
in human subjects, four major hypotheses elucidating the mechanism of high- 
frequency stimulation were proposed [ 12 ]. These were (a) depolarization cordoning 
of neuronal transmission in which this blockade occurred by rendering voltage- 
dependent ion channels inactive, (b) overcrowding or congestion of information by 
levying an efferent stimulation-controlled pattern at high frequency, (c) synaptic 
inhibition by prompting inhibitory afferents to the aimed nucleus, and (d) synaptic 
letdown by exhaustion of neurotransmitter induced by the stimulation.  

16.8      Risks   of DBS Surgery 

 The most serious danger of DBS surgery is bleeding into the brain (hemorrhage). 
This may lead to brain stroke resulting in abrupt death of brain cells. Less than 1 % 
of patients experience a stroke. The effects of a stroke can include paralysis causing 
impairment of body movement. Loss of speech, coma, or even death may result. 
There is also some chance (10 %) of less serious complications. Among the less 
serious ones is infection. Malfunction of the stimulator and movement of the elec-
trode or generator are often vexing. Any of these problems may require removal of 
part or all of the DBS system.  

16.9     DBS for Psychiatric and Neurological Disorders 

16.9.1      Major    Depression   

 Probably the most pervasive of all mental illnesses is major depression with symp-
toms of sadness, hopelessness, worthlessness, sleeplessness/too much sleep, rest-
lessness, suicide thoughts, and so on. Long-established methods of conquering 
depression stem for the most part from fortuitous observations of effects of certain 
substances in countering depression. An example of such substances is iproniazid or 
imipramine. Both these drugs were accidentally discovered. It is known that non-
surgical therapies have relieved many patients from depression symptoms to a fairly 
acceptable level. The staple nonsurgical therapies are pharmacological treatment 
with drugs, psychotherapy using psychological methods and electroconvulsive 
therapy (ECT) by passing electric current through the brain to spark a seizure caus-
ing changes in chemistry of the brain. However, a sizable minority consists of 
patients in whom these treatments do not provide relief. Such tenacious, treatment-
resistant depression is a ruthlessly incapacitating complaint. For this kind of 
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stubborn depression, there are no verifi ed treatment options once numerous medica-
tions, psychotherapy, and electroconvulsive therapy have bitterly fl opped.    

    The mechanism of action of psychotropic drugs is by changing neurochemistry 
to a large degree in far-fl ung areas of the brain. It transpires that many of these 
regions in which neurochemistry has been changed may not be related  to   depression 
at all. Therefore, more dedicated approaches of treatment work on modulation of 
explicit networks in the brain. These comprise a more effi cient method to assist 
patients who are treatment-resistant. One such approach employing DBS may help 
these patients to come out of depression. An open-label investigation testifi ed a 
60 % 6-month response percentage. This was achieved by lingering DBS of the 
subcallosal cingulate white matter (SCCwm). Grave and persistent effects counter-
poising the depression of patients have also been described after stimulation of fur-
ther white matter targets. These include the ventral most aspect of the anterior limb 
of the internal capsule (ALIC) and the inferior thalamic peduncle. They also 
embrace the gray matter targets. These targets are  the   globus pallidus internus and 
nucleus accumbens. 

 The mechanism by which DBS exerts antidepressant effects is intonation of activ-
ities taking place inside certain neural networks. These networks are accountable for 
controlling mood and attendant cognitive functions. They also regulate the circadian 
rhythms and motor functions. For delivery of continuous stimulation, DBS treatment 
of depression entails the two-sided stationing of electrodes at precise neuroanatomi-
cal sites [ 13 – 15 ]. More than half of patients were reported to return to work. Also, 
there were enhancements in quality of life past 1 year subsequent to DBS implanta-
tion. This indicates that DBS application to the subcallosal cingulate gyrus is benefi -
cial for treatment-resistant depression. DBS provides both short-term and long-term 
benefi ts. Despite all encouraging and promising results, DBS for this malady is still 
an investigational area.    Double-blind scientifi c trials are being pursued [ 16 ].  

16.9.2     Obsessive–Compulsive  Disorder   

 Obsessive–compulsive disorder ( OCD  ) is a psychiatric malady which is over and 
over again prolonged, stern, and awfully unbearable. OCD is an anxiety disorder in 
which the affected individual is overcome by recurrent, unreasonable fears, thoughts, 
or impulses. In reaction to these obsessions, the individual performs certain acts, 
often repetitively. The repetitive acts are known as compulsions and are performed 
by the patient as a way to get out of the vicious cycle of stressful feelings. The patient 
develops a ritualistic behavior in which some rituals become part and parcel of activ-
ities like checking the door locks or the cooking heater several times to confi rm that 
one has not forgotten to lock the door or switch off the heater when going out. In 
many cases, OCD is refractory to ideal treatments. A sizeable section of patients are 
either irresponsive to therapy or can obtain fragmentary reprieve. 

 In severe, refractory cases, lesions have been utilized as a “last alternative treat-
ment.” These were neurosurgical lesions. They were applied stereotaxically in the 
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anterior limb of the internal capsules (anterior capsulotomy). Extensive case report-
ing of OCD counsels substantial benefi t of lesions. However, controlled studies 
have been problematical. It has been observed that effects of lesioning can be simu-
lated by stimulation with electrical pulses. These currents are supplied at intensities 
that are too stumpy to destroy tissues. This argument has shown the way towards the 
fabrication of implantable pulse generator systems to treat neurological illnesses for 
which lesionings have been endorsed to be successful as “last recourse solutions,” 
but for which safety trepidations disadvantaged extensive adoption. 

    The adjustment of control parameters such as pulse width and current crucially 
dictates the effectiveness of DBS  for   OCD mitigation. The values of these parame-
ters vary in turn with the areas of the brain that are stimulated, as well as tissue types. 
Further complications are introduced by the fact that the effects of a particular stimu-
lation setting do not appear at a level suffi cient enough to be noticed until the patient 
has spent hours or days with that setting. It is agreed that DBS is a budding technique 
for treating psychiatric disorders which are refractory to traditional medicines. 
However, supplementary development work is called for before the procedure is 
utilized beyond the confi nement of prudently regulated research  proprieties   [ 17 ].  

16.9.3      Alzheimer’s Disease      

 Memory loss takes place and cognitive functions decline when brain cells die. This 
decline starts in a mild way but gets progressively worse. DBS can modulate the 
exclusive brain circuits in a changeable and reversible manner. Clinical benefi ts 
may be obtained in Alzheimer’s disease [ 18 ].   

16.10     Discussion and Conclusions 

 DBS has reinforced and fortifi ed its roots fi rmly. The prevailing ablative procedures 
have been pushed aside. For long, these procedures continued to be the backbone  
treatment by surgical route to get comfort from movement disorders [ 19 ]. But now 
they are left far behind. DBS has expressively bettered the quality of life of several 
patients. It has allowed them to convalesce and recuperate their individuality. For 
these patients, resumption of many normal activities has become possible. Very 
often, DBS has been found to decrease the daily medication dose required to man-
age symptoms. But it must clearly be remembered that DBS is not a cure for any 
disease. It has neither been shown to prevent the progression of disease. The goal of 
the DBS surgery is mainly to help in controlling the symptoms so that the patient 
can be comfortable. 

 DBS has become a standard therapeutic tool for some forms of severe movement 
disorders described in this chapter. For treating tremor and/or ataxia (diffi culties in 
the coordination of muscles), DBS may prove to be a viable therapy in conjunction 
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with or without using other remedial agents. These treatments are indicated in 
patients grieved with FXTAS (fragile X-associated tremor/ataxia syndrome) [ 20 ]. 

 For dealing with other neurological and some psychiatric disorders, application 
of DBS is under investigation. Its utilization has been extended to indications, such 
as epilepsy and cluster headache [ 21 ]. Its domain has also been stretched to cover 
notorious psychiatric disorders. It has proven to be an effective sword cutting the 
symptoms of obsessive–compulsive disorder  and   depression [ 4 ]. Notwithstanding 
all these upbeat observations, several scientifi c, clinical, and ethical issues still 
remain unresolved [ 22 ]. These relate to the recognition and empathy of the targets 
for different diseases. The choice of the patients and the evaluation of the results are 
equally important [ 23 ]. 

  Review Exercises 
     16.1    Where are the electrodes implanted for deep brain stimulation? Is the 

location of placement of electrodes the same in all kinds of disorders? 
Is the pulse generator placed in the brain?   

   16.2    What are the main disabilities for which deep brain stimulation is a 
well- recognized and accepted treatment? Name some other disorders 
in which the technique also helps.   

   16.3    What is the neurotransmitter whose degeneration in the brain leads to 
Parkinson’s disease? What effects are produced by the defi ciency of 
this neurotransmitter? What symptoms follow?   

   16.4    What is the drug levodopa used for? What happens after long-term use 
of this drug?   

   16.5    What is meant by tremor? Normal persons also experience trembling. 
How is this trembling different from that in the disease called tremor? 
What are the causative factors leading to this disease?   

   16.6    What is dystonia? With which part of the brain is it related? State the 
main features of the fi ve classes of dystonia. What is the prevailing 
treatment for this disease?   

   16.7    What is meant by the following terms: pallidotomy, thalamotomy, and 
subthalamotomy? Name the diseases that are treated by performing 
these procedures.   

   16.8    What drug encouraged towards abandonment of surgical methods for 
Parkinson’s disease? What diffi culties were faced in long-term drug 
therapy?   

   16.9    What chance or accidental observation led to the use of ventralis inter-
medius nucleus stimulation for management of tremor?   

   16.10    In what ways is deep brain stimulation safer than neuroablative tech-
niques for treatment of movement disorders?   

(continued)
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    Chapter 17   
 Epidural Spinal Cord Stimulation                     

    Abstract     Spinal cord stimulation was fi rst hosted in 1967 as a technique for 
 treating chronic back pain. In this treatment, the nerves in the spinal column, also 
called the spine or backbone, are imparted mild electrical impulses or shocks. The 
impulses are supplied through leads that are implanted into the epidural space. The 
location of these leads is adjoining the lower facet of the spinal cord between T9 and 
L1. The implantation is carried out under fl uoroscopic control in a relatively minor 
surgical procedure. The leads are supplied current from the pulse generator posi-
tioned between the skin and the fascial layers (connective tissue fi bers, largely col-
lagen). The electric impulses interfere with and modify the nerve activity to 
minimize the sensation of pain propagation to the brain. An additional available 
feature is programmability of electrode activation. Either constant-voltage or con-
stant-current pulse trains can be chosen. Facility to minimize stimulus energy 
requirements is provided. The technique is vulnerable to migration of the lead. 
Shunting of the stimulus currents by the cerebrospinal fl uid (CSF) and various other 
complications diminish its clinical effi cacy.  

  Keywords     SCS   •   Dorsal column stimulation   •   Back pain   •   Paresthesia   •   Dura mater   
•   Epidural anesthesia   •   Gate control theory  

17.1               Introduction and Historical Glimpses 

  Chronic pain   is the principal cause of bodily and poignant anguish. It leads to domes-
tic and societal commotion, frailty, and nonattendance of work [ 1 ]. The fi rst clinical 
application of dorsal or posterior column stimulation (DCS)          was documented by 
Shealy et al. [ 2 ]; “dorsal” means situated at the backside. They inserted the stimula-
tor into patients suffering from cancer pain in 1967 [ 3 ]. This technique was portrayed 
as an original analgesic (pain relieving, palliative)  method  . It could alleviate pain in 
a multiplicity of chronic pain syndromes. Nevertheless, it was proved in later years 
that a greater number of structures in the nervous system might be activated by appli-
cation of an electrical potential to the dorsal epidural space. By delivering electrical 
impulses of small amplitudes, unswervingly into the spinal cord in the region popu-
larly known as epidural space, the straight spreading of pain signals traveling along 
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the spinal cord towards the brain is interfered with and disturbed. Therefore, the term 
“dorsal column stimulation (DCS)” transformed to “ spinal cord stimulation (SCS)     .” 

 The SCS is tactically designed to exchange the unpleasant sensory feeling of 
pain with a more gratifying tingling feeling. This tingling feeling is referred to as 
 paresthesia  . “ Paresthesia  ” is a condition causing a patient to feel a sensation of 
numbness, burning, or tingling. It may appear like itching or prickling with no obvi-
ous durable effect on the body. This condition is vastly different from paralysis, 
which involves the loss of both movement and sensation. Paresthesia is only accom-
panied by loss of sensation. The perception of paresthesia in the region where pain 
is felt “masks” pain signals. 

 Pursuant to the fi rst-time implantation of a stimulation system for spinal cord 
therapy wayback in 1967, techniques of  neuromodulation   have been widely prac-
ticed for treating patients with chronic pain. Evidence has mounted in support of the 
benefi ts of SCS in managing constant, obdurate pain of the torso and limbs. Many 
examples can be quoted. These include unilateral/bilateral pain insolent to  orthodox 
and surgical treatments   for chronic low back pain syndrome, radiculopathy (disease 
of spinal nerves/nerve roots), postsurgical pain, degenerative disk disease or herni-
ated disk (slipped/ruptured disk), peripheral causalgia (burning pain due to periph-
eral nerve injury), epidural fi brosis (scar tissue formation near the nerve root), 
arachnoiditis (arachnoid infl ammation), and complex regional pain syndrome. SCS 
has also been investigated to treat paralysis, spasticity (stiff/rigid muscles), gastro-
intestinal issues, and urinary system dysfunction. The stimulation site on the spine 
determines which nerve networks are targeted. 

 Continuing pain reduction and improvement in health-linked quality of life has 
been achieved by spinal cord stimulation in individuals suffering from chronic  refl ex 
sympathetic dystrophy (RSD)       syndrome   of unknown pathophysiology, a burning 
pain with swelling and tenderness [ 4 ,  5 ], and intractable cancer pain [ 6 ,  7 ]. In 1989, 
FDA approved SCS as a means to relieve pain from nerve damage in the trunk, arms, 
or legs. SCS now covers nearly 70 % of all neuromodulation treatments.  

17.2     Epidural Space and Epidural  Anesthesia   

 The term   dura mater    literally means “tough mother.” It is the outermost, dense, 
leathery, and fi brous of the three membranes (dura mater, arachnoid membrane, and 
pia mater) that constitute the shielding envelope of the brain and spinal cord. The 
term “ epidural space  ,” also known as epidural cavity, extradural space, or peridural 
space, has its origin from ancient Greek, “on, upon” + dura mater. The epidural space 
(Fig.  17.1 ) is an anatomical area in the spinal cord confi ned between the walls and 
the dura mater of the vertebral canal. It is situated exterior to the dura mater, which 
enfolds the following: arachnoid mater, subarachnoid space, the cerebrospinal fl uid, 
and the spinal cord. On the upper side, the epidural space terminates at the foramen 
magnum. It is the extremity at which the spine connects with the bottom of the skull. 
On the lower side, it ends at the sharp point of the sacrum at the sacrococcygeal 
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  Fig. 17.1    Anatomy of the spinal cord and regions for spinal and  epidural anesthesia         
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membrane. The epidural space is composed of fat and small blood vessels. Its con-
tents are mainly lymphatics (veinlike vessels carrying clear-to-white lymph fl uid), 
roots of the spinal nerves, loose fatty tissue, small arteries, and internal vertebral 
venous plexuses (intraspinal veins).

    Epidural anesthesia   is the utmost universally practiced method for pain relief 
during labor. It is a local anesthesia. It occludes pain only in a specifi c region of the 
body. An epidural provides only analgesia or relief from pain. It does not aim to 
provide anesthesia, which causes total lack of feeling. The epidural obstructs the 
nerve impulses starting from the spinal segments on the lower side. The result is a 
decrease in responsiveness in the lower half of the body. 

 The procedure  for   providing epidural anesthesia is as follows: The middle back 
is washed in waistline area with an antiseptic solution to counter any chances of 
infection. A local anesthetic is infused by injecting into a small region on the back 
to create the feeling of numbness. A needle pierces the numbed region encircling 
the spinal cord in the lower back. A  catheter   is guided through this needle into the 
epidural space. The needle is then carefully withdrawn. But the catheter is left in its 
position. The catheter is securely fi xed by adhesive tape to the back to check it from 
sliding off. Medicine is supplied by giving injections periodically. It may also be 
delivered in continuous infusion.  

17.3     SCS Equipment 

17.3.1     The Hardware and the Electrodes 

 The SCS hardware (Fig.  17.2 ) consists of a programmable pulse generator, an 
extension cord, and an electrode lead [ 8 ]. The  pulse generator   is usually implanted 
anteriorly (in front) and subcutaneously (beneath the skin) through a passage tun-
neled between the skin and fascial layers (fi brous connective tissues enveloping/
separating/binding together muscles and organs). The lead with multiple contacts is 
positioned in the dorsal epidural space situated at the back or dorsum. It is con-
nected via extension cables to the pulse generator.

   By programming the system, the following parameters are set at defi nite  values  : 
pulse amplitude, width of the pulse, and frequency of repetition of pulses. The ros-
trocaudal position (between head and tail) of the multiple-contact lead is alterable. 
The position is changed to provide electrical stimulation at many levels of the spine. 

 The placement of the  cathode   is done at a location between the dorsal median 
sulcus (longitudinal groove marking the midline of the medulla oblangata) and the 
dorsal root entry zone (DREZ) area. Upon stimulation, the current starts fl owing 
from the cathode (negatively charged electrode) towards the anode (positively 
charged electrode). Fundamentally, every neural structure situated proximally to the 
cathode can receive activation at suffi ciently high  electrical stimulation  . But current 
follows the path of least resistance. It therefore fl ows through anatomical structures 
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  Fig. 17.2    Implanted spinal cord stimulator in a patient       

having low electrical resistivity.  Cerebrospinal fl uid   carries approximately 90 % of 
injected current because of its lowest electrical resistivity. Then the longitudinal 
white matter follows. Due to its anisotropic or directionally dependent characteris-
tics, transverse white matter is more resistive than gray matter. Epidural fat and dura 
mater likewise possess high resistivity.  Vertebral bone   has the highest electrical 
resistivity. Therefore, it practically behaves as an insulator. Hence, the besieging 
tissues, e.g., the heart and structures of the pelvis, are protected from receiving 
stimulation. 

 The fi rst-generation electrodes were unipolar. One lead was positioned at the 
stimulation site and the other at an area of zero potential (the earth or a large con-
ducting body).  Unipolar electrodes   provided paresthesia in a restricted zone. 
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Therefore, a new lead design was later developed. The number of electrodes in this 
design varied from four to eight. Two kinds of leads are presently used: the percuta-
neous lead and the paddle lead. The percutaneous electrode is inserted via  Tuohy 
needles   (hollow hypodermic needles). It is a perfect lead for both provisional and 
fi nal implants. For placing the paddle lead, surgery is necessary by orthopedic neu-
rosurgical procedures known as laminotomy or partial  laminectomy  . In  laminotomy  , 
a small part of the lamina is removed while in laminectomy, it is completely 
removed. The paddle lead offers greater stability and lesser tendency for migration. 
It is especially befi tting for patients who have a history of lead relocation. It is also 
appropriate for the patients in whom assignment of the trial lead was previously 
demanding. 

 Programmable multiple-electrode arrays have shown superiority over the devices 
with a solitary channel. The reason is that they permit anode–cathode guarding and 
changes of polarity. In this manner, they enable optimal current steering. 

 Axonal activation and paresthesia (tingling/pricking sensation)  distribution   are 
determined by the comparative positions of the electrodes (cathodes and anodes). 
They are also impacted by their distances from the spinal cord. Using a two-channel 
pulse generator and applying pulses differing in simultaneity, a profounder dissemi-
nation of the pulses into the spinal cord is attained without creating a high-intensity 
electric fi eld. The idea of electrical fi eld routing through selectively engaging axo-
nal nerve fi ber tracts in the dorsal columns was publicized by a transverse tripole 
array (+, −, +) system.  Electrical steering   of the paresthesia across the axial back 
region is simplifi ed. At the same time, the stimulation of the nerve roots was 
minimized.  

17.3.2      Implantable Power Sources   

 There are three different types of implantable power sources to be discussed in the 
forthcoming subsections. 

17.3.2.1     The  Conventional Non-rechargeable Unit   

 The main component of the conventional unit is an implanted pulse generator. The 
pulse generator houses the integrated circuitry and batteries. It delivers low-voltage 
stimulation for pain relief. The pulse generator is accompanied by an external hand-
held, telemetry device. This is the external controller which activates the pulse gen-
erator and programs its parameters. It works transcutaneously. It is used to switch 
stimulation on or off and to attune the intensity of stimulation between the bounds 
set by the doctor. The patient too can control the stimulation parameters. The life of 
the battery is limited. The life expectancy of the battery is determined by the length 
of time over which it is used. Other decisive factors infl uencing battery life are the 
levels of the exploited parameters, viz., width of the pulse, the applied voltage, 
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frequency, etc. This kind of unit generally lasts for 3–5 years before  needing    surgical 
replacement.  

17.3.2.2      Rechargeable Unit   

 This unit is supplied to patients who require a high amplitude of stimulation for 
relieving pain. It lasts for a long period of 10–25 years. Recharging is done through 
an induction coil worn by the patient over the implanted device. During recharging, 
stimulation can be continued. The rechargeable unit is acquiring popularity among 
recipients due to its small dimensions and easy upkeep.  

17.3.2.3     Radio-Frequency Unit   

 This power source is a radio-frequency device. Patients requiring high power adjust-
ments are prescribed this kind of unit. These are the patients with pain in the back 
or legs. A radio-frequency unit consists of an implantable  receiver   and an external 
transmitter with antenna knotted on a belt or kept in a pocket by the patient. Energy 
emitted from the transmitter is picked up by the receiver. It travels along the lead 
and transmits impulses to stimulate the nerves along the spine near the implanted 
electrodes.    

17.4     Mechanisms of Action 

 Spinal cord stimulation is an irrefutable outgrowth of the well-known  gate control 
theory (GCT)         of pain propounded by Melzack and Wall in [ 9 ]. This theory describes 
gracefully and succinctly the attenuation of spinal pain transmission by activation of 
afferent fi bers. The technical context of the SCS trials is provided by GCT in terms 
of a draft outline for probing the exchanges between native and remote excitatory 
and inhibitory organizations in the dorsal horn. The  dorsal horn   is a longitudinal 
subdivision of gray matter from posterior spinal cord to dorsal roots. 

 The expected mechanisms of pain relief by SCS are predominantly described in 
terms of  gating  . SCS closes the gate to incoming signals of pain from the peripheral 
nerves and spinal cord. It was hypothesized in the GCT theory that the gate was 
opened by excessive small fi ber activity. Also, an excessive large fi ber activity 
closed the gate. It was proposed in the theory that when the large non-nociceptive 
(not pain-related) myelinated (with myelin sheath) fi bers of the peripheral nerves 
were stimulated, the activities of the small nociceptive (pain-related) projections in 
the dorsal horn of the spinal cord were repressed. In comparison to small fi bers, the 
activation threshold of large fi bers for depolarization by an electric fi eld was lower. 
Further, large fi bers could be stimulated selectively. 

17.4 Mechanisms of Action
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 The correct mechanisms of pain reprieve caused by stimulation of the spinal cord 
still continue to elude scientists and remain shrouded by mystery. Existence of other 
possible dominant mechanisms has been conjectured. Animal studies have shown 
that SCS props up the activation of chemical substances such as  gamma- aminobutyric 
acid (GABA)-B      and the adenosine A-1  receptors  . These may modulate the pain. 
Explicitly, a faulty local GABAergic function partially uplifts the basal levels of 
exciting neurotransmitters in neuropathic pain states. It was shown that SCS 
prompted the liberation of neurotransmitters concerned with the variation and con-
trol of pain signals in the spinal cord, such as GABA, substance-P, and serotonin. 

 In the model of pain for animals with injury to sciatic nerve (a large nerve that 
runs through the buttock down the back of each leg), SCS inhibited the over- 
excitability of the extensive active span cells in the dorsal horn. This signifi es that 
the major  antinociceptive (anti-pain) effects   of SCS occur via A-fi bers, which are 
the nerve fi bers in nerve trunks and peripheral nerves with the highest conduction 
velocity. Using SCS, it is possible to eliminate peripheral ischemic pain caused by 
inadequate local blood supply due to the blockage of blood vessels leading to that 
region. It may do so by rebalancing the oxygen supply/demand ratio, as evidenced 
by  anti-ischemic and antianginal characteristics  . At low stimulation intensities, SCS 
enfeebles over-excitation of the sympathetic nervous system. Antianginal effect 
might similarly spring up from the subdual of the central nervous system. Other 
reasons could be the steadying of the inherent cardiac nervous system. Liberation of 
adenosine is another possibility. With increase of stimulation level, the nitric oxide 
reliant on liberation of the calcitonin gene-related peptide could perhaps induce 
vasodilatation, i.e., the dilatation of blood vessels. This may produce anti-ischemic 
effects.  

17.5     SCS  Indications   

 To be an eligible candidate for SCS, the patient should have suffered from chronic 
pain for a period >1 year. Candidacy is decided through the individual’s qualifying 
physical and intellectual tests. The status of a patient’s health plays a vital role in 
determining whether the person is fi t enough to draw healing advantage. It is abun-
dantly clear that neuromodulation does not remove the underlying cause of pain. It 
is only a technique to provide relief from pain. Hence, the treatment is a part of a 
unifi ed healthcare team approach. This approach seeks to provide long-term moral 
support and care to the patient. Only a collective effort by pain specialists, neurosur-
geons, and rehabilitation physicians can offer effective SCS treatment. 

 A two-stage process is adopted for implanting the stimulator device. The fi rst 
stage is a selection examination preceding the actual implantation to assess the suit-
ability of the patient for permanent implantation. It is only when the patient is satis-
fi ed and convinced fully with the results of the trial that the SCS device is permanently 
implanted in the second stage. 

 In the fi rst stage, the percutaneous method of electrode placement is applied. 
This method is less invasive. The electrode is inserted through a hollow needle. The 

17 Epidural Spinal Cord Stimulation
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doctor carefully looks at the image on the monitor and guides a hollow needle inside 
the epidural space in the region above the spinal canal. This needle serves as a pas-
sage through which thin wires are threaded. In each wire, there are a small number 
of electrical contact points near the end. By attaching the leads to the power supply, 
a mild current is supplied. The patient is asked to understand and assess the exact 
feeling. After the doctor has listened to the patient’s feedback, the positions of the 
electrodes are maneuvered for patient’s  satisfaction  . This is done until the area of 
pain is covered by a tingling sensation. For realization of analgesia, paresthesia 
must overlap the site of pain. Then only the pain effects are overshadowed by the 
paresthesia. The trial period lasts from 3 to 15 days. As the patient carries out rou-
tine activities, the degree of relief is observed. After the patient is contented and 
responds affi rmatively, it is inferred that the exact position of lead has been located. 
If the pain is reduced by more than a factor of half from the baseline value, the trial 
is deemed to be successful. Then the second stage of implantation is completed, 
wherein the SCS lead is strongly fi xed.  

17.6     Discussion and Conclusions 

 SCS stands out as an anodyne and relaxing treatment for various ingrained neuro-
pathic pains, i.e., for management of lingering pain conditions accompanied by tis-
sue injury [ 10 ]. It is useful to deal with assorted medical conditions of constant pain. 
One such condition is the  failed back surgery syndrome (FBSS)     , namely, continued 
back pain after  surgery  . Another situation  is   multifarious provincial pain syndrome 
called complex regional pain syndrome(CRPS)   , a scarce form of prolonged pain 
typically affecting a limb such as an arm, a leg, a hand, or a foot, generally follow-
ing an injury or trauma. Pain conditions associated with ischemic and coronary 
artery diseases [ 1 ,  11 ,  12 ], as well as cancer [ 13 ], are relieved using SCS. Time and 
again, the starting medical care acquirement expenditures of SCS gadgetry are com-
pensated by a decrease in healthcare backup reinforcements and charges after 
implantation [ 14 ]. 

  Review Exercises 
     17.1    Differentiate between dorsal column stimulation and spinal cord stimu-

lation. Why was the term, “dorsal column stimulation” changed to, “spi-
nal cord stimulation”?   

   17.2    What is paresthesia? How does it differ from paralysis?   
   17.3    Explain the following terms: (a) dura mater, and (b) epidural space.   
   17.4    Name a popular method of pain relief during labor. How is this anesthe-

sia carried out?   
   17.5    Describe the hardware of SCS equipment. What is the path of current 

fl owing during spinal cord stimulation?   

(continued)
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   17.6    What are the two types of electrode leads available for SCS? Which type 
of lead is less prone to migration?   

   17.7    What are the three types of implantable power sources for SCS? Indicate 
the typical life span of each class. Discuss their relative benefi ts and 
limitations.   

   17.8    What is gate control theory of pain? How does it explain the pain relief 
obtained by SCS? What other mechanisms are likely to participate, as 
suggested by animal studies?   

   17.9    What type of patients can benefi t from implantation of SCS equipment? 
What are the two stages in which this implantation is carried out? Why 
does a trial implantation precede the permanent one?          
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    Chapter 18   
 Vagus Nerve Stimulation                     

    Abstract     Vagus nerve stimulation (VNS) therapy is used for halting those seizures 
of medically refractory epilepsy patients in which therapy by antiepileptic drugs 
(AEDs) has failed to provide any reasonable comfort. Another disease which can be 
treated by VNS is chronic or recurrent depression in adult patients that is unmanage-
able by antidepressant drugs. In VNS, the stimulator device is implanted in the upper 
region of the patient’s chest. The electrodes are fastened to the vagus nerve in the 
neck. Although not yet confi rmatively known, it is believed that constant and recur-
rent electrical stimulation of the vagus nerve causes the release of brain neurotrans-
mitters that decrease seizure activity, as required for epilepsy control, or regulate the 
patient’s mood, as needed for the treatment of depression. Actually, the therapy for 
clinical depression was started on the basis of improvements in cognition and mood 
that were observed in patients who were treated for epilepsy. Encouraging results 
have also been reported by VNS for the management of rheumatoid arthritis.  

  Keywords     VNS   •   Vagus nerve   •   Epilepsy   •   Epileptic seizure   •   Depression   •   Obesity   
•   Rheumatoid arthritis  

18.1               Introduction 

 Vagus nerve stimulation (VNS) is a kind of neurostimulation, a technique involving 
the therapeutic activation of part of the nervous system by currents supplied through 
microelectrodes. It was developed in the 1980s. It is said to be an extracranial neu-
romodulation. The word “ extracranium  ” means “outside the cranium.” The cranium 
is the skull or the hard bony braincase that houses and protects the brain. VNS 
therapy is used to prevent epileptic seizures.  

18.2      Epileptic Seizures      

 Epilepsy is a set of neurological disorders (central nervous system illnesses) exem-
plifi ed by repeated episodes of convulsive seizures (colloquially fi ts), sensory disor-
ders, atypical behavior, loss of consciousness, or all of these symptoms [ 1 ]. 
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Regardless of advances in the surgical and medical treatment of epilepsy, patients 
continue experiencing breakthrough seizures or suffering from incapacitating, 
unpleasant consequences perpetrated by antiepileptic drugs. A breakthrough seizure 
is one that befalls in spite of the fact that anticonvulsants have provided a sustained 
period of freedom from seizures. It may be provoked by withdrawal from excessive 
use of alcohol, by illness, due to forgetting to take the medication, or due to taking 
less than prescribed antiepileptic drugs over a period of time.  

18.3     Vagus Nerve Stimulation for Medically 
 Refractory Epilepsy      

 VNS has been explored as a treatment substitute for a select group of epilepsy 
patients. These are the patients suffering from partial-onset epileptic seizures that 
are medically unmanageable [ 2 ]. Partial-onset seizures refer to seizures that affect 
only a portion of the brain. They are placed under one of the two subdivisions, viz., 
simple or complex types. The former subdivision refers to seizures in which there is 
no loss of consciousness but changes take place in emotions or feelings. In the latter 
subdivision, there is loss of consciousness and awareness. 

 The VNS patients belong to the class for whom either surgery is not advised or 
those for whom surgery has been unsuccessfully tried. Looking from the perspective 
that VNS is an outlying or fringe intervention used to cure a disease that is wholly 
connected with phenomena taking place inside the brain [ 3 ], VNS appears to be a 
unique epilepsy treatment. This uniqueness is because of the matchless anatomical 
disposition of the vagus nerve. In fact, the vagus nerve affords a convenient peripheral 
medium whereby the brain can be infl uenced without the invasive intracranial 
surgery. It is widely believed that electrical stimulation of vagal afferent nerves 
conducting impulses inwards to the brain directly and indirectly infl uences well-defi ned 
seizure-related circuitry within the brain. But therapeutic mechanisms of VNS have 
not been fully elucidated. 

 In 1997, VNS therapy was approved in the USA. This approval was granted for 
use as a form of an additional subordinate  therapy   for reduction of seizure fre-
quency in adults and teenagers aged more than 12 years suffering from partial-onset 
seizures [ 4 ]. It was stipulated that seizures of these patients must have proven to be 
irrepressible by antiepileptic medications. The VNS may be considered to be a med-
ical necessity for dealing with medically refractory seizures. The refractory  seizures   
are defi ned as those with the following properties: (1) seizures that occur despite the 
prescription of antiepileptic drugs in recommended therapeutic doses or (2) seizures 
that cannot be controlled with therapeutic doses of these medications because of 
intolerance of their pernicious effects by the patient. VNS has become a valuable 
treatment choice in the doctor’s toolkit for patients distressed by refractory epilepsy. 
Currently, it is regularly available in epilepsy clinics all over the globe.  

18 Vagus Nerve Stimulation
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18.4     Promising Areas of VNS Therapy 

 For a long time, the use of a vagus nerve stimulator has been considered as an 
investigational treatment (not approved for general use but under study) for many 
conditions. Among these conditions, the following stand out prominently: heart 
failure and  fi bromyalgia   (a rheumatic condition). Other conditions are depression, 
essential tremor, headaches, and obesity. The reason is that suffi cient evidence was 
not available to arrive at a defi nite conclusion regarding health outcomes or benefi ts 
of this procedure for these sicknesses. But in 2005, VNS therapy received approval 
in the USA for patients suffering from chronic or recurrent depression with age 
≥18 years [ 4 ]. Its use was permitted as a subordinate, long-standing treatment. 
It was also declared that such patients must have encountered a major depressive 
episode. In addition, four or more antidepressant treatments must have failed to 
give any solace to these patients.  

18.5     Anatomical Basis of VNS 

  Parasympathetic nervous system     , also dubbed as the “rest and digest system,” is a 
part of the nervous system of involuntary character. This part acts to slow down the 
heart beat. It increases activities of the intestines and glands. It also causes relaxation 
of the sphincter muscles in the gastrointestinal tract. Vagus nerve refers to either one 
of the lengthiest duos of cranial nerves. These nerves exert parasympathetic control 
over the cardiac functions and the working of many other organs inside the body. 
Examples of these organs are  thoracic and abdominal viscera  . Among the 12 cranial 
nerves that originate in the brain, vagus nerve is the longest nerve. 

 As mentioned before, “cranium” means the skull. The vagus nerve represents the 
tenth number cranial nerve (Cranial nerve X). The 12 pairs of  cranial nerves   are 
shown in Fig.  18.1 . They start from the bottom surface of the brain and the brain 
stem, not from the spinal cord. Particular nerves are information-fetching nerves 
bringing information from the sense organs to the brain. A few others control 
muscles. Another few are connected to the glands or internal organs. “Vagus” is a 
Latin word. It means “ wandering  .” The name points to the complexity of connec-
tions formed within the body by the branches of this nerve. The vagus nerve begins 
in the region between the pons at the base of the brain stem and the spinal column. It 
comprises a large bundle of nerve fi bers extending down the neck and connecting the 
brain to the  visceral organs   (Fig.  18.2 ). These are the organs lying within the chest 
and the gastrointestinal tract, notably the heart, lungs, liver, pancreas, and intestines. 
The vagus nerve transports impulses from the brain to infl uence the rate of heart 
beating and the gastric character. It also carries a large volume of information back-
ward from the various organs of the body to the brain. This information from the 
body organs is transferred to miscellaneous regions of the brain. It infl uences the 

18.5  Anatomical Basis of VNS
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activity in the limbic system of the brain. The  limbic system   is a complicated group 
of structures. These structures are situated on the two sides of the thalamus and 
beneath the cerebrum. It is the section of the brain that exerts control over emotion. 
Hence, by stimulating the vagus nerve, it is possible to manipulate the brain function 
delicately, dexterously, and appreciably. Its stimulation is a valuable tool in the realm 
of neuromedicine.
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  Fig. 18.1    The  cranial nerves  : origin and path of vagus nerves through the human body up to the 
diaphragm       
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    The vagus nerve is a mixed nerve. By the “ mixed nerve  ” is meant that it is a 
combination of afferent sensory and efferent motor fi bers. These fi bers move 
together in a common passageway. “ Afferent  ” means conducting inward towards 
the nervous system; “ efferent  ” implies conducting outward therefrom. Each fi ber 
has its own origin, destination, and activation threshold. The vagus nerve consists 
of ~80 % afferent fi bers. They start off from the heart and aorta. Some fi bers are also 
connected to the lungs and gastrointestinal tract. The remaining ~20 % fi bers in the 
vagus nerve are efferent fi bers that parasympathetically innervate these structures. 
They also supply the voluntary, striped muscles of the larynx and pharynx with 
nerves. The sensory afferents far exceed the motor efferents in number. They con-
stitute around 65–80 % of all vagal fi bers. 

 Stimulation of the vagus nerve triggers the release of  brain neurotransmitters  . 
These are the chemical substances serving as messengers of information from a 
nerve cell to another part which could be a nerve, tissue, or muscle. It could be an 
organ too. These neurotransmitters decrease seizure activity contributing towards 
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epilepsy control or regulation of the patient’s mood. In this way, they help in the 
treatment of depression, hence neuropsychiatric disorders [ 5 ].  

18.6     The VNS System 

 In VNS, a commercially available device is employed for the enduring, spasmodic 
stimulation of the vagus nerve located on the left side (Fig.  18.3 ). This device is an 
 electrical signal generator  . In size, it is similar to a pocket watch. As with a cardiac 
pacemaker, the device is placed in the chest region on the left side. The lead wires 
coming from the device are wound around the left vagus nerve. The electrodes are 
implanted on the left cervical vagal trunk, approximately 8 cm above the clavicle. 
Then current is delivered to the nerve occasionally. The electrical stimulation is pro-
vided without human intervention at prescribed intervals. The stimulation is done 
both during the waking and sleeping states of the patient. The electrical stimuli are 
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  Fig. 18.3     Implanted   vagus nerve stimulator, lead, and electrodes       
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high-frequency, short-duration pulses interchanging in polarity. They are supplied as 
trains of pulses with breaks or gaps between trains. From knowledge acquired 
through animal experiments, a computer program of the stimulation parameters is 
written confi ning between a range of magnitudes that are not injurious to the nerves. 
Placing  magnetic transducer (wand)   over the implanted generator and using a laptop 
computer, programming is performed by a qualifi ed medical professional. By bring-
ing a magnet held in the hand over the pulse generator and then withdrawing the 
magnet away, the patient can also trigger a single train of stimuli. By holding or 
sticking the magnet with tape above the generator, the patient can cease the stimula-
tion for a period of time which can be as long as wished by the patient.

   Further details of the VNS system are given as follows: The pulse generator is 
encased in a titanium enclosure which is a hermetically sealed. It is supplied power 
by a 3.3-V battery. It typically delivers current pulses of up to a few mA. The pulse 
width ranges from 100 to 1000 μs. The lead system consists of a set of bipolar elec-
trodes and an anchor for fi xation. These are enfolded around the left vagus nerve in 
the neck region, adjacent to the carotid artery. The VNS lead is several cm in length 
and a few mm in diameter. The inner conductor is shaped like a helix shape. Its 
constructional material is an alloy containing nickel, cobalt, chromium, and molyb-
denum. The lead impedance increases during the life of the implant. As a result, the 
projected battery life decreases. The battery life also decreases with increasing 
stimulation frequency, pulse width, and stimulation current. The stimulating  elec-
trodes   are made of an alloy composed of platinum and iridium with center-to-center 
spacing of several mm. The insulation is made of silicone.   

18.7      Implantation   of VNS System 

 A neurosurgeon performs the implantation of VNS system. Implantation for VNS is 
a lower-risk surgery. It is associated with very small incidence rate of surgical com-
plications. These complications are much lower as compared to other neurosurgical 
interventions [ 6 ]. The implant procedure is a short outpatient procedure. It does not 
involve the brain, hence very simplifi ed. The device is entrenched by keeping the 
patient under general anesthesia. Helical electrodes are placed on the leftward cervi-
cal vagus nerve. During this period, discontinuous stimulation is done using neuro-
cybernetic prosthesis (Cyberonics, Inc.). The main component of this prosthesis 
system is a multi-programmable pulse generator. This pulse generator allows pro-
gramming with a wide range of different parameter values. The pulse generator is 
implanted subcutaneously, i.e., under the skin in the upper region of the patient’s 
chest. To carry out this implantation, a hypodermic pocket is formed in the anterior 
(in the front) wall of the chest. The pocket is located below the left collarbone or 
clavicle. The device is placed inside the pocket. After inserting the device, the lead 
wires whose tips are in the form of coils are arranged and wrapped around the vagus 
nerve.    The complete surgical procedure for VNS is performed as a procedure com-
pleted in a single day stay at the hospital. Sometimes, in diffi cult situations, it may 
be essential for the patient to stay overnight in the hospital. 

18.7   Implantation   of VNS System
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 Stimulus parameters vary with patient. Notwithstanding, studies have suggested 
that maximum protection from seizures is achieved when stimuli are given periodi-
cally. The frequencies lie in the range 20–30 Hz [ 3 ]. Presently, a majority of patients 
are stimulated at a frequency of 30 Hz. A constant stimulation cycle of 35 s (30 s on 
and 5 s off) is followed. Clinical trials have established that VNS therapy decreases 
the attacks of complex partial seizures in most of the patients examined. About 
20–40 % of patients have shown >50 % fall in the frequency of seizures. 

 On delivery of pulses, the patients experience a mild tingling sensation above the 
neck on its left side. These can be often ignored. Other feelings may include vocal 
alteration and heavy or forced breathing. Also observed are coughing, indigestion, 
and vomiting.    Patient may experience swallowing diffi culties. Side effects usually 
occur only during stimulation. They are found to diminish over time. Overall, they 
are mostly well tolerated by patients.  

18.8     VNS in  Depression   

  Major depressive disorder (MDD)      stands as the fourth primary cause of ill-health 
globally [ 7 ]. Treatment has the aspiration of triumphing over and achieving complete 
remission from symptoms. Restoration of day-to-day activities naturally follows. 
It is equally important to prevent relapses and recurrences through medications that 
have antidepressant effects. Many types of psychotherapies that are time-limited 
may also be helpful. A combination of both may be gainfully exploited [ 8 ].  

18.9     Reasons for Antidepressive Action of  VNS   

 Antidepressant effects of VNS are suggested by the known anatomical protuberances 
of the vagus nerve to sundry brain regions. These regions have been incriminated in 
mood disorders [ 9 ]. Moreover, improvements were noticed in the mood and cognition 
of patients receiving VNS stimulation for epilepsy improvements. These hinted at the 
possible use of VNS for treatment of depression patients. It may be contended that 
mood improvements are explained by the decrease in frequency of seizures, whereby 
the patient feels comfortable and relaxed. Nonetheless, signifi cant mood improve-
ments were also detected in patients showing little or no decrease in seizures. This 
was a defi nite indicator of the positive effects of VNS on depression assuagement. 
Further, it is known that several anticonvulsant medications are used to treat mood 
disorders. Some of these drugs are carbamazepine, lamotrigine, gabapentin, and val-
proate. Hence, a logical expectation is that VNS too can bring about mood changes in 
analogy with these medications [ 8 ,  10 ]. 

 Long-term medication trials have  given   useful results. To challenge these usual 
results, longer-term statistics concerning suggestive and practical results of patients 
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undergoing VNS appear to be promising [ 11 ]. Particularly interesting is the observation 
that VNS may provide lasting and inexorable benefi ts. This is especially hailed enthusi-
astically, realizing the highly recurrent nature of MDD [ 7 ]. 

 The infl uence of acute left cervical VNS on passionate grading of food in adult 
patients of major depression was examined. It was found that VNS device activation 
may be linked with severe change in provocation response to sugary foods in these 
patients. Serious VNS device activation induced a signifi cant change in longing and 
urges for such foods [ 12 ,  13 ]. 

 To some extent, antidepressant action of VNS is interpreted by the fact that 
afferent fi bers extend to the nucleus tractus solitarius, which is the principal vis-
ceral sensory nucleus in the brain. This is further linked straightway and second-
arily with several brain structures. These are the regions accountable for mood 
and anxiety regulation [ 7 ]. Notable examples of these regions are given below: 
The reticular formation is a set of interconnected nuclei located in the central core 
of the brain stem and consists of more than 100 small neural networks. It performs 
several autonomic functions: motor control (walking or running), sensory control 
(pain modulation), visceral control (breathing, heart rate, and blood pressure), and 
consciousness control (alertness and sleeping) [ 14 ]. The  parabrachial nucleus 
(PBN)      plays a prominent role in controlling the cardiovascular and respiratory 
functions [ 15 ]. The locus coeruleus handles the physiological responses to stress, 
decision-making, and panic. It is also associated with learning and memory. The 
amygdala has a role in generalized anxiety and is concerned with the processing 
of emotions such as fear conditioning and anger. The hypothalamus is responsible 
for the release of many essential hormones. The insula, also called the insular 
 cortex  , plays a crucial role in understanding what it feels like to be human. It is 
the fountainhead of social emotions such as sexual desire and abhorrence, gratifi -
cation, and disgrace, wrongdoing, and reparation. It aids ethical intuitionism, 
understanding and sharing the feelings of others, and emotional responses to 
music. Thalamus is concerned with sensory perception and motor function regu-
lation. The  orbitofrontal cortex (OFC)      is involved in the cognitive processing of 
decision-making. It is related to various functions such as sense of smell, emo-
tions, and fl exibility of behavior.  

18.10     Drawbacks of VNS for Depression  Treatment   

 Drawbacks of VNS for treating depression are the involvement of surgery and periop-
erative risks. The perioperative risks include the risks involved in preoperative, intra-
operative, and postoperative phases of surgery, i.e., before, during, and after surgery. 
Potential side effects are hoarseness, throat pain, and coughing. Breathlessness, tin-
gling or pricking sensation, etc., may accompany. Consequently, VNS treatment is 
advocated only for selected patients who have tried out the orthodox somatic treat-
ments for MDD and were found to be either intolerant or lacking in  response  . 
“Somatic” indicates relating to the soma or body, as distinguished from the mind.  

18.10  Drawbacks of VNS for Depression  Treatment  
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18.11     VNS for  Obesity Treatment   

 “ Obesity  ” is a term used to describe a medical condition of being extremely 
overweight. Generally, obese persons have a lot of fat in their bodies. Hence, they are 
said to be excessively or grossly fatty. Overweight and obesity conditions are defi ned 
from body mass index value of the individual. A person is classifi ed as obese if the 
body weight is at least 20 % higher than normal value. People develop obesity gradu-
ally over a period of time. Obesity naturally grows if the energy expended by a person 
in pursuing daily chores, reckoned in calories, is less than the energy derived from 
foodstuff, also measured in calories. The (calorie input–calorie output) difference varies 
among people. A vital factor that might cause an increase in weight is the genetic 
makeup of a person. Following a sedentary lifestyle causes gain in weight. Eating 
high-fat foods and getting less sleep are also infl uential factors. The longer the time 
duration over which a person has remained overweight, the more diffi cult it is to lose 
weight. Obesity fosters further obesity. Dietary changes are necessary to prevent 
obesity. Also helpful is the reduction of daily calorie intake by eating more fruits, 
vegetables, and whole grains. 

 Regarding treating obesity with VNS, it is recalled that vagus nerve is an important 
nerve, transporting signals of satiety or absence-of-hunger from the digestive tract 
to the brain. Therefore, obesity treatment consists of stimulating the two branches 
of the vagus nerve, those moving leftwards and rightwards, of a patient at the same 
time with pulses of electrical current in a prearranged order. This sequence consists 
of two segments: a fi rst segment characterized by the continuous application of 
pulses, alternating with a second segment with pulses absent [ 16 ]. Preferably, the 
location for application of electrical pulses to the vagus nerve is supradiaphrag-
matic, i.e., above the diaphragm. The applied pulses should have a magnitude 
<6 mA. However, this magnitude is chosen previously to be less than the intensity 
that can cause retching (heaving or gagging) in the person using the implant. The 
retching level is estimated during the preliminary implant. Its evaluation is essential 
to make sure that  the   patient does not suffer from vomiting sensation whenever  he/
she uses VNS. The pulse width is adjusted at a value <500 ms, and the pulse repetition 
frequency is kept at 20–30 Hz. Preferably, the magnitude of the second period is 
~1.8× the fi rst period in duration, i.e., duty cycle = on-period/off-period = 1/1.8. 
Using an external programmer, the physician varies the pulse parameters, including 
both on- and off-times.  

18.12     VNS for Rheumatoid Arthritis 

  Rheumatoid arthritis      is a disease affecting the autoimmune system. It degrades the 
coating of the joints. Chronic infl ammation of the linkages, junctures, couplings, 
and other parts of the body is the consequence. It may eventually result in bone erosion. 
Joint deformity ensues. Current medications can reduce infl ammation in joints. 

18 Vagus Nerve Stimulation
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This relieves pain. It also prevents or slows down joint damage. The pain relief and 
joint prevention are achieved by overpowering the aggressive action of the immune 
cells with medicines. Antirheumatic drugs are substances like aspirin, corticoste-
roids, and other disease-modifying agents. In some patients, toxicity issues impose 
restriction on the use of these drugs. In others, treatment failure limits them. 

 In place of immunosuppressive drugs to block infl ammation, the VNS approach 
uses a mini computer to generate a stimulating pulse. This pulse is imparted via an 
electrode joined to the vagus nerve of the patient [ 17 ]. The result is stimulation of 
the process of action potential generation in the vagus nerve. The action potentials 
thus produced propagate to the spleen. The spleen is a soft and cushioned abdominal 
organ fi lled with blood and lying neighboring to the stomach. It performs an important, 
critical function in the immune system of the body. The spleen produces and 
removes blood cells. The immune cells are a prime birthplace of tumor necrosis 
factor (TNF) in the body. TNF is a cell signaling protein tangled in general infl am-
mation. TNF can induce fever because it is an endogenous pyrogen (cytokine). 
It can cause programmed cell death (PCD), cachexia (general weakness and weight 
loss), infl ammation, etc. 

 VNS selectively  stimulates   the neural circuit feeding the spleen. This makes it 
possible to control the immune system regionally. Therefore, other body organs are 
not adversely affected. This stimulation enables the vagus nerve to shut down TNF 
release from the spleen. It thus applies a decelerating action counteracting destruc-
tive infl ammation. In contrast, the effects of immunosuppressive drugs arriving in 
the body are not constrained merely to the spleen. They spread throughout the body. 
Hence, they produce unwanted effects in other organs of the body and are harmful 
to the patient at large.  

18.13     Discussion and Conclusions 

 The inability to agreeably treat with medicine all patients of epilepsy has provided an 
incessant momentum to explore original types of treatment. VNS is an  innocuous and 
effectual subordinate method   of relief from epilepsy [ 18 ]. VNS has been applauded in 
epilepsy centers globally as a priceless and dependable non- pharmacological alterna-
tive, i.e., one not involving drugs for therapy. It is acknowledged as an anticonvulsant 
therapeutic technique to lessen the severity and frequency of seizures for patients who 
are not proper candidates for excision surgery [ 19 ]. 

 Over the years, appreciation of the effects of VNS therapy related to the anat-
omy, physiology, and pathology of the nervous system has signifi cantly improved. 
The role of the different operating parameters in therapy is being understood. Main 
parameters are frequency and intensity of the electrical pulses. Besides, the pulse 
width, duration, dose, etc., are also vital determinants of the effectiveness of ther-
apy. The improved understanding is beginning to help in discovering other diseases 
that VNS might be able to treat besides epilepsy [ 20 ]. Looking at the anatomical 
disposition of vagus nerve, VNS is applicable in providing respite in conditions, 
such as depression, obesity, and rheumatoid arthritis. 

18.13  Discussion and Conclusions
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    Chapter 19   
 Diaphragmatic/Phrenic Nerve Stimulation                     

    Abstract     Diaphragmatic/phrenic nerve stimulation is an alternate stand-in to 
mechanical ventilation for persons suffering from immedicable ventilatory insuffi -
ciency or failure. Suitable patients to receive benefi t from this stimulation include 
those whose phrenic nerves and diaphragms are undamaged, and whose pulmonary 
function is satisfactory. The phrenic nerve begins from the cervical spine. It starts 
from the C3, C4 and C5 roots. It is the nerve that regulates and governs the move-
ments of the diaphragm. The diaphragm is accountable for the volume of the air 
movement throughout natural breathing. The phrenic nerve stimulation device con-
sists of an electrode surgically inserted and winding over the phrenic nerve. It is 
connected to a receiver operating at radio frequencies. This receiver is placed in the 
wall of the chest. Upon interception of radio-frequency signals from an external 
transmitter by an antenna that the patient wears over the receiver, regular electrical 
pulses are applied to the phrenic nerve. These pulses initiate contractions of the 
diaphragm, and the diaphragm contractions lead to the intake of air, similar to natu-
ral breathing. Hence, the implanted stimulator is called the breathing pacemaker. 
The respiratory rate is determined by the intensity, duration and rate of impulse. It 
is controlled by the external transmitter.  

  Keywords     Respiration   •   Phrenic nerve pacing   •   Diaphragm pacing   •   Ventilation 
  •   Thoracotomy  

19.1               Introduction 

 Diaphragmatic/phrenic nerve (D/P) stimulation is known by various names. The 
common names are phrenic pacing, diaphragm pacing, or electrophrenic  respiration   
[ 1 ]. It consists of electrical stimulation of the diaphragm. This stimulation is carried 
out via the phrenic nerve. The phrenic nerve is a vital nerve constituting the fore-
most nerve supply to the diaphragm. The diaphragm is a respiratory muscle which 
 handles and controls breathing   [ 2 ]. The phrenic nerve stimulator is a system consist-
ing of an  electrode(s)   implanted by surgical operation and wound around the phrenic 
nerve(s). It is connected to an implanted radio-frequency receiver placed in the 
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chest wall.  Radio-frequency signals   are sent by an external transmitter to the device 
through an antenna which the patient wears over the receiver. 

 Some patients with damaged cervical spine still have an uninjured phrenic nerve. 
Implanted phrenic nerve stimulator supplies electrical pulses on a regular basis 
directly to this nerve causing the diaphragm to shrink and producing the infl ow of 
air, which is of the same kind as  natural breathing  . For this intervention, unimpaired 
phrenic nerves and operational diaphragm muscles are indispensable [ 3 ,  4 ]. 

 D/P nerve stimulation, either full- or part-time, is considered as a medically 
necessary option for patients suffering from  hypoventilation   (very shallow/very slow 
breathing) originating from various conditions, including severe, chronic pulmonary 
disease with ventilatory insuffi ciency, that requires invasive mechanical ventilation 
with pressure and rate support. It has been successfully used to treat respiratory 
paralysis caused by lesions of the brain stem and cervical spinal cord by providing 
ventilatory support with maximal patient mobility and quality of life [ 5 ]. Emphatically, 
it can only treat conditions affecting the upper motor neurons or the medullary respi-
ratory control center but fails to take care of patients with primary neuromuscular 
disorder, phrenic nerve injury, or spinal cord injury at levels C3–C5 [ 6 ].  

19.2     Respiration, Phrenic Nerves, and Diaphragm 

  Respiration      is the action or process of inhaling and exhaling. It works predomi-
nantly under the supervisory instructions of the medullary respiratory control cen-
ters (RCs) located in the medulla oblongata and the pons of the brain. RCs are a 
group of nerve cells that control the tempo of breathing. They do so in rejoinder to 
variations in quantities of O 2 , CO 2 , and H +  ions in the blood and cerebrospinal 
fl uid. The RCs work in conjunction with voluntary cerebral infl uence [ 7 ]. The 
upper  motor neurons   (neurons starting in the motor cortex of the brain and ending 
within the medulla or the spinal cord) emanate from cell bodies in the medullary 
respiratory RCs. The axons of these neurons have synapses in the spinal cord in the 
neck at the levels C3–C5. Here, they exchange information with the lower motor 
neurons. The  axons   of these motor neurons form the phrenic nerves that innervate 
the diaphragm. 

 The diaphragm is sometimes called the  thoracic diaphragm     . It is a prime respira-
tory muscle, forming a vital part of the breathing system. It plays a central role in 
normal respiration. It is a sheet of muscle in the form of an egg-shaped cylindroid 
construction. This structure is crowned by the fi brous hemisphere. The diaphragm 
separates the chest from the abdomen. The central tendon is the uppermost compo-
nent of the diaphragm and is made up of entwined collagenous fi bers; collagen is 
the tough protein constituent of bones, cartilage, tendons, and other connective 
tissues. The cylindrical segment of the diaphragm is composed of an unbroken band 
of muscle fi bers. The bulk of this band is straightway touching the internal facet of 
the lower ribs. 

19 Diaphragmatic/Phrenic Nerve Stimulation
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 The  lungs   are confi ned in the chest or thoracic cavity. They are surrounded by the 
rib cage in which the ribs form the front, back, and sides with the upwardly arching 
diaphragm forming the fl oor of the cavity. During inhalation, the diaphragm under-
goes  contraction  . During contraction, it pulls the central tendon down and is drawn 
interiorly into the abdominal cavity until it becomes fl at. Simultaneously, the exte-
rior intercostal muscles amid the ribs lift up the anterior rib cage. This enlarges the 
thoracic cavity. As the  thoracic cavity   becomes deeper and larger in size, space is 
provided for more air. To fi ll up this larger space, air is sucked in from the atmo-
sphere. During exhalation, the rib cage falls back to its resting position. At the same 
time, the diaphragm relaxes and rises up to its dome-shaped position in the thorax. 
With the thoracic cavity decreasing in size, air in the lungs is expelled from the body. 

 As already mentioned, the diaphragm is supplied by the phrenic nerves. These 
nerves depend on the motoneurons of the cervical vertebrae C3–C5. The C4 neuro-
logical segment is responsible for initiation of a large amount of innervations. The 
third and fi fth cervical nerves also contribute to stimulations. The phrenic nerves 
enclose sensory, motor, as well as sympathetic nerve fi bers. The fi bers are respon-
sible for motor and sensory supplies. The motor supply is furnished by these fi bers 
to the diaphragm. The sensory supply is provided by them to the middle tendon. The 
right and left phrenic nerves scurry along the scalene anterior muscle, the lateral 
muscle of inferior half of neck, deep to the carotid sheath. The  carotid sheath   is the 
dense tissue consisting of fi bers and covering the carotid artery, internal jugular 
vein, and vagus nerve on either side (Fig.  19.1 ). The path followed by the right 
phrenic nerve is as follows: It passes over the  brachiocephalic artery;   this artery is 
the fi rst branch of aortic arch. Then it moves rearward to the subclavian vein; this is 
the continuation of the axillary vein in the upper body. Thereafter, it moves over the 
right atrium, the upper right chamber of the heart. Finally, it pierces the diaphragm 
at the plane of T8 (eighth thoracic vertebrae). The trajectory of the left phrenic 
nerve is as under: It sprints rearward to the  left subclavian vein  . Then it fl ees over 
the pericardium (the membranous sac enclosing the heart) of the left ventricle (the 
lower chamber of the heart receiving blood from the left upper chamber or atrium). 
Eventually, it enters the left hemidiaphragm (half of the diaphragm) separately.

   Any injury to any one of the three parts, namely, the central nervous system, 
phrenic nerve, or diaphragm, undermines the function of the diaphragm. 
Consequently, respiratory diffi culties arise. These appear notably as a decrease in 
tidal volume and minute ventilation. Discernible abnormalities in gas exchange are 
found. Likewise, any damage to the spinal nerves or cord between the C0 and C4 
vertebrae engenders quadriplegia or  tetraplegia  , paralysis of the full body below 
neck level [ 8 ]. It can harm breathing, necessitating lifelong ventilation support. 
Artifi cial respiratory support device is required for a long period of time in up to 
4 % of cases of spinal cord injury for providing normal breathing. Quadriplegia 
decreases life expectancy. It infl uences motor and sensory functions and demeans 
the quality of life. To some extent, the extent of functional disablement and conse-
quent self-reliance and self-suffi ciency achievable are determined by the inclem-
ency of the injury and the position where lesion is situated in the spinal cord.  

19.2 Respiration, Phrenic Nerves, and Diaphragm
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  Fig. 19.1    Progression of the two phrenic nerves from spinal nerves to the diaphragm       
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19.3     Diaphragm Pacing Versus Mechanical Ventilation 

 The prevailing treatment to manage respiratory failure patients involves the use of 
artifi cial mechanical ventilators [ 9 ]. In mechanical ventilation, air is pumped into 
the lungs.  Air forcing   is done under positive pressure. In this manner, function of the 
lung is executed. But this type of ventilation messes up the coughing ability of the 
patient. The unwanted result is occurrence of  respiratory infections  . It also limits 
speech. Infections are avoidable by the regular suction of secretions. But these 
secretions are very disturbing and troublesome to patients. Due to these comorbidi-
ties and complications, ventilated patients can execute limited activities. Thus 
chronic use of ventilators reduces independence of the patient. It causes increased 
death rate in comparison to similar patients who are not supported by ventilator.  D/P 
nerve stimulation   provides physiological respiratory function far superior to that 
offered by mechanical ventilators. It allows the patient to have increased mobility 
and a more normal lifestyle. 

 Physiologically, pacin  g is more accurate and comfortable for the receiving 
patient. The main reason for superiority of pacing over mechanical ventilation is 
that in pacing, the inhaled air is pulled inward into the lungs. The diaphragm exerts 
the pulling action under negative pressure, hence by the musculature (the system or 
arrangement of muscles). Improved venous return, i.e., negative, not positive pres-
sure, is benefi cial. In ventilation, air is thrust into the chest under positive mechani-
cal pressure. 

 Pacing allows for normal  breathing and speech patterns  . It eases eating and 
drinking. Also, it improves sense of smell [ 10 ]. This is because pacing enables fl ow 
of air through the passage in the nose. Thereby the sense of smell is restored. 

 The pacing device is small in size. It weighs around a pound (453.59 g). It does 
not require the massive batteries and discomfi ted tubing of a mechanical ventilator. 
Thus it greatly enhances the mobility of patients. 

 The pacing device operates noiselessly and is unobtrusive because the external 
components are smaller in size as compared to ventilator. This feature improves the 
ability of patients to keenly participate in  community and learning activities  . 

 One primary reason why many patients prefer to choose pacing over mechanical 
ventilation is the total cost difference (initial + running cost). Diaphragm pacing 
 costs   about 90 % less than the comparable costs for keeping a patient on a positive- 
pressure ventilator. It is cost-effective because patients need not be admitted in hos-
pitals. The outlay on a ventilator and related throwaway materials is cut down. Of 
course, the start-up cost for a breathing pacemaker system may be discouraging. But 
one should not be pessimistic. Ongoing operating costs are very low. Typically in the 
fi rst year following implantation, a positive return on investment (ROI) is obtained. 

 Compared to ventilator-supported patients, phrenic pacing patients have shown 
a lower  infection rate  . This is because the patient has a much lower probability of 
infections in the upper airway. These infections include pneumonia associated with 
ventilator use. The infection rate is also lowered by the cutback in evacuation. By 
getting rid of external circuits for humidifi er and ventilator, the likelihood of infec-

19.3 Diaphragm Pacing Versus Mechanical Ventilation
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tions decreases. Moreover, it is possible that the tracheostomy (or tracheotomy)    
tube may be removed; tracheostomy is an incision in windpipe. Some patients have 
their tracheostomy closed. When a tracheostomy is not required, the patient can 
breathe, speak, eat, and drink like a normal person. Hence, pacing reduces hospital 
readmissions. 

 Thus on the whole, when compared to mechanical ventilation, pacing noticeably 
improves the quality of life of the patient. It signifi cantly reduces upper airway 
infections and improves the quality of speech. It reduces costs for disposable equip-
ment. On the whole, it reduces mortality and prolongs life span (Table  19.1 ).

19.4         Indications   for D/P Nerve Stimulator 

 As repeatedly mentioned, for phrenic pacing to be effective, it is mandatory that 
patient’s phrenic nerves should be intact. Moreover, the diaphragm should be func-
tional. Also, uncompromised lung function is essential. Besides these indispensable 

   Table 19.1    Mechanical ventilation and diaphragm pacing   

 Sl. No.  Mechanical ventilation  Diaphragm pacing 

 1.  Phrenic nerve of the patient need not be intact  Phrenic nerve of the patient must be 
intact 

 2.  An external machine is used to deliver air and 
oxygen to the patient. This air/O 2  mixture is 
supplied through a tube placed in the windpipe 

 It uses the patient’s own diaphragm 
as the ventilator 

 3.  The patient is tied to the ventilator through the 
tracheostomy tube; tracheostomy is a surgical 
procedure in which an opening is incised 
through the neck into the trachea (windpipe) 

 Patient is not tethered to the short 
length of ventilator tubing 

 4.  It permits limited mobility to the patient  It provides freedom to the patient 
from being constantly tied up to the 
ventilator machine 

 5.  Normal life activities cannot be performed by 
the patient 

 The patient can participate in normal 
activities, with ability to smell, eat, 
and talk 

 6.  Quality of life of the patient is low  It improves the quality of life of the 
patient 

 7.  Daily incremental cost for ICU patients is 
high 

 It is far less expensive when matched 
with the long-term cost of the 
ventilator facility, disposables, and 
caregiver support requirements 

 8.  The patient needs frequent suctioning and 
hospitalizations 

 Less need of suctioning and fewer 
hospitalizations of the patient are 
required 

 9.  It introduces complications and gives 
decreased life expectancy due to respiratory 
infections 

 It introduces less complications and 
increases life expectancy 
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requirements, the patient ought to be mentally alert, competent, and motivated. Then 
only the patient will be able to reap the benefi ts of guidance required for restoration 
to normalcy. Before implantation, the patient may go through a few tests. These tests 
are electromyography (EMG) to gauge conduction by phrenic nerve, investigation 
of pulmonary function (noninvasive diagnostic tests to obtain measurable feedback 
on the functioning of the lungs), and a polysomnography (sleep study). 

 Candidates to be managed by diaphragm pacing can be subdivided into several 
groups of respiratory insuffi ciency. The fi rst group of patients is those who require 
unceasing support by ventilator arising from central alveolar hypoventilation (shal-
low breaths, especially during sleep). Also included in this group are the patients 
who are dependent upon the therapy of sporadic or enduring use of a mechanical 
ventilator along with maintenance of a permanent tracheotomy aperture. The sec-
ond group belongs to patients suffering from reduced ventilator drive during day or 
night, i.e., sleep apnea (pauses in breathing or shallow breaths during sleep). The 
third group pertains to patients suffering from Ondine’s curse (failure of central 
nervous system by birth in exercising control over breathing while slumbering)   . The 
therapy should also be thought out for patients in whom the central nervous system 
is implicated for apnea (suspension of breathing). The location of lesion in the cen-
tral nervous system must be higher than the third cervical level. This is because 
phrenic nerve stimulation can enable pacing of the diaphragm only when the nerve 
cell bodies situated in the frontward horns of C3–C5 are usable. In the fourth group 
are stroke victim patients. Under the fi fth group fall the patients having injury or 
disease in the brain stem or spinal cord, i.e., patients in whom neuronal conduction 
is broken up at the upper cervical level. Characteristically befi tting aspirants for 
phrenic pacing are patients having cervical injuries at C3 or higher level.  

19.5     The  Pacing System      

 Internal components of the pacing system consist of a generator/receiver, elec-
trodes, and leads. External components are an antenna and a transmitter (Fig.  19.2 ). 
The electrodes are sutured to the subcutaneous tissue of the phrenic nerves in the 
neck or in the chest. The generator/radio receiver is protected in a receptacle made 
under the skin in the chest wall. The external transmitter/antenna assembly oversees 
the entire functioning of the system. It supplies power to the system. It produces the 
stimuli and controls the intensity of pulses, their duration, and rate of generation. 
Thus the rate of respiration can be adjusted by tuning the relevant parameters in the 
transmitter/antenna section.

   The transmitter/antenna device is small and light. The antenna is secured exter-
nally over the receiver. The transmitter contains the  batterie  s. There are no batteries 
inside the implanted components. Since the external transmitter supplies the power, 
and no batteries are present inside the body of the  patient  , an obvious expectation is 
that the implanted components will continue to work in a satisfactory manner dur-
ing the full lifetime of the patient. 

19.5 The Pacing System



External
antenna

Internal 
receiver 

and 
electrode

external
Belt-tied

transmitter
and cables
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 A smooth, rhythmic contraction of the diaphragm is achieved upon applying 
repetitive stimulus patterns produced by the pacer to the phrenic nerves. This results 
in a regular breathing cycle. The breathing cycle consists of inhalation when phrenic 
nerves are stimulated electrically and exhalation when such stimulation pauses. The 
degree of diaphragmatic contraction which determines the tidal volume is con-
trolled by the magnitude of electrical  voltage   that has been applied. Two types of 
pacing are  used  : unilateral or bilateral. This selection is based on the condition of 
the patient.  

19.6      Surgical Procedure   

 After the patient has suffered injury, a period >6 months is allowed to elapse. During 
this time span, it is expected that the patient has fully recovered from injury to spi-
nal cord and/or phrenic nerves. Then a surgical operation can be considered to 
implant the phrenic nerve pacing device. However, previous to the pacing device is 
implanted, phrenic nerve conduction studies are necessary. Hemidiaphragm 
responses after phrenic nerve stimulation are studied to make certain that the phrenic 
nerves and diaphragm of the patient are functional [ 11 ]. 

 The surgical procedure used to insert the radio-frequency receiver is called bilat-
eral anterior thoracotomy (clamshell incision). It is done through the second or third 
rib approach, via an incision in the skin measuring about 5–6 cm in length [ 12 ]. 
 Thoracotomy   is the process of making a cut into the chest wall. Electrode placement 
around the phrenic nerves is carried out followed by their stabilization. In turn, the 
electrodes are joined to a passive receiver. They are embedded under the skin. This 
is done bilaterally to complete the surgery. The recovery after the operation is rapid. 

 The implanted electrodes are sturdy and long-lasting. Their lifetime is typically 
>20 years in some instances. The battery-powered external transmitter is robust. It 
may need to be substituted after a span ranging between 5 and 10 years. The  cables   
running from the external transmitter to the antenna are encrusted with silicone. But 
careless handling may damage them and should be avoided. Notwithstanding, they 
are a readily available, low-cost item. Hence, the patient need not worry about them.  

19.7     Training, Rehabilitation, and  Precautions   

 Stimulation is not started immediately after implantation surgery. It commences 4–6 
weeks after implantation. This time delay is necessary to allow curing and fi brosis 
(formation of fi brous connective tissue in reparative response to injury or damage) 
around the leads. Initially, it is generally done for 1–2 h per day. As the patient 
adapts to the pacing, the pacing period is gradually increased. Fluoroscopy is used 
to determine the current that produces maximal diaphragm excursion. It is an X-ray 
procedure to see internal organs in motion through real-time video images. 

19.7 Training, Rehabilitation, and Precautions
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 During the training and rehabilitation period, the doctor tries to obtain optimal 
contraction of the diaphragm using the lowest applied current. If this contraction is 
optimum, the tidal volume (the lung volume = the volume of air sucked in or 
 expelled   out in quiet breathing at rest) has maximum value. For maximizing the 
tidal volume, the intensity and duration of the stimulus are adjusted. The stimulation 
rate is fi xed at the most clinically appropriate rate. This rate is ~8–10 breaths per 
minute for adults. For up to 3–6 months, full pacing may not be attained. 

 There are two modes in which phrenic pacing may be applied: intermittent or 
continuous. For patients who use D/P pacing on a 24-h basis, a caregiver must be 
present at all times. Sometimes emergency situations may arise. To cope with these 
circumstances, a backup transmitter, mechanical ventilator, or other respiratory 
support device should be available at hand. As a precautionary measure, external 
stimuli that might interfere with the pacemaker must be avoided. These are magnetic 
resonance imaging, lithotripsy (a procedure to break stones in the kidney, bladder, 
or ureter into smaller pieces with the help of ultrasonic shock waves so that these 
pieces can pass out of the body), diathermy (a physical therapy in which tissues are 
heated by high-frequency electric current)   , metal detectors, etc.  

19.8     Discussion and Conclusions 

 Diaphragm pacing bestows on the patient the ability to speak. It increases the 
patient’s mobility. The breathing by diaphragm pacing is like normal breathing. The 
patient has the ability to smell, i.e., olfactory sensation. He/she has good social inter-
action. Participation of the patient in rehabilitation activities is extended. More occu-
pational opportunities are provided at a lower cost than mechanical ventilation [ 13 ]. 

  Review Exercises 
     19.1    What are the different names by which diaphragmatic/phrenic nerve 

stimulation is called?   
   19.2    For what disease conditions is D/P nerve stimulation advised? Under 

what conditions this treatment fails to provide comfort?   
   19.3    Explain how the thoracic diaphragm takes part in the breathing system. 

How do phrenic nerves control the movements of the diaphragm?   
   19.4    What is meant by hypoventilation? What is the conventional treatment 

offered to respiratory failure patients?   
   19.5    In what ways is diaphragm pacing superior to mechanical ventilation? 

Mention one shortcoming of diaphragm pacing.   
   19.6    What type of patients is suitable for receiving diaphragm pacing? For 

which type of patients this technique will not work?   

19 Diaphragmatic/Phrenic Nerve Stimulation
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   19.7    Describe a typical diaphragm pacing system, mentioning its main parts 
and describing their functions. Does this system have batteries inside?   

   19.8    How much period after injury should be typically allowed for plan-
ning the implantation of a phrenic nerve pacing system? What is 
thoracotomy?   

   19.9    What is the time frame allowed after implantation before starting pac-
ing? What imaging technique is used to fi nd the current for maximum 
excursion of the diaphragm?   

   19.10    Name some forms of external stimuli that are likely to interfere with 
the operation of phrenic nerve pacing system.          
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    Chapter 20   
 Sacral Nerve Stimulation                     

    Abstract     Urinary and fecal incontinence are the two principal disorders for which 
sacral nerve stimulation is an effective treatment. This treatment involves the appli-
cation of electrical stimulation to the sacral nerves via an implantable system. The 
system consists of an electrode placed extradurally (outside the dura mater), close 
to the third sacral anterior nerve root (S3). Along with the electrode is stationed an 
implantable pulse generator (IPG). An extension cord connects the electrode to the 
generator. The rationale of the therapy is that the functioning of pelvic fl oor muscles 
supporting the bladder and bowel can be controlled by stimulating the sacral nerves 
electrically. It has been reported that moderately low amplitudes of the signal ~0–3.0 V 
suffi ce to provide relief. Within the advocated parameter limits (210 μs, 10–16 Hz), 
uninterrupted stimulation is practicable without evoking any sensation of pain.  

  Keywords     Sacral nerve   •   SNS   •   SNM   •   Urinary incontinence   •   Sphincter   • 
  Overactive bladder   •   Fecal incontinence   •   Tined lead  

20.1               Introduction 

 Urinary retention and overactive bladder are serious bladder control problems. They 
lead to a lot of shame, awkwardness, and discomfi ture to the sufferers.  Overactive 
bladder syndrome   disapprovingly impacts the everyday life of anguished people [ 1 ]. 
The anxiety and restlessness aroused by  bladder control   issues can often be frustrat-
ing, embarrassing, and sometimes devastating. These concerns prevent the patients 
from controlling when and how much to urinate. For such patients, easy routine chores 
and social activities may become puzzling. The patients may have to trim down their 
interests and hobbies. In extreme cases, they may even discontinue working. They are 
always preoccupied with bladder menace and trapped by a constant apprehension of 
urine trickling mishaps. They may develop the habit to stay nearby a rest room 
always.  Patients   with bladder control tribulations can be of any age, child, adolescent, 
or old. For long, incontinence has been treated using pharmaceuticals and surgery. 
Pharmaceuticals are often inadequate to resolve the matter and also cause unwanted 
side effects. Several surgical procedures have a low success rate and are irreversible 
[ 2 ]. They may have probably undergone fruitless treatment attempts with drugs, coun-
seling on modifi cation of behavior, changes in diet, and exercises for strengthening 
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the muscles of the pelvic fl oor. They may have sometimes used a catheter to empty the 
bladder without any satisfying relief from symptoms. In the past, the patients unre-
sponsive to conventional therapies had only few options. But now the doctors advise 
the patients to consider a therapy called sacral nerve stimulation ( SNS  ) [ 3 ]. 

 The sacral nerves are a subset of the spinal nerves. Looking at the spinal nerves, 
these nerves comprise a mixed set of 31 pairs of nerves connecting the spinal cord 
with different parts of the body. They are the carriers of three types of  signals   
between the spinal cord and related part of the body. These are the motor signals for 
coordinating movements, sensory signals for detection, and autonomic or involun-
tary signals. Starting from the top end of the spine and moving downwards, the 
spinal nerves consist of the 8 cervical nerves, the 12 thoracic nerves, the 5 lumbar 
nerves, the 5 sacral nerves, and the single coccygeal nerve,  as   shown in Fig.  20.1 .
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   The sacral nerves are the nerves at the base of the spine that control the bladder, 
the bowel, the pelvic fl oor, and allied muscles,  as   depicted in Fig.  20.2 .

   SNS, also branded as sacral neuromodulation ( SNM     )   , is a minimally invasive 
procedure. In this procedure, a programmable pulse generator is implanted for 
delivering low-amplitude electrical current pulses to stimulate the sacral nerves [ 4 ]. 
These pulses are delivered via quadripolar tined leads. The  pulse delivery   is done 
through the S3 foramen. SNS is the treatment for the management of pelvi-perineal 
dysfunction in adult male and female patients. These patients show detrusor overac-
tivity, non-obstructive urinary retention, or painful bladder syndrome. To be eligible 
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  Fig. 20.2    Organs controlled  by   the sacral nerves       
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for SNS, the patients must have faced one of these conditions for at least a year. 
They must have shown nonresponsiveness to applicable orthodox pharmaceutical, 
behavioral, and medical treatments. Then only their  urinary dysfunction   can be 
qualifi ed as refractory to prevailing treatment. 

 Since the late 1990s, the Food and Drug Administration ( FDA  )    has granted 
approval to SNS for providing relief from voiding dysfunction that is refractory in 
nature. Since 1997, its usage for urge incontinence (UI) has been approved. From 
1999, its deployment for urgency–frequency syndrome (U/F) has been accepted 
and so also for idiopathic, non-obstructive urinary retention (UR) [ 5 ]. Even though 
the  mechanism   of action has evaded understanding, it has emerged as a valuable 
treatment for voiding dysfunction. This is true at both extremes of urgency–fre-
quency and urinary retention. It is successful in the long run and safe too. This 
success has been reported by copious fi ndings [ 6 ,  7 ]. SNS treatment has been 
applied to the above types of  pelvic disorder symptoms   based on increasing aware-
ness regarding the effects of pelvic fl oor muscle dysfunction on disordering of 
regular sensory afferent signaling and refl ex pathways. This disorganization is 
connected with bladder and bowel functioning, as also with the feeling of chronic 
pain [ 8 ].  

20.2     The Urinary System and Bladder Control Problems 

 As a prelude to understanding the SNS, it  is      rewarding to learn the functioning of the 
urinary system [ 9 ]. The  urinary system   comprises six main  components  : the two 
kidneys, two ureters, the bladder, and the urethra. The kidneys are organs in the 
abdominal cavity. These organs resemble the familiar beans, edible seeds of legumi-
nous plants. They are responsible for rejection of surplus fl uid and unusable/
unwanted substances from the blood to produce urine. The ureters are 25–30 cm 
long tubes with diameters of 0.3–0.4 cm. They are made of smooth muscle fi bers. 
These fi bers impel the urine from the kidneys towards the bladder. The bladder 
accumulates the urine exuded by kidneys. The urethra is a duct connecting the 
urinary bladder to the genitals. The urine is drained out through urethra. The open-
ing and closing of the urethra are controlled by a cylindrical muscle called  sphincter 
muscle     . 

 When the bladder starts to fi ll with urine, the information about “ bladder fi lling  ” 
is sent to the brain through the sacral nerves. The brain is able to know that the blad-
der is being fi lled up. As the bladder becomes full, this message intensifi es. With the 
strengthening of the message, one decides to urinate. Then the brain dispatches a 
communiqué to the bladder through the agency of sacral nerves, commanding the 
bladder muscle to undergo contraction. On receiving the message, the pelvic 
muscles experience relaxation, allowing the urine to trickle out from the bladder. 
This is the process of urination, which is usually under voluntary control. One can 
decide when and where one wants to urinate. 

20 Sacral Nerve Stimulation
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 Upon disruption of the  communication   in two directions between the brain 
and bladder, as happens in disease condition, patients begin to  show   symptoms  of 
     problems faced in bladder control. SNS augments and extends the brain–bladder 
communication, thereby alleviating these symptoms.  

20.3     Indications for SNS 

 Three body functions are vital decisive  factors   for ability of a person to withhold 
urine/feces: (1) a storage function performed by the urethra/bladder or colon, (2) a 
doorkeeper function executed by the urethral or anal sphincter, and (3) the ability of 
the brain and nerve sensitivity to allow/disallow the discharge of urine or feces. 

 Incontinence is the consequence of a dysfunction or defi ciency in any of these 
factors.  Urinary incontinence   manifests itself in two forms. These forms are stress 
and urge incontinences. Stress incontinence arises from an unsteady and unreliable 
detrusor muscle (three-layered smooth muscular component of the urinary bladder 
wall) controlling the urinary sphincter (ring-shaped circular band of muscle, sur-
rounding and able to contract and close a body orifi ce). Weakening of the detrusor 
muscle causes urine leakage from the bladder. This could arise from any pressure on 
the abdomen produced by movements resulting from sneezing, coughing, etc.  Urge 
incontinence   is represented by an abrupt impulsive call to micturate and helplessness 
to restrain urination for a time span; hyperactivity of the urinary sphincter accompa-
nies the trouble. Both ailments are treated by SNS through nonstop stimulation of the 
sacral nerves which exercise dominating infl uence over the urinary sphincter. 

 To clarify a few terms, urge incontinence means the unintentional loss of urine, as 
without one’s conscious wishes. It is  characterized   by an abrupt, intense desire for 
voiding. Urgency–frequency is observed as frequent, uncontrollable urge to urinate. 
Frequent urination means needing to pass urine more often than usual. Urgent urina-
tion is developing a sudden, strong desire to urinate. Urinary retention or  ischuria   is 
the inability to empty the bladder. Overactive bladder or spastic bladder, a problem in 
which the bladder squeezes urine out at the mistaken time, includes urge incontinence 
and urgency–frequency. Either one of these is present or both exist in combination. 

 SNS may be the only therapy available in some pathological conditions of the 
pelvis. Clean intermittent/sporadic self-catheterization ( CISC  )    represents the solo 
treatment of chronic urinary retention. Catheters implanted in the bladder, either 
suprapubic (above the pubis) catheter or transurethral (via urethra) catheter, are the 
types of catheters used. The  CISC   is an excruciating and tormenting process; there-
fore, SNS is an effective alternative. Sacral nerves control and induce several bodily 
functions. Among these are  pelvic fl oor disorders   such as  urinary incontinence  ; uri-
nary urge/frequency; chronic urinary retention; pelvic voiding dysfunction (lack of 
coordination between the bladder muscle and the urethra); bowel dysfunction, e.g., 
constipation/obstipation, diarrhea, and irritable bowel syndrome (gastrointestinal 
functional disorder); erectile dysfunction (impotence or sexual dysfunction); and 
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lingering pain syndromes, a chronic neurological disorder. Disorders of these func-
tions can be treated by electrical stimulation. 

 SNS has grown to be a reputable treatment for two classes of patients within 
 urological practice  : (1) patients with detrusor overactivity of unknown origin, 
manifesting in UI, U/F, and UR, and (2) women ailing from urinary retention with 
unidentifi ed causes or defects in the distal urethral sphincter, called  Fowler’s 
syndrome   in honor of Prof. Clare J. Fowler, who fi rst chronicled it in 1985 [ 10 ].  

20.4     Diagnosis and Suitability 

 Incontinence or lack of  control   expressively impacts the quality of life of a person. 
In the initial stages, a patient is often reluctant to discuss the problem. A patient 
visits a physician’s clinic when the urinary problems aggravate to the extent of 
posing troubles in the workplace or in social events. Usually the family physician 
refers the patient to a physician specializing in urinary tract/urogenital system called 
urologist, for diagnosing the detailed genesis of incontinence. Patient history is 
reviewed and a physical examination is performed. To determine the root cause or 
source of the incontinence, the doctor assesses the capacity of the bladder. 
Functioning of the urethral/sphincter also comes under scrutiny. 

 Cystoscopy or cystourethroscopy is the endoscopy of the urinary bladder via the 
urethra. It is a nonsurgical procedure using a fl exible tube with camera and light 
arrangement. Local anesthesia is adequate to carry out this procedure. The urologist 
can see the interior lining of urinary bladder and urethra with a scope (cystoscope). 
The examination helps to diagnose bladder tumors. Any obstruction of the bladder 
is identifi ed. Moreover, any abnormalities of the bladder and its lining are explored. 
Such exhaustive tests are necessary to rule out all additional reasons that are likely 
to create urinary urgency and frequency, before prescribing SNS. After confi rma-
tion by the doctor that the reason  of   urinary incontinence is sphincter insuffi ciency, 
SNS is attempted on a temporary basis. For patients complaining  of   fecal inconti-
nence, diagnosis and treatment proceed on the same lines as in the case of urinary 
incontinence [ 11 – 15 ]. If a patient does not show any improvement with a  temporary 
  implant, he/she is not considered for the permanent implant. 

 Bladder control problems that may be corrected by SNS therapy are:

    1.    Patient must be irresponsive to conformist therapy. The same must be evidenced 
by proper documentation. The documents should show that behavioral therapy 
was tried without success. Evidence for pharmacological therapy and similarly 
for therapy by surgical correction must be provided.   

   2.    Patient must be physically fi t for surgery. Then only implantation with anesthesia 
can be done.   

   3.    Patient must have gone through temporary stimulation, shown betterment in 
this phase, and adapted well to the same. Permanent implantation will then be 
 benefi cial. Only a patient demonstrating a 50 % or superior improvement during 
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temporary stimulation is eligible for permanent implantation. The improvement 
is measurable. Voiding diaries must be maintained as proof.   

   4.    Patient must possess adequate ability to record voiding diary data. This is essential 
to enable  proper   evaluation of the scientifi c outcomes of the implantation.      

20.5     The SNS System and Implantation Procedure 

20.5.1     The SNS System 

 SNS is a kind of  electrical stimulation therapy  . This therapy  is   conducted through an 
implanted device (Fig.  20.3 ). The implanted device has two components. These are 
a programmable pulse generator called the neurostimulator and a  thin   insulated wire 
known as a lead. The neurostimulator is the core controlling section of this therapy. 
Appearance-wise, the neurostimulator looks like a cardiac pacemaker. Dimensionally, 
its size equals that of a pocket stopwatch. By surgery, the two  components   are 
inserted and placed in the lower abdomen of the patient [ 16 – 18 ]. The implanted 
device directs placid electrical pulses to nerves that are situated a little above the 
coccyx or tail bone. These nerves are called sacral nerves, recognized by the alpha-
numeric characters S2, S3, and S4. They turn on or slow down muscles and organs 
which take part in controlling urine ejection. Among these are pelvic fl oor muscles, 
viz., those of the bladder and sphincter.

   The  electrical stimulation   may eradicate or lessen defi nite disturbances about 
controlling the bladder in a few people. By facilitating the communication between 
the brain and bladder, it helps to relieve the symptoms of excessively active bladder 
or retention of urine. The relieved symptoms include UI and those of U/F in some 
patients [ 19 ].  

20.5.2     Stages of the Implantation Procedure 

 The general approach is that a test lead is temporarily implanted in a preoperative 
screening test or trial. The trial is carried out in surgeon’s clinic. The procedure is 
minimally invasive. Medical care is given to the candidate as an outdoor patient. 
The procedure is least painful to the patient and assures faster recovery and less 
discomfort. The patient’s symptoms are closely watched to fi nd if there is any 
noticeable improvement. If this screening test tip-offs that the treatment is viable for 
the individual patient, then only the patient is qualifi ed for receiving the permanent 
implant. After the permanent implantation is deemed necessary, inpatient surgery 
for permanent implantation is scheduled and the patient is called for this operation. 
The two stages of the implantation procedure are discussed in detail in the following 
subsections. 

20.5 The SNS System and Implantation Procedure
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20.5.2.1     Stage I: Minimally Invasive Screening Test 

 This is done as an outpatient procedure. Local anesthesia  is   used. A needle is tucked 
in to pierce the sacral foramen (generally S3). Typical nerve responses of the patient 
are evaluated. If these responses are found to be proper, electrode lead implantation 
can be done either as a temporary lead or as  a   tined lead. Temporary lead fi xation is 
a one-phase procedure.  Tined lead   involves a two-phase procedure. 

 A temporary lead is placed in the sacrum and fi xed to the outer surface of the 
sacral region. Small electrical pulses from an external pulse generator are applied to 
check if a satisfactory response is obtained. The optimal site for the electrode is 
pinpointed. This percutaneous nerve evaluation procedure is done by a minimally 
invasive procedure. It is performed via needle-puncture of the skin. It is usually 
carried out in the operating theater under local anesthesia with the patient fully 
conscious. Hence, the patient can provide feedback about the location where the test 
stimulation is sensed. The procedure takes up to 1 h. The patient is subjected to 
overnight observation. 

 The  tined lead   has tines, i.e., slender pointed projecting parts, as in a fork. These 
tines are designed to be deployed as a fi xation system [ 20 ,  21 ]. Classically, the lead 
is positioned in the S3 foramen. By tunneling, it is connected to an extension made 
through the skin. This connection is made through a small slit at the probable site of 
neurostimulator placement. The lead then contralaterally (referring to the opposite 
side) exits the skin. After the lead placement has been fi nalized, subchronic neuro-
stimulation (repeating over a short period) is performed. This stimulation  is   done by 
linking the electrode lead with a pulse generator placed outside. The maximum 
comfortable level of stimulation is identifi ed and maintained over a period of 3–7 
days. The symptoms and voiding function are also recorded in order to assess the 
effectiveness of the stimulation.  

20.5.2.2     Stage II: Permanent Implantation 

 Patients showing improvement  in   at least two major symptoms by >50 % during 
the screening test are considered for permanent implantation. Formerly, the pulse 
generator was implanted in a compartment below the skin in the lower part of the 
abdominal wall. This procedure required a long operating time and three incisions. 
It often yielded suboptimal results. Postoperatively, the patients reported displace-
ment or pain at the pulse generator site. They also complained about interference 
from magnetic fi elds. The current practice involves positioning the pulse generator 
in a pouch situated under the skin in the lateral superior quadrant of the buttock. The 
situation is approximately 5–10 cm caudal (the hind part) to the iliac crest or crest 
of the ilium (the curved superior border or margin of the ilium), allowing for a 
shorter operation and less invasive placement. 

20.5 The SNS System and Implantation Procedure
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 Either general or local anesthesia is employed during the permanent surgical 
implantation of an SNS system. The patient is admitted in the hospital and required 
to stay overnight. Following anesthetization of the patient, the surgeon cuts open 
and places the neurostimulator beneath the skin of the abdomen. Electrical pulses 
run along thin wires or leads running from the stimulator to the sacral nerves situ-
ated in the lower back. After stimulator placement and lead fi xation,  the   surgeon 
stitches the cut made in the abdomen. 

 Presently, a minimally invasive percutaneous approach has outmoded the origi-
nal open surgical approach to the sacrum. Through imaging, a quad electrode is 
positioned carefully. This electrode contains four self-suffi cient electrodes for 
stimulation. After the quad electrode is in position, its outer covering is separated. 
Then plastic tines bounce out to fi x the parts in correct positions. The electrode is 
tunneled to a sack in the upper outer quarter circle of the buttock. This is the region 
where the pulse generator is implanted. 

 Table  20.1  summarizes  the   main aspects of the two-stage SNS implantation 
protocol.

20.5.3         Stimulation Parameters 

 After stationing of leads,  stimulation parameters   are attuned to optimize functioning 
of the device. Low amplitudes in the range 0–3.0 V can produce needful effects. 
Continuous stimulation is feasible without producing any pain sensation, for opera-
tion confi ned within the advocated parameters for stimulation (210 μs, 10–16 Hz). 
Most widely acknowledged form of SNS is unilateral stimulation. Bilateral stimula-
tion has been advised to allow lower stimulation intensities, for prolonging battery 
life and  for   reducing the chances of nerve damage.   

20.6     Discussion and Conclusions 

 SNS has been successful in curing pelvic dysfunction. These abnormalities include 
urinary symptoms, fecal incontinence, and refractory idiopathic constipation [ 22 ,  23 ]. 
 Fecal incontinence   is a complex and multifactorial health problem. The treatment for 

   Table 20.1    Two  stages of   SNS implantation   

 Stage I: screening test  Stage II: permanent implantation 

 A transitory electrode is placed to the left or 
right of the S3 hind foramen.    Neuromodulation 
is done for 3–7 days using a pulse generator 
located outside. If the results are positive, 
everlasting implantation is arranged 

 A pulse generator is inserted in a pouch below 
the skin. Its location is in the upper, outer 
quarter circle of the buttock or the lower 
abdomen. The electrical pulses are transmitted 
through a thin lead wire carrying a small 
electrode tip hooked to the sacral nerve 
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this sickness has to be individualized. The causes and seriousness need to be analyzed 
separately in each case [ 24 ]. Application of neuromodulation to different urologic 
indications of infants, children, and adolescents has also met with success [ 25 ]. 

 SNS was found to be an extremely economical  therapy   for fecal incontinence 
[ 26 ]. Costs can be further lowered if the doctor is careful about patient selection, 
treatment is carried out in an outpatient setting, and cheaper devices are used. The 
technique has been improved by introducing a minimally invasive percutaneous 
two-stage implantation protocol. This modality permits the patients to undergo an 
extended test stimulation employing a permanent lead [ 27 ]. 

  Review Exercises 

     20.1    Name the nerve that controls the bladder and the bowel.   
   20.2    What do the acronyms SNS and SNM stand for?   
   20.3    What are the main parts of the urinary system? What functions do 

they perform? Explain how bladder control problems arise on disrup-
tion of the communication between the brain and bladder?   

   20.4    What are the main deciding factors for a person’s ability to withhold 
urine? Defi ne the terms: urge incontinence, urgency–frequency, uri-
nary retention, and overactive bladder.   

   20.5    Explain stress incontinence and urge incontinence.   
   20.6    Prepare a list of the bladder control problems that can be treated by 

SNS therapy.   
   20.7    Describe the sacral nerve stimulation system and explain how it is used 

to solve urinary control problems.   
   20.8    Why is SNS implantation done as a two-stage procedure?   
   20.9    Explain the terms “temporary lead” and “tined lead” with reference to 

SNS implantation.   
   20.10    What class of patients is considered for permanent implantation after 

the minimally invasive screening test? Describe the open surgical and 
percutaneous approaches to the implantation of a sacral nerve 
stimulator.          
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    Chapter 21   
 Cochlear Implants                     

    Abstract     Cochlear implantation is a multidisciplinary therapy capable of treating 
acute-to-overwhelming sensorineural hearing loss in children and adults. The 
cochlear implant system comprises a two-piece equipment. The equipment consists 
of an internal part that requires surgical placement, and an external part generally 
worn behind the ear. The internal part of the implant consists of a receiver–stimula-
tor containing the electronic circuitry, the receiving antenna, a magnet, and an elec-
trode array. Direct electrical stimulation is provided to the auditory nerves by 
inserting the electrode array inside the cochlea. The external part is battery- powered. 
It consists of a microphone to pick up sound, a speech processor with manual con-
trols, and a transmitting coil to convey information to the internal part of the implant. 
The two parts work in tandem. Following this implantation, most adults can con-
verse on the telephone, while children can pursue mainstream classrooms.  

  Keywords     Bionic ear   •   Sensorineural hearing loss   •   Cochlea   •   Hearing aid   •   Electrical 
hearing   •   Tonotopy   •   Microphone   •   Speech processor   •   Microelectrode array  

21.1               Introduction 

 “ Bionic ear     ” is another name for the cochlear implant. The word “bionic” originates 
from “bio- + (electro)nic.” “Bionic” indicates the application of electronic engineering 
and technology to biological systems. It aims at the augmentation or replacement 
of physiological functions by electronic or mechanical components. As research 
progresses to link machine and mind, bionic body parts are acquiring many capabili-
ties of natural human ones. 

 The cochlea is a spiral-shaped cavity in the inner ear. It is usually spiraled like 
the shell of a snail and accommodates nerve endings, which convert sound vibra-
tions into nerve impulses. The cochlear implant ( CI  ) is an electronic device contain-
ing a  microelectrode array      implanted in the cochlea to support its proper functioning. 
This implant uses electrical impulses for direct stimulation of the auditory nerve. 
The stimulation enables a totally deaf person to perceive acoustic signals. CI can 
provide partial hearing to individuals with varying degrees of sensorineural hearing 
loss (SNHL). This is a type of hearing loss caused by injury to or deterioration of 
the inner ear. Its origin lies in the vestibulocochlear nerve (VIIIth cranial nerve). 
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This nerve is sometimes called the  auditory nerve     . Beginning from the ear, it runs to 
the central processing centers of the brain. In SNHL, the patient may experience 
diffi culty in understanding sound, even when speech is suffi ciently loud. Usually, 
the amount of loss varies with the frequency of the sound. Hence, the audiogram 
(plotted with sound volume on the ordinate and sound frequency on the abscissa) is 
not horizontal. It is sloping or dipping at different frequencies. 

 CI is the only means available presently to break through the ruthless silence 
disconnecting and estranging the deaf from society [ 1 ]. Many individuals with 
profound deafness have reaped the benefi ts of this device. Over the past 25 years, 
and more than ever during the preceding 5 years, it has emerged as a greeted instru-
ment in the quality-of-life enrichment for many persons who were formerly deaf and 
hard of hearing. The trends indicate that more children are receiving CIs than ever 
before. The age at which they receive implants is declining from school age to infancy, 
12 months, or below [ 2 ]. The assistance provided by cochlear implants for  devel-
opment   of speaking and communication skills, talking and exchanging ideas in 
community get-togethers, and scholastic triumphs is proven beyond doubt. It has been 
found that both speech and lexicon benefi t greatly when cochlear implantation is done 
in children at an age less than 2.5 years [ 3 ]. It is expected that soon general education 
teachers will be instructing a larger number of children with high-tech ears [ 4 ]. 

 An extended, acclaimed, fascinating, and captivating history antedates the devel-
opment of the cochlear implant. This encompasses dynamic reciprocity and team-
work between specialists in engineering and medicine. An intricate balance is struck 
between tests carried out under designed conditions and moral principles.  

21.2     Causes of Hearing Loss 

 Many dissimilar causes are responsible for partial or total hearing loss [ 5 ]. Hearing 
loss is subdivided into three principal categories. These are known as conductive, 
sensorineural, and mixed hearing losses. 

21.2.1     Conductive Hearing Loss 

 This loss is related to defects in either  of   the two parts of the ear: the outer or middle 
ear (Fig.  21.1 ). The main parts involved are tympanic membrane or eardrum vibrating 
with sound and three small bones called auditory ossicles transmitting sound from the 
tympanic membrane to the inner ear. Some types of  conductive   hearing loss are 
attributed to congenital defects. It may so happen that the ear canal is absent or closed 
in a child at the time of birth. Also, middle ear structures existing at birth may be 
altogether absent, malformed, or dysfunctional. Some or all these defects may pos-
sibly be corrected by surgery. Defects that are not amenable to surgical correction can 
generally be corrected by wearing a hearing aid, which is just a sound amplifi er.

21 Cochlear Implants
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21.2.2        Sensorineural Hearing Loss 

 This is a  hearing loss   related to nerves. It arises from troubles of the inner ear.  The 
  main reason for this type of loss lies in the inner ear or cochlea. The cochlea has the 
shape of a snail, a mollusk with a hard, coiled outer shell looking like a spiral. It is 
fi lled with fl uid and contains the sensory hair cells. These cells may be destroyed by 
injury or in some other way. A natural outcome is profound deafness because it is 
these hair cells which convert sound waves into electrical impulses. The impulses 
produced are transmitted to the brain for analysis. For further clarifi cation, the afore-
said electrical impulses move from the hair cells to auditory nerve fi bers for interpre-
tation. As the hair cells have been lost, the impulses become ineffective [ 9 ]. Therefore, 
the nerve fi bers are not stimulated. Consequently, no hearing response is produced. 
Individuals suffering from this loss but still possessing an undamaged auditory nerve 
have profi ted from the advancements in cochlear implant technology. 

 Sensorineural damages arise from ageing. Other factors that are responsible for 
these damages consist of before-birth and accompanying-birth defects arising from the 
infections transported by a woman to her child in the uterus. Some infectious diseases 
are toxoplasmosis due to the parasite toxoplasma, rubella or German measles owing 
to rubella virus (RuV), and herpes from herpes viruses. Infections such as meningitis 
(infl ammation of meninges by viral/bacterial infection), mumps caused by mumps 
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virus, scarlet fever due to group A  Streptococcus  bacteria, too are damaging agents. 
Apart from these reasons, mention may be made of the role played by heredity, trauma, 
exposure to loud noise, and tumors in the auditory system such as acoustic neuroma. 

 Mild hearing loss conditions can be satisfactorily supplemented by simple hear-
ing aids. These are therefore excluded from the CI list. But if a deaf patient does not 
have an intact auditory nerve, one has to think of the next generation of auditory 
prosthesis.  This   will be the superfi cial or intrusive auditory  brain   stem implant. It 
will circumvent the auditory nerve. It will try straightway stimulation of auditory 
processing centers residing in the brainstem.  

21.2.3     Mixed Hearing Loss 

 A blend of hearing losses of  conductive      and sensorineural types constitutes mixed 
hearing loss. 

 Table  21.1  presents a comparison of conductive with sensorineural loss.

21.3         CI Versus Hearing Aid 

 A cochlear  implant   is  strikingly   dissimilar from a hearing aid [ 6 ].

    1.    A hearing aid is merely a sound amplifi er. A CI is a complex arrangement serv-
ing as an electrical stimulator of nerves. A hearing aid only amplifi es the sound 
level to boost its perception. This makes the sound detectable by the inner ear for 

   Table 21.1     Conductive      and sensorineural  hearing   losses   

 Sl. No.  Conductive hearing loss  Sensorineural hearing loss 

 1.  It arises from any obstruction that 
inhibits sound vibrations from 
reaching the inner ear 

 It is instigated by mutilation of the 
infi nitesimally small hair cells in the cochlea 
of the ear 

 2.  It affects the following parts of the ear: 
middle ear (three ossicles), eardrum 
(tympanic membrane), or inner ear 

 It attacks the ear parts given below: inner ear, 
vestibulocochlear nerve, or central 
processing centers 

 3.  Its root causes are a blockage in the 
outer or middle ear, such as by buildup 
of excess earwax, otosclerosis (abnormal 
bone growth near middle ear), infections 
in the middle ear, tiny apertures in the 
tympanic membrane, etc. 

 Its main causes are ageing, exposure to very 
loud noises, genetic predisposition or 
susceptibility, infections of the inner ear due 
to different viruses, chemotherapy, radiation 
exposures, and head injury 

 4.  It can be either temporary or 
permanent depending on its cause 

 It is always irreversible and permanent 

 5.  Its infl uence is usually trivial or 
medium in gradation, in the limits 
between 25 and 65 dB 

 Its impact can be mild, moderate, severe, or 
profound 

 6.  It can often be corrected with medical 
management or minor surgery 

 It cannot be remedied medically, but a 
hearing aid or cochlear implant is virtually 
always helpful 
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a patient who has a damaged middle and/or inner ear. A CI totally bypasses two 
parts of ear: the outer and middle ones. It electrically stimulates acoustic nerves.   

   2.    A hearing aid is worn externally. It is an external device requiring no surgery. 
Unlike a typical hearing aid, the cochlear instrument consists of two parts: an 
externally worn device and an internal implant. Signals produced by the implant 
are transmitted via the auditory nerve passageway to the brain. The brain distin-
guishes and identifi es these signals as sound.   

   3.    Listening through a hearing aid is like habitual or customary hearing, whereas 
hearing from CI differs from normal hearing. In CI, less sound information is 
received and processed by the brain in distinction to normal hearing. This 
explains why the quality of sound perceived with a CI is different from that of 
the natural acoustic hearing.   

   4.    Little or no learning process is involved in hearing from the hearing aid. But hearing 
from CI entails a time-consuming process of learning or relearning and acceptance. 
Frequently, patient participation in a rigorous preimplantation protocol is necessary. 
This is required to help the doctor to take decision regarding the suitability of the 
patient for candidacy. The ensuing step is surgery to insert a part of the device; and 
then follows an activation process of the external portion of the device that the patient 
normally wears. In this process, the external portion of the device is programmed. The 
 patient   has to go through an intensive auditory training program. Finally,    an appropri-
ate educational program is mandated to realize maximum benefi t from the device.   

   5.    In comparison to the ancestral hearing aids, a greater cognizance to a wider range of 
sounds has been brought about by cochlear implants. Experience, exposure, and 
observation have corroborated this fi nding. CI allows several patients to distinguish 
cautionary signals. These patients can comprehend or make out other types of sounds 
in the ecosystem. Their lip-reading capacity is also enriched. With time and intensive 
training, the patients can take pleasure and satisfaction from dialogues such as a face-
to-face or even a telephonic conversation. Newer devices and processing strategies 
have enabled CI recipients to receive more benefi ts. They can hear better in noise or 
perform conversation over cell phones. They can learn foreign languages too. They 
can enjoy and appreciate a variety of music. Notwithstanding, these optimistic 
remarks, downplaying of any undue expectations to regain normal hearing, are essen-
tial. This moderation must be done during preoperative counseling and postimplant 
training of patients.   

   6.    Hearing aids are low-priced. CIs are currently too expensive. As a result, they are 
virtually unavailable in developing countries.    

  Table  21.2  presents the main  differences   between hearing aids and cochlear 
implants  at   a glance.

21.4        Acoustic Versus Electrical Hearing 

 Let us consider a  person   with a normal functioning cochlea.  In   such a person, fre-
quencies of sinusoidal vibrations for the different regions of the basilar membrane in 
the  organ of Corti  do not match [ 6 ]. The reason for this frequency mismatching is not 
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far to seek. It is the outcome of disparities in thickness and width along the length of the 
membrane. Therefore, it is said that frequency encoding is performed “tonotopically” 
by the cell bodies of the cochlear nerve (spiral ganglion). These cell bodies broadcast 
information from diverse areas of the basilar membrane. The term “tonotopy” needs 
explanation. It means a structural organization in the auditory pathway. This arrange-
ment facilitates the transmission of diverse tone frequencies unconnectedly. This 
transmission takes place along individual parts of the structure. Like normal hearing, 
the principle of  tonotopy   is also endorsed for electrical hearing. 

 In a normal hearing person, sound stimuli generate patterns of electrical excitation. 
These patterns propagate along the nervous system pathways to the auditory nerve. 
Upon electrical stimulation of the auditory nerve, an action potential or spike is pro-
duced. This action potential is transmitted to the auditory cortex of the brain. But it 
must be emphasized that in a patient with severe-to-profound SNHL, the situation is 
different. This is because the hair cells are nonfunctional. Consequently, there is no 
production of spikes along the auditory nerve by the auditory system as observed in a 
response to sound signal by the normal ear. Noting this failure, the CI electrode is 
placed in the  scala tympani  neighboring the spiral ganglion of the auditory nerve. This 
electrode directly stimulates the auditory nerve electrically. It bypasses the middle ear 
and the part of the inner ear where the o rgan of Corti  is located. As the brain is unable 

   Table 21.2    Hearing aid  and   cochlear implant   

 Sl. No.  Hearing aid  Cochlear implant 

 1.  It makes sound louder by 
amplifi cation 

 It helps in sound perception by electrically 
stimulating the auditory nerve 

 2.  It does not bypass normal hearing  It bypasses the sensory cells in the cochlea 
 3.  It does not require surgical 

operation 
 It requires surgical operation. For surgery, an 
inevitable prerequisite is the removal of the hair 
cells within the cochlea. Perpetual loss of some 
or all residual natural hearing may occur from 
such hair shaving. Fortunately, by using fl exible 
electrodes and applying correct surgical 
methods, preservation of hair cells is achievable 

 4.  It is externally  placed    It consists of one external and one implanted 
component 

 5.  It is helpful for people suffering 
from mild-to-moderate hearing 
loss. These losses may have arisen 
from age-related damage to 
sensory cells, by exposure to loud 
noise, reactions to drugs, etc. 

 It is used by people with severe-to-profound 
hearing loss, mainly, sensorineural hearing loss. 
A reason for this loss is damage to the hair cells 
in the inner ear. Nerve pathways of the patient 
from the inner ear to the brain may also be 
mutilated 

 6.  It provides acoustic hearing  It provides electrical hearing 
 7.  It does not require learning  It needs learning to interpret the sounds 

produced by the implant 
 8.  It is available at affordable cost  It is expensive 
 9.  It provides more fl exibility, i.e., it 

can be manually adjusted, repaired, 
replaced, and  removed   

 It offers less fl exibility, i.e., once a company’s 
device is implanted, the patient has no option 
unless the device fails or the patient chooses 
another surgery/device 
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to discriminate whether the spikes have been generated by hair cells or a cochlear 
implant, it interprets the  CI   spikes  as   sound similar to those from hair cells.  

21.5     Components of the Device 

 As already indicated, the cochlear implant is a two-piece device composed of two 
basic components. Of these, one component is worn externally. The other compo-
nent is surgically implanted [ 7 ]. The externally worn component of the CI com-
prises a microphone and a  speech processor   coupled to a transmitting coil with 
cables and magnet. The surgically implanted component consists of the receiver/
stimulator and electrode (Fig.  21.2 ).

21.5.1       External Functionality 

 The tiny  microphone   is enclosed in  a   headpiece that is worn at the ear level. It 
resembles the microphone of a hearing aid. Its role is to detect and pick up the sound 
vibrations. After picking up the vibrations, it converts them into electrical signals. 
The electrical signals thus obtained are transmitted to  the   speech processor. 

 The patient can wear the speech processor on the body in the style of a pager. A 
cable connects the speech processor to the headpiece. Sometimes, it is placed behind 
the ear similar to a hearing aid. It consists of three main parts: a digital signal processing 
(DSP) section to mathematically manipulate the signal, a power amplifi er stage to 
boost the power level, and a radio-frequency transmitter for telecommunication. 
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 The DSP is the brain or information-processing center of the cochlear implant 
system. It receives electrical signals pertaining to sound. It extracts distinctive 
features in the signal. These features are converted into a rivulet of bits. The bits are 
transmitted by the radio-frequency link. In other words, the DSP performs signal 
processing for conversion of the received signal into electrical stimuli. These 
stimuli are conveyed to the implanted component for electrical stimulation. 

 For preprocessing, the signal is supplied to an amplifi er. Here, it undergoes two 
operations, viz., fi ltering and compression. The aim of signal processing unit is to 
analyze and split the received signal into channels. The signal splitting is done in 
accordance with its frequency content.  This   is achieved using a number of band- 
pass fi lters. Short-term spectra of the signals are estimated. The signal is subdivided 
into audio spectral bands. In the next step, the spectral bands are converted into 
pulsatile signals using envelope detectors. 

 An envelope detector, also called amplitude demodulator or detector, is a simple 
and cheap electronic circuit consisting of a diode, a capacitor, and a resistor (Fig.  21.3 ). 
It takes a high-frequency signal as the input and delivers an output signal, which rep-
resents the envelope of the input signal. This circuit is essentially a half-wave rectifi er. 
When the input signal rises, a capacitor is charged to the peak value of the input 
waveform. The capacitor voltage is increased through the rectifying diode. As the 
signal falls, the capacitor is discharged through the bleeder resistor, and the capacitor 
voltage decreases. Thus the outline of the incoming signal is produced.

   Following conversion of spectral bands into digital signals by envelope detectors, 
shaping of digital impulses is done. The pulses are controlled in parameters such as 
amplitude, pulse widths, application rates, etc. Calculations of the electrical stimula-
tion parameters are performed for appropriate representation of the spectrum. 

 The DSP contains memory units or maps. These maps are used to store informa-
tion specifi c to the patients. The maps as well  as   speech processing parameters are 
amenable to modifi cation or adjustments. A PC-based fi tting program is used for 
this modifi cation. The stimulation parameters depend on an exclusive set of values. 
This unique set is determined for each implant user separately when the device is 
programmed. The digitized output of the DSP is a digital code. This digital code is 
routed via a cable to the primary windings of an electromagnetic transmitter coil. 

 The transmitting coil is a small disk. This disk is comparable in size to a quarter. 
It sticks to the skin behind the ear. This sticking is not by any adhesive but by utilizing 

Input Output

C R

D

Ground

  Fig. 21.3    The  envelope   detector circuit       

 

21 Cochlear Implants



387

the attractive force of a magnet. This magnet is also necessary for securing alignment 
between the internal and external implant components. 

 A small cable joins the transmitting coil to  the   microphone. The main role of 
transmitting coil is transmission of the encoded pulsatile signals to the implant. A 
secondary but no less important role of this coil is delivery of power. Power is 
delivered across the skin of the patient to the internal components of the implant via 
radio-frequency signals. For ensuring high signal quality and power transmission 
effi ciency, the abovementioned sticking magnet aligns the  external   device to the 
internal implant. 

 There are some variations among different CI models. In some models, the micro-
phone and transmitter are included in a single body. In other models, the microphone 
is located in a segment placed behind the ear appearing as a standard hearing aid.  

21.5.2     Internal Functionality 

 The internal functionality of a CI system (Fig.  21.4 ) is based on two surgically 
implanted components: (1) RF receiver-cum- stimulator   circuit receives RF signals 
and supplies stimulating electrical pulses in accordance with the sound signals as 
provided by the external unit. Besides, responsibility of this circuit also includes 
supervising all the activities that take place internally because these activities have 
to be relayed to the external unit. Through a feedback loop, the internal unit of the 
implant monitors critical electric and neural activities inside. In return, it transfers 
these happenings to the external unit. For properly executing all the above functions, 
the receiver-cum-stimulator assembly is housed in a hermetically sealed biocompat-
ible package. This is done to ensure airtight enclosure and absence of any biological 
rejection possibility. The assembly is implanted subcutaneously by surgery behind 
the ear. It encloses a magnet. Coupling of this magnet with the one in the transmitter 
worn externally makes fl awless alignment between them possible. (2)    Microelectrode 
array is an electrode array that is introduced inside the cochlea. Its function is provi-
sion of direct electrical stimulation to residual nerve fi bers of the patient.

   It must be noted that the internal unit is battery-less. Therefore, it has to derive 
power from outside. The stimulator obtains power from the RF signal. 

 During operation of CI, the signals from the external transmitter are electromag-
netically captured. The charged-up receiver-cum-stimulator performs the operations 
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  Fig. 21.4     Internal   components of the cochlear implant       
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of decoding and conversion of the RF bit stream into electric currents for feeding the 
applicable electrodes. With this intent, the internal receiver fi rst deciphers the data 
transferred by the external processor. The parameters of the required pattern of stim-
ulation are obtained. The extracted parameter information is then used to control a 
stimulator circuit. This circuit supplies impulses of electric 
currents to the assemblage of internal electrodes that have been inserted into the 
cochlea. The electrodes directly cause stimulation of the cochlear or auditory nerve. 
They sidestep the transducer cells, which are either nonexistent or nonfunctional. 
Upon receipt of the signals by the brain as impulses in the form of intelligent wave 
patterns, the signals are recognized or interpreted as sounds or hearing. The external 
components are held in their  respective   positions by the magnet, as repeatedly 
pointed out. Obviously, the cochlear implant does not magnify sound. So, none of its 
components is considered as a hearing aid.   

21.6     Candidacy for Cochlear Implantation 

 Primary categories of candidates for CI are the post-lingually deaf and pre-lingually 
deaf patients. Post-lingual deafness develops after learning to speak and acquiring 
knowledge of language, usually at >6 years of age. Pre-lingual deafness refers to 
people who were born with a hearing loss. It also includes those who lost hearing 
before they began to speak. Main decisive considerations for suitability of a patient 
for CI are medical history of the patient, health condition, and inner ear structure. 
Most essentially, the presence of functional auditory nerve fi bers to receive electri-
cal stimuli inside the cochlea is necessary for the cochlear implant success. A clear 
appreciation and strong enticement to accept the long-term commitment and coop-
eration are demanded from the patient as well as the caregivers. 

21.6.1     Presurgery 

 The surgery is preceded by a  series   of evaluations and examinations, e.g., computer-
ized tomography (CT) and magnetic resonance imaging (MRI), audiogram scans, 
and experiments with hearing aids. These investigations are designed to judge the 
well-being and viability aspects. Both corporal and psychosomatic appraisals are 
planned to make the candidates ready for cochlear implantation. By the CT or MRI 
scans, the doctor examines the outer, middle, and inner ear structure for infections 
with microorganisms, aberrations, or malformations. The audiogram provides the 
audiologist a quantitative assessment of hearing levels of the patient. A physical 
evaluation is necessary to prepare the patient for surgical anesthesia. The psycho-
logical examination and counseling are done for knowledge acquisition and general 
attentiveness to provide the patient a realistic expectation from the surgery.  
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21.6.2     Surgical Procedure 

 For this surgery,  the   candidate is usually kept as an outdoor patient. Rarely does 
this surgery require an overnight hospital stay. Carried out under general anesthesia, 
the surgery is typically 2–4 h long. A trifl ing quantity of hair behind the ear is 
smooth- shaven. A cut is made adjoining the cavity behind the ear. Drilling through 
the mastoid bone forms a cradle of 3–4 mm size. Having done so, the internal device 
is installed and secured subcutaneously. Opening up the mastoid bone to gain access 
to the inner ear, a small orifi ce is made on the cochlea. Through this hole, the elec-
trodes are threaded into the helices of the cochlea.  

21.6.3     Postsurgery 

 Two to six weeks  after   the surgery, the implant recipient returns to the doctor for 
matching the speech processor to the implant. After activating the implant, the pro-
cessor is instructed for scheduled operations through a computer program, and 
parameters are adjusted to appease hearing needs of the individual. Non-compulsory 
rehabilitation program includes therapy for auditory and  speech   improvement.   

21.7     Discussion and Conclusions 

 Reported designs of cochlear implants include both marketable and investigational 
systems under development, and all proposed designs share several common features 
[ 8 ]. They detect audio signals with  a   microphone sealed inside a package worn by the 
user, much like the hearing aids tied behind the ear. From this microphone, an electric 
signal is conveyed to an electronic signal processor. This signal corresponds to the 
pressure variations due to airborne sound waves. The processor converts distinctive 
features of sound signals into patterns of electric stimuli that excite the nerves to elicit 
appropriate sensations of hearing from the patient. Considerable manipulability is 
exercised by the engineers designing the speech processing circuitry and algorithms. 
This has led to the formulation and realization of many idiosyncratic schemes. 

 The deliberations and criticism over the resolution to use cochlear implants in 
children who were deaf before learning to speak have brought forward several legal 
and ethical issues. These are notifi ed permission, agreement, and parental decision- 
making, the cost–benefi t analysis of surgery and therapy, danger valuation, etc. But 
the most remarkable amelioration in hearing, speech, and language has been noticed 
in children. Please remember, the lower the age of a child when the surgery for 
implantation was carried out, the more is the benefi t obtained from CI [ 9 ,  10 ]. 

21.7  Discussion and Conclusions
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  Review Exercises 
     21.1    Explain the meaning of the term, “bionic.” Hence, justify why is the 

cochlear implant referred to as a “bionic ear.”   
   21.2    What is meant by sensorineural hearing loss? What are its main causes?   
   21.3    Describe six important features that differentiate a cochlear implant 

from a hearing aid.   
   21.4    In what ways hearing from a cochlear implant is dissimilar to that from 

a hearing aid?   
   21.5    What is tonotopy? Does the principle of tonotopy apply to electrical 

hearing? Explain.   
   21.6    What are the roles of externally worn and surgically implanted compo-

nents of a cochlear implant? How do these two components work 
together to provide the perception of sound to the patient?   

   21.7    What are the functions of the following parts in generating the output 
signal of the external component of a cochlear implant: (1) the micro-
phone, (2) the speech processor, and (3) RF transmitter?   

   21.8    Does the internal unit of a cochlear plant have a battery? How is it 
powered? How does it deliver electrical stimulation to the cochlear or 
auditory nerve?   

   21.9    What are the main candidates of cochlear implantation? What charac-
teristics qualify a patient to receive this implant?   

   21.10    Before planning CI surgery, what tests and examinations are typically 
performed? How is the implantation surgery done? What are the fol-
low- up steps to surgery? 
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    Chapter 22   
 Retinal Prostheses                     

    Abstract     Severe visual impairment up to the level of blindness is caused by either 
age-related macular degeneration or retinitis pigmentosa. These are the two usual 
diseases that lead to degeneration of the outer part of the retina. But even after cel-
lular degeneration in these diseases, i.e., degradation of light-sensing photorecep-
tors, the remaining visual system of neural networks in the retina may not be 
damaged in many patients. For such cases, a subretinal implant containing micro-
photodiodes is placed beneath the retina. Currents produced in the photodiodes by 
the incoming light energize microelectrodes which stimulate sensory neurons in the 
retina. Otherwise, an epiretinal implant placed on the surface of the retina is 
employed along with a video camera. The camera captures the light signal and 
translates the data into an electrical signal through a microprocessor. This signal is 
transduced across the nerve cells, through the optic nerve, and eventually to the 
brain for the conception of an image.  

  Keywords     Retina   •   Age-related macular degeneration   •   Retinitis pigmentosa   • 
  Subretinal implant   •   Epiretinal implant   •   Microphotodiode   •   Argus II retinal system   • 
  Alpha IMS retinal implant  

22.1               Introduction 

 Retinal prosthesis is a groundbreaking medical technology of applying microelec-
tronics to restore partial eyesight to patients whose retina has undergone degenera-
tion. This  restoration   is done through currents supplied to microelectrodes that are 
surgically implanted either above or below the surface of the retina [ 1 ]. Fortunately, 
in patients with degenerated photoreceptors of the retina, the nerve cells that carry 
the signal to the brain often remain intact. As the nerve cells are left unimpaired, it 
is possible to electrically stimulate them and thereby produce signals that help the 
patient in image perception. It transpires that 50 % of blindness cases are attributed 
to retinal damage. Hence, this prosthesis has been the focus of attention. Both 
private companies and research laboratories are working on it all over the globe.  
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22.2     Role of Retina in Vision 

 Vision is an indispensable ingredient in the quality of life. It brings brightness and 
color to the world. It also adds manifold dimensions to everything that is circumja-
cent to us. It is an outstandingly complex form of information processing system. 
The function of this system depends on an amazing neuroprocessor located at the 
back of the eyeball. This  neuroprocessor   is named as the retina [ 2 ]. The retina there-
fore plays a central role in the vision of a person. 

 For visualization of a picture, the image of an object is formed in the eye and 
transmitted to the brain. For this image construction and transmission, light has to 
travel across several layers. “Seeing” is commenced when the light crossing the 
black opening called the pupil in the center of the iris is concentrated onto the sen-
sory neuroepithelium of the retina by the eye lens. As a result, a reduced, inverted 
image of the object is projected onto the outermost layer of the retina. This layer is 
composed of photoreceptor cells,  the   rods and cones (Fig.  22.1 ).

   The retina is a  nerve layer   with a complex structure (Fig.  22.2 ). It comprises ten 
different layers of cells, including ganglion cells, amacrine cells, bipolar cells, hori-
zontal cells, photoreceptor cells (the rods and cones), and nerve fi bers.

   The  ganglion cells  represent the fi rst link in the chain of neurons in the retina. 
 Ganglion cells   are neurons positioned adjacent to the inward surface of the retina. 
They gather pictorial information in the form of statistical data in their dendrites 
from bipolar cells and amacrine cells. The information collected is communicated 
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  Fig. 22.1     Inverted image construction on   the retina. The diagram also shows the locations of 
epi- and subretinal implants to be described in this chapter       
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through their axons to the brain. The ganglion cells differ expressively in regard 
to their dimensions, connections, associations and feedbacks to ophthalmic 
stimulations. 

   Amacrine cells    are interneurons in the retina. An interneuron is also called a 
relay neuron. It is a neuron that carries impulses between a sensory and a motor 
neuron. The amacrine cells are small nerve cells which have dendrites but no axon. 

   Bipolar cells    are signal couriers between the photoreceptors and the ganglion 
cells. They are so-called because they have two polar extensions protruding from 
opposite ends of their cell bodies. One extension is towards the photoreceptors and 
the other towards the ganglion cells for delivery of the processed signal to ganglion 
cells. 

   Horizontal cells    are the sideways interlocking neurons. They are found in the 
outer plexiform layer of the retina. Their role is to assimilate/control the inputs 
received from numerous photoreceptor cells. They allow the eyes to perform adjust-
ments to be able to view correctly, both when the illumination is bright and faint. 

 The   rods    spread along a much broader extent in the retina. They are used for 
achromatic vision (without colors). They are necessary for dark-adapted or scotopic 
vision under low-light conditions. They are also required for peripheral or side 
vision (seeing objects and motion outside the direct line of vision). They convert the 
local luminous intensity per unit area and color variations of the image projected on 
the retina into signals, both chemical and electrical. In dim light conditions, they 
provide a smaller amount of spatial resolution. 

   Cones    are mainly found in the middle region of the retina, the fovea. They are 
essential for color vision and high-resolution vision. They generate chromatic or 
color images of high clarity in the expanse of location of objects, called  spatial 
resolution  . 

 The signals generated by the photoreceptor rods and cones excite the complex 
circuitry of retinal neurons encompassing the four types mentioned above: horizon-
tal cells, bipolar cells, amacrine cells, and ganglion cells. Gigantic visual informa-
tion is accumulated from the innumerable photoreceptors of the retina. Hence, it has 
to be compressed into electrical signals. These signals are transported by highly 
dedicated ganglion neurons. The axons of these neurons form the optic nerve. By 
way of the optic nerve, the signals are conveyed to the primary visual cortex of the 
brain, which processes all the information relating to vision. The signal transmis-
sion takes place via a route that passes through the lateral geniculate nucleus.  

22.3     Vision Impairment and Its Remedial Schemes 

 As we understand, the optical pathway for vision is a long journey starting from the 
eye optics and the lens, then the retina, to the optic nerve, visual cortex, or other 
cortical areas. These are the multiple regions that diligently carry out the needed 
signal processing which enables a person to see objects. Destruction or injury to any 
single step in the above series or chain may cause blindness. About 50 % of all 
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blindness patients have suffered some form of insuffi ciency of the retina. In diseases 
causing blindness, a gradual erosion of the exterior retina takes place. Two such 
diseases are age-related macular degeneration (ARMD) and retinitis pigmentosa 
(RP) [ 3 ]. The former is a common cause of blindness in the elderly people. 

22.3.1     Age-Related Macular Degeneration 

 As the age of a  person   advances,    the danger of degenerative diseases affecting the 
retinal cells begins to haunt. For adult patients with age more than 65 years, ARMD 
stands as the principal reason of vision deprivation in grown-ups. This disease is 
characterized by loss of cells in the macula close to the center of the retina. Initially, 
the symptoms observed are the loss of fi ne vision. These are followed by dwindling 
central vision with eyes focusing straight ahead, e.g., to drive or read. Eventually, 
legal blindness may ensue in many patients with central visual acuity measurement 
of 20/200 or a reduced amount, in superior eye with correction. The central visual 
acuity is an indicator of sharpness or clarity of vision. Examination of the retinal 
status of these patients reveals that they can be deprived of as high as 70 % of pho-
toreceptors. Still they may not incur any loss of other types of retinal cells.  

22.3.2     Retinitis Pigmentosa 

 The cardinal basis  of   hereditary blindness, RP is  a   genetic disorder that primarily 
affects photoreceptors in the retina causing incurable blindness. Its symptoms are a 
reduction in night vision, peripheral vision, and in more acute stages, central vision. 
Randomized experiments have evidenced that increased vitamin A intake serves to 
put on the brakes against the symptoms of photoreceptor degeneration. This means 
that the cells undergo apoptosis (cell death as a normal part of growth of an organ-
ism) or necrosis (cell death by disease or injury). However, vitamin A over dosages 
may harm the liver. RP is accompanied by the exhaustion of up to 0.95 fraction of 
the photoreceptor layer. Nonetheless,    up to 80 % of  the   inner nuclear layer and 
~30 % of the ganglion cell layer are left undamaged.  

22.3.3     Evolution of the Concept of Electrical Stimulation 
of the Retina 

  Electrical stimulation of the   retina and related technological approaches have been 
attempted to artifi cially distribute ocular information (in imitation of natural 
approach) to the outlasting portion of the retina that continues to remain in existence 
withstanding all the degeneration processes. This has been done as a countermeasure 
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for restoring at least low-resolution vision to such patients. This vision may be 
suffi cient enough to provide at least light perception and object recognition [ 4 ]. 
During electrical stimulation, the information is transmitted to the brain through 
neurons in the eye using a series of energized electrodes targeting the retina, which 
communicates with the visual cortex of the brain. Experimental studies and trials 
have been conducted on such multielectrode devices called  microelectrode arrays   
 containing   from only 16 electrodes to >1000 electrodes.   

22.4     Two Kinds of Retinal Implant 

 Presently, research and development efforts are being made on two different variet-
ies of retinal implants [ 5 ]: subretinal  implant  s and epiretinal implants. In the fi rst 
type of retinal prosthesis, namely, the subretinal type, the implant is placed beneath 
the retina. In the second type, viz., the epiretinal type, the implanted device is lodged 
on the exterior surface of the retina. Both types of devices rely on the presupposition 
that even during degeneration of cells in ARMD or RP, the neural network of the 
retina remains undamaged, i.e., regardless of the non-operation of the light-sensing 
photoreceptors, the remaining visual system is still functional. While some retinal 
implant devices are approved, rigorous clinical trials are under way to ascertain the 
safety, effectiveness, and potential performances of others. 

 The fi rst approach seems to be more elegant and reminiscent of the actual work-
ing of the eye. But it requires implantation of more sophisticated electronics into the 
eye, increasing the risk of failure of components that are neither easily fi xable nor 
replaceable [ 6 ]. 

22.4.1     Subretinal Implant 

 As obvious from its name, the  subretinal device   is implanted underneath the retina. 
The implant is squeezed between the pigment epithelial layer and the outer layer of 
the retina. The  photoreceptor cells   are seated in this outer layer [ 7 ]. During surgery 
for implantation, access must be gained to the subretinal space. This is done ab 
externo by incision in sclera, the white of the eye. Other surgical procedure is ab 
interno, which is done through the vitreous cavity and retina. The vitreous cavity is 
the cavity in the eye which lies posterior to the lens but in front of the retina. 

 Practically, subretinal prosthetic device for restoring vision consists of a micro-
photodiode array (Fig.  22.3 ).

   The  microphotodiode array   contains thousands of small-area, light-sensitive 
photodiodes, laid out in a well-defi ned geometrical pattern such that all the photo-
diodes in the array are equipped with microelectrodes of gold (Au) and titanium 
nitride (TiN). The complete circuit assembly is fabricated in a compact, low- dimensional 
footprint on a very thin plate that can be housed in the subretinal space. 
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 Figure  22.4  shows the construction and working of a  silicon photodiode  . The 
photodiode has a P–N–N +  structure. The P–N junction is a shallow diffused junc-
tion. Incident light having energy greater than silicon energy gap is absorbed. It 
dislodges electrons from the atoms of the crystal lattice creating electron–hole pairs. 
In zero-bias conditions, the generated electrons and holes drift under the electric 
fi eld of the depletion region to produce a current fl ow similar to that obtained in a 
solar cell. This phenomenon is called the  photovoltaic effect  . Subretinal implants 
normally do not use  a   battery, but application of a reverse bias to a photodiode 
enlarges the depletion region width and hence increases the effective area in which 
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  Fig. 22.3     Diagrammatic   representation of a subretinal implant       
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electron–hole pair generation effectively contributes to current because the carriers 
produced far away from the depletion region may be lost by recombination before 
reaching the depletion region and may not be able to participate in conducting 
current. Thus, the reverse voltage enhances the sensitivity of the photodiode.

   To understand how vision is helped by subretinal implantation, it is necessary to 
point out that this implant lying between two vital layers, the bipolar cell layer and 
the retinal pigment epithelium, is essentially meant to substitute the function of 
photoreceptors. Effectively in the subretinal approach, the place of rods and cones 
is usurped by a silicon chip carrying a vast number, in the range of thousands, of 
optically sensitive microphotodiodes, each furnished with a stimulation electrode. 
Light coming from the image that is incident on the retina modulates the action of 
 microphotodiodes  . Currents are produced in the photodiodes in accordance with 
light variations. The generated currents activate the microelectrodes. Thus triggered 
by the microphotodiodes, the microelectrodes instill minuscule currents into the 
residual neural cells left behind, viz., horizontal cells, bipolar cells, amacrine cells, 
and ganglion cells, of the retinal inner layer. These currents are able to stimulate 
retinal sensory neurons. Consequently, a visual perception is created in the brain of 
the patient, representative of the original incident image. 

 There are many  advantages   of subretinal prostheses. The microphotodiode array 
directly replaces the lost or degenerated cells. The remaining cells of the retina are 
still capable of processing electrical signals and can participate in vision process. 
Fixing the high density microphotodiode array in the subretinal position is easy. 
Moreover, there is no need of any external camera or external image processing 
equipment. Also, eye movement to locate the objects is not restricted. 

 In principle, a subretinal implant does not require any outside paraphernalia except 
the microphotodiode array. All the processes, viz.,    acquisition of light, processing of 
signals, and stimulation of nerve cells, are carried out by this array. However, a  limitation   
to this implant is that the single microphotodiode array cannot supply adequate current 
for stimulation. Hence, the implant must be supported by an external energy source, 
which is included in some versions of this implant. Also, fl exible substrates are needed 
to take care of the delicate nature of the retina and to decrease the light intensity [ 8 ].  
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22.4.2     Epiretinal Implant 

 There are two  main   differences between the subretinal and epiretinal implants [ 9 ]. 
Firstly, the epiretinal device is implanted on the surface of the retina and functions 
with healthy ganglion and bipolar cells. In opposition, the subretinal implant was 
placed beneath the retina. Secondly, the epiretinal implant has no areas sensitive to 
light. In contrast, the subretinal approach utilized the light sensitivity of micropho-
todiodes. Therefore, the epiretinal implant accepts  electrical signals   from a remote 
camera and processing unit located outside the body, whereas the subretinal implant 
received them from the microphotodiode array inside the eye. 

 In the epiretinal prosthesis, substantial power and data telemetry mechanisms are 
involved. The typical epiretinal prosthesis system works as a two-component arrange-
ment that consists of an external part attached to the arm of the patient’s eyeglasses 
(Fig.  22.5 ), consisting of a small video camera, an image processor, and a transmitter 
coil; and an internal part carrying the decoding circuitry and microelectrode array. The 
video camera seizes the visual images from the external world. The image processor 
digitizes the images after reducing their resolution [ 10 ,  11 ]. It transforms the visual 
images into control signals through a  microprocessor  . In this manner, the images are 
transfi gured into templates of electrical stimulation. These patterns are fed to the trans-
mitter. Radio-frequency links are used to transfer these signals to the internal part.

   The signals are identifi ed and picked up by the internal part. This part consists of 
a receiver for the relayed information signals and power for the implant. The signals 
for the  microelectrodes   are decoded by the integrated circuitry. The obtained spatial 
and temporal stimulation patterns are used for excitation of the remaining, viable 
inner retinal neurons that have escaped the onslaught of disease, by controlling the 
stimulation microelectrode array. Upon stimulation, the electrodes produce action 
potentials in the upper ganglion cell layers. They directly excite the axons of the 
inner-layer ganglion cells. These axons form the optic nerve. In this way, the electric 
signals are transduced across the nerve cells, through the optic nerve, and ultimately 
to the brain for causing visual sensations and the creation of an image. 

 Thus, the internal part works by receiving two types of  input  : (1) statistical infor-
mation about the visible objects/scenery known as the visual signal and (2) electri-
cal power for feeding the electronics and the electrodes stimulating the retina for 
generating the visual image akin to the object. The above functions are executed by 
wireless communication and radio-frequency transmission through a transmitting 
coil attached to the arm of special glasses; this coil transmits the data and power to 
the coils kept on the prosthetic device. 

 Epiretinal implants of various designs have been developed. These designs differ 
with regard to the implanted and outward  components   constituting the devices and 
their operation to facilitate vision. The guiding principle in these designs is to 
  preserve   the normal anatomy/physiology of the eye to the maximum extent possi-
ble. At the same time, the proportion of implanted electronics required to power the 
device must be curtailed. In addition, this device must be engineered in such a way 
that it must exist stably in the saline environment of the vitreous humor without 
disturbing the rest of the tissue in the eye. 

22.4  Two Kinds of Retinal Implant
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  Fig. 22.5    One version of  an   epiretinal implant in which a video camera in glasses captures the 
image of an object and sends it to a signal processor from where it is wirelessly transmitted to an 
antenna over the glasses, then to an implanted microcomputer, and fi nally to the epiretinal implant 
which energizes the electrodes to send signals to the brain       
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 In essence, the epiretinal implant is a readout chip. It receives electrical signals 
containing information about the image from an outlying camera and processing 
unit. The  information-bearing signals   are used to generate electrical impulses. The 
impulses are coupled to the ganglion cells and their axons. Through this coupling, the 
impulses can propagate via the ganglion cell axons of the optic nerve to the brain. 

 A comprehensive  comparison   between subretinal and epiretinal implants is 
presented in Table  22.1 .

22.5         Argus II Retinal System 

 It is the  fi rst   retinal  implant   system designed for adult patients who are aged ≥25 
years. This system is meant for patients affl icted with advanced retinitis pigmen-
tosa. These patients could be suffering from plain or no light perception vision. The 
system consists of three main components. Of these, one component is internal and 
remaining two components are externally placed [ 12 ]. The internal component is a 
small electronic device working as an epiretinal implant. One external component is 
a petite video camera fi xed to a pair of spectacles of the patient. The other external 
component is a video processing unit that the patient wears or carries, may be in a 
pocket [ 12 ]. 

 The glasses of the patient together with video camera capture the image of the 
surroundings. The captured image is in the form of electrical signals. The video 
processing unit performs signal processing. The processed signals are wirelessly 
transmitted to the internal component of the system for electrical stimulation of the 
retina. Upon retinal stimulation, the brain recognizes the image as an array of spots 
of light. It has been shown by medical studies that the system could help patients in 
identifying the location or movement of objects and people. It helped them to read 
large letters, words, or sentences. Moreover, they became more mobile in day-to- day 
activities. They could detect waysides and walk on footpaths without trudging off. 
This system was granted approval in Europe  in      February 2011 and by the FDA in 
the USA in February 2013.  

22.6     Alpha IMS Retinal Implant 

 After  a    multicenter   clinical trial, European regulatory approval was granted in 2013 
to Retina Implant AG, Germany. The company has begun offering its Alpha IMS 
implant, a subretinal implant. This implant is meant for restoration of moderate 
sight to RP-blinded people [ 13 ]. The system performs the job of the retina from 
reception of light on a microchip of size 3 × 3 mm. The chip has a resolution of 

22.6  Alpha IMS Retinal Implant
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   Table 22.1    Subretinal  and      epiretinal implants   

 Sl. No.  Subretinal implant  Epiretinal implant 

 1.  It is placed behind the  retina    It is placed on or above the retina 
 2.  It sits on the outer surface of the retina. 

It resides as a layer sandwiched between 
and touching the photoreceptor layer and 
the retinal pigment  epithelium   

 It sits inside the retina. It resides adjoining 
the inner surface of the retina 

 3.  Its implantation is diffi cult  Its implantation is easier 
 4.  Its placement is more clear-cut, as the 

electrode array for stimulation is 
positioned directly contiguous to the 
spoiled photoreceptors 

 Its mechanical fi xation is done using 
micro-tacking to steady the implant on top 
of the inner retinal layer 

 5.  It directly stimulates the photoreceptor 
layer and depends on the regular 
processing capability of the retinal layers 
located on the inner side and in the middle 

 It directly stimulates the ganglion cells, 
fi nding a way around all other retinal 
layers 

 6.  It is simpler in design with no external 
components 

 It is complex in design with components 
located internally as well as externally. It 
works as a two-component device consisting 
of an extraocular and intraocular part 

 7.  It allows for normal inner retinal 
processing, including amplifi cation, by 
depending on the function of the residual 
retinal layers. Therefore, when taken as 
a whole, it requires a smaller threshold 
to incite a visual  response   

 It requires more sophisticated image 
processing techniques because stimulation 
is done at the ganglion cell layer and care 
has to be taken for the processing that 
would normally have been done with the 
bypassed retinal layers 

 8.  It provides relief to patients having 
retinal diseases within the photoreceptor 
layer of the  retina   

 It provides visual discernment to 
individuals whose retinal infi rmity stretches 
further than the photoreceptor layer 

 9.  It does not impose the requirement of 
any external camera or transmitter. 
Microphotodiodes mounted on a single 
chip perform all the operations including 
light acquisition, processing, and 
stimulation 

 It entails the use of an external video 
camera, signal processing chip, and 
transmitter along with implanted decoding 
circuit and array of microelectrodes 

 10.  It enables the patients to move their gaze 
to locate objects through normal eye 
 movements   

 It requires patients to make head 
movements for changing their gaze, as the 
camera is externally located 

 11.  Its stimulation is inherently more precise 
and accurate. This happens because the 
blueprint of light falling on the 
microphotodiodes is an undeviating 
manifestation of the image  required   

 Its stimulation is ill-defi ned. The 
stimulation fi eld embraces the ganglion 
cell bodies but it may overstretch to 
include close-by axons, related with other 
areas of the retina. As a result, a slightly 
imprecise and malformed stimulation 
pattern is obtained. This pattern ought to be 
amended by processing electronically 

(continued)

22 Retinal Prostheses



405

1500 pixel. The optic nerve is stimulated on the basis of the image seen by the chip. 
As no external camera is used, viewing around is possible in natural way as one 
would expect, using the eyes rather than by head movements. Hence, the patient can 
look around by eye movement, without disturbing the head. The implant is reported 
to provide a realistic solution to restore purposeful vision. The implant-receiving 
patients were competent to distinguish numbers on doors, identify faces, and per-
ceive expressions made by face. 

 A clear advantage offered by the Alpha IMS is that it does not use an external 
camera [ 14 ]. Instead, light detection takes place within the eye. Another exclusive 

Table 22.1 (continued)

 Sl. No.  Subretinal implant  Epiretinal implant 

 12.  Its mounting calls for minimal fi xation 
effort. The underlying reason is that the 
subretinal space is mechanically held 
back in position and negative pressure is 
created by the retinal pigment epithelium 
within the subretinal space 

 It is made stable or steadfast by the force 
exerted by the vitreous humor 

 13.  It is larger in size but mechanically 
restricted by the nominal distance 
separating the outer retina from the 
retinal pigment  epithelium   

 It allows more miniaturization allowing for 
a smaller implant because the main portion 
of electronics is incorporated into the 
external components 

 14.  It does not permit upgrading of 
electronics software/hardware because it 
is embedded in the eye 

 It allows simple upgrades to electronics 
without additional surgery 

 15.  It does not allow the doctor to have any 
control over image processing or be able 
to adapt the processing to different 
 patients   

 It allows the doctor to exercise complete 
freedom over processing of images and 
adaptation of this processing to suit 
individual patient because of the external 
electronics 

 16.  It suffers from higher risk of 
temperature- induced damage to the 
retina from heat produced by the implant 
during operation. This is due to nearness 
between the implant and the retina 

 It imposes less risk of thermal damage 
because the vitreous humor in the vitreous 
cavity serves as a heat sink and dissipates 
the warmth produced by the electronic 
circuits under operation 

 17.  It does not require external electrical 
power, but in some cases, the implant 
may draw power from external segment 
for enhancement of the image  signal   

 Its external components are battery 
powered. The implant is supplied power 
via radio- frequency induction coils 

 18.  Its performance may be affected due to 
insuffi ciency of incident light. As a 
consequence, the microphotodiodes are 
unable to spawn tolerable currents. 
Therefore, often an outside power 
supply is incorporated in the system for 
amplifying the effect of available  light      

 It faces no such problem because 
electronics part lies outside 

22.6  Alpha IMS Retinal Implant
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feature is its higher-resolution framework. Being implanted underneath the retina, it 
allows the processing of input by the middle layer of the retina before sending the 
signal to the visual cortex. In a study, functional vision of most of the participants 
was reinstalled. Some subjects developed substantial visual ability. Postimplantation, 
a few patients were able to read large printed letters impromptu.  These    results   are 
supportive and give confi dence.  

22.7     Optimal Candidates for Retinal Implants 

 The candidates must  be   patients affected by ARMD or RP. To qualify as a candidate 
for receiving a retinal implant, it is essential that at least the ganglion cell layer must 
be intact, as assessed in a noninvasive manner by a technique known as optical 
coherence tomography (OCT) imaging. Other vital factors that must be considered 
when determining suitability of patients include the overall health of the patient and 
family commitment towards rehabilitation. The latter is no less important for suc-
cess of the implant.  

22.8     Discussion and Conclusions 

 During the past few decades, treatment of extreme vision impairment by artifi cial 
means has reached closer to realization [ 15 ]. This research aims to fabricate an implant-
able medical device that provides helpful vision to those unfortunate sufferers who 
have exhausted all alternatives. An analogy can be drawn with the cochlear implants 
used for hearing losses of certain categories. Like cochlear implants, the retinal devices 
can reestablish useful vision by translating visual information into prototypes of electri-
cal stimulation. These prototypes are used to excite the surviving inner retinal neurons 
in patients who are grievously affected by ARMD or retinitis pigmentosa. 

 Although many strides have been taken, the fi eld of artifi cial vision is compara-
tively young. Aided by the ongoing progress in microelectronics technology, surgical 
instruments, and treatment possibilities, there has been a large leap towards restoring 
partial vision to AMD and RP patients. People who have used this technology have 
found it to be extremely useful. Compared to the millions of photoreceptors in the 
normal eye, there are only a small number of electrodes. Yet people can make out a 
general sense of their surroundings. Partial visual function can be restored to patients 
with advanced photoreceptor degeneration. This can give them back the possibility 
of recognizing or localizing objects. They can achieve self- sustained mobility. They 
can differentiate a cup from a plate. They can know where a door is located in their 
home. They can tell where a table is placed in the dining room. Some of the missing 
pieces of information can be fi lled in by the brain particularly when memory is taken 
into account. 

22 Retinal Prostheses
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 The various retinal prostheses that have been reported have given many reas-
surances in limited clinical trials. Each type of prosthesis has distinct advantages 
and disadvantages. A relevant research topic is the study of likely performance 
fl uctuations of microelectronic chip stuck inside the briny atmosphere prevalent 
in the eye over an extended period of time. This especially concerns the airtight 
and waterproof packaging of the micro-fabricated electrode arrays. Research will 
also need to address the minimization of heat produced by the chip, and its proper 
dissipation. A paramount biocompatibility issue is raised by the effects that persis-
tent electrical stimulation on the retina can exert and about which not much is 
known. 

  Review Exercises 

     22.1    List the different processes that take place during transmission of an 
image to the brain? What are the functions of rods and cones in the 
retina?   

   22.2    What is the commonest cause of blindness in the elderly people? What 
kind of blindness arises from inherited reasons?   

   22.3    Are retinal implants able to correct all forms of blindness? If not, 
what are the types of blindness amenable to correction within limits 
by these implants?   

   22.4    Name the implant, which is placed beneath the retina. Which implant 
is placed above the surface of the retina?   

   22.5    How is the function of rods and cones in the eye performed by a sub-
retinal implant?   

   22.6    Draw the cross-sectional diagram and describe the operation of a 
microphotodiode.   

   22.7    Does the epiretinal plant have any light-sensitive region? If not, how 
does it capture images?   

   22.8    Which retinal implant has no external components?   
   22.9    Which retinal implant may not need a battery? Some of the retinal 

implants may require a battery? What is the function of the battery, if 
included?   

   22.10    Which implant is easier to install: subretinal or epiretinal? Explain.   
   22.11    Which implant is less likely to cause thermal damage to the retina: 

subretinal or epiretinal? Why?   
   22.12    Which implant needs a video camera for capturing images: subretinal 

or epiretinal?   
   22.13    What are the primary considerations for a candidate’s eligibility for 

undergoing retinal implant surgery?   
   22.14    Explain the statement, “The epiretinal implant is a readout chip.”   
   22.15    Highlight some research problems in the area of retinal implants. 

22.8  Discussion and Conclusions
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    Chapter 23   
 Drug Delivery Implants                     

    Abstract     Implantable drug delivery devices, nondegradable reservoir or biodegradable 
types, have shown great prospects. These devices have revealed ostensible possibilities 
of advancement in several applications demanding onerous efforts in controlled and 
precise, highly localized liberation of decisive doses of drugs with fewer side effects and 
without direct medical intervention. Actively controlled devices are more propitious than 
passive release devices. This greater potentiality of active devices is because the drug 
delivery process can be controlled postimplantation and even by telemetry, involving 
automatic measurements and telecommunication. Dissenting from passive devices, they 
do not rely on the chemistry of degradation of specifi c materials in the premeditated 
region of implant. Numerous implantable drug delivery devices have been reconnoitered 
for use in chronic and terminal diseases. Diabetes, osteoporosis, and cancer are a few 
such examples.  

  Keywords     Drug delivery   •   Oral/nasal/pulmonary/transdermal/intravenous/intra-
muscular drug delivery   •   IDDS   •   Zero-order controlled release   •   Sterilization   • 
  Biodegradation   •   Immunoisolating capsule   •   Microreservoir   •   Micropump   •   Osmotic 
pump   •   MEMS   •   Piezoelectric pump  

23.1               Introduction 

 Drug delivery systems are contrivances, which are used to vouch for easy and safe 
introduction of drugs into the human body and their accurately travelling to the 
areas where they are called for [ 1 ,  2 ]. These systems strive, in the fi rst place, to dole 
out the needed quantity of drug benignly and effi caciously to specifi c regions in the 
body and, secondly, to adjust the chronological profi le of drug to extract uttermost 
curative action. Such systems have to take several aspects into cogitation, with 
ambit ranging from simplicity of delivery of drugs to the extent of fruitfulness 
achieved by the drugs administered by the selected system. Among the various 
 types   of drug delivery systems, the greatest expectation of success is assured by 
implantable drug delivery systems ( IDDSs  ) in a mammoth number of applications. 
These critical applications inescapably require the carefully planned, organized, and 
error-free delivery of precise drug doses without any medical intermediation.  
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23.2     Conventional Drug Delivery Systems 

 The time-honored and often preferred  routes   for drug delivery (Fig.  23.1 ) are repre-
sented by the oral, nasal, pulmonary, transdermal, and intravenous or subcutaneous 
injection  or   infusion methods [ 3 ].

   Largely speaking, the trump card of the oral method is its comparative simplicity. 
But the other methods have been improvised to assist more speedy delivery of drugs 
and to aim at targeting of specifi c organs in a more appropriate manner. They are 
 invariably   useful in circumstances where oral drug delivery is either nonoptimal or 
unfeasible (Table  23.1 ).

23.2.1       Oral Method 

 It represents the  most   habitually used dosage form for many products. Practically, 
 it   involves swallowing or gulping down a pharmaceutical compound with the intent 
of releasing it into the gastrointestinal tract (the mouth, stomach, small and large 
intestines) [ 4 ]. Many macromolecules undergo digestion in the gastrointestinal 
tract. Others suffer from improper absorption into the bloodstream. This loss of drug 
molecules is an important handicap offsetting the utility of this method. Moreover, 
a rapid onset of drug action is required in some situations. In these instances, oral 
administration stands malapropos.  

23.2.2     Nasal Method 

 Over the surface of  the   nasal cavity lies a thin mucosa [ 5 ].  The   mucosa is a mucus 
membrane or a sheath that exudes mucus, a greasy and adhesive fl uid. The mucosa 
membrane is vascularized with blood vessels. Supported by this vascularization, 
i.e., foundation of blood vessels, a drug molecule is conveyed across the single 
epithelial cell layer promptly to the systemic blood circulation; epithelium is the 
cellular wrapper of inner and outward body surfaces. Thus in the nasal method, the 
fi rst-pass hepatic and intestinal metabolism is circumvented by the drug molecules. 
Therefore, no gastrointestinal degradation is experienced.  

23.2.3     Pulmonary Method 

 The lungs  can   drench  up   pharmaceuticals, and this method utilizes such soaking by 
lungs. The lungs are saturated by the pharmaceuticals, either for the purpose of local 
deposition or for systemic delivery [ 6 ]. A wide assortment of devices is on hand for 

23 Drug Delivery Implants
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Nasal route

Oral route

Intravenous route

Transdermal route

Intramuscular route

  Fig. 23.1    A few routes  of   drug delivery in human body       
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pulmonary drug delivery. These include the dry powder inhalers, both of the passive 
breath-driven type and the active power-driven single-/multiple-dose variety. From 
the lungs, the inhaled drugs are absorbed into the bloodstream and supplied to the 
needy recipient places. The redeeming feature is that inhaled drugs require a low 
fraction of oral dose. A total of 40 metered doses of drug content is equivalent to 
one 4 mg tablet of salbutamol. The benefi ts accrued are the inconsequential side 
effects. Non-exposure of rest of the body to drug is responsible for lesser side effects. 
In people suffering from asthma and diabetes, long-term treatment by pulmonary 
drug delivery pledges consummate recovery. Also, outbreak of action by the drug is 
very quick,  and      there is no degradation of drug by the liver. The main demerits are 
the relatively low effi ciency of inhalation system and the smaller quantity of drug 
mass delivered per puff. Additionally, poor stability of drug formulation and lack of 
reproducibility in dosing are also problematic.  

23.2.4     Transdermal Method 

 The word “transdermal”    means the process of giving forth a drug through the skin. 
Transdermal drug delivery systems (TDDS) are also known as transdermal patches. 
These are medicated adhesive patches. By placing these patches on the skin of the 
patient, a specifi c, therapeutically effectual dose of medication is transported across 
the skin into the bloodstream [ 7 ]. 

23.2.4.1     Advantages of Transdermal Method 

 In this medication route, fi rst- pass   metabolism of drugs is a nonissue. By particular 
tribulations linked with the drug, e.g., gastrointestinal infuriation, inferior absorp-
tion, and breakdown during “hepatic fi rst-pass” effect can be eschewed. To explain 
“hepatic fi rst-pass” effect, the ingested drug absorbed in the gastrointestinal tract 
is transported to the liver, wherein it undergoes metabolism. During metabolism, 
degradation of some of the active drug material occurs. As a result, the active drug 
content entering the blood circulation is only a small fraction of the drug orally 

   Table 23.1    Traditional  drug   delivery routes   

 Sl. No.  Route 

 Features 

 Entry point 
 Gastro-intestinal 
degradation 

 Delivery 
speed  Effectiveness 

 1.  Oral  Mouth  Yes  Slow  Less 
 2.   Nasal    Nose  No  Medium  Medium 
 3.  Pulmonary  Lungs  No  Medium  Medium 
 4.  Transdermal  Skin  No  Medium  Medium 
 5.  Intravenous  Vein  No  Fastest  Most 
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taken. For this reason, more therapeutic value is derived from many drugs taken via 
transdermal route than by oral delivery. Hence,  a   corresponding therapeutic benefi t 
is received through transdermal means from a smaller daily dose than is required in 
oral intake. A decreased plasma concentration level of drug produces reduced side 
effects. Further, in the event of toxicity, the drug is easily eliminated. Following this 
simplifi ed medication regimen, patient conformity is improved. Moreover, inter- or 
intrapatient variability is subdued. Fluctuations in plasma level of drugs are also 
diminished. Another encouraging feature is that drug delivery by this route permits 
the exploitation of drug contestants having small half-life (half-life is the time in 
which drug concentration inside the body is halved) as well as low therapeutic index 
(therapeutic index is the ratio of amount of drug causing therapeutic action to the 
amount of drug causing toxicity). Other advantages are reduction of dosing fre-
quency, unwavering deliverance of drug over a long period of time, and prevention 
of loathsome effects or therapeutic failure normally related with inconsistent, unme-
thodical dosing.  

23.2.4.2     Limitations of Transdermal Method 

 Drugs, which have high  melting   temperatures but low solubility in water and fat, 
can be given by this method. But the heavy drugs, molecules (>500 Da) fi nd diffi -
culty in penetrating the stratum corneum, the outermost of the fi ve layers of the 
epidermis made up of several layers of fl at, keratinized (fi lled with keratin protein), 
nonnucleated, dead, or peeling cells. Also, the drugs exhibiting very low or very 
high partition coeffi cient do not succeed in reaching blood circulation. Partition or 
distribution coeffi cient is the ratio of the amounts of  a   substance distributed  between 
  two heterogeneous phases that are in equilibrium with each other.   

23.2.5     Intravenous Method 

 The term “intravenous” means “ into   the vein.” Intravenous drug administration 
entails the transportation of liquid substances straight into a vein [ 8 ]. Inserting a 
needle into a vein is the fi rst step of this method. The insertion is done usually at a 
site proximate to the elbow, the wrist, or on the fl ipside of the hand. Then the medi-
cation is guided through that needle. 

23.2.5.1     Intravenous Method for Fast Drug Delivery 

 Comparative to other routes,    the intravenous route is the most expeditious way to 
deliver fl owing substances and medicines all through the body. Naturally, in an 
emergency situation when medicine needs to be absorbed quickly, this method 
comes  to   rescue. In such circumstances, the drug has to be supplied to the systemic 
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circulation by the shortest route. Then oral intake of pills or liquids may not be 
suffi ciently quick to provide medication inside the body speedily. By breaking down 
delicate medication, enzymes in the stomach may present a serious obstacle to  timely 
  delivery if the medicine is taken by mouth.  

23.2.5.2     Intravenous Method for Slow Drug Delivery 

 Nevertheless, the  intravenous   method should not be assumed as essential only when 
the patient must receive medication very rapidly. It is also helpful when the medica-
tion is to be given gradually but incessantly.  

23.2.5.3     IV Push and IV Infusion 

 Based on the above,    there are two ways to administer medication by intravenous (IV) 
method: IV push and IV infusion. An IV push means a  fast   insertion of medicine into 
the fl owing blood in one attempt. An IV infusion provides an unhurried trickle of 
medicine into a vein over a stipulated length of time to convey a fi xed allocation of 
drug. For easy treatment, an intravenous or IV line is created with a cannula or cath-
eter placed into a vein. The medicine is administered through it frequently.  

23.2.5.4     Risks of Intravenous Medication 

 A prone risk of  intravenous   medication may be that of infection at the injection site. 
For this reason, trained experts should manage the IV medication procedure using 
sterile equipment and techniques. Also, it must be borne in mind that the intrave-
nous drugs  are   potentially dangerous. Hence, only registered nurses, doctors, or 
other skilled medical practitioners are allowed to administer IV therapy. 

 Another possible risk of this medication is  phlebitis . This is an infl ammation of 
the veins because some drugs given as gradual infusions in due course of time can 
inadvertently be supplied too hastily in one go. The rapid supply harms or devas-
tates the vein close to the site of entry of drug during injection. In such damage to a 
vein or that by employing an intravenous catheter line, often referred to as “infi ltra-
tion,” the medicine dribbles into neighboring tissue instead of the blood. A grave 
condition is possible if the line runs dry. Then severe problems in circulation can 
arise due to air bubbles in the syringe or the IV bag. Air bubbles entering the vein 
can migrate to the heart and lungs. This risk is called  air embolism . This is a patho-
logical condition having potential for severe morbidity and mortality. Air bubbles 
are trapped in a vein or artery, thereby blocking it. Further, due to IV therapy, blood 
clot formation and deep vein thrombosis are perilous. Clots get stuck in blood ves-
sels causing tissue damage or death. It  is   known that the intravenously delivered 
medications have a very fast effect on the human body. Hence, a patient under this 
kind of medication must be kept under watchful attention at all stages. Toxic effects, 
unwanted side effects, and allergic reactions take place fast.  
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23.2.5.5     Limitations of Intravenous Medication 

 Unfortunately, for most of  therapeutically   active agents, the duration of drug action 
in intravenous drug administration is small. Therefore, recurrent injections must be 
given, and the patient has to choose between two viable options. The patient has to 
either travel frequently to a treatment site to receive injections or has to hoard a 
large supply of injections at home and call the  nurse   when necessary. Combined 
with the embarrassment of regular injections, poor patient fulfi llment is achieved. 
Irrevocably, a drug injection schedule involving multiplicity of times is diffi cult to 
provide, necessitating professional help. A silver lining is that unaided drug admin-
istration is  possible    by   portable infusion systems.   

23.2.6     Intramuscular Method 

 It is a technique  for    delivering   several drugs and almost all inactivated vaccines deep 
into the muscles. Besides deltoid muscle on the upper part of the arm covering the 
shoulder joint or vastus lateralis muscle, the largest part of the quadriceps femoris 
muscle of the thigh, intramuscular delivery may be done through ventrogluteal and 
dorsogluteal muscles in the buttocks. In the event of diffi culty to locate veins or 
when a drug is irritating to the veins, this method is employed in place of intrave-
nous injection. Also, intramuscular injection is superior to oral delivery by swallow-
ing for the drugs that are destroyed by the digestive system. Common complications 
of this method are abscess formation at the injection site, hematoma (a localized 
swelling fi lled with blood), infection, bleeding, allergic reaction, etc.   

23.3     Advantages of IDDSs over Existing Methods 

 Physician or patient uses IDDSs to deliver  a   drug at a specifi c rate without taking 
recourse to habitual intervention. Such systems are exceptionally prudent whenever 
obedience to a preset drug program is indispensable [ 9 ]. A commendable advantage 
of these systems is the ability of provision of aimed regional delivery of medicines 
at a continuous rate. As a consequence of this targeted delivery, fewer drugs in 
lesser quantity may be required to heal the malady. Another advantage is the reduc-
tion of side effects to the smallest possible degree. Obviously, a higher overall worth 
of treatment is the outcome. 

 In preliminary studies using the controlled drug delivery systems, better effi cacy 
over old-fashioned methods of cure has been demonstrated. Looking at these 
 desirable features, many sustained release drug formulations have been developed 
by persistent efforts. These systems pave the way towards dispensing unstable drugs 
one time in a week to one time in a year. Previously, such drugs required frequent 
daily dosing. Prominent advantages offered are explained below (Fig.  23.2 ):
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     1.     Solo Practicable Choice on Some Occasions : Every so often, pharmaceutical 
agents, notably drugs having short half-life or brisk metabolism or degradation 
rates, may be either ineffective or unavailable for oral or exterior infusion meth-
ods. Furthermore, the presence of physiological barriers might cause approach-
ability of targeted affected places by these tracks to be infeasible. When 
unremitted administration is needed to these far-fl ung targets, e.g., in intrathecal 
supply  of   medicines for implacable chronic pain, implantable infusion pumps 
remain the single realistic option. Another application area of implantable 
devices lies in achieving and sustaining higher drug concentrations within 
restricted areas of the body. These areas could be either inaccessible or accessi-
ble with diffi culty to peripheral drug administration.   

   2.     Convenience of the Patient : IDDSs permit the patients to receive medication 
without going to the hospital, with trivial medical attention and interference. 
They are more comfortable to patients and cause less infection problems in 
 comparison to chronic transcutaneous, catheter-based infusion systems fi xed in 
patient’s body for a sustained period of time. 

 In conventional treatments, unrelenting IV infusion or periodical injections are 
used to confi rm that an effective concentration of drug in the blood is maintained 
for long periods of time. In these treatments, all through drug administration, the 
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patients must visit the hospital regularly for continual monitoring. The condition 
is further worsened for a short-acting medicine because the amount of injections 
or the rate of infusion needs to be increased  to   preserve a level of drug, which is 
effective for therapy.   

   3.     Side Effect Minimization : The side effects are reduced because the required 
amount of drug is released at the targeted site in a dedicated, focused manner 
without vitiating the surroundings.   

   4.     Improved Drug Delivery : Usage of IDDSs allows the drug to be distributed 
within a confi ned region or in blood circulatory system with slightest hindrance 
by metabolic or biological barricades. Bypassing of the gastrointestinal tract and 
the liver by the drug moiety is helpful to those medicines, which are either deac-
tivated readily or absorbed scantily in the tract and/or the liver previous to sys-
temic distribution.   

   5.     Compliance : Compliance is largely increased by reduction or complete exclu-
sion of role of the patient in dosing. Drug outpouring from an implanted system 
is independent of any input from the patient. Hence, it is not vulnerable to mis-
takes by a patient such as forgetting to take the dose of a medicine, as per sched-
ule. Despite the drawback that some IDDSs require periodical refi lling, the patient 
has less participation in dispensing the requisite medicine.   

   6.     Capability for Controlled Release : Implants have been made for delivering drugs 
by  zero-order controlled release   kinetics. Zero-order or constant rate release of 
drug minimizes fl uctuations in drug concentration in the blood. It improves the 
concentration of drug in the body with respect to time and space as compared to 
conventional therapy [ 10 ]. Such deviations may cause unsolicited periods of less 
exposure or more exposure for patients than required. Peaks in drug concentra-
tion cause toxicity. Troughs of concentration are periods of ineffectiveness. By 
avoidance of such variations, a reduction of dosing frequency may be allowed. 
Together with automation of dosing operation,  an   increased patient compliance 
is obtained.   

   7.     Promise of Bio - Responsive Drug Liberation : Bio-responsive liberation from 
implantable devices is an interesting research area under way. Degradation of 
bio-responsive materials occurs in response to biochemical characteristics of a 
disease. Specially designed polymers restrict drug delivery to infl ammation 
regions by hurriedly degrading in the presence of high concentrations of the 
hydrogen peroxide (solubilizing the polymer) and low pH (hydrolyzation of the 
polymer) [ 11 ].   

   8.     Possibility of Occasional Drug Liberation : Occasional liberation can be assisted 
by pumps which can be programmed from outside according to factors such as 
circadian rhythms, unstable biochemical, metabolic necessities, and rhythmically 
pulsating liberation of several peptides and proteins. The circadian rhythm of a 
person is an internal biological clock that regulates physical, mental, and behav-
ioral changes in a 24-h period, in response to light and darkness in the environ-
ment. Some examples are the cycle of sleeping and waking up, the system of 
regulation of temperature, and the endocrine system consisting of hormone- 
releasing glands.   
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   9.     Flexibility : The choice of materials, fabrication technologies, degree of drug load-
ing, drug release rate, and other vital parameters permits considerable resilience 
in IDDSs. From a regulatory perspective, the IDDS is deemed as a new product. 
For a new drug entering the market, it can extend  the   protection of the drug in the 
market for an extra 5 years. In case of existing drugs, it can do so for 3 years.    

23.4       Disadvantages of IDDSs over Existing Methods 

 One disheartening weakness  of   these drug delivery systems is their presently exor-
bitantly high cost-to-benefi t ratio. The cost factor owes the responsibility for preclu-
sion of their adoption over conventional methods. Moreover, a few lately devised 
implants are in preliminary stages. Rigorous and elaborate scientifi c testing is in 
progress preceding their deployment in normal practice. Main limitations of IDDSs 
are (Fig.  23.3 ):

     1.     Higher Cost : Presently the total cost of implantation, i.e., the expenditure for 
surgery together with the cost of implantable device, is excessive and beyond the 
reach of the common man. Availability of devices at affordable costs and reduc-
tion of surgical and postsurgery expenses will boost the use of IDDSs in health-
care for masses.   

   2.     Surgical Placement and Invasiveness : To start the therapy with IDDSs, a surgical 
procedure is essential. It may be minor or major in nature. Only professional 
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surgical personnel are allowed to undertake this operation. Hence, specialized 
training is required to ensure patient safety and proper implementation of implant 
follow-ups. 

 The surgical procedure may be time-consuming as well as traumatic. In a few 
patients, some scars are formed at the site of implantation due to surgery.  Also 
  complications are found related to surgery. Further, some uncomfortable feeling 
may persist in the patient receiving the implant.   

   3.     Imperilment from Nonperformance by the Implanted Device : Fear lurks in the 
minds of patients receiving treatment through implanted device regarding the 
likelihood of device failing to work  for   some reason after implantation, requiring 
corrective surgery. As such fear looms large, the patient may remain worried.   

   4.     Cessation of Therapy : After the therapy has been completed, the inserted osmotic 
pumps and nonbiodegradable polymeric devices are no longer required. It is 
essential that they are taken out from the body. Hence, at the termination of ther-
apy, implant removal needs surgery. Of course, surgical recovery is not mandated 
for polymeric implants that are biodegradable. But these implants too suffer from 
one shortcoming that their biodegradation is continuous. During the last phase of 
the lifetime of implant, sustenance of correct dose may be impractical due to the 
ongoing degradation.   

   5.     Confi nement to Potent Drugs : Usually, the physical dimensions of an implant are 
kept minimal to lessen annoyance and soreness to the patient. Consequently, a 
majority of implants have a circumscribed capacity of loading the drug. Normally, 
only powerful medicines exerting strong physiological effects, e.g., hormones, are 
amenable to delivery by implantable devices. Potency of a medicine is the amount 
of drug required to produce a given fraction of the maximal effect, without regard 
to the magnitude of topmost effect. A high potency drug may have poor effi cacy. 
 This   means that very low doses of the drug are able to produce a satisfactory 
response, but the response does not increase appreciably at high doses.   

   6.     Biocompatibility Apprehension : The issue of compatibility of an implant in the 
biological environment within the body emanates from reactions of the human 
body to an extraneous substance. The implant should not cause any damage or 
injury to the body.   

   7.     Chances of Adversarial Reactions : Antagonistic reactions may be activated by 
an excessive amount of the  drug   being dished out by an implantable device at the 
implantation site.    

23.5       Desirable Properties of Effective Subcutaneous IDDSs 

 If one is interested to construct an  ideal   IDDS, the following features are desirable [ 12 ]:

    1.     Patient Acquiescence : By decreasing the repetitions of drug supply over the 
inclusive period of treatment, it ought to improve patient compliance, i.e., the 
degree of adherence of a patient to the prescribed treatment.   

23.5  Desirable Properties of Effective Subcutaneous IDDSs
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   2.     Surgery : Hypothetically, it should be readily administered and be uninhibited from 
any major surgical procedure. Implantation procedure should follow easy, quick, 
outdoor patient recipe. Nobody likes surgery. Who wants the body to be cut open?   

   3.     Drug Discharge Rate : The drug liberation should occur in a rate-controlled man-
ner, enhancing its effectiveness towards the ailment and reducing side effects 
[ 13 ]. The term, “controlled release” is different from, “sustained release” because 
controlled release is an ideal release of zero order, i.e., the drug is liberated 
evenly over time without regard to its concentration. In distinction, sustained 
release implies slow liberation of the medicine over a period of time, which is 
not necessarily controlled.   

   4.     Post - therapy Implant Retrieval : When the time of terminating medication is 
reached, the implant retrievable should be carried out via a painless, trouble-free, 
outpatient procedure in which the patient is comfortable and so willingly partici-
pates. This will increase patient cooperation.   

   5.     Sterilization of the Implant : The  sterilization   process of the implantable device 
should be simple and easy. This process can be subdivided into two main branches. 
These are terminal sterilization and aseptic processing. Terminal sterilization is an 
out-and-out, thoroughgoing sterilization, meaning that implanted objects have 
been subjected to a credible, validated process for annihilation of any living micro-
organisms before use. These objects are expected to remain sterile in their packaging 
wrapper until the same is opened for use. In aseptic processing, the sterile  compo-
nents   and packaging are assembled in environments as free from disease-causing 
germs as achievable [ 14 ]. Four methods of sterilization have found widespread 
acceptability in healthcare today. These are steam sterilization, peracetic acid 
(peroxyacetic acid or PAA), CH 3 CO 3 H liquid sterilization, ethylene oxide 
(oxirane, C 2 H 4 O) sterilization, and hydrogen peroxide (H 2 O 2 ) sterilization [ 15 ].   

   6.     Manufacturability of the Implant : The implant should be easily receptive to bulk 
production in large numbers at low outlay in a manner assuring uniformity and 
reproducibility to enable economical viability.   

   7.     Complications : The implant should never be the cause of introduction of any 
potential medical complication of surgery, such as pain, infection, etc.   

   8.     Risks : Safety, stability, and proper mechanical strength are essential qualities 
that an  implant   should possess.    

23.6       Biodegradation-Based IDDS Classifi cation 

 A  biodegradable   material is a substance that decomposes through the actions of living 
organisms, e.g., bacteria, fungi, etc., i.e., one which breaks down in natural environ-
ment into raw materials. From degradation viewpoint, the IDDSs are of two types [ 16 ]: 
biodegradable and nonbiodegradable. Many of these systems are polymer- based. The 
solubility and diffusion coeffi cient of the drug in the polymer play vital roles in the 
release kinetics of drugs. The incipient drug load is another determinant. Apart from 
these, material properties in the biological conditions can infl uence the drug release. 
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23.6.1     Biodegradable IDDSs 

 This  category   of IDDSs is very attractive if it can perform in the desired manner. As 
the device disappears over time, the need of a second surgical procedure for its 
retrieval is eliminated [ 16 ].  

23.6.2     Nonbiodegradable IDDSs 

 After termination of dose,  a   trivial surgery  must   be performed to extricate the 
system after completion of its task.   

23.7     Passive and Active IDDSs 

 Based on the manner  of   drug delivery and control exercised thereupon, present 
IDDSs are arranged into two classes: passive or active. The strikingly conspicuous 
characteristics of the two groupings of systems are given below with reference to 
some principal aspects:

    1.     Drug Release Mechanisms : Passive drug delivery systems are based on chemical 
release mechanisms that begin instantaneously after implantation. The operation 
of passive IDDSs is dependent on the chemistry of degradation of the particular 
materials chosen for device fabrication in the intended implantation region. 
Mechanisms of drug release include diffusive processes, degradation of mem-
brane caps, or actuation of valves. The drug outfl ow perpetuates until the com-
mitted dose is depleted. 

 On the other hand, the active drug delivery systems are electrically activated. 
They can be supervised by the patient or doctor. This supervisory control allows 
much superior adjustments of the dosing of the drug than possible with passive 
systems.   

   2.     Controllability : Controllability is the exercise of authoritative or dominating infl u-
ence on the delivery of very precise doses. These doses are given, either intermit-
tently or in response to the signal received from a sensor. The dosing is effected 
autonomously, i.e., in a self-governed manner [ 17 ]. In passive systems, the only 
control achievable is that over the total dose. Neither the physician nor the patient 
nor the system itself can alter the drug delivery timing or its delivery rate. Once 
implanted, drug release continues until the system is removed or the drug supply is 
drained out. In active systems, the drug delivery process allows dynamical manipu-
lation after implantation and even monitoring from remote through telemetry.   

   3.     Case Studies : The multitude of passive drug delivery systems uses the polymer 
depot structure. One approach of design of these systems is to maintain a steady 
rate of dispersal of the drug from the polymer through the mechanism of diffu-
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sion. Another approach is to make the system from a selected material, which 
degrades in the body at a certain rate, thus emancipating the drug at that rate.  The 
  implants for malevolent malignant tumors of the brain and prostate cancer con-
stitute illustrative commercial products employing this method. In the implants 
for prostate cancer, uninterrupted release of leuprolide acetate is accomplished 
by using osmotic pressure-generating agents [ 18 ].    

  The most widespread confi guration used in active delivery systems is the 
mechanical pump. This pump can deliver the drug in a rhythmically pulsatile or 
continuous manner. But the implanted pumps are large. Moreover, being able to 
deliver liquid drug formulations only, a noticeable impediment to the broad use of 
this technology is the inadequate stability of most proteins when stowed in the form 
of a liquid form at the temperature of the human body. 

 In the experimental demonstration of an active drug delivery described by Santini 
et al. [ 19 ] and Chung et al. [ 17 ], the system consisted of a collection of reservoirs 
fabricated on a microchip made of silicon. These reservoirs were fi lled with a 
sequence of different chemical preparations and sealed individually. After implanta-
tion, an externally applied electric potential was applied to discharge the contents of 
each reservoir. This potential produced the discharge by bringing about dissolution 
of the Au-made fastening membrane via an electrochemical mechanism. The 
method provides active control over the timing and dose of drug delivered, which 
greatly ameliorates therapeutic effi cacy achieved by the system. The effi cacy is 
improved because it is  possible   to release the exclusive drug in its proper dose very 
fast in accordance with the instantaneous state of the patient. Apart from a reason-
ably simple construction, such systems are actuated electrically using low voltages 
in dissimilarity to mechanical pumping.  

23.8     Micro- and Nanoscale IDDSs 

 Micro- and  nanotechnologies   have ushered a new era of IDDSs. Integration of these 
technologies into IDDS design and fabrication has brought about revolutionary 
changes in the dimensional and layout design features of implantable systems [ 20 , 
 21 ]. Most importantly, the spatial extent of separate components and that of the 
complete systems has shrunk to a small form factor, which allows easy implantation 
and makes the systems only marginally invasive [ 22 ]. Additionally, a stable, sturdy, 
chemically nonreactive surface separating the implant and the body has been 
obtained by employing proper techniques for modifying surfaces and by selecting 
correct biocompatible materials. Even further, stricter regulation of drug release 
profi les has been exercised by using minutely adjustable drug release mechanisms. 
Possible profi les can be programmable, cyclic, pulsatile, or continuous. The idea of 
a smart drug delivery system is sketched in Fig.  23.4 . Expectedly, it will contain the 
pump, the controlling circuit, and the sensor as essential components.

   One version of an external insulin pump with indwelling catheter/cannula needle 
is shown in Fig.  23.5 . Although an external device, it is interesting to venture into a 
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short digression to learn about its working. This pump is a small, computerized device. 
It can be programmed according to a patient’s condition to supply insulin at a constant 
rate for 24 h a day, 7 days a week (24/7). This constant rate is called the basal rate. 
The sensor keeps a watch on patient’s blood sugar level and monitors the insulin 
rate continuously. If a patient takes more carbohydrates in food or drink, he/she 
must manually alter insulin supply rate to deliver a heavier dose known as the bolus 
rate to meet the body’s requirement. The pump has to be removed/taken care of 
while performing activities like bathing, swimming, and other sports.

23.8.1       Microreservoir-Based IDDSs 

 Microfabricated reservoirs called microreservoirs are drug receptacles for transitory 
storage of drug consignments before releasing them in the body. The drug liberation 
takes place in two modes: (1) moderately over a period of time through orifi ces of 
membranes in the reservoir wall, in which these membranes have a nanoporous 
structure [ 23 ], and (2) at  predefi ned   times by removal of an impervious seal, in which 
the drug is ejected by diffusion or other transference mechanisms. Microreservoir-
based drug delivery devices have advantages of simple blueprint and easy realization. 
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  Fig. 23.4    Idea of a  smart   implantable drug delivery system: ( a ) Flow diagram and ( b ) schematic 
layout       
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However, the curative lifetime of such drug-releasing implants is presently limited 
because drug payloads cannot be restocked. 

23.8.1.1     Passive Devices 

 The working principle  that   was utilized in many micro- and nanofabricated drug 
delivery systems of reservoir type, which were developed in the beginning stages, 
was simple transport mechanism mediated by diffusion of drug molecules. The drugs 
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  Fig. 23.5    Man with external insulin pump       
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were stockpiled or produced within the reservoirs [ 24 ]. As an example, silicon- 
 based   immunoisolating capsules (repositories sheltering drug release carriers from 
immune reactions) consisted of a nanoporous membrane integrated into a reservoir. 
Their operation was based on the clear-cut controlled feature dimensions [ 25 ]. In 
another example, drug reservoirs microfabricated by etching into silicon substrates 
were crowned with thin transitory metallic membranes. After implantation, the 
lyophilized drug (medicine dried by freezing and succeeding evaporation of water 
in high vacuum) in the reservoir was selectively uncovered for diffusive liberation. 
The idea used for uncovering was either electrochemical dissolution or deteriora-
tion of the membrane cap caused by electrothermal mechanism [ 19 ]. 

 One more structure introduced consisted  of   microreservoirs gated with temperature- 
responsive hydrogel valves. These microreservoirs allowed time-based variation of 
drug liberation through valves. Wireless actuation of the valves was triggered through 
inductive coupling between planar microfabricated pairs of metal coils incorporated 
with the reservoirs. To allow drug release by heat dissipation, reversible contraction 
of valves made of hydrogel (gel with water as the liquid component) was carried out 
[ 26 ]. A hydrogel is a cross-linked polymeric network. This network can  accommo-
date   water in the obtainable or accessible spaces among its polymeric chains [ 27 ].  

23.8.1.2     Actively Driven Devices 

 Drug-liberating  reservoirs   based on diffusion process gained popularity by virtue of 
their straightforwardness but also became notorious due to several built-in restrain-
ing factors. They were restricted in usage by their small volumes of doses, low speed 
of release of drug, and dependency on opportune biological situations. Hence, several 
suggestions of active contrivances to exorcise drugs after elimination of the seal of 
membrane were promulgated.

    1.     Drug Expulsion by Electrolysis : This takes the clue from the technique of uncov-
ering the drug fi lled into wells made of silicon by electrochemically dissolving a 
metallic plugging fi lm. It further improved upon the method by integrating elec-
trodes into the interior of the well. These electrodes enabled the spewing out of 
the drug solution by electrolysis, the well-known electrochemical decomposition 
process that takes place on passing electric current through an ionized solution. 
By this scheme, ejaculation of vasopressin could be done  for   crisis handling of 
shock accompanied or produced by hemorrhage [ 28 ]. However, only 0.37  frac-
tion   of the solution of drug was recuperated from the tanks measuring 15 μL in 
volume. Moreover, it was found that the drug underwent chemical degradation 
during electrolysis of the solution.   

   2.     By Modulating Aperture Size : Instead of removing the membrane covering of 
the medicine tank, another conception is based on liberation of the medicine as 
controlled by dimensional adjustment of a microscopic opening from which the 
medicine is ejected. Using a device made in this way, intraocular administration 
(supply by entering the eyeball) of docetaxel, an anti-miotic chemotherapy 
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medicine having low solubility, could be done for treating diabetes-induced 
retinopathy. In this disease, damage to the blood vessels in the retina is caused 
by recurrently high blood glucose levels. To implement the idea, the drug was 
enclosed in a polymer reservoir [ 29 ]. This reservoir was closed on one side using 
fl exible membrane, in which there was a slit for releasing the drug. The membrane 
was magnetically sensitive. An external magnetic fi eld was applied wirelessly to 
deform the membrane. Thus, modulation of the size  of   the slit could be done. 
Distinctly separate volumes of medicine having mass = 171 ± 16.7 ng could be 
thereby released.   

   3.     By Thermal Energy : In an alternate concept, heat energy supplied by resistively 
heating a metal fi lm at the fl ooring of the tank was used for drug release. By heat-
ing, bubbles were generated. The bubbles mechanically ruptured and blew out 
the fastened membrane. They also rapidly drove out the medicine from the tank 
having 20 μL volume. This method could salvage 0.85 fraction of active drug 
with negligible wastage caused by the action of heat on the drug molecules.   

   4.     By Pressurizing : In yet another scheme, reservoir contents were quickly released 
by pre-pressurizing it, i.e., by putting a drug under a greater than normal pressure. 
Membranes composed of polymeric material having resistive structures made of 
metal were used to fabricate short-lived valves. These valves were suffi ciently 
stout to securely hold reservoir contents. By the application of a  brief   pulse of 
current to the resistor made of metal, the polymer membrane was enfeebled by 
heating action,    allowing the liberation of drug contents.    

23.9         Infusion Micropumps for Drug Delivery 

 Based on the mechanism of displacing and delivering the drug,  micropumps   are 
classifi ed into passive and active groups (Table  23.2 ). Active pumps need energy in 
electrical form for their functioning. Passive pumps apply other forms of energy 
such as mechanical or chemical to provide the difference of pressures for pumping 
the medicine. While they are more complex as compared to simple tanks, drug infu-
sion micropumps can sometimes be refi llable for long-lasting dosing.

   Table 23.2    Passive  and   active micropumps   

 Sl. 
No.  Passive micropump  Active micropump 

 1.  It does not use electrical power  It is electrically powered 
 2.  Its design is simple  Its design is complex 
 3.  It provides limited control over 

drug  delivery   
 It offers the ability to control the rate and temporal 
behavior of drug delivery 

 4.  It affords considerable 
miniaturization 

 It gives only limited miniaturization 

 5.  Its operating principles are: 
osmosis, spring-powering, etc. 

 Its working principles are: electrostatic, 
piezoelectric, electrochemical, thermal, etc. 
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23.9.1       Principles of Passive Micropumps 

 Passive micropumps operate on two common mechanisms, namely, osmosis and 
pre-pressurizing reservoirs. The overall size of such pumps is small because no 
electrical power source is necessary. 

23.9.1.1     Osmotic Principle 

  Osmotic   mechanism  is   an inherently simple one (Fig.  23.6 ). It requires no electrical 
energy. Naturally, it provides increased robustness as well as opportunities for min-
iaturization. Osmosis is described as a procedure by which molecules of a solvent 
(a medium in which another substance is dissolved to form a solution) spontane-
ously cross through a semipermeable or selectively permeable membrane from a 
region having a low concentration of solute into one in which there is a high concen-
tration of the same to equalize the solute concentrations in the two regions. This 
mechanism affords nonstop transport of substances. The delivery does not rely on 
the exact conformation of molecules, neither on their physical nor chemical 
properties.

   Basically, osmotic pumps comprise three constructional elements. These are the 
osmotic agent, the solvent, and the medicine [ 18 ]. For delivering a drug that dis-
solves in water, a single-chamber osmotic pump is used (Fig.  23.7 ).

   If a drug is insoluble in water, a dual-chamber pump is required, as illustrated in 
Fig.  23.8 .
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  Fig. 23.6    Osmosis:  Solvent      level rises on the side of semipermeable membrane containing larger 
number of solute particles by diffusion of solvent across the membrane       
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   In osmotic pumps, drug is stored either in liquid or solid state. The solid state allows 
effi cient storage of drug in a concentrated manner requiring minimal space. But drug 
delivery is done as a liquid solution after dissolving the drug in water. In this manner, 
osmotic systems constitute the most volume-saving technologies for supplying 
medicines. The constant availability of water in all fl uids inside the human body makes 
tremendously shrunken implantable devices possible [ 18 ]. For drugs, which are not 
water-soluble, a dual-chamber osmotic pump is required, as already indicated. 

 However, the simplicity of this mechanism also imposes restrictions on the control 
of dosing profi le and timing. Once the osmotic gradient is initiated,  the   osmotic 
pumps continue to work without interruption. They release the drug at an unvarying 
rate. Further,    they cannot be turned off. Moreover, as the osmotically active agent 
cannot be easily restored to its original state, osmotic pumps are naturally single use.  

23.9.1.2     Spring-Powering Principle 

 Mechanical  mechanisms   based on spring loading as a means to force displacement 
of the medicine have not been the subject of much investigation. However, these 
pumps provide distinctive benefi ts over osmotic variety and other variants that are 
actively driven. They need to be looked into as a potential research area.   
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  Fig. 23.7    Single-chamber osmotic pump for delivery of a water-soluble drug. Infl ow of gastro- 
intestinal fl uids through the semipermeable membrane causes ejection of drug particles from the 
orifi ce. Drug delivery rate is controlled by the membrane       
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23.9.2     Principles of Active Micropumps 

 Microelectromechanical system ( MEMS  )     technologies   can downscale practical 
embodiments of electronically controllable pumping mechanisms into miniature 
sizes that are conducive to implantable or external transdermal patch pumps. MEMS 
consist of mechanical components, sensors, actuators, and electronic circuits, all on 
a single substrate made of silicon. This integration is achieved by utilization of the 
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  Fig. 23.8    Dual-chamber osmotic pump for delivery of a drug that is insoluble in water. Diffusion 
of gastro-intestinal fl uids into the salt chamber across the semipermeable membrane dilates the salt 
chamber pushing it into the drug tank and forcing drug particles out via the orifi ce       
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microfabrication technology with additional fabrication processes. MEMS contain 
moving or vibrating parts like diaphragms or membranes, beams, cantilevers, and so 
on. Dimensionally, complete MEMS measure a few millimeters × few millimeters. 
But individual features/devices are ~1–100 μm. In MEMS, the sensors collect 
knowledge from the ecosystem via diverse phenomena of mechanical, biological, 
chemical, thermal, optical, and magnetic nature. The microelectronic circuits pro-
cess the pieces of information gathered from the sensors. Then, through some capa-
bility of arriving at timely decisions, the actuators are directed to take necessary 
action by movement, placement and positioning, regulation, pumping, etc. Thus 
MEMS are able to control a process or situation to achieve a looked- for outcome or 
to fulfi ll a well thought-out purpose. The microelectronics acts as the brains of 
MEMS. The sensors and actuators augment this decision-making capability by act-
ing as the eyes and arms, for controlling the environment. 

 MEMS technology consists of the microelectronic  fabrication   processes such as 
silicon oxidation/diffusion, low-pressure chemical vapor deposition (LPCVD), 
plasma-enhanced chemical vapor deposition (PECVD), epitaxy, photolithography, 
sputtering, etc. Along with these standard microelectronic fabrication techniques, 
some more processes are included such as surface and bulk micromachining, sili-
con–silicon and silicon–glass wafer bonding, deep reactive ion etching (DRIE), 
LIGA, micromolding, etc. LIGA is an acronym for a sequence of process steps. 
This acronym represents the main process steps involved in its execution, viz., deep 
X-ray lithography, electroforming, and plastic molding. German words for these 
processes are  lithografi e ,  galvanoformung , and  abformung , respectively, hence 
called LIGA. Thus, MEMS technologies are an extension of microelectronic pro-
cesses. All the fabrication processes mentioned above are useful for the fabrication 
of drug delivery systems and can be utilized depending on the IDDS design. 

 On the microlevel, the mechanisms examined for making pumps are [ 30 ]  mechan-
ical mechanisms  such as electrostatic, piezoelectric, electrochemical, thermal, shape 
memory alloy [ 31 ], bimetallic; and  nonmechanical mechanisms , e.g., electrohydro-
dynamic, electroosmotic, ultrasonic. and thermo-capillary mechanisms, as well as 
electromagnetic mechanisms. 

 Frequently commissioned mechanical pumps primarily use a pliable membrane. 
This supple membrane is put into action by using one of the aforesaid driving mech-
anisms of mechanical nature. This mechanism is either electrostatic or piezoelectric 
or electrochemical or thermal. Hence, the medicine kept in liquid state is driven out 
from a tank. The mechanisms used for driving the pumps clearly swerve from those 
employed in devices, which are fabricated on intermediate and milli-scales. These 
mechanisms are preferential because they enable the benefi ts of miniaturization. A 
tighter management of the inception, profi le, and stoppage of medicine supply is 
feasible with these electronically controlled micropumps. However, these micro-
pumps require components, which can move and bend, e.g., microvalves and thin, 
fl exible diaphragms. Such components introduce complications in their manufac-
turing processes. Nonetheless, the lowering in power consumption obtained with 
downsizing encourages the opportunity of making pumps, which are both powered 
and operated wirelessly. These pumps do not need implantable batteries. 
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23.9.2.1    Electrostatic Principle 

 From elementary electrostatics,  we   know that a signifi cant mechanical force is pro-
duced by electrostatic attraction between two oppositely charged metallic plates placed 
in vicinity at the micrometer scale. The magnitude and direction of this force are deter-
mined from Coulomb’s inverse square law [ 32 ]. To apply this electrostatic interaction 
to pulsatile drug delivery, two sets of plates are used. These sets of plates act as the 
doors of a valve of a drug reservoir. One set of plates is movable, and the other is sta-
tionary in position. The drug delivery is controlled by carefully modulating the charges 
on the two sets of plates. Consequently, the distance between the plates changes as the 
plates come closer or move apart. By such control of intervening distance between the 
plates, the drug movement from the reservoir is stopped by constricting or narrowing 
the outlet (smaller distance between plates). Thereafter, drug supply is restored by 
dilating the outlet (larger distance between plates). Effectively, the drug fl ow from the 
reservoir takes place in a sequential style. Thus, this arrangement of electrostatically 
controlled plates delivers packets of drug in a throbbing manner. 

 Two familiar formats of electrostatic micropump confi gurations are the recipro-
cating diaphragm and peristaltic (multiple-reciprocating diaphragms) types [ 33 ]. 
Both these pumps are micromachines of positive-displacement variety. They work 
by compelling a fi xed quantity of drug withdrawn from the intake pressure zone of 
the pump towards its discharge section. 

 Reciprocating pumps require a membrane and mechanical valves to regulate 
fl uid fl ow [ 34 ]. The membrane serves as a piston or plunger. The pumping action is 
a two-stroke process: a suction stroke and a delivery stroke. In the suction stroke, 
the membrane moves rearward. The valve on the inlet side unlocks and the drug is 
sucked in from the reservoir into the pump chamber. As the exit valve is fastened, 
the drug is retained in the chamber. During the delivery stroke, the membrane moves 
forward to force the drug out from the chamber of the pump through the valve on 
the outlet side for delivery to the required site. As the inlet valve remains closed, the 
drug cannot move into the inlet side. 

 The peristaltic pump operates by squeezing a bendable tube in a fashion resem-
bling our throat and intestines. Peristalsis is radially symmetrical contraction and 
expansion of muscles. A peristaltic pump is based on alternating compression and 
relaxation of the fl exible tube drawing the contents into itself. In this pump, the 
reciprocating diaphragms are linearly arranged. These diaphragms are controlled 
individually. By activating the diaphragms in a recommended sequence to harmo-
nize their action, aggregate pumping in one direction is achieved. In opposition to 
reciprocating pumps,  each   diaphragm works like a valve, which is controlled by an 
electronic mechanism. This valve closes the path of fl ow of the medicine to prevent 
it from fl owing backwards, i.e., in the reverse direction into the reservoir. 

 Despite providing a speedy mechanical response and capable of operating at a 
low power level, electrostatic mechanisms have the shortcoming that their operation 
is limited to small distances. This restricts the volume of fl uid, which is transferred 
during every stroke of the pump and imposes the requirement of high voltages for 
operation of the pump. Hence,  the   utilization of electrostatic pumps for delivering 
drugs is curbed down.  
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23.9.2.2    Piezoelectric Principle 

  Piezoelectricity   (electricity from pressure) is  the   ability of certain materials to 
produce an electric charge in response to mechanical deformation [ 35 ]. By fi xing a 
thin fi lm or sheet made of a piezoelectric material on an elastic diaphragm and 
subjecting it to the controlling electronic signal, the diaphragm is brought into 
reciprocatory motion or reciprocation (Fig.  23.9 ). When voltage is applied in one 
direction, the consequential upward bending produces an upstroke of the pump 
(suppose). The inlet valve opens, the drug is sucked inwards and the pump 
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  Fig. 23.9     Piezoelectric      pump: ( a ) rest position, ( b ) diaphragm moves downwards, inlet valve 
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compartment is fi lled with drug. The outlet valve remains closed. When the voltage 
is applied in reverse direction, the membrane is deformed downward. By this down-
stroke, the valve on the outlet side opens, and drug is displaced out of the pump 
chamber into the body. The inlet valve is closed during this period. Thus, the valves 
on the two sides of the pump compartment defi ne the direction of fl ow of the drug. As 
the membrane lifts up and down, the drug is pumped in a pulsatile manner similar to 
the electrostatic micropump.

   Piezoelectric pumps can also be built for peristaltic mode. Again despite provid-
ing a large pressure for pulling or pushing the drug and rapid mechanical response, 
the high voltage requirement limits the drug delivery applications of these pumps. 
Debiotech, a Swiss company [ 36 ], has lead the way to piezoelectric micropumps for 
use  in   medicine, e.g., the insulin Nanopump™ for  the   treatment of diabetes.  

23.9.2.3    Electrochemical Principle 

 These pumps utilize  the   liquid–gas phase change that takes place upon electrolysis 
of water, resulting in its decomposition into hydrogen (H 2 ) and oxygen (O 2 ) gases. 
By the application of a small DC voltage through two electrodes into water, oxygen 
and hydrogen gas bubbles are produced. These electrochemically generated bub-
bles cause an increase in pressure leading to an actuation force. This force drives a 
fl exible diaphragm. On removal of power, the reaction is reversed and the gases 
recombine to form water. The actuation force ceases to act. Thus, a reciprocating 
action is produced. 

 Electrochemical micropumps offer a smooth, continuous delivery of drug, which 
is transferred by the fl exible diaphragms directly from the reservoir. Exclusive 
advantages of this approach are the large attainable mechanical displacement 
obtained from low power consumption. Such micropumps have been reported for 
eye-related drug delivery applications [ 37 ] and also for gene delivery in cancer 
treatment [ 38 ]. However, possible disintegration and collapsing of the generated 
bubbles into water may upset the drug  release   reliability [ 39 ].  

23.9.2.4    Thermal Principle 

 Here, the  bendable   pump diaphragm is driven by heating effect principles, e.g., the 
volume expansion or phase change of a substance taking place by applying heat 
energy, such as from liquid to gaseous state. Expansion to be exploited for pumping 
may be obtained when a heating element is used to heat up a working fl uid, causing 
its expansion to act on a supple diaphragm. By operating a thermo-pneumatic pump 
with a 2-phase liquid–vapor perfl uorocarbon propellant, pulsatile fl ow was obtained 
[ 40 ]. But in a reciprocating-type thermal pump, the mechanical response time is 
limited by the extended time constant of the thermal process. This is chiefl y trouble-
some at the time of cooling. For in vivo applications, high power consumption is 
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especially worrisome if the pump resides completely inside the human body. 
Thermal micropumps were probed for supplying medicine inside the cerebrum to 
gnawing mammals that  were   moving freely [ 41 ].    

23.10     Discussion and Conclusions 

 Two major challenges have confronted the interesting area of delivery of medicines 
in a controlled manner. The fi rst issue has been that of continuous zero-order release 
of a medicine over a protracted time span. Osmotically driven pumps and matrices 
characterized by adjustable rates of diffusion or erosion have been developed to 
fulfi ll this goal. 

 The second challenge has been the variable supply of a medicine molecule or 
protein for therapy undertaken in a pulsating or unsteady mode. Possible solutions 
are furnished by two different methodologies: (1) the development of a delivery 
system that discharges its drug load at a pre-agreed time or in spurts of a predecided 
sequence and (2) a system that responds to changes in the confi ned environment 
around the system. This system alters the speed of delivering the medicine by retort-
ing to motivation, e.g., by detecting whether a defi nite molecule is present or absent, 
and by the triggering action of electric or magnetic fi elds; and under the infl uence 
of ultrasonic waves or forces of mechanical, optical, or thermal origin. 

 It is anticipated that in the impending one or two decades, a substantial portion 
>50 % lump of the latest drugs launched commercially will be protein- and peptide- 
based drugs. Also >80 % of these drugs made of protein molecules are expected to 
be antibodies. Novel drug delivery issues are associated with these biological medi-
cal products or biologics called biopharmaceuticals produced using biotechnologi-
cal methods and comprising proteins and nucleic acids. These issues arise because 
they are made of large molecules that undergo degradation in the blood very swiftly. 
Moreover, they possess meager ability of crossing membranes of the cells. This makes 
them incapable of oral delivery. Delivery via conventional routes will be problematic 
for such molecules. The only likely means of delivery is through injections. The routes 
of administration of medicines will be decided by the medicine itself, the state of 
disease, and the place of action. Easily reachable places are the nose, the mouth, and 
the vagina. Other places such as the brain are more diffi cult to access. 

 Projecting further, as biotechnology companies become involved in drug delivery 
worldwide, another foreseeable breathtaking growth sector is the fi eld of gene therapy. 

 Already the market of systems for delivering medicines has marched a long path. 
It will move on to burgeon incalculably and expand impressively. Finally, although 
the present chapter is the concluding chapter of this book, it appears as if the story 
of implantable electronics has just begun, and a lot more is yet to come. “Implantable 
electronics tree” is bearing sweet fruits. Forthcoming years will be even more fruit-
ful and eventful. Future promises more suceesses and achievements. Suffering 
patients look foward with great hopes and aspirations towards the emerging 
developments. 

23 Drug Delivery Implants



435

  Review Exercises 

     23.1    What is a drug delivery system? What are its applications? Give 
examples.   

   23.2    Which types of drug delivery systems have shown the greatest prom-
ise? What are their advantages? What are the shortcomings of these 
systems?   

   23.3    Name fi ve types of conventional drug delivery systems.   
   23.4    What is the most common drug delivery method? Name it and cite one 

advantage and one disadvantage of this method.   
   23.5    How are the drug molecules transferred to the blood stream by the fol-

lowing methods: (a) nasal and (b) pulmonary?   
   23.6    How does a transdermal patch deliver drug to the blood. Mention some 

advantages of this method. What type of drugs cannot be delivered by 
this method and why?   

   23.7    How is intravenous drug administration carried out? Under what cir-
cumstances is this method of drug delivery essential?   

   23.8    Describe the two modes of intravenous drug delivery.   
   23.9    What are the risks associated with intravenous drug delivery? What is 

meant by air embolism?   
   23.10    Describe some medical conditions in which IDDSs represent the only 

practical method for delivery of drugs.   
   23.11    In what respects are IDDSs convenient for the patient? How is patient 

compliance enhanced by these systems?   
   23.12    Mention and explain fi ve advantages provided by IDDSs in compari-

son to their traditional counterparts. Give fi ve shortcomings of such 
systems.   

   23.13    If you were to design an ideal IDDS, what distinctive features will you 
incorporate in it?   

   23.14    How does a biodegradable IDDS differ from a nonbiodegradable type? 
Indicate their relative advantages and disadvantages.   

   23.15    Bring out a comparative study of passive and active IDDSs in terms of 
their drug release mechanisms and limits on controlling the delivery 
process. Cite some examples of the two classes of systems to illustrate 
your answer.   

   23.16    What are microelectromechanical systems? Name the main fabrication 
processes which constitute MEMS technology?   

   23.17    How have micro- and nanotechnologies contributed towards the aug-
mentation of benefi ts realized from IDDSs?   

   23.18    Describe some types of passive diffusion-based reservoir devices for 
delivery of drugs. How are the drugs delivered by these devices? Do 
they need electrical power for their operation?   

   23.19    Describe three active mechanisms for drug delivery after removal of 
the membrane seal.   

(continued)
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 digital circuit  ,   89  
 direct conversion architecture  ,   89   ,   90  
 LSB  ,   89  
 MSB  ,   89   ,   91   
 OP-AMP comparators  ,   89  
 parallel  ,   89  
 SAR  ,   90   ,   91  
 types  ,   89   

  Antenna  ,   33   ,   36    
  Application-specifi c integrated circuits 

(ASICs)  ,   49   
  Argus II retinal system  ,   403    
  Arithmetic and logic units (ALUs)  ,   46    
  ARM   . See  Advanced RISC machines (ARM)  
  Arrhythmias 

 detection 
 dual-chamber ICDs  ,   303   
 ECG signals  ,   302  
 single lead  ,   302  
 single-chamber ICDs  ,   302–303   

 and pacemaker indications 
 AV block  ,   275  
 bradycardia  ,   274  
 heart upper chambers  ,   275  
 SA node  ,   274   

  ASK   . See  Amplitude-shift keying (BASK)  

                      Index 
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  Astable multivibrator  ,   118–119    
 charging time  ,   129  
 circuit and waveforms  ,   128  
 discharging time  ,   129  
 duty cycle  ,   129  
 external capacitor  ,   126   ,   129  
 fl ip-fl op  ,   129  
 free-running oscillation frequency  ,   129  
 total period  ,   129   

  Auditory nerve  ,   7   ,   379–385   ,   388    
  Auto-zeroing amplifi er (AZA) 

 main amplifi er A M   ,   236  
 nulling amplifi er A N   ,   236  
 signal sampling-based technique  ,   236  
 subtraction process  ,   237   

  Auxiliary-carrier load-shift keying  ,   199–200        

 B 
  Back electromotive force (EMF)  ,   99   
  Bandgap reference circuit  ,   38   ,   41   ,   42   
  Bandgap voltage reference circuit  ,   40–43         
  Barrier lowering  ,   69   
  Battery 

 cathode materials  ,   170  
 electrochemical energy  ,   167  
 electrodes  ,   167  
 electrolytic solutions  ,   170  
 electropositive elements  ,   169  
 lifetime  ,   181  
 lithium  ,   169    
 neurostimulators  ,   170  
 primary cells and secondary/rechargeable 

cells  ,   170  
 safety  ,   181  
 spectacular electrochemical equivalent  ,   170  
 terminology  ,   167   ,   168   

  Battery-less implant  ,   44    
  Binary search algorithm  ,   91   
  Binary weighted DAC  ,   86   ,   88    
  Bioceramics 

 corrosion  ,   161   
 dental ceramics  ,   160–161   
 RF communication  ,   160  
 toxic effects  ,   161  
 types  ,   160    

  Biocompatibility 
 biotechnological applications  ,   154  
 cellular/tissue functions  ,   155  
 factors  ,   154  
 innovatory systems  ,   154  
 materials  ,   154   ,   155  
 polymeric materials 

 advantages  ,   162  
 LCP  ,   163  

 metals and ceramics  ,   161  
 parylene-C  ,   163  
 PDMS  ,   163  
 PEEK  ,   162  
 polyimide  ,   162  
 polymer integration  ,   163  
 PVDF  ,   162  

 properties  ,   154  
 toxicity  ,   154   

  Biodegradation 
 category  ,   421  
 nonbiodegradable  ,   421   

  Bioelectricity 
 action potential  ,   24–26      
 by cells  ,   22   
 membrane potential  ,   22–24       
 voltages  ,   21   

  Biomaterials  ,   154  
 acute infl ammation  ,   156  
 biocompatibility  ,   154   ,   155   
 blood–material interactions  ,   155  
 bone/joint replacements  ,   154  
 chronic infl ammation  ,   156  
 defi nition  ,   153  
 fi brosis and fi brous encapsulation  ,   157  
 foreign body reaction  ,   157   
 granulation tissue  ,   156  
 implantation  ,   153  
 injury  ,   155  
 metal/polymer  ,   153  
 provisional matrix formation  ,   156   

  Bionic ear  ,   379   
  Biotelemetry 

 active  ,   192  
 passive  ,   192–193    

  Biphasic defi brillator  ,   83   ,   84     
  Biphasic pulses  ,   103   
  Bipolar electrode  ,   82   ,   83    
  Bistable multivibrator  ,   119–120     
  Bladder control  ,   370   ,   371   
  Blocking capacitor  ,   103–104    
  Blood pressure/glucose level  ,   18   
  Blood pressure sensor 

 accelerometers  ,   251–253  
 capacitive  ,   251   ,   252  
 SAW sensor system  ,   253–255   

  Boost converter  ,   98–99         
  Bulk model/mobility fl uctuation model  ,   66     

 C 
  Carbon monofl uoride–silver vanadium oxide 

hybrid battery  ,   178   
  Cardiac pacemakers  ,   20  

 asynchronous  ,   279   
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 automatic safety  ,   287   
 backup features  ,   287   
 biventricular  ,   275   ,   278  
 dual-chamber  ,   268   ,   275   ,   277  
 electromagnetic interference  ,   289  
 heart chambers  ,   269  
 heart medications  ,   290  
 high blood pressure  ,   290  
 multi-programmable  ,   268  
 rate responsiveness  ,   286–287  
 rate-responsive/frequency-responsive  ,   276  
 sense amplifi er  ,   268  
 single-chamber  ,   275   ,   276  
 stimulating pulse  ,   275  
 synchronous  ,   279    

  Catheter  ,   16   ,   19   ,   257   ,   259   ,   334   ,   368   ,   414   ,   416   , 
  422   

  Central processing unit (CPU) 
 ADC  ,   46   ,   47   
 ALUs  ,   46   
 brain/intellect, implant  ,   46  
 DSP  ,   47  
 fl oating-point  ,   46  
 FPU  ,   47  
 microprocessor  ,   46  
 Nyquist rate  ,   47   

  Cerebral ventriculography  ,   319   
  Channel length  ,   69   ,   71   
  Charge balancing 

 biphasic pulses  ,   103  
 passive  ,   103–104     

  Charge transfer sense amplifi er  ,   76     
  Chargeable battery  ,   37   
  Charge-controlled stimulation (ChCS)  ,   102   , 

  103     
  Chopper-stabilized amplifi er 

 amplitude modulation  ,   232  
 baseband frequency  ,   232  
 chopping frequency  ,   233  
 clock signal  ,   234  
 CMOSFET  ,   233  
 concept  ,   232  
 gain-phase limitations  ,   234  
 modulator/demodulator  ,   234  
 switch modulator  ,   233  
 wide bandwidth  ,   235   ,   236   

  CI   . See  Cochlear implant (CI)  
  CISC   . See  Clean sporadic self-catheterization 

(CISC)  
  Clean sporadic self-catheterization (CISC)  , 

  371   
  Clock-based amplifi ers  ,   230–237                        

 AZA  ,   236   ,   237  
 chopper-stabilized amplifi er  ,   232–236      
 switched-biasing amplifi er  ,   230   ,   231   

  Clock divider  ,   145   
  Clock generators  ,   110–111    
  CMOS switch  ,   85     
  CMOSFET noise sources 

 fl icker  ,   65–66      
 generation–recombination  ,   67   
 popcorn/burst  ,   67  
 shot  ,   66–67   
 thermal  ,   65   

  CMRR   . See  Common-mode rejection ratio 
(CMRR)  

  Cochlear implant (CI)  ,   380–382   ,     385–389                   
 acoustic  vs.  electrical hearing  ,   383   –  385  
 auditory nerve  ,   380  
 bionic ear  ,   379  
 candidacy 

 postsurgery  ,   389   
 presurgery  ,   388  
 surgical procedure  ,   389  

 components 
 external functionality  ,   385–387     
 internal functionality  ,   387   ,   388   

 development  ,   380  
  vs.  hearing aid  ,   382–384       
 hearing loss 

 conductive  ,   380–382      
 mixed  ,   382  
 sensorineural  ,   381   ,   382    

 microelectrode array  ,   379   
  Common-mode rejection ratio (CMRR)  ,   49   , 

  238   
  Complementary metal–oxide–semiconductor 

(CMOS) device 
 advantages  ,   58   ,   60  
 inverter  ,   58  
 NAND gate  ,   58   ,   59   
 NMOS transistors  ,   56  
 NOR gate  ,   58   ,   59   
 NOT gate  ,   58  
 N-well  ,   56   ,   57  
 PDN  ,   56   ,   58   
 PMOS transistors  ,   56  
 P-type and N-type MOSFETs  ,   56  
 PUN  ,   56   ,   58   
 P-well  ,   56   ,   57  
 twin-tub  ,   56   ,   57   

  Continuous-time amplifi er circuits 
 bipolar transistor  ,   241  
 clock-based circuits  ,   240  
 CMOS amplifi er  ,   243   ,   244  
 low input capacitance amplifi er  ,   245   
 OTA  ,   240   ,   242     

  Conventional drug delivery systems 
 intramuscular method  ,   415  
 intravenous method  ,   413–415       
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 Conventional drug delivery systems (cont.) 
 nasal method  ,   410  
 oral method  ,   410  
 pulmonary method  ,   410   ,   412  
 time-honored and preferred routes  ,   410   ,   411  
 traditional drug delivery routes  ,   410   ,   412   
 transdermal method  ,   412   ,   413    

  CRC   . See  Cyclic redundancy check (CRC)  
  Crystal oscillator (XO)  ,   111–112    

 ample negative resistance  ,   115  
 CMOS  ,   114  
 inverters  ,   115   ,   116  
 Pierce design  ,   114  
 P–N MOSFET  ,   114  
 practical oscillator circuit  ,   115   
 and RC  ,   114  
 square wave  ,   114  
 unbuffered inverter  ,   114   

  Current mirror  ,   92   ,   94   ,   95    
  Current sink  ,   92   ,   94     
  Current source  ,   92–94         
  Current-controlled current source (CCCS)  ,   92   
  Current-controlled stimulation (CCS)  ,   100   ,   103   
  Current-mode sense amplifi er  ,   75–76     
  Current-mode stimulation  ,   100   ,   101     
  Cyber security 

 adversaries types  ,   212    
 apprehensions  ,   210  
 authentication  ,   220  
 confi dentiality/privacy  ,   209  
 data integrity  ,   211  
 deliberate breaches  ,   211   
 device-existence privacy  ,   211  
 device modifi cation  ,   221–222  
 device-type privacy  ,   211  
 effi ciency and usability  ,   220   
 hacking  ,   210  
 rigorous testing and verifi cation  ,   211  
 safety  ,   209   ,   220   
 shield  ,   221   ,   222  
 specifi c device ID privacy  ,   211  
 UHM  ,   222  
 unintentional breaches  ,   212  
 wireless and internet connectivity  ,   210    

  Cyclic redundancy check (CRC)  ,   216     

 D 
  DAC   . See  Digital-to-analog converter (DAC)  
  Data acquisition  ,   218–220     
  Data telemetry downlink 

 ASK  ,   202–203    
 FSK  ,   203   
 PSK  ,   203–204   

  Data telemetry unit  ,   44–46      
  Data telemetry uplink 

 adaptive control load-shift keying  , 
  200–201  

 auxiliary-carrier load-shift keying  , 
  199–200    

 digital modulation techniques  ,   193–195    
 load-shift keying and multilevel load-shift 

keying 
 bandwidth  ,   198  
 bilevel and multilevel  ,   198   
 data rate  ,   198  
 power and data  ,   197  
 refl ectance modulation  ,   196  

 passive phase-shift keying  ,   201  
 pulse harmonic modulation  ,   201–202     

  DBS   . See  Deep brain stimulation (DBS)  
  DC offset voltage  ,   67   ,   68    
  DCS   . See  Dorsal/posterior column stimulation 

(DCS)  
  DC-to-DC converters  ,   96   
  Deep brain stimulation (DBS)  ,   311–313   , 

   316–320   ,       324–326                     
 description  ,   309  
 implant location  ,   315  
  vs.  lesioning 

 advantages  ,   316   
 disadvantages  ,   316   ,   317  

 mechanisms  ,   321–324    
 movement disorders 

 dystonia  ,   313   
 PD  ,   311–312   
 tremor  ,   312–313   

 patient selection/exclusion criteria 
 idiopathic PD  ,   318   
 multidisciplinary committee  ,   317  
 personal expectancy  ,   317  

 progressive supranuclear palsy  ,   316  
 psychiatric and neurological disorders 

 Alzheimer’s disease  ,   326  
 major depression  ,   324–325    
 OCD  ,   325   ,   326   

 risks, surgery  ,   324  
 stimulation parameter  ,   321  
 surgical methodology 

 cerebral ventriculography  ,   319  
 DBS electrode  ,   320  
 dura  ,   320  
 electrical stimulation  ,   320  
 IPG  ,   320  

 system IPG  ,   320  
 thalamic VIM nucleus  ,   315  
 unilateral  ,   315   

  Deep brain stimulator (DBS)  ,   20   
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  Dendrites  ,   26   ,   394   ,   396    
  Dental ceramics  ,   160–161    
  Depression  ,   318   ,   324–325   ,   327     
  Design of implantable ICs  ,   56–60   ,   62–67  

 biological systems  ,   55  
 channel length  ,   69   ,   71  
 CMOSFET    (see  Complementary 

metal–oxide–semiconductor 
(CMOS) )  

 DC offset voltage  ,   67   ,   68   
 industrial systems  ,   55  
 leakage currents  ,   61–62     
 N- and P-channel devices  ,   61   
 single-chip  vs.  multiple-chip  ,   60   
 speed and threshold voltage trade-off  ,   60   
 submicron transistors    (see  Submicron 

transistors )  
 temperature range  ,   55  
 testing and evaluation  ,   76–77    

  Diaphragm pacing  vs . mechanical ventilation 
 air forcing  ,   359  
 breathing and speech patterns  ,   359  
 community and learning activities  ,   359  
 costs  ,   359  
 D/P nerve stimulation  ,   359  
 infection rate  ,   359  
 respiratory infections  ,   359  
 tracheostomy/tracheotomy  ,   360   

  Diaphragmatic/phrenic nerve (D/P) stimulation 
 axons  ,   356  
 brachiocephalic artery  ,   357  
 carotid sheath  ,   357  
 contraction  ,   357  
 electrode(s)  ,   355  
 handles and controls breathing  ,   355  
 hypoventilation  ,   356  
 indications  ,   360–361   
 left subclavian vein  ,   357  
 lungs  ,   357  
 motor neurons  ,   356  
 natural breathing  ,   356  
 pacing system  ,   361–363    
 phrenic pacing, diaphragm pacing/

electrophrenic respiration  ,   355  
 quadriplegia/tetraplegia  ,   357  
 radio-frequency signals  ,   356  
 respiration  ,   356  
 surgical procedure  ,   363   
 thoracic cavity  ,   357  
 thoracic diaphragm  ,   356  
 training, rehabilitation and precautions  , 

  363–364     
  Digital ICs  ,   51   
  Digital modulation techniques 

 ASK  ,   193  
 FSK  ,   193  
  N  bits  ,   195  
 PSK  ,   193   

  Digital pot/digipot/resistive digital-to-analog 
converter (RDAC)  ,   147   

  Digital signal processing  ,   71–73      
  Digital signal processor (DSP)  ,   47   
  Digital-to-analog converters (DACs)  ,   147  

 binary weighted  ,   86   ,   88    
 pulse-width modulator  ,   86   ,   87   
 R/2R ladder  ,   86   ,   88    

  Dorsal column stimulation (DCS)  ,   331   
  Drain-induced barrier lowering (DIBL) 

 barrier lowering  ,   69  
 long-channel and short-channel MOSFET  , 

  68     
 parameters  ,   69  
 P–N junctions  ,   68   ,   69  
 reverse-biased depletion region  ,   69  
 semiconductor  ,   68  
 short-channel effects  ,   69   ,   70  
 VLSI  ,   68   

  Driver circuit  ,   99    
  Dura mater  ,   332   
  DVS   . See  Dynamic voltage scaling (DVS)  
  Dynamic RAM (DRAM)  ,   47   ,   48       
  Dynamic voltage scaling (DVS)  ,   143   
  Dystonia 

 botulinum toxin injection  ,   313  
 levodopa  ,   313  
 women  ,   313     

 E 
  Economization unit  ,   43     
  EIA   . See  Electronic Industries Association (EIA)  
  Electrical hearing  ,   383   –  385   
  Electrical stimulation therapy  ,   373   ,   374   
  Electrically erasable programmable read-only 

memory (EEPROM)  ,   48    
  Electro stimulation  ,   85–99  

 biphasic defi brillator  ,   83   ,   84    
 bipolar  ,   82   ,   83  
 functional circuit blocks    (see  Functional 

circuit blocks )  
 monophasic defi brillator  ,   83   ,   84    
 monopolar  ,   81   ,   83   

  Electrocardiogram (ECG) waveform 
 peak-to-peak values  ,   272  
 time delay  ,   274   

  Electroencephalography (EEG)  ,   21   
  Electromagnetic interference (EMI)  ,   38   ,   218   
  Electromyography (EMG)  ,   21    
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  Electronic block  ,   51–52       
  Electronic Industries Association (EIA)  ,   145   
  Electrostatic discharge (ESD) 

 limit and protection  ,   72    
 protection circuits  ,   51  
 suppression components  ,   51  
 suppressors  ,   51   

  EMI   . See  Electromagnetic interference (EMI)  
  Epidural anesthesia  ,   333   ,   334   
  Epidural space  ,   332   
  Epileptic seizures  ,   341–342   
  Epiretinal implant 

 components  ,   401  
 electrical signals  ,   401  
 information-bearing signals  ,   403  
 microelectrodes  ,   401  
 microprocessor  ,   401  
 types, input  ,   401     

 F 
  Failed back surgery syndrome (FBSS)  ,   339   
  FBSS   . See  Failed back surgery syndrome 

(FBSS)  
  FDA   . See  Food and Drug Administration (FDA)  
  FDTD   . See  Finite-difference time-domain 

(FDTD)  
  Fecal incontinence  ,   372   ,   376   ,   377   
  Feedback oscillator  ,   110   
  Filter  ,   37–38    
  Finite-difference time-domain (FDTD)  ,   191   
  Fitting pacemaker  ,   280   ,   281      

 post-operation follow- ups  ,   281   
 surgery 

 antibiotics  ,   280  
 collarbone  ,   280  
 epicardial implantation  ,   280  
 transvenous implantation  ,   280  
 transvenous method  ,   281  
 veins  ,   281   

  Flicker noise 
 bulk model/mobility fl uctuation model  ,   66  
 carrier number fl uctuation model  ,   65  
 charge exchange  ,   66  
 CMOSFETs  ,   66  
 CMOS transistors  ,   66   
 MOSFETs  ,   66  
 1/ f  noise  ,   65  
 pink noise  ,   65  
 surface model  ,   65  
 trapping mechanisms  ,   65   

  Flip-fl op  ,   4   ,   47   ,   117   ,   119–122   ,   124   ,   129   , 
  145   ,   146   

  Floating gate MOSFETs (FGMOSFETs)  ,   48   

  Floating-point unit (FPU)  ,   47   
  Food and Drug Administration (FDA)  ,   370   
  Fowler’s syndrome  ,   372   
  Frequency-shift keying (FSK)  ,   193   ,   195   ,   203    
  Fringe-lying Boolean circuits  ,   73   
  FSK   . See  Frequency-shift keying (FSK)  
  Full-wave voltage doubler  ,   96   
  Functional circuit blocks  ,   85  

 ADC  ,   89–91     
 boost converter  ,   98–99            
 CMOS switch  ,   85   
 current mirror  ,   92   ,   94   ,   95   
 current source  ,   92   ,   93   
 DACs    (see  Digital-to-analog converters 

(DACs) )  
 driver circuit  ,   99   
 timer circuit  ,   99   
 VIC  ,   94–96     
 voltage multiplier  ,   96–98      
 voltage source  ,   92   ,   93     

 G 
  GABA-B   . See  Gamma-aminobutyric acid 

(GABA)-B  
  Gamma-aminobutyric acid (GABA)-B  ,   338   
  Gate control theory (GCT)  ,   337   
  Gate-induced drain leakage 

 doping levels  ,   61  
 gate-to-drain overlap region  ,   62  
 reduction of CMOS  ,   62  
 Zener-type leakage  ,   61   

  GCT   . See  Gate control theory (GCT)  
  Generation–recombination noise  ,   67    
  Globus pallidus  ,   309   ,   314   ,   315   ,   325     

 H 
  Hearing aid  ,   382   ,   383    
  High-rate lithium 

 carbon monofl uoride–silver vanadium 
oxide hybrid battery  ,   178  

 manganese dioxide battery  ,   178   
 silver vanadium oxide battery  ,   177     

  Hijacking   . See  Insulin infusion pump    

 I 
  IC boost converter  ,   99   
  ICD   . See  Implantable cardioverter defi brillator 

(ICD)  
  IDDSs   . See  Implantable drug delivery systems 

(IDDSs)  
  IMD   . See  Intermodulation distortion (IMD)  
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  Immunoisolating capsule  ,   425   
  Implant security 

 admission controllers  ,   213  
 cipher  ,   213  
 corporal security  ,   213  
 cryptography  ,   213  
 customary ciphers  ,   214  
 decryption  ,   213  
 encryption key  ,   213   ,   214   
 fundamental security ideas  ,   214   ,   215  
 product and manufacturing company  ,   213  
 security protocols  ,   214  
 source code  ,   213  
 threat modeling  ,   214   
 validation tests  ,   214   

  Implantable cardioverter–defi brillator (ICD)  , 
  294   ,   295   ,   304   ,   305         

 amiodarone hydrochloride  ,   294  
 arrhythmia detection  ,   300–302   
 arrhythmias  ,   297   ,   298  
 audio alerts  ,   218  
 beep warnings  ,   218  
 cardiac arrests  ,   297  
 cardioversion  ,   303  

 ATP  ,   295  
 electrical shock  ,   295  
 scrupulous attention  ,   295  
 tachyarrhythmia  ,   295  

 closed-loop system  ,   217  
 construction  ,   298  
 coronary heart disease  ,   297  
 defi brillation  ,   303  
 detection zones  ,   302   
 EMI  ,   218   
 endocardial (transvenous)  ,   300   ,   304  

  vs.  epicardial  ,   298  
 epicardial  ,   299  

 and  endocardial leads  ,   299   
 monomorphic tachycardias  ,   304  
 and pacemaker 

 cajole and coax  ,   295  
 implantable medical devices  ,   295  
 low-energy pulses  ,   295  
 shrunken versions  ,   295  

 physiopathological mechanisms  ,   293  
 post-implantation 

 antiarrhythmic drugs  ,   305  
 cardiac emergency  ,   304  
 electrical shocks  ,   304  
 heart signals  ,   304  

 prevention  ,   297  
 radio transmissions  ,   217  
 subcutaneous  ,   301  
 user interface  ,   218  

 ventricles  ,   296  
 ventricular arrhythmias  ,   303  
 ventricular fi brillation  ,   303  
 ventricular tachyarrhythmias  ,   297  
 VT and VF 

 extrasystoles  ,   294  
 sinoatrial node  ,   294  
 sudden cardiac death  ,   294   

  Implantable devices  ,   18   ,   21  
 active    (see  Active implantable devices )  
 bioelectricity    (see  Bioelectricity )  
 cardiac pacemaker  ,   20  
 DBS  ,   20  
 defi brillators  ,   20  
 defi nition  ,   14  
 electrical system, human body  ,   20   ,   21    
 invasive  ,   16       
 medical devices  ,   14   
 medicinal products  ,   14  
 MEMS  ,   20  
 mesmerizing and sensational fi eld  ,   27  
 microwatt to milliwatt range  ,   20  
 noninvasive  ,   16       
 transmitters  ,   20   

  Implantable drug delivery systems (IDDSs)  , 
  410   ,   426  

 advantages  ,   415–418       
 biodegradation-based classifi cation  ,   420   , 

  421  
 conventional    (see  Conventional drug 

delivery systems )  
 disadvantages  ,   418   ,   419      
 micro- and nanoscale  ,   422   ,   423   ,   425   ,   426    
 micropumps    (see  Micropumps )  
 passive and active  ,   421   ,   422   ,   426    
 properties  ,   419   ,   420   
 types  ,   409   

  Implantable electronic system 
 sensing action  ,   32  
 stimulating nerves/muscles  ,   32  
 teleactuation  ,   32    
 telemetry  ,   31   ,   32   
 transistor models  ,   71    

  Implantable medical devices 
 defi nition  ,   17   
 objectives  ,   17   

  Implantable medical electronics  ,   1–3       
  Implantable power sources 

 conventional non-rechargeable unit  , 
  336–337   

 radio-frequency unit  ,   337  
 rechargeable unit  ,   337   

  Implanted biosensors  ,   218–220     
  In-circuit serial programming  ,   145   
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  Induction charger  ,   34   
 electromagnetic fi eld  ,   34  
 inductive coupling  ,   34    

  Inductive charging 
 applications  ,   190  
 conductor  ,   188  
 coupling and loading variations  ,   189  
 design considerations  ,   189   
 frequencies usage  ,   188–189  
 primary and secondary coil  ,   188   

  Insulin infusion pump 
 body-coupled communication  ,   217  
 communication packet  ,   216  
 CRC parameters  ,   216  
 data reception  ,   216  
 device PIN  ,   217  
 glucose meter/remote control accessory  , 

  216  
 open-loop procedure  ,   215  
 open-loop system  ,   217  
 passive and active mode attacks  ,   216  
 rolling code technique  ,   217  
 security infringement  ,   216  
 subcutaneous glucose sensor  ,   215  
 system availability attacks  ,   216  
 system integrity attacks  ,   216  
 system privacy attacks  ,   216  
 USRP  ,   216   

  Intermodulation distortion (IMD)  ,   239   
  Intramuscular method  ,   415   
  Intravenous method 

 fast drug delivery  ,   413   ,   414  
 IV push and IV infusion  ,   414  
 limitations  ,   415   
 medication, risk  ,   414   
 slow drug delivery  ,   414   

  Invasive device  ,   16          

 J 
  Jamming  ,   212   ,   221     

 L 
  Laminotomy  ,   336   
  LCP   . See  Liquid crystal polymer (LCP)  
  Leakage currents  ,   61–62      

 SILC  ,   62–63  
 submicron transistors 

 gate oxide  ,   62   
 GIDL  ,   61–62     

  Lesioning   . See also  Deep brain stimulation 
(DBS) 

 pallidotomy  ,   313–314   
 subthalamotomy  ,   313–314   

 thalamotomy  ,   313–314    
  Linear and nonlinear oscillators  ,   110   
  Linear power supply  ,   40   ,   41   
  Linear voltage regulator  ,   38   ,   39     
  Liquid crystal polymer (LCP)  ,   163   
  Lithium/carbon monofl uoride battery 

 carbothermal treatment  ,   176  
 chemical reaction  ,   176  
 customization process  ,   176  
 fl uorine  ,   175  
 gravimetric and volumetric energy 

densities  ,   176  
 milliwatt power range  ,   175  
 solid electrolyte  ,   176  
 transitional phase  ,   176   

  Lithium/carbon monofl uoride–silver vanadium 
oxide hybrid battery  ,   176–177   

  Lithium/iodine–polyvinylpyridine battery 
 ampere-hour  ,   172  
 anode and cathode  ,   170  
 discharging  ,   172  
 electronic conductivity  ,   171  
 energy density  ,   172  
 exothermic reaction  ,   170  
 Gibb’s free energy  ,   172  
 layers  ,   171  
 microampere range  ,   170  
 peak value  ,   171  
 polymeric structure  ,   170  
 sheet  ,   172  
 solid electrolyte/superionic  ,   171   

  Lithium-ion battery  ,   178–180       
  Lithium–manganese dioxide battery 

 alkali metal salt  ,   173  
 applications  ,   172  
 distinctive regions  ,   174  
 high ionic conductivity  ,   173  
 open-circuit voltage  ,   173  
 polyethylene layer  ,   173  
 solid core  ,   174   
 wound  ,   174   ,   175   

  Load shift keying (LSK) modulation  ,   46     

 M 
  Major depressive disorder (MDD)  ,   348   
  Manganese dioxide battery  ,   178    
  MDD   . See  Major depressive disorder (MDD)  
  Medical data services (MEDS)  ,   44   
  Medical device  ,   14     

 classifi cation  ,   15       
  vs.  medicinal product  ,   14–15     

  Medical electronics  ,   1   
  Medical Implant Communication Service 

(MICS)  ,   44   
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  Medicinal product  ,   14     
  Membrane potential 

 cell's interior and exterior regions  ,   22  
 defi nition  ,   22  
 different phases  ,   22   ,   23  
 fl uids  ,   22  
 ion concentrations  ,   22   ,   24  
 ionic population  ,   24  
 sodium–potassium exchange pump  ,   24  
 transference  ,   22   

  Memory design artifi ces  ,   73–76  
 sense amplifi ers    (see  Sense amplifi ers )  
 soft errors  ,   76    

  Memory storage 
 computer programs  ,   47  
 NVM  ,   47  
 RAM  ,   47    
 ROM  ,   48  
 volatile memory  ,   47   

  MEMS   . See  Microelectromechanical system 
(MEMS)  

  MEMS technology-enabled microelectrode 
arrays  ,   18   

  Metallic biomaterials 
 biodegradable metals  ,   160   
 cleaning and sterilization  ,   159  
 CoCrMo alloy  ,   158  
 corrosion  ,   158–159  
 metal process  ,   159  
 stainless steel  ,   158  
 surface coating  ,   159  
 surface treatment  ,   159  
 titanium  ,   158   

  Microcontroller-based pulse generator 
 active signal shapers  ,   148  
 amplitude entering function  ,   147  
 ARM processor  ,   142  
 DAC  ,   147  
 digipots  ,   148  
 digital potentiometers  ,   147  
 DVS  ,   143  
 EIA  ,   145  
 FET-based methods  ,   148–149   
 frequency division, counters  ,   145–146     
 in-circuit serial programming  ,   145  
 internal timer/counter  ,   145  
 keyboard and display controls  ,   144  
 output amplifi er  ,   148  
 power consumption  ,   148  
 RDAC  ,   147  
 resistive step attenuators  ,   147  
 RISC architecture  ,   142  
 RS-232 interface  ,   145  
 sliding/rotary potentiometer  ,   147  
 specifi cations  ,   143   

 square wave, utilitarian dependability  , 
  145  

 user interfaces  ,   144    
 voltage amplitude  ,   147  
 voltage-regulating circuit  ,   148  
 wave shaping circuits  ,   148   

  Microelectrode arrays  ,   379   ,   387   ,   398   
  Microelectromechanical systems (MEMS)  ,   20   , 

  429   
  Microphone  ,   385   ,   387   ,   389   
  Microprocessor  ,   46  

 monolithic chip  ,   51   
  Micropumps  ,   427–433                 

 active 
 electrochemical principle  ,   433   
 electrostatic principle  ,   431    
 MEMS  ,   429   ,   430  
 piezoelectric principle  ,   432   ,   433   
 thermal principle  ,   433   

 passive 
 osmotic principle  ,   427   ,   428   
 spring-powering principle  ,   428   

  Microreservoir-based IDDSs 
 actively driven devices  ,   425   ,   426    
 passive devices  ,   424   ,   425   

  Modulo-8 counter/MOD-8 counter  ,   145   
  Modulo-256 counter/MOD-256 counter  ,   146   
  Monophasic defi brillator  ,   83   ,   84     
  Monopolar electrode  ,   81–83      
  Monostable multivibrator  ,   118   

 fl ip-fl op  ,   117  
 frequency division  ,   124  
 initial state  ,   117   
 missing pulse detection  ,   124–126    
 timer circuits  ,   117  
 timer/time delay function  ,   122–124    
 timing cycle  ,   117  
 triggered state 

 metastable  ,   118  
 stable  ,   118  

 waveforms  ,   124   ,   125   
  MOS current mirror  ,   94   ,   95   
  Multifarious provincial pain syndrome  ,   339   
  Multivibrators  ,   116  

 astable  ,   118–119   
 bistable  ,   119–120   
 logic gates  ,   116–120  
 monostable  ,   117–118         

 N 
  NAND fl ash memory  ,   48   
  NAND gate  ,   58   ,   59    
  NAND-type memory  ,   48   
  Nasal method  ,   410   
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  Natural and  artifi cial pacemakers 
 AV node  ,   268  
 blood fl ows  ,   269  
 choked/clogged up  ,   269  
 collar bone  ,   269  
 epicardium  ,   269  
 heart muscles  ,   268  
 SA node  ,   268  
 ventricles  ,   268   

  Negative-bias temperature instability (NBTI) 
 diffusion phase  ,   64  
 P-channel MOSFET  ,   63   ,   64   
 P-channel transistors  ,   63  
 R–D model  ,   64      

  Neural amplifi er circuits  ,   237–239         
 biopotential amplifi er  ,   229  
 bio-signal recording system  ,   229  
 CMOS amplifi ers  ,   229  
 low power consumption  ,   229  
 zero-drift amplifi ers 

 charge injection  ,   239  
 DC errors  ,   237  
 decibels (dB)  ,   239  
 fl at-band noise  ,   238  
 higher power dissipation  ,   238  
 intermodulation distortion  ,   239  
 nanovolt level  ,   237  
 thermal drift  ,   238   

  Neuromodulation   . See  Deep brain stimulation 
(DBS)  

  Nitric oxide synthases (NOS)  ,   258   
  NMOS transistors  ,   56   
  Noise   . See  CMOSFET noise sources  
  Noninvasive device  ,   16        
  Nonresonant coupling  ,   35      
  Non-sinusoidal oscillator  ,   110   
  NOR gate  ,   58   ,   59    
  NOS   . See  Nitric oxide synthases (NOS)  
  NOT gate/inverter  ,   58   
  N- and P-channel devices  ,   61    
  N-well CMOS  ,   56   ,   57   
  Nyquist rate  ,   47     

 O 
  Obesity  ,   350   
  Obsessive–compulsive disorder (OCD)  ,   325–326    
  OFC   . See  Orbitofrontal cortex (OFC)  
  One-shot multivibrator  ,   117   
  Operational amplifi er (OP-AMP)  ,   49   ,   50       
  Operational transconductance amplifi er (OTA) 

 CMOS  ,   240  
 OP-AMP  ,   240  
  vs.  operational amplifi er  ,   242   

 transconductor  ,   240   
  Oral method  ,   410   
  Orbitofrontal cortex (OFC)  ,   349   
  Oscillators 

 crystal-based CMOS square wave  , 
  114–116     

 feedback  ,   110  
 linear and nonlinear  ,   110  
 non-sinusoidal  ,   110  
 piezoelectric and inverse piezoelectric 

effects  ,   111  
 RC  ,   112–114    
 register  ,   110  
 relaxation  ,   110   

  Oscillatory current  ,   36   
  Osmotic pump  ,   427   ,   428    
  Overactive bladder syndrome  ,   367     

 P 
  Pacemaker architecture 

 error-free style  ,   286  
 hardware variations  ,   285  
 self-testing routines  ,   286  
 wireless control  ,   285   

  Pacemaker codes 
 chamber paced and sensed  ,   278  
 electrophysiology  ,   279  
  fi fth letter  (position V)  ,   280   
  The fi rst letter (position I)   ,   279  
  fourth letter  (position IV)  ,   280  
  second letter (position II)   ,   279  
  third letter (position III)   ,   279   ,   280   

  Pacemaker electronics evolution  ,   283–285                
 miniaturization 

 building blocks  ,   284  
 CMOS  ,   285  
 EMI  ,   285  
 microns  ,   284  
 passive components  ,   284  

 pulse generators 
 heart chamber  ,   283  
 output circuit  ,   283   
 power source  ,   284   
 sensing amplifi er  ,   283  
 telemetry circuit  ,   284  
 timing circuit  ,   283   ,   284  
 timing intervals  ,   283   

  Pacemaker implantation 
 absent pulse  ,   282  
 electrical pulses  ,   282  
 pulse generator  ,   282  
 stimulus  ,   282  
 thoracotomy  ,   282   
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  Pacing leads and connectors  ,   288      
 construction and design 

 cardiac muscles  ,   288  
 corticosteroid  ,   288  
 electrode porous  ,   288  
 endocardial leads  ,   288  
 lead components  ,   288  

 fi xation mechanisms  ,   288  
 materials  ,   289    

  Pacing system  ,   361–363     
  Pallidotomy  ,   314   
  PAM   . See  Pulse amplitude modulation (PAM)  
  Parabrachial nucleus (PBN)  ,   349   
  Parallel ADCs  ,   89   
  Parasympathetic nervous system  ,   343   
  Paresthesia  ,   332   
  Parkinson’s disease (PD) 

 basal ganglia  ,   311  
 dopamine defi ciency  ,   312  
 dopaminergic neurons  ,   311  
 levodopa  ,   312   

  Passive charge balancing  ,   104  
 blocking capacitor  ,   103–104   
 short-circuiting of electrodes  ,   104    

  Passive implantable devices  ,   17  
 and active    (see  Active implantable devices )   

  Passive phase-shift keying  ,   201   
  Passive telemetry  ,   192–193    
  PBN   . See  Parabrachial nucleus (PBN)  
  PEEK   . See  Polyetheretherketone (PEEK)  
  Phase-shift keying (PSK)  ,   193   ,   196   ,   203–204   
  Phase-shift oscillator  ,   112   
  PHM   . See  Pulse harmonic modulation (PHM)  
  Photovoltaic effect  ,   399   
  Pierce design  ,   114   
  Piezoelectric and inverse piezoelectric effects  , 

  111   
  Piezoelectric pump  ,   432   ,   433    
  Pink noise  ,   65   
  PMOS transistors  ,   56   
  Poisson noise  ,   66   
  Polyetheretherketone (PEEK)  ,   162   
  Polyvinylidene difl uoride (PVDF)  ,   162   
  Popcorn/burst noise  ,   67   
  Posterior column stimulation  ,   331   
  Power saving  ,   43     
  Power supply  ,   37   

 DC-to-DC converters  ,   139  
 electrical noise  ,   139  
 input conditioning stage  ,   140   
 output level and polarity control stage  ,   140  
 sensing circuit  ,   139  
 signal conditioning  ,   139  
 stimulus current  ,   139  

 voltage augmentation and isolation 
stage  ,   140   

  Power-supply rejection ratio (PSRR)  ,   238   
  Programmability & telemetry 

 counters  ,   286  
 pulse amplitude  ,   286  
 tachycardia events  ,   286   

  Programmable ROM (PROM)  ,   48   
  Progressive supranuclear palsy  ,   316   
  PSK   . See  Phase-shift keying (PSK)  
  PSRR   . See  Power-supply rejection ratio 

(PSRR)  
  Pull-down network (PDN)  ,   56   ,   58    
  Pull-up network (PUN)  ,   56   ,   58    
  Pulmonary method  ,   410   ,   412   
  Pulmonary systems  ,   19   
  Pulse amplitude modulation (PAM)  ,   130   ,   131    
  Pulse generators  ,   135–138                     

 digital/analog techniques  ,   139  
 electrical pulse and pulse parameters 

 amplitude droop  ,   138  
 digital pulses  ,   135  
 double pulse delay  ,   138  
 ideal pulses  ,   136  
 jitter  ,   138  
 linearity  ,   137   ,   138  
 overshoot  ,   138  
 preshoot  ,   138  
 pulse delay  ,   138  
 pulse levels  ,   136  
 pulse period  ,   136  
 pulse width  ,   137  
 repeatability  ,   138  
 ringing  ,   138  
 stability  ,   138  
 trigger delay  ,   137  
 voltage/current  ,   135  
 wave shapes  ,   136  
 waveform  ,   136  

 electronic equipment  ,   138  
 power supply  ,   139  
 pulse timing control unit  ,   139  
 square waves  ,   138   

  Pulse harmonic modulation (PHM)  ,   201–202     
  Pulse position modulation  ,   131–132    
  Pulse timing control unit 

 LCD/PC  ,   140  
 microcontroller-based pulse generator  , 

  140   ,   141   
 timer IC-based pulse generator  ,   140   ,   141    

  Pulse-width modulation (PWM)  ,   125–127    
  PVDF   . See  Polyvinylidene difl uoride (PVDF)  
  P-well CMOS  ,   56   ,   57   
  PWM   . See  Pulse-width modulation (PWM)    
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 Q 
   Quasi -/ soft breakdown   ,   62     

 R 
  R/2R ladder DAC  ,   86   ,   88   ,   89     
  Radio charging  ,   191       

 safety limits 
 FDTD technique  ,   191  
 high frequencies  ,   191  
 numerical/experimental methods  ,   191  
 power losses  ,   191  
 RF waves  ,   191  
 SAR  ,   191  

 transmission and reception  ,   190    
  Random access memory (RAM)  ,   47   ,   48      
  RDAC   . See  Digital pot/digipot/resistive 

digital-to-analog converter (RDAC)  
  Reaction–diffusion (R–D) model  ,   64    
  Read circuitry  ,   73   
  Read-only memory (ROM)  ,   48      
  Rectifi er  ,   37    
  Reduced instruction set computer (RISC)  ,   142   
  Refl ectance modulation  ,   196   
  Refl ex sympathetic dystrophy (RSD)  ,   332   
  Refractory epilepsy  ,   342    
  Relaxation oscillator  ,   110   
  Resistance–capacitance (RC) 

 inverting amplifi er  ,   112  
 OP-AMP  ,   113   
 phase-shift oscillator  ,   112   
 positive feedback  ,   113  
 square wave generator  ,   113    

  Resonance charging  ,   190    
  Resonance frequency  ,   35   
  Resonant coupling  ,   35    

 resonance frequency  ,   35  
 wireless power transmission system  ,   35    

  Respiration  ,   356   
  Resting potential  ,   24   
  Retinal implant 

 epiretinal  ,   401–405            
 subretinal device  ,   398–400   ,     404–405         

  Retinal prosthesis  ,   394–398                  
 alpha IMS retinal implant  ,   403   ,   406  
 argus II retinal system  ,   403   
 implant    (see  Retinal implant )  
 optimal candidates  ,   406  
 remedial schemes and vision impairment 

 age-related macular degeneration  ,   397  
 electrical stimulation  ,   397   ,   398  
 retinitis pigmentosa  ,   397   

 restoration  ,   393  

 vision 
 amacrine cells  ,   396  
 bipolar cells  ,   396  
 cones  ,   396  
 ganglion cells  ,   394  
 horizontal cells  ,   396  
 inverted image construction  ,   394   
 nerve layer  ,   394   ,   395  
 neuroprocessor  ,   394  
 rods  ,   396   

  Retinitis pigmentosa  ,   397    
  RF communications circuitry  ,   51   
  Rheumatoid arthritis  ,   350   
  RISC   . See  Reduced instruction set computer 

(RISC)  
  RSD   . See  Refl ex sympathetic dystrophy 

(RSD)    

 S 
  Sacral nerve stimulation (SNS)  ,   373–376             

 bladder control  ,   367   ,   370   ,   371  
 characterization  ,   371  
 CISC  ,   371  
 diagnosis and suitability  ,   372   ,   373   
 factors  ,   371  
 implantation procedure 

 components  ,   373  
 electrical stimulation therapy  ,   373   ,   374  
 minimally invasive screening test  ,   375   
 neurostimulator and thin  ,   373  
 permanent  ,   375   ,   376  
 stages  ,   376    

 mechanism  ,   370  
 organs  ,   369   
 patients  ,   367  
 pelvic disorder symptoms  ,   370  
 pelvic fl oor disorders  ,   371  
 pulse delivery  ,   369  
 SNM  ,   369  
 spinal nerves  ,   368   
 stimulation parameters  ,   376   
 types, signals  ,   368  
 UI  ,   371  
 urinary dysfunction  ,   370  
 urinary retention/ischuria  ,   371  
 urinary system  ,   370   ,   371  
 urological practice  ,   372   

  Sacral neuromodulation (SNM)  ,   369   
  SAR   . See  Specifi c absorption rate (SAR)  
  SAR ADC  ,   90   ,   91     
  SCD   . See  Sudden cardiac death (SCD)  
  SCS   . See  Spinal cord stimulation (SCS)  
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  Secondary coil  ,   37    
  Self-driven synchronous rectifi er (SDSR)  ,   44   
  Sense amplifi ers 

 analog circuit  ,   73  
 charge transfer  ,   76    
 crucial to memory function  ,   73  
 current-mode  ,   75–76    
 hazy logic levels  ,   73  
 memory cell  ,   73  
 read circuitry  ,   73  
 voltage-mode  ,   74   ,   75      

  Sensorineural hearing loss  ,   381   ,   382   
  Sensors  ,   253–262                                 

 accelerometers  ,   251   ,   253   
 artifi cial pancreas concept 

 diabetes  ,   259   ,   260  
 infusion pumps  ,   260  
 metabolite sensors  ,   259  

 biosensors 
 analyte molecules  ,   255  
 enzyme stability  ,   257   
 fi ne-grained matrix  ,   256  
 mass transfer  ,   255  
 oxygen shortfall  ,   256–257   
 vivo sensor operation  ,   255  

 blood gas sensors 
 blood clots  ,   258  
 cardiopulmonary function  ,   257  
 catheter-type sensor  ,   257  
 electrochemical and  optical techniques  , 

  258  
 endothelial cells  ,   258  
 Pfi zer/biomedical sensors  ,   258  
 potentiometric devices  ,   258  
 triggering  ,   258  
 vasodilator  ,   258  

 capacitive pressure sensors  ,   251   ,   252  
 drift-free  ,   249  
 glucose biosensor 

 angiogenic layer  ,   261    
 bioprotective membrane layer  ,   261  
 O-ring  ,   261  

 infl ammation sensor 
 NO detection  ,   262  
 PEG  ,   262  

 piezoresistive pressure sensors  ,   250  
 SAW sensors 

 diaphragm  ,   253  
 oscillating circuit  ,   254  
 RF power converter  ,   254  
 wireless communication  ,   255  

 wheatstone bridge circuit  ,   250   
  Short-channel effects 

 CMOSFETs  ,   77  

 DIBL  ,   68  
 drain-induced barrier lowering  ,   70  
 hot carrier effects  ,   70  
 mobility degradation  ,   70  
 MOSFETs  ,   68   ,   69  
 punchthrough  ,   70  
 threshold voltage reduction  ,   70  
 velocity saturation  ,   70   

  Short-circuiting of electrodes  ,   104    
  Shot noise  ,   66   ,   67   
  Silver vanadium oxide battery  ,   177     
  SNM   . See  Sacral neuromodulation (SNM)  
  SNS   . See  Sacral nerve stimulation (SNS)  
  Soft errors  ,   76    
  Spatial resolution  ,   396   
  Specifi c absorption rate (SAR)  ,   191   
  Speech processor  ,   385   ,   386     
  Sphincter muscle  ,   370   
  Spinal cord stimulation (SCS)  ,   334–336            

 adenosine A-1 receptors  ,   338  
 analgesic method  ,   331  
 anesthesia  ,   332–334   
 anti-ischemic and antianginal 

characteristics  ,   338  
 antinociceptive (anti-pain) effects  ,   338  
 back pain  ,   339  
 chronic pain  ,   331  
 CRPS  ,   339  
 DCS  ,   331   ,   332  
 dorsal horn  ,   337  
 epidural space  ,   332–334   
 FBSS  ,   339  
 GABA-B  ,   338  
 gating  ,   337  
 GCT  ,   337  
 hardware and electrodes 

 axonal activation  ,   336  
 cathode  ,   334  
 cerebrospinal fl uid  ,   335  
 electrical steering  ,   336  
 electrical stimulation  ,   334  
 laminotomy/partial laminectomy  ,   336  
 paresthesia distribution  ,   336  
 pulse generator  ,   334  
 Tuohy needles  ,   336  
 unipolar electrodes  ,   335  
 values  ,   334  
 vertebral bone  ,   335  

 implantable power sources  ,   336–337   
 indications  ,   338–339   
 neuromodulation  ,   332  
 orthodox and surgical treatments  ,   332  
 paresthesia  ,   332  
 RSD syndrome  ,   332   
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  Static RAM (SRAM)  ,   47   ,   48       
  Step-up converter  ,   98   
  Sterilization  ,   420   
  Stress-induced leakage current (SILC)  ,   62   ,   63    
  Submicron transistors  ,   65–67  

 CMOSFET noise sources    (see  CMOSFET 
noise sources )  

 NBTI  ,   63   ,   64    
 quasi-/soft breakdown  ,   62   ,   63   
 SILC  ,   62   ,   63     

  Subretinal implant 
 advantages  ,   400  
 limitation  ,   400  
 microphotodiodes  ,   398   ,   400  
 photoreceptor cells  ,   398  
 silicon photodiode  ,   399   ,   400   

  Subthalamic nucleus (STN)  ,   315   ,   317   ,   320    
  Subthalamotomy  ,   314    
  Sudden cardiac death (SCD)  ,   293   
  Surface model/carrier number fl uctuation 

model  ,   65   
  Switched-biasing amplifi er 

 bandwidth  ,   231  
 charge trapping and de-trapping  ,   230  
 gate biasing voltage  ,   230  
 MOS transistor  ,   231  
 MOSFET  ,   232  
 off-state operation  ,   230  
 on-state operation  ,   230  
 switching/cycling  ,   230   

  Switched-capacitor-based stimulation  ,   102   
  Switch-mode power supply (SMPS)  ,   39–41         
  System-on-chip (SoC)  ,   60        

 T 
  Teleactuation  ,   32    
  Telemetry  ,   31   ,   32     
  Thalamotomy  ,   314   
  Thermal/Johnson–Nyquist noise  ,   65   
  Thoracic diaphragm  ,   356   
  Thoracotomy  ,   363   
  Timer circuit  ,   99    
  Timer IC-based pulse generator  ,   141–142     
  Timer ICs 

 astable mode  ,   120   ,   126–130     
 bistable mode  ,   120  
 block diagram  ,   121–122    
 building block approach  ,   120  
 control and generation of pulses  ,   120   ,   121  
 monostable mode  ,   120     ( see also 

  Monostable multivibrator )  
 PAM  ,   130   ,   131  
 pin diagram  ,   121   ,   122   

 pulse position modulation  ,   131–132   
 PWM  ,   125   ,   126   

  Timing circuits   . See  Timer ICs  
  Tined lead  ,   375     
  Tissue response modifi ers (TRMs)  ,   256   
  Tonotopy  ,   384   
  Transceiver  ,   36    
  Transconductance amplifi er  ,   94   
  Transdermal method 

 advantages  ,   412  
 limitations  ,   413    

  Transference effi ciency  ,   35   
  Transistor models 

 implantable electronics  ,   71    
  Trapping mechanisms  ,   65   
  Tremor 

 description  ,   312  
 propranolol  ,   313  
 traumatic brain injury  ,   312   

  TRMs   . See  Tissue response modifi ers (TRMs)  
  Twin-tub CMOS  ,   56   ,   57     

 U 
  Ubiquitous health monitoring (UHM)  ,   222   
  UHM   . See  Ubiquitous health monitoring 

(UHM)  
  Unipolar and bipolar stimulation 

 anode  ,   271  
 cathode  ,   271  
 current threshold  ,   272  
 pulse generator  ,   271  
 signal-to-noise ratio  ,   272  
 voltage threshold  ,   272   

  Universal Software Radio Peripheral (USRP)  , 
  216   

  Urinary incontinence  ,   371   ,   372    
  Urinary system 

 bladder fi lling  ,   370  
 communication  ,   371  
 components  ,   370  
 sphincter muscle  ,   370   

  USB port  ,   36    
  USRP   . See  Universal Software Radio 

Peripheral (USRP)    

 V 
  Vagus nerve stimulation (VNS) 

 afferent  ,   345  
 antidepressant  ,   348–349    
 brain neurotransmitters  ,   345  
 cranial nerves  ,   343   ,   344  
 depression  ,   348  
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 drawbacks  ,   349   
 efferent  ,   345  
 electrical signal generator  ,   346  
 electrodes  ,   347  
 epileptic seizures  ,   341–342  
 extracranium  ,   341  
 heart failure and fi bromyalgia (rheumatic 

condition)  ,   343  
 implantation  ,   346–348     
 innocuous and effectual subordinate 

method  ,   351  
 limbic system  ,   344  
 magnetic transducer (wand)  ,   347  
 mixed nerve  ,   345  
 obesity treatment  ,   350   
 parasympathetic nervous system  ,   343  
 refractory seizures  ,   342   
 rheumatoid arthritis  ,   350   ,   351  
 thoracic and abdominal viscera  ,   343  
 visceral organs  ,   343   ,   345  
 wandering  ,   343   

  Voltage multiplier  ,   96–98       
  Voltage regulator 

 bandgap reference circuit  ,   38  
 bandgap voltage reference circuit  ,   40–43        

 EMI  ,   38  
 linear  ,   38   ,   39   
 SMPS  ,   39–41         

  Voltage source  ,   92   ,   93   
  Voltage-controlled current source (VCCS)  ,   94   
  Voltage-controlled stimulation (VCS)  ,   101   , 

  103    
  Voltage-mode sense amplifi er  ,   74   ,   75      
  Voltage-mode stimulation  ,   101–102       
  Voltage-to-current converter (VIC)  ,   94–96        

 W 
  Wireless charging  ,   186–188     
  Wireless communications   . See also  Inductive 

charging 
 percutaneous leads  ,   186  
 powering implants  ,   186–188    
 wireless charging  ,   186–188     

  Wireless power transmission system  ,   35     

 Z 
  Zener-type leakage  ,   61   
  Zero-order controlled release  ,   417        
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