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Preface

Today, the development of hardware in information acquisition and transmission has
led to information security being firmly tied up with person authentication. So far, the
most reliable and convenient solution is biometric identification technology. In China,
biometrics has been highlighted in many social and economic activities. For example,
the high mobility of large populations has created a big demand for accurate person
identification in China, and the “Internet Plus” strategy of the Chinese government has
given strong impetus to biometric technology in the Internet environment. Biometrics
will be integrated with the mobile Internet, cloud computing, and big data to improve
information security. Certainly, it has already shown its outstanding performance in
many other traditional applications. However, it cannot be denied that many biometric-
based solutions also have their limitations in real situations owing to the variability of
user environments.

In China, there are several scholars who have been concentrating on biometric tech-
nology, and significant contributions have recently been made in this domain. Therefore,
organizing an annual conference has become a sustaining platform to bring together these
talented biometric researchers and designers to share their outstanding work in this field.
This helps to promote the development of the theory and application of biometrics. The
Chinese Conference on Biometric Recognition (CCBR) has been successfully held in
Beijing, Hangzhou, Xi’an, Guangzhou, Jinan, and Shenyang nine times since 2000. The
10th Chinese Conference on Biometric Recognition (CCBR 2015) was held in Tianjin,
during November 13–15, 2015. This volume of conference proceedings contains 85
papers selected from among 120 submissions; all papers were carefully reviewed by three
reviewers on average in a double-blind manner. The papers address the following topics:
problems in face, fingerprint and palmprint, vein, iris, and ocular biometrics, behavioral
biometrics, applications and systems of biometrics, multi-biometrics and information
fusion, and other biometric recognition and processing issues.

We would like to express our sincere gratitude to all the contributors, reviewers, and
Program Committee and Organizing Committee members. They made this conference
a success. We also wish to acknowledge the support of the Chinese Association for
Artificial Intelligence, Springer, the Civil Aviation University of China, Tianjin
University of Science and Technology, and CASIA Institute of Intelligent Recognition
in Tianjin for sponsoring this conference. Special thanks are due to Jianzheng Liu,
Guimin Jia, Chuanlei Zhang, Yarui Zhang, Xi Zhao, Ruimin Li, and Weibing Liu for
their hard work in organizing the conference.

November 2015 Jinfeng Yang
Jucheng Yang
Zhenan Sun

Shiguang Shan
Weishi Zheng
Jianjiang Feng
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Adaptive Quotient Image with 3D Generic
Elastic Models for Pose and Illumination

Invariant Face Recognition

Zhongjun Wu and Weihong Deng(B)

School of Information and Communication Engineering, Beijing University of Posts
and Telecommunications, Beijing, China

wuzhongjun1992@126.com, whdeng@bupt.edu.cn

Abstract. Large pose and illumination variations are very challenging
for face recognition. In this paper, we address this challenge by com-
bining an Adaptive Quotient Image method with 3D Generic Elastic
Models (AQI-GEM). Frontal, neutral light face is re-rendered virtually
under varying illumination conditions by AQI. Nearly accurate 3D mod-
els are constructed from each re-rendered image by GEM so as to virtu-
ally synthesize images under varying poses and illumination conditions.
Pose-specific metrics are learnt for recognition. Experiments on Multi-
PIE demonstrate that it outperforms state-of-the-art face recognition
methods, with much simpler parameter tuning, and much less training
data.

Keywords: Face recognition ·Pose and illumination ·Face re-rendering ·
3D face construction

1 Introduction

Face recognition techniques have made great progress under active research these
years. However, under uncontrolled circumstance, the performance of face recog-
nition system may drop significantly affected by pose, illumination and expres-
sion variations. Pose and illumination problems are two main challenges that
unconstrained face recognition encounters.

Recently, 3D Generic Elastic Models (3D GEM) [1] was proposed as a low
computational but efficient 3D face modeling method which constructs near
accurate 3D model from a single frontal image. GEM-based method [2][3][4] get
satisfactory performance toward pose-invariant face recognition while no relevant
extension about illumination problem has been made on GEM.

Quotient Image Method (QI) [5] is a classical work of frontal face re-
rendering. Inspired by the ability of QI, in this paper, we combine an Adaptive
Quotient Image Method (AQI) with 3D GEM (called AQI-GEM) to address the
challenge of pose and illumination variations in face recognition. We modify the
alignment process in QI to achieve better face re-rendering results, which we
called AQI.
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 3–10, 2015.
DOI: 10.1007/978-3-319-25417-3 1
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(a) (b)

Fig. 1. (a)Visual illustration of overall off-line process. The 3D Models generated by
GEM are relatively rendered at yaw 0◦,−30◦,+30◦ from top to bottom. (b)3D GEM
face construction from a frontal face image.

The off-line process can be summarized as: Given a frontal, neutral light
face image, re-render it by AQI, virtually under various illumination conditions.
Construct 3D models from the re-rendered frontal images by GEM. Rotate them
under different pose in order to simulate face under different poses and illumi-
nation conditions (see Fig. 1(a)). In on-line recognition, pose of probe face is
estimated and an pose-specific metric learning is proposed for recognition.

This work makes three major contributions: (1)We combine Adaptive Quo-
tient Image method with 3D GEM with to simulate faces under different poses
and illumination conditions. (2)Uncertainty of illumination at the target pose
can be removed by our proposed metric learning method. (3)Large-scale exper-
iments on MultiPIE database [6] show that our AQI-GEM could outperform
state-of-the-art methods on pose and illumination invariant face recognition.

2 Adaptive Quotient Image

In this section, we first review the face re-rendering part of Quotient Image
method [5] and proposed our Adaptive Quotient Image.

2.1 Quotient Image

As a class of object, face can be considered as Lambertian surface with a
reflectance function: ρ(x, y)n(x, y)T s, 0 ≤ ρ(x, y) ≤ 1 is the surface reflectance
(gray-level) and n(x, y) is the surface normal direction (associated with point
(x, y)) in the image, and s is the point light source direction whose magnitude
is light source intensity [5].

Face (frontal) is then treated in [5] as an Ideal Class of Object, i.e., the
objects that have same shape but differ in the surface albedo. Under this
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(a) (b)

Fig. 2. (a)Visual illustration of “shape free” process in AQI. (b)Example results of re-
rendered faces. First row: Ground truth images captured under specific illuminations;
Second row: Corresponding re-rendered results by AQI; The result images of AQI are
close to the ground truth images (close to nature).

assumption, the Quotient Image Qy(u, v) of object y against object a is defined:
Qy(u, v) = ρy(u,v)

ρa(u,v) , where u, v range over the image. Thus, the image Qy depends
only on the relative surface texture information and is independent of illumi-
nation. A bootstrap set containing N faces under three unknown independent
illumination (totally 3N images) is employed. Qy of a input image Y (u, v) can
be calculated as Qy(u, v) = Y (u,v)∑

j Āj(u,v)xj
, where Āj(u, v) is the average of images

under illumination j in the bootstrap set and xj can be determined by the boot-
strap set images and the input image Y (u, v). The image space created by the
input object y, under varying illumination, is spanned by the product of images
Qy and

∑
j Ājzj for all choices of zj .

2.2 Adaptive Quotient Image

The definition of Ideal Class of Object in QI can not be well satisfied in by the
“roughly” alignment way in [5] (the center of mass was aligned and scale was
corrected manually). Therefore, we modify the face alignment process to almost
entirely meet the Ideal Class of Objects definition, as is described below.

(1)“Shape Free”: 77 corresponding 2D facial landmarks (detected by STASM
[7]) of all the bootstrap set images and input image are aligned to the same
positions, that is to say, the distinct shapes of different faces are transformed
to a reference shape (see Fig. 2(a) for detail). Quotient Image method is then
applied on the “shape free” images for face re-rendering.

(2)“Reference Shape” back to “Distinct Shape”: The re-rendered images have
to be transformed to the original shape of that object. This procedure is in inverse
process of “shape free”, transforming the reference mesh to the distinct mesh of
the input object.

Fig. 2(b) shows example results of faces re-rendered by AQI . Ground truth
images refer to frontal images captured under specific illumination conditions.
The result images of AQI are close to ground truth images.
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3 3D Face Reconstruction by GEM

Generic Elastic Models (GEM) [1] was introduced as a low computational but
efficient 3D modeling method which generates nearly accurate 3D face model
from a single frontal face by elastically deforming a generic depth map based on
the (x, y) spatial positions of the input face.

Fig. 1(b) shows the GEM framework with our implementation. We then
generate 3D GEMs from the re-rendered images from AQI. The resulting 3D
models can be rendered at different poses to obtain novel views so as to synthesize
faces under different poses and illuminations conditions.

Why the face image under specific illumination at non-frontal view point can
be synthesized by the 3D models that is constructed from the frontal faces (same
object) under corresponding illumination, rendered at the same pose?

As is mentioned, face can be represented as Lambertian surface with the
function: ρ(x, y)n(x, y)T s. No variable in this formula will be affected by alter-
ing the view point. That is to say, under the specific illumination condition, the
intensity of a certain vertex on a face will not change when altering the view
point. Therefore, the constructed 3D models under different illuminations virtu-
ally can be rendered at different poses to synthesize faces under different poses
and various illumination conditions.

4 Face Recognition via Pose-Specific Metric

The recognition task requires us to match a non-frontal input image under
unknown illumination to the corresponding identity in the database. The gal-
leries are 3D models virtually under different illuminations constructed from the
frontal, neutral light face images of all identities by AQI-GEM.

4.1 Pose Estimation and Alignment

Given an input non-frontal face, five facial fiducial landmarks are automatically
located by using SDM [8], including two eyes center, tip of the nose, two corners of
the mouth. A linear regression framework, enlightened by the face 3D Alignment
process in [9], is employed to make pose estimation based on the five landmarks.
This method provides a weak pose estimation. However, experimental results
shows that it still assures reasonable recognition rates.

Each 3D model in the database is rendered at the estimated pose and 2D
images are synthesized after 2D projection. The virtually rendered images and
probe image are aligned by a affine transformation, in order to compensate for
scaling and in-plane rotation, using two eyes and midpoint of two mouth corners.
Specifically, faces are aligned to 65× 75 pixels with eyes position of (15, 20) and
(50, 20) and midpoint of mouth corners position of (32.5, 60) (see Fig. 3(a)).
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(a) (b)

Fig. 3. (a)Aligned faces of quantized poses (yaw −50◦ to +50◦ in step of 5◦) (b)The
geometric interpretation of a metric space at the yaw 45◦ pose. Three groups of rendered
images with varying lightings are mapped to [1; 0; 0]T ,[0; 1; 0]T ,[0; 0; 1]T respectively.

4.2 Recognition via Pose-Specific Metric

The 3D continuous pose space can be divided into limited number of quantized
poses. For example, one could be sampled along the yaw with a range of ±90
degrees at steps of 5 degrees (see Fig. 3(a)). At each quantized poses, we render
the 3D models with virtually varying illumination of each gallery subject as the
training set, and learn a transformation matrix Wp by which the illumination
subspace of each subject (at this pose) is mapped to the corresponding class
indicator vector. Fig. 3(b) illustrates a geometric interpretation of this mapping
at the yaw pose of 45◦. The purpose of this mapping is to eliminate the illu-
mination uncertainty at this pose by mapping the illumination subspace to a
single point. At the same time, this mapping could enhance the discrimination
between similar faces by mapping them to equidistant targets.

This method is termed “Linear Regression of an Indicator Matrix” in [10], and
optimal mapping matrices are readily computed by the least-square regression.
Specifically, to minimize the sum of square error, the optimal transformation
matrix can be computed as: Wp = Y X†

p, derived from the mapping equation:
Y = WpXp, where X† denotes the generalized inverse of X, X is the stacked
feature vectors of all rendered images at the pose p, Y is the corresponding
stacked class indictor vectors.

For automatic recognition, we estimate the pose of the probe image using
head pose estimator, index the nearest quantized pose p, and recognize the image
using the corresponding Pose-Specific Metric (called pose quantization strat-
egy). The response vector y is derived by a linear transformation: y = Wpx,
where x is the feature vector of probe face, and the recognition result is deter-
mined by the largest component of the response vector y. Also, another strategy
called pose quantization plus search range can be defined as using the
corresponding Pose-Specific Metrics of the most two nearest quantized pose to
determine the recognition result.
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5 Experiments and Results

MultiPIE face database from CMU [6] contains 754,204 images of 337 identities,
where each identity has images captured under 15 poses and 20 illuminations
in four sessions during different periods. Setting-III was introduced in [11][12],
for the evaluation on robustness of recognition algorithms across pose and illu-
mination.

Setting-III adopts images in session one for training and test, which has
249 identities. Images from −45◦ to +45◦ (seven poses) under 20 illuminations
(marked as ID 00-19) are used. Images of first 100 identities are for training,
and the images of the remaining 149 identities for test. During test, one frontal
image of each identity in the test set is selected in the gallery. The remaining
images from −45◦ to +45◦ except 0◦ are selected as probes. All images that we
selected were converted to gray scale.

For AQI-GEM, the frontal image under illumination marked as ID 07 of
each identity in the test set is chosen in the gallery (the input image of our AQI
method). We empirically select frontal images of 12 identities from the first 100
identities (id 001, 002, 007, 008, 011, 012, 016, 019, 025, 026, 042, 047), under
illuminations marked as ID 00-19 except 07, as the bootstrap set in AQI. Such
small size bootstrap set is sufficient to achieve reasonable re-rendering results.
The feature that we extract from the rendered images and probe image is LBP.

Our experiments compare the AQI-GEM to three existing state-of-the-art
pose and illumination invariant methods. (1)Li [11] represents a test face as a
linear combination of training images, and utilizes the regularized linear regres-
sion coefficients as features for face recognition. (2)RL+LDA [12] first recon-
structs the frontal-view face images using FIP features extracted from an image
under any pose and illumination, and then applies LDA to further enhance class
separation. (3)CPF [13] is a recent work which can rotate an arbitrary pose
and illumination image to a target-pose face image by multi-task deep neural
network.

We have tested three pose strategies: (1)Matching against true pose (assum-
ing that true pose is pre-known); (2)Matching by pose quantization strategy;
(3)Matching by pose quantization plus search range strategy.

5.1 Results

Table. 1 and Table. 2 report results of Setting III. The recognition rate under
a pose is the averaged result over all the possible illuminations (marked as id 00-
19, 07 excluded). Similarly, the recognition rate under one illumination condition
is the averaged result of all possible poses (−45◦

∼ +45◦, 0◦ excluded).
The overall recognition rate of PS �2 is just 0.3% lower than that of PS �1,

indicating that our pose estimator is reliable and performance won’t be affected
significantly by the slight error between true pose and estimated pose.

PS �1 achieves best performance under −15◦, +15◦, +30◦, indicating that,
under small angles (deviating from frontal), using the true pose gets best per-
formance. It is noticed that PS �3 boost the performance of PS �1 under 45◦ by
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Table 1. Average Recognition Rate (Percent) on Different Poses under Setting-III.
The Best Performance Are in Bold. Pose Strategy is as PS for simplification.

Methods −45◦ −30◦ −15◦ +15◦ +30◦ +45◦ Avg.
Li [11] 63.5 69.3 79.7 75.6 71.6 54.6 69.3
RL [12]+LDA 67.1 74.6 86.1 83.3 75.3 61.8 74.7
CPF [13] 73.0 81.7 89.4 89.5 80.4 70.3 80.7
AQI-GEM (PS �1) 76.5 88.3 98.5 99.2 95.4 84.3 90.4
AQI-GEM (PS �2) 76.3 89.5 97.0 98.3 94.1 85.1 90.1
AQI-GEM (PS �3) 79.0 90.3 97.0 98.3 94.7 87.4 91.1

Table 2. Average Recognition Rate (Percent) on Different Illuminations conditions
under Setting-III. The Best Performance Are in Bold. Pose Strategy is as PS for
simplification.

Methods 00 01 02 03 04 05 06 08 09 10
Li [11] 51.5 49.2 55.7 62.7 79.5 88.3 97.5 97.7 91.0 79.0
RL [12]+LDA 72.8 75.8 75.8 75.7 75.7 75.7 75.7 75.7 75.7 75.7
CPF [13] 59.7 70.6 76.3 79.1 85.1 89.4 91.3 92.3 90.6 86.5
AQI-GEM (PS �1) 85.7 78.0 82.3 87.8 92.5 96.0 98.7 99.0 97.4 95.1
AQI-GEM (PS �2) 85.8 75.1 81.3 87.1 93.0 96.7 99.1 99.0 98.0 95.0
AQI-GEM (PS �3) 87.4 76.4 82.7 87.7 94.7 97.1 99.4 99.6 98.0 95.5

11 12 13 14 15 16 17 18 19 Avg.
Li [11] 64.8 54.3 47.7 67.3 67.7 75.5 69.5 67.3 50.8 69.3
RL [12]+LDA 75.7 75.7 75.7 73.4 73.4 73.4 73.4 72.9 72.9 74.7
CPF [13] 81.2 77.5 72.8 82.3 84.2 86.5 85.9 82.9 59.2 80.7
AQI-GEM (PS �1) 89.0 83.0 75.7 93.3 94.7 95.6 95.3 92.7 85.2 90.4
AQI-GEM (PS �2) 88.6 81.3 76.5 92.0 94.7 95.2 94.7 93.0 85.1 90.1
AQI-GEM (PS �3) 89.8 84.1 77.7 92.7 95.3 96.9 95.9 94.9 85.8 91.1

an average margin of 2.8%, showing that strategy of pose quantization plus
search range works well under large angles.

The overall performance of AQI-GEM PS �3, 91.1%, is around 10% better
than that of the state-of-the-art [13], which clearly validates the superiority of
AQI-GEM, for the reason that frontal, neutral light images are re-rendered by
AQI realistically, faces under different poses and illumination conditions virtually
can be synthesized, and illumination uncertainty is removed at the target pose.

6 Conclusion

Identifying subjects with variations caused by different poses and illumination
conditions is an extremely challenging problem in face recognition, since the
appearance and texture difference caused by poses and illumination conditions
is difficult to model. In this paper, we make adaption on Quotient Image method
(called Adaptive Quotient Image, AQI) to achieve more natural results on face
re-rendering. We combine AQI with GEMs in order to virtually synthesize images
under different poses and illumination conditions. A pose-specific metric learning
method is also proposed to remove illumination uncertainty at the target pose.
Experiments on MultiPIE database show that our AQI-GEM achieves state-
of-the-art recognition rates, with extremely simple parameter tuning and few
training data, compared to other methods.
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Abstract. The security of the face recognition technology has attracted more 
and more attention because of the wide applications of this technology. A lot of 
studies on face liveness detection have been performed. In this paper, we cast 
the face liveness detection problem as a classification problem to distinguish the 
images of true faces and photo samples based on the rank analysis of sample 
matrices. We assume that the rank of the true face sample matrix is much higher 
than that of the photo sample matrix under an ideal situation. If we denoise the 
real world samples and convert them into pure samples, we can find a well 
boundary, that is, a basis for liveness detection. Experiments are conducted on 
the NUAA imposter database to verify the efficiency of the proposed method. 

Keywords: Face liveness · Eye sequence · Low rank · Classification basis 

1 Introduction 

The face recognition technology is one of the most popular biometrics technologies in 
pattern recognition field [1-3]. More and more attentions have been paid to the safety 
of the face recognition system. Face liveness detection has become an important 
means to identify the cheating behaviors to the face recognition system. The ways of 
cheating 2D face recognition systems include using the photo and the short video of 
an authorized user to spoof the system [4]. The photo attack seems to be the easiest 
and cheapest cheating approach because facial images of users are easily available.  

Many methods to resist the photo attack have been proposed. These methods can 
be classified from different perspectives. Some methods perform the face liveness 
detection using only one single facial image. Most of such methods detect photo at-
tacks by analyzing the texture features of the captured facial images. The most widely 
used texture feature is the local binary pattern (LBP) [5]. Määttä J et al. [6] used the 
multi-scale LBP of one single facial image for face liveness detection. The individual 
histograms produced by the multi-scale LBP were combined into a concatenated fea-
ture histogram. Finally, the obtained feature histogram was used for classification by 
a nonlinear SVM classifier. LBP can also combine with other features such as  
frequency [7] and local shape [8]. However, LBP has its inherent weaknesses:  
noise-sensitive and weak performance in flat regions [9]. Such drawbacks would be 
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amplified when the attacking photo with high quality. For example, the light reflec-
tion on a high resolution photo will not generate obvious reflective stripe which can 
be captured by frequency or texture analysis. 

Other methods make a decision by analyzing a continuous image sequence of one’s 
face or some facial parts. The optical flow field based methods differentiate liveness 
and photo by analyzing four types of optical flow field generated by 2D and 3D ob-
jects. There are some existing optical flow algorithms [10, 11]. In the facial part anal-
ysis methods, eye area is the most popular area that has been discussed because of 
eye-blink. In [12], the authors adopted a motion magnification operation before live-
ness detection to improve the facial expressions from one’s video sequence. LBP is 
still an important technique for the algorithm in [12]. In [13], the authors constructed 
a Conditional Random Field (CRF) framework to model eye-blink behaviors. In addi-
tion, they used a discriminative measure of eye states to improve the classification 
performance. The complexity of the image sequences based methods is higher than 
that of the one single image based methods. 

Face liveness detection plays an important role to ensure the security of a face rec-
ognition system during the recognition stage. Considering the safety of the whole 
recognition process and the computation and preprocessing cost, the eye image  
sequence is a good target for liveness detection research. 

In this paper, we cast the face liveness detection problem as a problem of classifi-
cation for matrices. We argue that the matrices ranks of the liveness and photo sam-
ples are different. The rank of the liveness sample matrix is much higher than that of 
the photo sample matrix under an ideal situation. If we denoise the real world samples 
and revert them to pure samples, we can find a well boundary, that is, a basis for live-
ness detection. We conduct a series of experiments to verify the classification perfor-
mance of the obtained basis. 

2 Motivations 

One sample is consisted by an eye image sequence. Assume that there is a dataset 
X={X1, X2, …, Xc}which contains c samples from the same class. Xi (0<i≤c) in-
cludesi eye images. Each eye image in Xi is resized into a vector, and stack these 
vectors as columns of a matrix  

1 2[ , ,..., ], 0
ii iX x x x    (1)

where xi represents the ith frame of Xi, and the length of Xi, that is, the number of 
frames in Xi.  

In the face liveness detection task, there are two kinds of samples: photo and live-
ness. In the ideal situation, frames in a photo sample are with little differences, which 
produces a low-rank of the photo sample matrix. Besides, the rank of a liveness sam-
ple matrix is much higher because of the facial movements (such as blink). Fig. 1 
takes several images of the liveness and photo samples from the NUAA database for 
example to explain the motivation visually.  
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Fig. 1. An example of the representation of liveness and photo samples. 

We can obtain the conclusion that there exist a threshold or a boundary 1 about 
rank to differentiate liveness samples from photo samples. Let ω1 be the set of live-
ness samples and ω0 the set of photo samples. The classification rules can be defined 
as follow: 

1 1

0 1

, ( )
( )

, ( )
X rank X

X
X rank X

 
 

 
    

. (2)

If the rank of Xi satisfies the condition that rank(Xi)≥1, we consider Xi as a liveness 
sample and vice versa. If the lengths of the samples are different, we should divide the 
rank of each sample by its length for equalization. In this case, rank(Xi) can be rewrit-
ten as rank(Xi) /γi. 

3 Proposed Method 

3.1 Sample Noising Model 

We assume that the photo sample matrix has a low rank. However, most of the sam-
ples we obtained in reality are not of low rank. Thus, we consider that there exist 
noises which increase some small eigenvalues to the matrices of the real samples. 
Suppose that the sample noising model is 

A L N  , (3)

where A denotes the real world sample matrix, L is a low-rank sample matrix, and N 
is an additive Gaussian white noise with standard deviation . The smaller the norm 
of N is, the closer A gets to L, which means that the outcome fits the ideal situation.  

According to (3), there exists an optimal solution of L. We adopt a matrix denoising 
scheme to solve the optimal solution of L: 

2*
*

1arg min
2 FL

L A L L   ,                                              (4) 

where
*

L denotes the nuclear norm of a matrix, i.e., sum of singular values.  is a 
hyper-parameter to balance the square loss function and the regulation function. 
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3.2 Solutions of the Noising Model 

Equation(4) can be solved by SVD as follow: 
*
1

*

*

T

n

L U V




 
 

  
 
 



, 

(5)

where U and V are the left and right singular vector matrices of A, respectively. 
Then we solve i

* using the soft thresholding operation: 
* max( ,0) ( )i i isign     , (6)

where i is the singular value of A, and  is the hyper-parameter mentioned in (4). 
Since i is always positive, Eq.(6) can be simplified as 

* max( ,0)i i    . (7)

After the thresholding operation, rank(L*) is just the number of non-zero singular 
values i

*. 
The physical interpretation of  is the standard deviation of the noise .  

To estimate , we adopt the following adaptive strategy 

1
1

r

i
i

  


  , (8)

or 

1 *
A  . (9)

As the energy weight of the noise in the noisy data, 1 can be learned or trained by 
minimizing the training error. 

3.3 Basis for Classification  

Once 1 is given, the distributions of ranks of two classes of samples are available. 
Then a classification boundary 2 (or decision surface) can be set by either Bayes rule 
or k-means clustering. Fig. 2 simulates the distribution of two classes and their classi-
fication boundary with a given θ1.  

 
Fig. 2. A simulation of the distribution of two classes and their classification boundary with a 
givenθ1. The blue bell curve represents the photo samples and the red one the liveness  
samples. Assume that the samples from one single class form a normal distribution. 
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A Bayesian minimal error rate can be solved, that is, 1( )ER  is essentially dependent 
on 1. Thus, 1 can be determined by: 

1 arg min ( )ER


   (10)

The solution of (10) can be solved by enumerating. 

3.4 The Proposed Algorithm  

Given an image set of the liveness or photo samples, there are two part of searching 
for the classification basis. The first part is to preprocess the sample set and obtain the 
relative data about its singular values which to be used in the second part. The second 
part is to enumerate an optimal boundary between two types of data with a given 1. 

The preprocess of a sample set: 

 Given a set of one type of sample sequences A={A1, A2,…, Ac} 
 For each AiA  

1) Transfer a sequence into a matrix 
1 2[ , ,..., ], 0

ii iA a a a    

2) Do SVD to Ai, and obtain its singular values 1 2{ , ,..., }r    

3) Sum the singular values of Ai using 
1

i

r

A j
j

s 


   

 Obtain a data set about class A,
1 2

{ , ,..., }
cA A A AS s s s  

The process of training a classification basis between two sample classes with a 
given (0 <1< 1): 

 Given two preprocessed data set of different classes 

1 2
{ , ,..., }

cA A A AS s s s  and 
1 2

{ , ,..., }
dB B B BS s s s  

 Estimate the  of every sample, then we have 1A AE S  and 1B BE S  

 Enumerate an optimal boundary between EA and EB: 2  
 

Within the range of 1, we are able to find an optimal value. The 2 connected with 
the optimal 1 value produces a minimum Bayesian minimal error rate. The specific 1 
and the corresponding 2 form a basis for classification of face liveness detection. 

4 Experiments 

In order to verify the feasibility of our method, we did experiments on the NUAA 
imposter database [13]. The target of our experiments is the eye areas of the pictures 
of the database. We detected the eye areas of the pictures in the same size of 32×16. 
Due to the symmetry of eyes in a face, we just need to consider the left-eye image 
sequences. 
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Fig. 3. Histograms of EA and EB with the increase ofθ1when the length of samples is 15. The 
histograms in red are from liveness samples, while those in blue are from photo samples. 

The NUAA imposter database includes 15 subjects. The images of this database 
are collected in three sessions. The first session is the only session which involves all 
the subjects. This session contains no special location and light conditions which 
needs extra preprocess such as image alignments. Moreover, our experiments focus 
on the feasibility of the classification basis in general cases. Thus, we paid most of 
our attention to the first session in the experiments.  

There are 9 subjects involved in the first session of the database. The length of 
each sequence from a subject in a certain session is about 100 or more. In our tests, 
we observed the effect of 1 under a fixed length of samples. In the experiments, 1 is 
increased by 0.1 from 0.1 to 0.9 under a fixed length.  

Let EA and EB be the super-parameter set of liveness and photo samples, respectively. 
Fig. 3 is the histograms of EA and EB when the length of the samples is 15. With the 
increase of 1, the difference between liveness and photo samples is becoming more and 
more apparent. Especially, Fig. 3(i) fits Fig. 2 very well. When the samples of liveness 
and photo can be well divided, most of the values in EA is larger than those in EB. 

Due to the Frames per Second (FPS) of the general web camera is 15 at least and 
60 at most, we can fix the length of image sequence between 15 and 60 in practice. 
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Table 1. The error rate for different sequence length (1=0.90). 

Sequence 
length 

10 15 20 25 30 35 40 45 50 55 60 65 

Error rate 0.28 0.22 0.23 0.16 0.16 0.12 0.11 0.10 0.11 0.12 0.13 0.13 
 
Table. 1 shows the error rate for different sequence length. Given a fixed 1, the 

change of the error rates obtained with different lengths of the samples is steady. 
When the length of the samples is above 30, the error rate would fluctuate around 
some value. Thus, we can make a conclusion that the performance of our method is 
independent with the length of the samples. When the length of a sample is too short, 
the dimension of the sample matrix is not enough to produces a comparable rank. 

 
Fig. 4. The error rate for different sequence length when the range of 1 is from 0.90 to 0.99. 

We narrow the range of 1 from 0.9 to 0.99 according to the conclusion of Fig. 3. 
The error rates for different sequence lengths are shown in Fig. 4. When the length of 
sequences is small, the error rate drops obviously with the increase of 1. The overall 
error rates tend to be smaller with the increase of 1. 

5 Conclusion 

In this paper, we analyzed the differences between liveness and photo sample matric-
es, and argued that the matrices ranks of the liveness and photo samples can be used 
to distinguish the images of true faces and photo samples. We found a boundary 
which can be seen as a basis for liveness detection during the process of denoising the 
real world samples. Such a novel basis is related to the matrices ranks of the samples. 
Through the experiments, we verified that the obtained basis is able to classify live-
ness and photo samples. 
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Abstract. The existing Kernel Nonnegative Matrix Factorization
(KNMF) cannot ensure the non-negativity of the mapped data in the
kernel feature space. This is called the nonnegative in-compatible prob-
lem of KNMF. To tackle this problem, this paper presents a new method-
ology to construct Nonnegative Compatible Kernel (NC-Kernel) for face
recognition. We obtain a Nonnegative Nonlinear Mapping (NN-Mapping)
by using the techniques of symmetric NMF and nonnegative interpola-
tion strategy. The symmetric function generated by the NN-Mapping is
proven to be a nonnegative compatible Mercer kernel function. We apply
the NC-Kernel to the Kernel Principle Component Analysis (KPCA)
and KNMF for face recognition. The ORL and Pain Expression face
databases are selected for evaluations. Experimental results indicate our
NC-Kernel based methods outperform some RBF or polynomial kernel
based algorithms.

Keywords: Kernel Nonnegative Matrix Factorization · Nonnegative
nonlinear mapping · Face recognition

1 Introduction

Face recognition technologies have been extensively developed in the past
decades. One of the challenges for face recognition is the extraction of robust
facial features. PCA [1] and NMF [2–5] are the classical methods for feature
extraction. PCA aims to reduce the dimensionality of sample by extracting the
principal component. It projects the sample along the directions where the vari-
ance is largest. NMF aims to express the facial images using the nonnegative
linear combination of part-based images. It decomposes the sample matrix into
two nonnegative matrices, that is the basis matrix and coefficient matrix. The
non-negativity of NMF is natural to reflect the intuition of combining the parts
to form a whole.

PCA and NMF are linear methods. However, the facial images are always
nonlinearly distributed due to complicated variations such as illumination, facial
expression, pose and occlusion. The linear methods cannot discover the nonlin-
ear structure of the facial images. In order to extract nonlinear facial features,

c© Springer International Publishing Switzerland 2015
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the kernel methods are widely used. The idea of kernel methods is to map the
samples into a high dimensional space F via a nonlinear mapping ϕ firstly,
then the classical linear methods are used in F . The dimensionality of F could
be very large, even infinite. A kernel function can be used to characterize the
inner product in F , which could potentially reduce the computational costs. The
common kernel functions are radial basis function (RBF) and polynomial ker-
nel function. Recently, several KNMF algorithms have been developed [6–8,13]
and successfully applied to face recognition. They aim to represent the mapped
facial images as nonnegative linear combinations of basis in F . Nevertheless,
these KNMF methods cannot guarantee that the images of the implicit non-
linear mappings are nonnegative in F . For example, [13] can only ensure the
non-negativity of the pre-images and coefficients. So, the kernel functions are
in-compatible under nonnegative constraints.

To address the nonnegative compatible problem of KNMF methods, this
paper proposes a novel methodology to construct a Nonnegative Compatible
Kernel (NC-Kernel) for face recognition. At first, a kernel matrix K is generated
upon the training samples. Then K is decomposed by Symmetric NMF (SNMF)
[9] to obtain a nonlinear mapping, which is nonnegative and well-defined on the
training samples. The interpolation strategy is utilized to non-negatively extend
the nonnegative nonlinear mapping to the whole sample space. The constructed
NC-kernel function is proven to be a valid Mercer kernel based on the kernel
theory [10,11] and successfully applied to some kernel based algorithms for face
recognition. Experimental results indicate the high performance of the proposed
NC-kernel function.

The rest of the paper is organized as follows: Section 2 proposes our non-
negative compatible kernel. In section 3, the proposed nonnegative compatible
kernel is applied to face recognition. Section 4 draws the conclusions.

2 Nonnegative Compatible Kernel Construction

This section proposes a method to construct a nonnegative compatible kernel
using SNMF and interpolation. The training sample set X = {x1, · · · , xn}. The
dimension of the training sample is m. And the training sample matrix is denoted
as X = [x1, x2, · · · , xn] ∈ R

m×n
+ , where R+ denotes the set of nonnegative real

numbers.

2.1 Symmetric NMF

This subsection will briefly introduce symmetric NMF algorithm. Details can be
found in literature [9]. Given a nonnegative symmetric and positive semi-definite
matrix K ∈ R

n×n
+ , SNMF finds a nonnegative matrix P ∈ R

n×r
+ such that

K ≈ PPT .
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The beta divergence is selected to measure the errors between K and K̂

Dβ(K̂||K) =
∑

ij

[K̂ij

K̂β
ij − Kβ

ij

β(β + 1)
+ Kβ

ij

Kij − K̂ij

β + 1
]

=
∑

ij

[
Kβ+1

ij

β + 1
− Kβ

ij

β
K̂ij +

K̂β+1
ij

β(β + 1)
]

The optimization problem becomes:

min
P≥0

Dβ(PPT ||K) (1)

The update rules of P can be obtained by coordinate descent method:

Pnk ← Pnk
2β+1

√
(KβPnk)

[(PPT )βP ]nk
, (2)

where Kβ � (Kβ
ij)N×N , (PPT )β � [(PPT )β

ij ]N×N .

2.2 Nonnegative Interpolatory Basis Function Construction

We construct n nonnegative interpolatory basis functions Li(x) as follows

Li(x) =
γi(x)

∑
j γj(x)

(3)

where γi(x) =
∏

p�=i ‖x − xp‖, p = 1, 2, · · · , n, x ∈ Rm. It can be easily seen that
γi(x) has the following property:

γi(x) =
{∏

p�=i ‖xi − xp‖, x = xi

0, x ∈ X\{xi}.

Thus, the interpolatory basis function Li(x) satisfies that:

Li(xp) =
{

1, p = i
0, p �= i

, for all xp ∈ X.

From (3), we see that basis function Li(x) is bounded and its range is in the
internal [0, 1]. For convenience, we denote a interpolatory basis vector function
L(x) as follow:

L(x) = [L1(x), L2(x), · · · , Ln(x)]T . (4)

2.3 Nonnegative Compatible Kernel Construction

The kernel matrix K is computed by the RBF kernel upon the training sample
set X :

Kij = kRBF (xi, xj) = exp(
−||xi − xj ||2

t
), (5)
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where t > 0. The matrix K is a symmetric and positive semi-definite matrix. By
performing SNMF on K, we have K ≈ PPT ∈ R

n×n
+ , where

PT = [p1, p2, · · · , pn]. (6)

A nonlinear mapping ϕ is defined on the training sample set X by

ϕ(xi) = pi, i = 1, 2, · · · , n.

To extend the nonnegative nonlinear mapping to the whole sample space Rm, we
use the interpolatory technique. In details, we denote the nonnegative nonlinear
mapping ϕ as follows:

ϕ(x) = PT · L(x), x ∈ R
m (7)

where L(x) is the nonnegative interpolatory basis vector function defined by (4)
and matrix P is computed by (6). Then, the function k(x, y) is denoted by:

k(x, y) = 〈ϕ(x), ϕ(y)〉,

where 〈ϕ(x), ϕ(y)〉 is the inner product of ϕ(x) and ϕ(y). It can be directly got
that

k(x, y) = LT (x)KL(y). (8)

In order to show that the function k(x, y) is a Mercer kernel which is defined
by (8), the following lemma is used.

Lemma 1. [10] If k(x, y) is a symmetric function defined on R
m × R

m , and
for any finite data set, it always yields a symmetric and positive semi-definite
matrix K = (Kij)n×n, where Kij = k(yi, yj), i, j = 1, 2, · · · , n, then function
k(x, y) is a Mercer kernel function.

Theorem 1. The function k(x, y) = LT (x)KL(y), x ∈ R
m, y ∈ R

m, is a Mer-
cer kernel function, where L(·) and K are defined by (4) and (5) respectively.

Proof. It is obvious that function k(x, y) is apparently a symmetric function. So
it is only to show that the Gram matrix G which is yielded by k(x, y) on any finite
training data is a positive semi-definite matrix. For any finite training sample
set {yl|l = 1, 2, · · · , N} ⊂ R

m, the Gram matrix G can be computed as G =
[k(yl, ys)]N×N . If we denote matrix LN by LN = [L(y1), L(y2), · · · , L(yN )]n×N ,
then Gram matrix G can be rewritten as G = LT

NKLN . For any column vector
α ∈ Rn, we have

αT Gα = (LNα)T K(LNα) ≥ 0,

using the fact that K is a positive semi-definite matrix. So we can infer that
the matrix G is a symmetric and positive semi-definite matrix. The theorem is
concluded from Lemma 1 immediately.

We see that the nonlinear mapping defined in (7) is nonnegative. So the proposed
kernel in (8) is nonnegative compatible.
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3 Experimental Results

In this section, the proposed method will be performed in two face databases.
Our nonnegative nonlinear mapping will be used in KPCA [12] and KNMF,
named NCKPCA and NCKNMF, respectively. The compared algorithms are
KPCA (RBF kernel) and PNMF (polynomial kernel). In KPCA and NCKPCA,
we keep the eigenvectors whose eigenvalues are large than 0.001. In PNMF and
NCKNMF, the maximal number of iteration is 800. The parameters in SNMF
are set as β = 1, and the maximal number of iteration is 500. The degree of the
polynomial kernel is set as d = 0.5 in KNMF-based methods. In KPCA-based
methods, the parameters of RBF kernel function is set as t = 5 × 103. The
whole database is randomly divided into training set and test set. The accuracy
is computed using nearest neighbor classifier. The experiments are repeated 10
times and the average accuracies are recorded.

3.1 Experiments on ORL Database

In the ORL database, there are 400 gray images with 40 persons. Each person
has 10 images with different poses and expressions. Images from one person are
shown in Figure 1. The size of each image is 112×92. So the dimensionality of the
sample is 10304. We use the wavelet transformation to reduce the dimensionality
of the image from 10304 to 750. The dimensionality of the extracted feature in
NMF-based methods is 350. We randomly select n (n = 2, 3, · · · , 9) images from
each person for training, while the rest (10 − n) images of each individual are
for testing.

Fig. 1. Images of one person from ORL database.

The results are shown in Table 1 and Figure 2. It is noted that NCKPCA is
superior to KPCA and NCKNMF outperforms PNMF. This indicates that the
nonnegative compatible kernel is more suitable for face recognition.

3.2 Experiments on Pain Expression Database

This database is a subset of Psychological Image Collection at Stirling (PICS).
There are 84 gray images with 12 women. Each woman has 7 images with dif-
ferent expressions such as happy, sad, surprised and doubtful. The images have
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Fig. 2. Recognition rate on ORL face database.

Table 1. Mean accuracy (%) versus Training Number (TN) on ORL database.

TN 2 3 4 5 6 7 8 9

KPCA 85.00 89.14 91.58 93.25 93.94 95.75 94.63 95.25
PNMF 81.00 87.50 90.00 92.35 94.75 96.00 95.13 96.00

NCKPCA 87.81 90.96 93.42 95.05 95.63 96.25 97.38 97.25
NCKNMF 85.03 89.54 91.33 92.90 95.44 96.83 96.50 96.75

variations in open/close eyes and open/close mouths. Images from two persons
are shown in Figure 3. The size of the original image is 181×241. Thus the dimen-
sionality of each image is 43621. The dimensionality of each image is reduced
to 2914 after the wavelet transformation. In NMF-based methods, the dimen-
sionality of the extracted feature is 350. We arbitrarily select n (n = 2, 3, · · · , 6)
images from each individual for training, while the rest (7 − n) images of each
individual are for testing.

Fig. 3. Images of two persons from pain expression database.
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The results are reported in Table 2 and Figure 4. It can be seen that NCK-
PCA is superior to KPCA and NCKNMF outperforms PNMF. The recognition
rate of NCKPCA increases from 83.00% with training number 2 to 94.17% with
training number 6, and the recognition rate of NCKNMF increases from 85.83%
with training number 2 to 94.17% with training number 6 respectively. The meth-
ods with nonnegative compatible kernel still perform better than other methods.
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Fig. 4. Recognition rate on pain expression face database.

Table 2. Mean accuracy (%) and standard deviation versus Training Number (TN)
on pain expression database.

TN 2 3 4 5 6

KPCA 82.50 87.50 88.61 90.42 92.50
PNMF 82.83 86.67 89.44 89.17 91.67

NCKPCA 83.00 88.54 90.56 91.67 94.17
NCKNMF 85.83 89.37 92.50 93.33 94.17

4 Conclusions

In this paper, we propose a methodology to construct nonnegative compatible
kernel. It is generated by making use of the SNMF and interpolation strategy.
We also obtain the explicit expression of the nonlinear mapping which ensures
the non-negativity of the mapped samples. The nonnegative compatible kernel
is used to KPCA and KNMF. Experimental results on ORL and pain expression
databases demonstrate the superiority of our methods.
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Abstract. This paper proposes a 3D face recognition approach using sphere 
depth image, which is robust to pose variations in unconstrained environments. 
The input 3D face point clouds is first transformed into sphere depth images, 
and then represented as a 3DLBP image to enhance the distinctiveness of 
smooth and similar facial depth images. An improved SIFT algorithm is applied 
in the following matching process. The improved SIFT algorithm employs the 
learning to rank approach to select the keypoints with higher stability and re-
peatability instead of manually rule-based method used by the original SIFT al-
gorithm. The proposed face recognition method is evaluated on CASIA 3D face 
database. And the experimental results show our approach has superior perfor-
mance than many existing methods for 3D face recognition and handles pose 
variations quite well. 

Keywords: 3D face recognition · Sphere depth image · Local binary patterns · 
Learning to rank 

1 Introduction 

The face has its own advantages over other biometrics for human recognition, since it 
is natural, nonintrusive, and contactless. Using 3D face scans has been proposed as an 
alternative solution to conventional 2D face recognition approaches, which is more 
robust to pose and lighting variations. However, there are still questions worth study-
ing in 3D face recognition in real world application. In this paper, we propose a me-
thod of dealing with 3D face recognition in unconstrained scene. 

1.1 Related Work 

The task of recognizing 3D face scans has been approached in many ways, leading to 
varying levels of successes [1]. Global-based recognition uses the entire face region to 
compute similarity. E.g., PCA [2], LDA [3] and ICP-based matching [4]. Facial sur-
face shape descriptors can be used in the face recognition, too. Such as curvature [5], 
point signature [6], Extended Gaussian Image (EGI) [7] signed shape-difference map 
[8] and eLBP [9] etc. These holistic methods usually need an accurate normalization 
step with respect to pose and scale changes. 
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To improve the face recognition performances of various post changes in uncon-
straint scenes, some studies using multiple multi-view images to identify human faces 
[10]. Liu et al [11] use the spherical fitting point cloud data to convert 3D data to 2D 
depth image. This conversion keeps complete three-dimensional structural informa-
tion, transforming the post changes to rotation changes.  

1.2 Motivation and Approach Overview 

In a conventional face recognition experiment, both the probe and gallery scans are 
acquired cooperatively in a controlled environment so as to precisely capture and 
represent the whole face [12]. Differently, in semi-cooperative or uncooperative sce-
narios, probe scans are acquired under unconstrained conditions that may result in 
face scans with post variations or partial data, thus demanding for methods capable of 
performing recognition in unconstraint condition.  

In this paper, we first establish the spherical representation of the 3D human face 
using a sphere fitting algorithm. 3D face shape is then represented as sphere depth 
image. Using 3DLBP Depth Face [9] generated on depth image, we apply SIFT [13] 
descriptors to the sphere 3DLBP image for the detection of keypoints. In order to 
extract keypoints with more repeatability and robustness, learning to rank [14] algo-
rithm is adopted to the keypoints extraction. Proposed method is tolerant of face pose 
variations and gains higher recognition rates when compared with other 3D face rec-
ognition methods. The general framework is illustrated in Fig. 1. 

 
 
 

 

Fig. 1. General framework of proposed method 

The paper can be summarized as follows: Section 2 describes the point cloud pre-
processing and the sphere depth image generation. In section 3, we introduce the local 
features matching on sphere LBP depth image utilizing learning to rank strategy. The 
experimental results are provided in section 4. Section 5 concludes the paper. 

2 Generation of Sphere Depth Image 

The basic assumption is that the shape of human head can be viewed as a ball.  
Sphere depth image of 3D face shape is an object-centered shape representation using 
data-fitting Algorithm. This object-centered representation is uncorrelated with pose 
variation which is very appropriate in uncooperative scenarios.  

A 3D face shape is fitted on a sphere through a linear least square method [11] to 
get the optimal solution of sphere parameters. After the sphere center and radius is 
acquired, the sphere depth r is defined as the distance between the point and the 
sphere surface. Then the Cartesian coordinates of input point clouds can be trans-
formed to spherical coordinates [r, θ, ρ] .The points in spherical coordinates then can 
construct a sphere depth image using interpolation on θ and ρ. 

Point cloud 
Preprocessing 

Sphere depth LBP 
image representation 

Local feature extraction  
and matching 
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This sphere representation completely displays the 3D face shape without any in-
formation loss. This representation is invariant of scale, pose, and illumination, which 
is essential to the face recognition without face-alignment. 

3 Local Feature Extraction on Sphere Depth Image 

There are some local features remain invariant compared to the corresponding 3D 
facial scan in the gallery set. Once located and characterized accurately, these local 
features can be utilized to identify 3D faces. 

The 3DLBP [15] on depth images extracts the absolute depth value difference be-
tween the central pixel and its neighbors, which is better describe local shapes than 
origin depth image. Multiple layers of 3DLBP depth images are further used in local 
features matching process. Combining these local features on multiple layers of LBP 
depth images can improve the final accuracy. 

3.1 Problem in Keypoints Selection 

SIFT features [13] is widely used to calculate a similarity score between two object 
images in the subsequent matching process. However, Faces are non-rigid, round and 
smooth objects. The depth changes in face images are gradual and slow, the blob and 
corner structures are not significantly different from their neighboring pixels. In the 
keypoint detection of SIFT, The candidate keypoints need to be selected by experien-
tial thresholds.  

 
 
 
 
 
 

 

Fig. 2. Keypoints detected in a face image: (a) The initial keypoints; (b) The keypoints remain 
after removal keypoints with low contrast; (c) The keypoints remain after applying a threshold 
with high edge responses. 

Fig. 2 shows the deficiencies of unreliable keypoints removal algorithm in the 
SIFT approach; (a) shows the full extracted keypoints; (b) illustrates the keypoints 
remain after applying a threshold γ1 on the minimum contrast of each candidate key-
point; (c) shows the final keypoints remain after further removing keypoints with high 
edge responses γ2. The keypoints marked with ellipse are eliminated by the removal 
strategies. But these keypoints can represent distinctive structures, and are in the area 
of high repeatability with the pose changes. 

Therefore, the keypoint removal scheme in the SIFT framework will eliminate 
some useful features when applied to face images. 
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3.2 Ranking Keypoints in Keypoints Selection 

To overcome the problem above, we adopt a supervised approach to select the key-
points rather than using thresholds. Keypoint repeatability R(xi) is defined as the times 
that the same keypoints appear in a sequence of same person’s face images. It is a 
significant measure of the keypoint robustness and stability. We can select keypoints 
according to their repeatability. 

We use the learning to rank algorithm [14] to train a ranking model to rank key-
points according to their stability. The features utilized in the ranking model are asso-
ciated with the steps in keypoints extraction and removal, including the first/second 
derivatives of the depth image, the eigenvalues (λ1, λ2), determinant Det (H), and the 
eigenvalue ratio Trac (H)2/Det(H) of the Hessian matrix H. Suppose xi, xj are two key-
points in train images, if R(xi)> R(xj), we obtain a pair < xi>xj >.The Rank-SVM train 
these pairs to find the optimal classification function ,which is also the optimal rank 
function to rank these keypoints. However, the original Rank-SVM treats the keypoint 
ranking scores equally, and the original Rank-SVM treats the difference in the pairs 
equally, which ignores the fact that points with higher repeatability and pairs with 
more disparity is more concerning in the keypoint matching.  

Therefore, we set a weight Q(xi, xj) for different pair distinguish their contribution 
to the rank. The , | )|*[ .  | )| is 
the difference of two points’ repeatability in pair. [  denotes the signi-
ficance of keypoints location in rank list. The larger the Q(xi, xj) is, the more crucial 
the pair is. 

We construct a SVM model to solving this Quadratic Optimization problem: 

 
(1)

We utilize the weight of SVM function ω to form a ranking function for ranking 
keypoints. 

( ) ,
  

wf x w x                                  (2) 

In the following features matching steps, we can use the ranking function to select 
original keypoints with high repeatability rather than using the threshold to choose 
keypoints manually. 

4 Experiment Analysis 

To examine the performance on pose changes and partially occluded 3D facial scans, 
we compared our method with existing methods using the CASIA 3D face database. 
This database covers 123 subjects and contains complex variations in pose that are 
challenging for any algorithm. Fig. 3 shows some example of the database with pose 
variations. We select front faces of 80 people as the gallery set, and the multi-pose 
images of these people as the test set. 
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We further compare the recognition performance between Weight Rank-SIFT, 
Rank-SIFT and SIFT with same numbers of keypoints under five different parameter 
configurations. From Fig. 5, we can see that different thresholds result in different 
performance. Weight Rank-SIFT method have higher recognition rate than the origi-
nal Rank-SIFT and SIFT using manual threshold to select keypoints.  

 

 
Fig. 5. Rank-1 recognition rate of different numbers of keypoints 

4.2 Experiment on Pose Change 3D Faces Images 

We compare our approach with some existing methods. We divide the test set  
into Small Pose Variation (SPV): including views of front, left/right 20–30°, up/down 
20–30°and tilt left/right 20–30°. Large Pose Variation (LPV): including views of 
left/right 50–60°. Table 2 and Fig. 6 shows that our method preserves the stable local 
features in post invariant spherical representation has better performance in Rank-1 
recognition rate even the objects have large pose changes. Although Mesh-SIFT [19] 
have better performance than our method, it costs more time to process on 3D mesh 
directly, while our method based on depth image is rapid in real world application.  
To sum up, the experimental results prove that with selecting repeatable local features 
from spherical representation, our method can deal with pose changes and even partial 
missing data in 3D face recognition. 

Table 2. Recongnition rate on CASIA pose change testset 
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SIFT
Rank-SIFT
Weight Rank-SIFT

Approach SPV LPV Overall  
ICP 74.2% 64.7% 67.1% 

3DLBP 89.2% 68.4% 82.1% 
Depth + Intensity [17] 89.2% 70% 85.2% 

RBGR [18] 93.2% 82% 89.6% 
SIFT on Sphere 3DLBP 91.4% 84.5% 88.4% 

Extended-LBP [9] N/A N/A 90.4% 
V-LBP[20] N/A N/A 90.4% 
Mesh SIFT  N/A N/A 92.1% 

Weight Rank-SIFT  93.4% 85.6% 91.4% 
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Fig. 6. CMC curves on pose change test set 

5 Conclusion 

Our method has been proposed to address a challenging topic, 3D face recognition in 
uncontrolled environments, in which pose variations is a big obstacles. We have pre-
sented an effective approach to solve the problem using sphere depth image and 
3DLBP representation. This pose-invariant representation allows for accurate and fast 
description of local shape variations, thus enhancing the distinctiveness of 3D faces. 
An improved SIFT algorithm Weight Rank-SIFT is then used to select more stable 
and repeatable keypoints on face image to the following local features matching 
process. The promising recognition performance shows its potential to deal with the 
3D face recognition in unconstraint scene. 
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Abstract. We propose an efficient feature extraction architecture based
on PCANet. Our method performs far better than many traditional
artificial feature extraction methods with the help of standalone filter
learning and multiscale local feature combination. Such structure cas-
caded by both linear layers with convolution filters and non-linear layers
in binarization process shows better adaptability in different databases.
With the help of parallel computing, training time is much shorter than
PCANet and also more fixed compared to convolutional neural network.
Experiment in LFW and FERET shows that such a data oriented struc-
ture shows good performance both on stability and accuracy in various
environments.

Keywords: Feature extraction · PCANet · Filter learning · Standalone
training · Multiscale · Binarization

1 Introduction

Face recognition shows more and more values in machine learning research with
typical databases and is also widely used in real life applications. As alignment
of face based on key points being more accurate, feature description plays a
determining factor on face recognition. Different classical hand-crafted features
aiming at ad hoc recognition goals behave well. Some unsupervised features
like LBP and Gabor capture discriminant feature while getting rid of ill effects
caused by different lightings, occlusion, corruption and solving problems related
to rotation and displacemen because unlike holistic methed such as Eigenface and
Fisherface. They are local feature based descriptors which can eliminate some
intra person interference. But such methods are still powerless towards some
difficulties like flexible deformation impacts. Within-class variance components
could make a huge misleading to the classifier result. Shallow layer based meth-
ods like Gabor, LBP, SIFT and Shallow Neural Networks share some common
ground which all extracting feature with just one hidden layer. By increasing the
number of layers, DNN is advanced in liberating multifarious works of structure
matching process regarding to distinct recognition condition with the help of
back propagation algorithm. Cascaded layers in CNN [2] make parameters more
suitable for sophisticated condition compared to shallow networks. PCANet [1]
which consists of concatenated layers stacked one by one behave well in field
of face recognition. Its filter learning process is driven by local image patches
c© Springer International Publishing Switzerland 2015
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for just once and brings advantages in speeding up in contrast with convolution
kernels learning in CNN by using eigenvalue decomposition on the output of
previous layer. The convolution output of the bottom layer directly passed to
the next convolution layer. Such simplified structure reduces the computation
and abates the uncertainty of time for convergence. PCANet also have greater
ability in task immigration with fixed structure along with higher accuracy in
comparison with LBP and Gabor. Novel improved descriptors derived from this
architecture has been proposed recently, such as in [3]. We further modifies this
architecture to achieve higher recognition accuracy and adaptability in different
missions. Our improved approach which is also based on such structure shows
better performance than the original one.

Our structure fully exploits the information by constructing filter banks
directly from data which are complementary with each other. It could satisfy
the expectation without optimization through iterations. There are two main
modifications about filters learning based on PCANet. Filter banks solved by
eigenvalue decomposition is driven by the previous layer’s output separately.
Outputs from different convolutional kernels differ much in texture because of
their orthogonalization relations, we train every few filters from exact one part of
the output of former layer. We could fully exploit the discriminative information
in previous layers and enhance the robustness for feature extraction. We select
a group of continuous size for filter training and feature extraction. Training
result shows that smaller filters is not just an approximation to any sub region
in bigger filters. So training PCA filters in such manner is guaranteed on a more
adequate feature representation, discriminant statistic pattern extracted from
different filters might lie in various position of the same structure of network.
Some experiments prefer to mix different features together by adding up similar-
ity scores calculated by normalized feature rather than concatenate all features
together for purpose of saving memory. Separately trained structure with form of
cascaded network and mutiscale feature combination extracts richer information
which is robust and discriminative. Experiment on Feret and LFW data base
shows that there are about 2% recognition accuracy improvement in difficult
classification environments while the feature dimension keeps unchanged. There
are even better improvement in accuracy which achieves up to 2.6% in further
experiments with key point alignment and affine transformation applied on the
image.

2 Method

2.1 Filter Learning

The 1st Stage Training. Like the 1st stage training in PCANet, given N train-
ing samples {Ii}Ni=1 with the same size of m × n. The patch size doesn’t change
in a certain cascading queue, so multiscale filter banks is trained separately.

Overlapping patches in a particular size of images are collected for training a
filter bank using SVD(Singular Value Decomposition). Patches are combined of
adjacent pixels. As for the pixels on the edge of a image, we use zero padding to
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make it still useful. Patch mean is subtracted from each patch before SVD. Then
the whole resource for filter training is represented as X = [X̄1, X̄2, ..., X̄N ] ∈
Rk1k2∗Nmn where the image size of all N samples is m × n and the patch size
is k1 × k2. A single patch feature matrix X̄1 extracted from an image is formed
by a set of vectors as [x̄i,1, x̄i,2, ..., x̄i,mn] where x̄i,j denotes the j th vectorized
patches in the ith image.

The meaning of PCA is projecting the original data to another orthogonal
space which uses as less basis as possible maximizing the variance of data, so basis
in such orthogonal space is selected follows constraint: maxV ∈Rk1k2×S1 ||V TX||2F
while V TV = IS1 it is solved by eigenvalue decomposition of XXT , so the
convolution kernel could be expressed as

W 1
l = matk1,k2(ql(XXT )) ∈ Rk1×k2 , l = 1, 2, ..., S1 (1)

where S1 means the number of the set of principle eigenvectors in the 1st layer,
matk1,k2(v) is a reshaping function aims to transform v to the size of k1 × k2

and function ql(XXT ) denotes the lth principal eigenvector of XXT or the lth
left singular vector of X.

Such goal is equivalent to minimize the reconstruction error with a set of
eigenvectors as shown below where IS1 is identity matrix with the size of L1×L2:

min
V ∈Rk1k2×S1

||X − VVTX||2F , s.t : V TV = IS1 (2)

Concatenated Filter Learning. We optimize the concatenated structure to
extract efficient feature by taking full advantage of textures in images and rear-
ranging them properly. For the aim of enriching discriminative features and
exploiting benefits from the detachment of the back propagation process, we
train the cascaded layers only using the output of the particular convolution ker-
nel. Feature extraction is also formed as a tree-like structure. No input-output
pairs uses the same filter banks between two layers. As shown in Figure 2, this
feature extraction process is a ‘tree’ like concatenated structure rather than a
‘chain’ like one of traditional PCANet. The number of filters in higher stages
will be no smaller than previous stage, number of filters will only keep as the
same when the remaining dimension of SVD is fixed as always 1 except for the
1st stage.

Assuming that layer t contains St filter sets where each set contains lt filters
which could be represented as lt =

∏t
L=1 SL/St and such tree-like concatenate

structure has ltotal =
∏n

L=1 SL outputs for one sample in all where n is the
number of layers used. In such a feature enriched network, benefit comes with
the cost for the increasing of convolution kernels, which is F =

∑n
t=1 Stlt in

total; Filters in stage t is trained separately one by one from a single group of
outputs of previous layer where the lth filter output of the (t − 1)th stage is
I li = Ii ∗W t−1

l while i = 1, 2, ..., N . One set of filters in such standalone training
process only uses reconstructed samples from one filter in previous stage as source
data, so different filters in previous layer would produce distinguishing learning
resource where ∗ denotes 2D convolution and N is always equal to the number
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of input images due to the standalone training process. Overlapping patches are
collected as the same manner as the 1st layer. Patch means are removed from
each patch as Ȳi = [ȳi,l,1, ȳi,l,2, ..., ȳi,l,mn] where ȳi,l,j is the jth mean-subtracted
patch in I li . A single filter bank is then obtained from eigenvalue decomposition
of Y l = [Ȳ l

1 , Ȳ
l
2 , ..., Ȳ

l
N ] ∈ Rk1k2×Nmn. To make images in different layers having

the same size, zeros padding is applied before 2D convolution. Filter is solved
as: W l

lt
= matk1,k2(ql(Y Y T )) ∈ Rk1×k2 while lt = 1, 2, ..., Sl. As filters is learned

standalone, which means that the training data in previous stage is much fewer
than PCANet. This means that data would be much fewer the original one for
a single branch of filter learning, so less time will be cost on convolution with
filter of previous stage. With the help of parallel computing, separate branches
of current stage will be computed at the same time. Much training time will be
saved. Feature extracted by multiscale filters is beneficial to recognition. Here
we just choose continuous odd numbers for filter scales k1 and k2. Convolution
kernels are squares matrix for most of our experiment which means that k1 = k2.

Fig. 1. Multi scale Filters(odd-numbered rows) learned in the 1st layer and modulus
of their FFT represented by 10 based log function(even-numbered rows).

2.2 Feature Coding

Number of output images in the last layer equals to the amount of convolution
filters, we represent discriminant features by regrouping and combining sets of
outputs. All pixels in output images are converted to binaries with unit step
function S(.) whose output is 1 for positive input and 0 otherwise. A single
threshold makes it possible for convolution results combining with each other
properly and forming a more robust feature. Decimal number representing a
single pixel is formed by concatenated binaries in the same position which are
converted from convolutional output corresponding to a particular convolution
kernel in the penultimate layer. Such reconstructed integer-valued (in range of
[0, 1, ..., 2Sn−1]) image could be expressed as O l =

∑Sn

s=1 2s−1S(I l ∗Wn
s ) where

s is the id of sets, I l and O l are a pair of input and output image in the last
layer corresponding to the lth filter in the penultimate layer.

Every output image for a single scale of filter bank are partitioned into B
blocks for precisely statistics in histogram for images in normal view. Block
histograms each with the same length of 2Sn in an image are concatenated in
a vector afterwards. In the next step, all vectors deriving from the same input
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image at the beginning are concatenated together in the same sequence to form
the feature f based on the filter scale Ki which are all set as odd numbers.

fk = [[Hist(I 1
1 ), ...,Hist(I 1

B)], ..., [Hist(I ln−1
1 ), ...,Hist(I ln−1

B )]] (3)

All features extracted from filters in several proper scales are concatenated
to represent the feature of a sample F = [fK1 , fK2 , ..., fKn

. Based on the
fact that the likelihood of concatenated features equals to the form repre-
sented as cosine distance computed by normalized feature vectors:

∑Kn

k=K1
<

Norm(f i
k),Norm(f j

k) > equals to < F i,F j > where <,> denotes the matrix
inner product, F = [Norm(fK1),Norm(fK2), ...,Norm(fKn

)], we carried out our
experiment on such manner instead of concatenating all discriminant sub-feature
together for the sake of saving memory in some databases. Such process could
also be carried out after feature projection using classifiers as a mean of similarity
fusion.
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Fig. 2. Architecture of Enriched Feature Network

3 Experiment

3.1 Experiment on Feret Database

FERET tests employed frontal images gathered between 1993 and 1996. All tests
are based on a single gallery containing 1196 images for training. test data with
name of fb, fc and dup1, dup2 represents that expression, illumination and aging
effect is the main changes from gallery data separately. Experiments of original
PCANet [1] shows that Feret database has weaker environmental disturbance
compared to LFW database so accuracy on Feret is better and filters trained on
FERET database show greater advantage to randomly initialized filters. LDA
used in LFW database is not applied because samples of each individual aren’t
enough for intraclass variance rebuilding. Inner products between features in four
separate test sets and pseudo inverse matrix of gallery feature are regarded as the
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similarity for classification. Testes are carried on structure with two convolution
layers which each contains 8 filters which suit for the 8 threads of CPU for
parallel computing. Output images in the last layer are partitioned into 10*10
blocks for histogram statistic. Multiscale similarities calculated from scale 7 and
9 are summarized together for experiment aiming at improving performance on
accuracy and stability. Performance of such a two stage network and its variances
are also compared with other local pattern feature extracting algorithms such
as DFD [4]using the same classifier and others such as DT-LBP [5] copied from
the original paper.

From experiments of parameter adjustment, we found that 2 stage is enough
in such structure, the number of filters in the first stage should be the multiples
of 2 for parallel computing.

Table 1. Accuracy on FERET, Multiscale means that we are using joint similarity for
classification

Structure fb fc dup-1 dup-2 Time for Training

DT-LBP [5] 99 100 84 80 *
DFD [4] 99.25 94.33 79.36 67.95 *
G-LQP [6] 99.90 100 93.20 91.00 *
sPOEM+POD [7] 99.70 100 94.90 94.00 *
GOM [8] 99.90 100 95.70 93.10 *
PCANet [1] 99.50 100 94.18 93.59 240s
Whitened PCA 99.58 100 94.88 94.02 253s
Standalone+PCA 99.58 100 94.74 94.44 73s
Standalone+Multiscale+PCA 99.75 100 95.57 95.30 123s

3.2 Experiment on LFW Database

LFW [9] data set contains 13233 images of faces collected from the web detected
by the Viola-Jones face detector. 1680 of all 5749 individuals have two or more
distinct photos in the data set which make it possible training LDA classifier
used for projecting the high dimensional feature on low-dim spaces. Most of the
experiments were carried on this database because all photos are not captured in
restricted condition. All extracted features are projected with supervised matrix
learning after dimension reduction using PCA. We mainly tested our method
on LFW-a database and another database processed with affine transformation
by using three manually annotated key points of the two apple of eyes and the
center of corners of mouth for precisely histogram statistic.

Training uses photos not included in 10 test folds. LDA matrix is learned
from labeled data in the rest 9 folds. Similarity between two feature of samples
is defined as cosine distance between two low-dim features got by projection with
LDA matrix after firstly projected by a PCA to form a low rank matrix.

Our experiments are mainly carried on a 2 stages network which each con-
tains 8 sets of filters separately for convenience of parallel computing. All images
are cropped to 150*80 and the histogram block is set to 25*20, resulting in a
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Table 2. Accuracy on LFW Database; Standalone represent a standalone training
precess; Multiscale represent concatenating multiscale features

Structure LFW(aligned) LFW(affine transformed) Time for Training

MRF-MLBP [10] 79.08 * *
SFRD [11] 84.81 * *
I-LQP [12] 86.20 * *
OCLBP [13] 86.66 * *
Fisher vector faces [14] 87.47 * *
Eigen-PEP [15] 88.97 * *
PCANet [1] 88.95 89.58 639s
Standalone+PCA 89.05 90.15 185s
Standalone+Whitened PCA 89.08 90.18 192s
Standalone+Multiscale+PCA 91 92.21 696s

dimension of 81920 in most experiments of Table 1 for convenience of compar-
ison. The dimension of PCA matrix for rank-reducing for LDA is 700 and the
dimension of LDA matrix is selected between 40 and 300 in trial. We select 7, 9,
11, 13 as side length of filters in multiscale filter experiment. The similarity score
is the summation of ones computed in each scale. The accuracy is defined as the
average of verification rates and true negative rate Accuracy = (TP + TN)/2
LFW database are aligned with a commercial face alignment software and is
applied with affine transformation based on 3 key points annotated by hand.
Results show that the enriched feature did improves the performance. Exper-
iment results is the average performance of each method and * denotes that
there are no comparable result which could be found. As shown in the table,
experiment on our structure and PCANet both using Matlab for training on a 4
core Intel i7 4770 CPU, with the help of parallel computing, the training time of
standalone training is just one-third of PCANet with the same filter numbers.
Though the using of multiscale feature mixtrue, its only takes a bit more time
than PCANet and get a more perfect prediction result. The standalone training
saves much time for training, we also observed that using filters learned from
FERET database only reduce around 2 percent of accuracy.

4 Conclusion

Experiments show that such an unsupervised feature extraction architecture
may do well in different classification issues. The concatenated network achieves
better performance with the help of reconstruction in convolution kernels and
joint similarity. Visualization of trained filters and their 2D FFT indicates that
filters learned from image patches extract low frequency textures which are com-
plementary with each others. This solver has certain ability to do the same job
carried by back propagation process in traditional convolutional neural network.
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Abstract. Face verification has been extensively studied in recent
decades. Nevertheless, face verification for identity card has subject to
relatively little attention. This paper proposes a block statistical fea-
tures(BSF) learning method combining with local Gabor binary pat-
tern(LGBP) for face verification in both second generation identity
card(2nd ID card) and video set, which show many differences in biomet-
ric caused by age gap and image acquisition conditions. To alleviate com-
putation complexity of Gabor transformation, we exploit energy check
Gabor filters to speed up calculation. Specially, the verification rate of
our approach on NEU-ID database achieves 97.71 %. It has a comparable
performance with lower computation complexity.

Keywords: Face verification · 2nd ID card · BSF · LGBP

1 Introduction

Face verification is an important problem in compute vision due to its widely
practical applications. As the most representative identity certification, identity
card is being widely used in economy, business, and security [1]. The task of face
verification for 2nd ID card is extremely challengeable for its complexity. While
a large number of face verification methods have been proposed in the literature
[2-4], face verification for 2nd ID card has subject to relatively little attention.
Most of these methods cannot work well in real environment [5-6]. This is exac-
erbated when there is a gap of age and resolution between face images in identity
card and video. Su et al. propose a 2nd ID card face verification method based on
multi-model parts and PCA [7]. In [8], LGBP has been proved to be effective for
face verification on 2nd ID card. However, Gabor feature extraction is time con-
suming with multi-scale and multi-orientation. In this paper, we propose a block
statistical features(BSF) learning method combining with LGBP for 2nd ID card
face verification, which shows strong robustness to variations. Furthermore, to
reduce computation complexity, we propose a fast Gabor computation method
based on energy check. Our approach achieves high verification rate(97.71%) on
our NEU-ID database.

The rest of the paper is organized as follows: Section 2 describes LGBP
operator. Section 3 introduces the computation of the proposed BSF face rep-
resentation in detail as well as some analysis on the fast Gabor computation
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 43–50, 2015.
DOI: 10.1007/978-3-319-25417-3 6
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method. The experimental part comparing with other approaches is presented
in section 4. And some conclusions and discussions of our paper are drawn in
section 5.

2 Face Representation Based on LGBP

As indicated in [9], 2-D Gabor filters are highly joint in spatial location, orienta-
tion and frequency, thus can offer sufficient information. To enlarge differences,
Guo et al. in [10] used LBP to further encode the Gabor maps. Generally, multi-
orientation and multi-scale Gabor filters are used to dispose face images [10-12].
The Gabor filter is formulated as follows:

ψu,v =
‖ku,v‖2

σ2
e− ‖ku,v‖2‖z‖2

2σ2

[
eiku,v − e− σ2

2

]
(1)

where ku,v = kveiφu , kv = kmax

fv define the scale of Gabor and φu = uπ
8 ∈ [0, π]

defines the orientation. Gabor features can be derived by convoluting the face
image f (x, y) with the Gabor filter ψu,v. That is,

G (x, y, u, v) = f (x, y) ∗ ψu,v (2)

The values in Gabor maps come from points in a square neighbourhood, so
the values change slowly with displacement. In order to enlarge the differences
between central pixel and its surroundings in a local patch, LBP is used to
encode the Gabor values [10-11]. LBP operator encodes an image by comparing
central value with its neighbourhoods’ and generating a binary code. That is,

S (fp − fc) =
{

1 , fp > fc

0 , fp ≤ fc
(3)

where fp, fc denote the neighbourhood and central values respectively. Then, the
LBP value of each pixel is equal to a decimal number formulated as followed:

LBP =
l2∑

p=1

S (fp − fc) 2p (4)

Actually, LGBP maps are derived by applying LBP operator on Gabor maps.

LGBP maps = LBP {Gabor{f}} (5)

where LBP {·} and Gabor {·} represent the LBP and Gabor operators
respectively.
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3 The Proposed Algorithm

The overall framework of the proposed algorithm based on BSF is shown in
Fig. 1. In our approach, we firstly extract a histogram from a face image through
the use of BSF by the following steps: (1) An input face image is normalized
by similarity transform followed by illumination preprocess. (2) Apply Gabor
and LBP operators to normalized face images to obtain LGBP maps. (3) Each
LGBP map is further used to extract BSF histogram and all histograms are
concatenated to represent a face image. After histograms extracting, we adopt
Cosine distance to compute similarity between face images for face verification.
The following sub-sections will discuss the procedure in detail.

Fig. 1. The framework of the proposed algorithm.

3.1 Face Presentation Based on BSF

In this section, we described BSF learning method combining with LGBP. Dif-
ferent from Gabor magnitude statistical features used in [8, 10], we exploit to
use real and imaginary parts of Gabor maps to construct block statistical fea-
tures. For histogram extracting, LGBP maps are firstly partitioned into Mr×Mr

non-overlapping regions, and then each region is further divided into Ms × Ms

non-overlapping sub-regions. The histogram of r−th region of the specific LGBP
map is computed by

Hu,v,r =
(
hreal

u,v,1, h
imag
u,v,1 , · · · , hreal

u,v,i, h
imag
u,v,i , · · · , hreal

u,v,Ms×Ms
, himag

u,v,Ms×Ms

)
(6)

where hreal
u,v,i, h

imag
u,v,i are the real and imaginary part histograms of i−th sub-region

for (u, v)-LGBP map.
Then, the histograms of r − th region in 5-scale and 8-orientation LGBP

maps are concatenated to form the corresponding face part presentation. That
is,

Rr = (H0,0,r,H0,1,r, · · · ,Hu,v,r, · · · ,H4,7,r) (7)

For feature combination, we use PCA followed by LDA to project histogram
feature of each region into a latent discriminative subspace [2]. The architecture
of BSF is shown in Fig. 2.
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Fig. 2. Architecture of BSF.

3.2 Energy Check on Gabor Filter

In the proposed scheme, we use 5-scale and 8-orientation Gabor filters, which
are high time consuming. In order to reduce noise and computation complexity,
we propose a method called energy check to speed up calculation.

Fig. 3. Energy of specific Gabor filter.

As shown in Fig. 3, Gabor filter’s energy is mostly focused in the centre. And
the energy around edge is too low to extract effective face features. Instead, it
enlarge noise of face features. Considering this, we propose a method to decrease
the size of filters but preserve adequate energy. The energy of a filter is equal
to summing energy at each point. We select those points from centre to sides,
until the energy of them is beyond the given threshold. The energy of a specific
Gabor filter is formulated as follows:

Efilteru0,v0
=

� M
2 �∑

−� M
2 �

� N
2 �∑

−� N
2 �

eu0,v0
ij (8)
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where, eu0,v0
ij denotes the energy at the point (i, j) in the specific Gabor filter

filteru0,v0 , and M,N present the height and width of the filter perspectively.
Note that,the origin point is set at the center of the filter.

Then, our purpose is to get the size (M ′, N ′) of filter to renew the original
one by using the given threshold.That is,

arg min
M ′,N ′

‖
� M′

2 �∑

−� M′
2 �

� N′
2 �∑

−� N′
2 �

eu0,v0
ij − α

� M
2 �∑

−� M
2 �

� N
2 �∑

−� N
2 �

eu0,v0
ij ‖2 (9)

where α defines the percentage threshold of filter’s energy. For instance, if we set
α = 95%, it turns out to choose elements whose energy beyonds 0.95%×Efilter.

For Gabor filter renewing, we directly extract the new filter from the original
one by equation (10).

filternew = filterorigional

(

−�M ′

2
� : �M ′

2
�, − �N ′

2
� : �N ′

2
�
)

(10)

3.3 Face Verification Based on BSF

Many similarity measurement methods have been proposed for histogram match-
ing [11]. In this paper, we use Cosine distance d

(
H1,H2

)
to measure the simi-

larity of two histograms [8]:

d
(
H1,H2

)
=

〈H1,H2〉
‖H1‖‖H2‖ (11)

Through this measurement, the similarity of two faces f1, f2 based on BSF
representation is computed by

S
(
f1, f2

)
=

Mr×Mr∑

r=1

d
(
R1

r , R
2
r

)
(12)

where
R1

r =
(
H1

0,0,r,H
1
u,v,r, · · · ,H1

4,7,r

)

R2
r =

(
H2

0,0,r,H
2
u,v,r, · · · ,H2

4,7,r

)

4 Experiments

4.1 Experimental Settings

For lacking of benchmark of face verification for identity card, we collect our own
2nd ID card database named NEU-ID database. The NEU-ID database contains
10877 facial images from 481 people with each identity one 2nd ID card image
and several video images. Fig. 4 shows some samples in our NEU-ID database.
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Fig. 4. Image samples in NEU-ID database.

The image stored in the second generation identity card is 102 × 126 pix-
els with low quality and obvious serrated edge. And video images are obtained
under uncontrolled environment with several variations in expression, pose, and
illumination. In our experiment, images are first aligned by eyes’ coordinates
through the use of ESR in [11] and cropped into 150 × 130 followed by illumi-
nation preprocess in [14]. We set Mr = 7,Ms = 2 and use uniform LBP, so the
dimension of each image is 925120. For face verification, we exploit PCA+LDA
to reduce feature dimension. To learn the projection matrix, we randomly choose
400 identities including its corresponding 2nd ID card and video images as the
training set, and the remaining 81 identities for testing.

4.2 Experiment with NEU-ID Database

To verify the effectiveness of combining Gabor features’ real and imaginary part,
we do experiments on NEU-ID database with Gabor magnitude, Gabor real
part, Gabor imaginary part and Gabor real & imagianry parts respectively. All
experiments are carried out in MATLAB R2013b environment running on a
desktop with CPU Intel Core i5 3.10GHz and 4 GB RAM.

Table 1. Comparisons among different features. (FAR=0.1)

Features (Gabor) Magnitude Real Imaginary Real & Imaginary

Accuracy 84.69% 67.34% 68.66% 97.71%

Table 1 is the feature comparisons, the result shows that our approach of
combining real and imaginary apart to construct BSF can achieve the highest
performance. We evaluate the performance of our approach by comparing with
EBGM, SVM and MBC on NEU-ID database. Fig. 5 shows the ROC curves
of the four methods. It is clearly that our method significantly outperforms all
other compared methods.

To explain more detailly, we list the verification rates on NEU-ID database
of the above four methods in table 2. As we can see, our method achieves a high
accuracy 97.71%, which is 13.33% higher than the second best.
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Fig. 5. The ROC curves on NEU-ID database. Our method achieves the best perfor-
mance.

Table 2. Evaluation of performance of four methods. (FAR=0.1)

Method LGBP+BSF LGBP+SVM MBC EBGM

Accuracy 97.71% 74.38% 76.10% 66.79%

5 Conclusion and Discussion

This paper proposes an approach for face verification on the 2nd ID card, exper-
iment on our NEU-ID database shows that our method achieve high accuracy
(97.71%). Specially, with our proposed BSF, which is a statistical based learn-
ing, we are able to learn discriminative features. Again, we show the effectiveness
of LGBP, to solve the problem of computation complexity, we exploit the filter
energy check, which could achieve comparable verification rate but with signifi-
cantly lower time. Further effort will be focused on learning efficient face image
preprocess method, which can reduce gaps between ID images and video images.

Acknowledgments. This work is supported by the National Natural Science Foun-
dation of China (GrantNO.61402097); And the Fundamental Research Funds for the
Central Universities of China (GrantNo.N140503004).
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Abstract. In dynamic real-time face detection and recognition system, the non 
frontal faces with different tilt and deflection pose has great influence on the 
recognition accuracy, in order to solve these problems, we propose non frontal 
faces filter’s method via support vector machine(SVM) and local binary pat-
terns(LBP). By this method the images with large pose deflection will be fil-
tered. Firstly, we apply the AdaBoost algorithm into real-time face detection 
and join the nose detection to further filter non face images. Then we extract 
texture feature from the detected face images by LBP feature operator. Finally, 
SVM is used to classify frontal and non frontal faces. Experimental results 
show that the proposed method has good classification capability for face im-
ages with varying pose. It contribute to eliminate the impact of pose variation in 
dynamic face recognition system. 

Keywords: Face recognition · LBP · Pose classification · SVM 

1 Introduction 

After nearly three decades of research and development, automatic face recognition 
system has made great progress in recent years [1]. Performance of the face recogni-
tion system has reached a high recognition rate and accuracy rate in the conditions 
where the ideal image condition and the user likes to cooperate, but these research 
results are ideal in the laboratory environment, and mostly are positive face images 
[2]. If we want to apply face recognition technology to practical face recognition sys-
tem, it is necessary to overcome the illumination [3], pose variation [4] due to non-
ideal collect conditions or the user does not fit. In the practical application, the face 
and the camera can’t always keep the perfect and ideal pose, and users do not coope-
rate in the face detection process will lead to false detection and missing detection, 
more practical, we cannot require users to deliberately coordinate the identification 
system to complete collection in face detection process, even if the user actively coo-
perate with the collection, it is not likely to require the user has been always keep a 
pose, there must be a lot of side faces in the process of the collection. So the face 
database which doped with this side face of pose variation, it is bound to cause se-
rious interference for subsequent recognition result. To solve the above problems, this 
paper proposes a face images classifier based on local binary patterns(LBP) and sup-
port vector machine(SVM). 
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The method proposed in this paper can classify positive face and side face, and 
then filter out non frontal face, then screening database of face pose will to be more 
standard, if the re-use of this face pose database to recognition, the recognition rate 
will be greatly improved.  

The difference between our method in this paper and pose correction is the latter 
use side face image synthesis of a positive face image, some loss information are 
added by side face symmetry ideas [5]. However, the information added by some 
algorithms, the actual situation may not be so. So the added information may be noise, 
it might interfere with recognition results. The purpose of this paper is to classify 
positive face and side face, thus we can know whether the picture of collection can 
meet experimental requirements. The idea of this paper is to give a face pose image 
database added with some mechanism: a nose filter to further determine whether ex-
ists a face, an eye filter can further judge the pose, and the side face filter can further 
filter out non positive face pose. So the processed face image database is more stan-
dard, and subsequent recognition rate will be improved. 

2 Overall Design Framework 

First, compared with several mainstream face detection algorithm, we choose Ada-
Boost algorithm as face detection method. AdaBoost method is one of the most ad-
vanced technique in face detections. It has strong real-time properties, we combine 
the traditional face detection method with nose detection for secondary screening, and 
a dual detection method is obtained. Secondly, the LBP feature of images is extracted. 
LBP feature operator has strong robustness to illumination. Finally according to pat-
tern recognition theory, the training data collected in the actual environment are clas-
sified by SVM. The main idea is to learn some inherent rules after feature processing 
for the labeled training data, then using these rules to predict unknown data. 

 

Fig. 1. Overall Design Flowchart 

2.1 Face Detection 

Compared with several mainstream face detection algorithm, we choose AdaBoost[6] 
algorithm as face detection method. Combining traditional method of face detection 
with nose detection, we get a double detection method. The testing process is shown 
in Fig.2. We input a frame image of YV12 format and transform it into the format of 
RGB24, which can be processed by OpenCV. Then we load the face detection clas-
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sifier provided by OpenCV to complete the human face detection. If the collection is 
empty, it means that there exists no face and the next video frame is loaded. Other-
wise, we begin the next step of detecting the nose which has the same process of face 
detection. If the nose can be tested from the detected face image, we save the image. 

 
Fig. 2. Detection Processing 

2.2 LBP Feature Extraction 

Local binary pattern (LBP) operator was first mentioned by Harwood et al.[9] and 
then introduced to image texture description by Ojala et al.[10] for texture analysis. 
LBP[8] is non-parametric operator which is a description of the local spatial structure. 
LBP operator is defined as a kind of gray scale invariant texture operator and the ba-
sic idea is: regard the center pixel gray value as a threshold, and get the binary code 
which describe the local texture feature by comparing with its neighborhood. Its main 
advantages are the following: (1) The gray scale of LBP operator does not vary with 
any single transformation, so the gray scale has good robustness under the condition 
of lighting. (2) The calculation speed is fast. It can be obtained by comparison opera-
tions in a small neighborhood, which makes it possible to analyze image under the 
condition of complex real-time. (3) LBP operator is a kind of method without parame-
ters (Non Parametric), so it don not need to make hypothesis in advance in the process 
of the application.  

LBP algorithm is generally defined as the window of 3×3, which regard gray value 
of the center pixel of window as a threshold to get binaryzation of other pixels, and 
then obtained LBP values of the window according to weighted sum of the different 
position of pixels. Figure 3 shows an example of the LBP operator, the gray value of 
middle pixel is 45 and its surrounding eight points gray value are 65, 21, 43, 79, 32, 
57, 88, 24, etc. LBP binary =01101001, LBP code= 1 + 8+ 32 + 64 = 105. LBP fea-
ture extraction algorithm is as follows: 

 
(1)

where (xc , yc) is the coordinates of the center pixel and the gray value is Pc , Pr is the 
gray value of neighborhood. sign is a symbolic function, and its define such that: 
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 (2)

    

 

 

Fig. 3. LBP operator algorithm 

 

Fig. 4. LBP feature extraction 

3 Experiment 

3.1 Establish Facial Pose Database 

Here we create a face pose database, the face database is get by HIK DS-2CD3212D-
I5 IP camera in a real environment, and has a total of 2022 face images. The database 
is collected at different times, by different cameras, in different illumination condi-
tions, and the training set is a consisting of 991 positive images, 931 negative samples 
face images, and 100 test sample images. The database is collected in three phases, 
the first phase collects 200~250 images of 12 people in the same time, including posi-
tive face, right side of the face and left side of the face. The second stage is the free-
dom to collect, collecting method is to put a camera at the door of the laboratory, and 
to capture and save as long as there is a face in two weeks in a row, this phase in-
cludes the different light, different time. The third stage is to capture 25 individuals of 
100 images in the same period. And then three stages are merged to get face pose 
database as shown in Fig.5, which show part of the training and test data. 
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Fig. 5. Test and train database show 

3.2 Experimental Procedure and Results 

The experimental hardware environment is Intel Core i7 CPU, 3.40 GHz, 8 GB of me
mory, VS2010. This paper is mainly based on the source function libsvm provided, 
and by rewriting linear kernel function whose equation is k(u,v)=uTv, and the radial 
basis kernel function whose equation is k(u,v)=e-g||u-v||. The concrete steps is as fol-
lows: at first reads the image data, and conducts features processing by using LBP, 
and then according to the scaling rules as shown in equation (3) to get normalization 
of data, the reason for the normalized processing is to prevent a feature too big or too 
small which plays a role in training imbalance, another reason is that it would use the 
inner product operations or exp operations in the nuclear calculation, imbalanced data 
may cause difficulty of calculation, and the data are normalized to between -1 and 1, 
can also be normalized to between 0 and 1. 

                   
min

( )*
max min
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i

nemy lower                                                                   (4) 

where yi
original is the data before the resized, yi

new is the data after the resized. The  
lower is the data lower specified in a parameter and upper is upper bound specified in 
the parameters. mini is the minimum of ith characteristic values in all of the training 
data, maxi is the maximum of ith characteristic values in all the training data. As is 
shown in figure 6, there are three samples, each sample has 256 features, the min1 
shows a minimum in the first column, the value is 5. The min2

 shows the minimum 
value in the second column, the value is 10, so and so on. Equation (4) is used to 
process data when mini = maxi. 
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Fig. 6. Data Format 

We can find out the optimal parameters c and g through cross validation, c 
represents penalty coefficient and g represents gamma factor in radial basis kernel 
function. What we need to be aware of is that the method finding out the parameters 
through cross validation isn’t the best to classify the data, but it provides an approx-
imate range of the data’s classification. 

The next step is to calculate the kernel function, and this paper is mainly using the 
linear kernel function and radial basis kernel function. When choosing the kernel 
function, our experience is selecting linear kernel function. While radial basis kernel 
function can map the data into high-dimensional space nonlinearly and can process 
the feature data and non-linear relationship between their properties, radial basis ker-
nel function is not universal especially their feature data is very large, thus the linear 
kernel function is more practical. 

The third step is choosing parameters to train model by utilizing the solvesmo() 
function. The final step is to predict the results by using svm_predict() function. The 
experimental results is shown in Table 1,2,3,4. 

The experimental results show that we should normalize the collected images to the 
same size according to data’s characteristic. We can see that the size of the picture has a 
great influence for classification rate, for our pose face image database size is in the range 
of 48×60 ~ 70×80, and normalize the image into the size of 32×40 can get the best result, 
and the image inappropriate normalization will also affect the classification result, for 
example, when the size is 58×70, the classification rate only has 86.31%. 

Table 1. Comparison of Classification Rate on Different Image Resolution 

Dim kernel function parameter c Classification rate time(ms) 
24×30 Linear 1 90% 78.6 
32×40 Linear 1 95% 136.2 
50×60 Linear 1 92% 312.6 
58×70 Linear 1 88% 420.7 

The experimental results of Table 2 compared with Table 1, we found that when 
using a linear kernel function and radial basis function kernel function, the classifica-
tion rate is also 94.73%, but former less 26 milliseconds, so radial basis function is 
not a panacea. When the value of the characteristic is relatively large, the linear kernel 
function to be more practical and less with time, especially for real-time face recogni-
tion systems, real-time is pursued all long. Table 2 also shows that the importance of 
the parameters selection, after testing we found that the time of procedure will in-
crease with parameter g increases, meanwhile we can find under the same parameters 
the test results will vary a lot when the image size is different, when c=10, g=0.001, 
the image size is 32×40 more than 50×60 higher by 2.1%, at the same time program 
running time is less for small size. 
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Table 2. Comparison of Classification Rate on Different Image Size and Parameter Choice 

Dim Kernel function Parameter c Parameter g Classification rate Time(ms) 
32×40 RBF 1 0.008 90% 191.7 
32×40 RBF 1 0.006 91% 185.5 
32×40 RBF 10 0.001 95% 163.8 
32×40 RBF 10 0.002 94% 167.7 
32×40 RBF 9 0.001 94% 170.0 
32×40 RBF 8 0.002 94% 168.1 
50×60 RBF 10 0.001 91% 401.4 
50×60 RBF 10 0.002 90% 427.4 
50×60 RBF 9 0.001 91% 401.9 

 
Experimental results in Table 3 show that the method of LBP outperforms LPQ us-

ing not only linear kernel function but also RBF kernel function, and LBP is robust to 
illumination.  

Table 3. Comparison of Classification Rate on Different Feature Choice 

Method Linear kernel function RBF kernel function 
LBP+SVM 95% 95% 
LPQ+SVM 87% 85% 

 
Which portion of picture made a great difference to pose’s variation, is it up of 

the nose or down of nose? The main idea is that a real-time face recognition sys-
tem have high requirement on speed, if we know which part of picture made a 
great difference to pose’s variation, then we can segment image in order to save 
primary information, remove minor information, and reduce the amount of data 
stored on the one hand, and on the other hand to accelerate the speed of classifica-
tion and improve efficiency. Here, the image is divided into upper and lower por-
tions. We regarded the left bottom of the picture as origin. Segmenting image in 
one-third, one-quarter, one-half, two-third, three-quarter respectively, as Fig.7 
shows. The results in Table 4 show that the below of nose, especially mouth por-
tion has a strong influence on pose’s variation. Experimental result with including 
mouth portion is much better than without mouth portion, for example, lower’s 
results is better than upper’s but image is segmented into three-quarter, because 
images contain mouth at this moment. So mouth portion do make great contribu-
tions to pose classification. Therefore, in the subsequent real-time face recognition 
system we can add more information about mouth part, and remove information of 
non-mouth portion so that improve the classification speed. 
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Fig. 7. Local Image Segmentation 

Table 4. Comparison of Classification Rate on Different Local Feature  

image segmen-
tation 

Dim 
kernel 

function 
Classification 

rate 
time(ms) 

 
 

upper 

1/2 20×32 RBF 76 % 84.4 
20×32 Linear 74% 71.8 

2/3 26×32 RBF 82% 106.2 
26×32 Linear 77% 90.9 

3/4 30×32 RBF 83% 121.7 
30×32 Linear 84% 103.7 

 
 

lower 
 

1/2 20×32 RBF 82% 85.5 
20×32 Linear 83% 70.0 

2/3 26×32 RBF 85% 108.0 
26×32 Linear 88% 91.2 

3/4 30×32 RBF 82% 124.0 
30×32 Linear 84% 204.3 

 
For dynamic face recognition system, many weak classifier mechanisms could be 

added to improve recognition rate, a nose filter to further determine whether exists a 
face, an eye filter can further judge the pose, a speed filter to further determine 
whether user is willing to recognition, the side face filter can further filter out non 
positive face pose and so on. So many mechanisms are added will have an influence 
on real-time. Compare with real-time, we may need a week filter to filter non frontal 
face. So the method of segmentation images to save mouth portion information not 
only can meet needs of real-time but also can filter non frontal face. The shortest time 
when classification rate reach to maximum is 131.0 milliseconds for global image, 
while the shortest time when classification rate reach to maximum is 91.0 millise-
conds for local image, the latter is less 40 milliseconds than former. 

4 Summary and Prospect 

In this paper, we introduce a novel mechanism to dynamic face recognition system, 
which can filter non frontal face via SVM and LBP. Experimental results indicate that 
this method can not only correct filter side face but also have high speed. We can apply 
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this method to practical face recognition systems and maintain real-time performance at 
the same time. We also find that mouth portion make a great contribution to pose’s clas-
sification. In the future work, we will apply the filter to the real-time face recognition 
system, and filter tilted larger images to improve recognition rate.  
 
Acknowledgments. This work is supported by NNSF (No.61072127, No. 6137219, No. 
61070167), NSF of Guangdong Province, P.R.C. (No.S2013010013311, No.1015290200100002, 
NO.S2011010001085, NO.S2011040004211), Higher Education Outstanding Young Teachers 
Foundation of Guangdong Province under Grant (NO.SYQ2014001) and youth foundation of Wuyi 
University (No.2013zk07). 

References 

1. Harmon, L.D., Khan, M.K., Lasch, R., Ramig, P.F.: Machine identification of human fac-
es. Pattern Recognition 13, 97–110 (1981) 

2. Phillips, P.J., Moon, H., Rizvi, S., Rauss, P.J.: The FERET evaluation methodology for 
face-recognition algorithms. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 22, 1090–1104 (2000) 

3. Phillips, P.J., Wechsler, H., Huang, J., Rauss, P.J.: The FERET database and evaluation 
procedure for face-recognition algorithms. Image and Vision Computing 16, 295–306 
(1998) 

4. Blanz, V., Romdhani, S., Vetter, T.: Face identification across different poses and illumi-
nations with a 3d morphable model. In: 5th IEEE International Conference on Automatic 
Face and Gesture Recognition, pp. 192–197. IEEE Press, New York (2002) 

5. Chai, X., Shan, S., Chen, X., Gao, W.: Locally linear regression for pose-invariant face 
recognition. IEEE Transactions on Image Processing 16, 1716–1725 (2007) 

6. Viola, P., Jones, M.: Rapid object detection using a boosted cascade of simple features. In: 
Proceedings of the 2001 IEEE Computer Society Conference on Computer Vision and Pat-
tern Recognition, vol. 1, pp. 504–511. IEEE Press, New York (2001) 

7. Chang, C.C., Lin, C.J.: LIBSVM: A library for support vector machines. ACM Transac-
tions on Intelligent Systems and Technology 2, 27–33 (2011) 

8. Ojala, T., Pietikäinen, M., Mäenpää, T.: Multiresolution gray-scale and rotation invariant 
texture classification with local binary patterns. IEEE Transactions on Pattern Analysis 
and Machine Intelligence 24, 971–987 (2002) 

9. Tan, X., Triggs, B.: Enhanced local texture feature sets for face recognition under difficult 
lighting conditions. IEEE Transactions on Image Processing 19, 1635–1650 (2010) 

10. Hwang, W., Wang, H., Kim, H., Kee, S.C., Kim, J.: Face recognition system using mul-
tiple face model of hybrid fourier feature under uncontrolled illumination variation. IEEE 
Transactions on Image Processing 20, 1152–1165 (2011) 



Metric Learning Based False Positives Filtering
for Face Detection

Nanhai Zhang(B), Jiajie Han, Jiani Hu, and Weihong Deng

Beijing University of Posts and Telecommunications, Beijing, China
{nhzhang,dxs,jnhu,whdeng}@bupt.edu.cn

Abstract. Face detection in the wild is a challenging task within the
field of computer vision. Many face detectors fail to distinguish face
images and non-face images because intra-class variations surpass inter-
class variations. To overcome it, we propose a metric learning based false
positives filtering for face detection. With 8 average faces as standard
face, we apply metric learning to seek a linear transformation to reduce
the distance between face images and standard faces while enlarge the
distance between non-face images and standard faces. To solve our defin-
ing objective function for metric learning, we adopt a batch-stochastic
gradient descent scheme, with which we can get stable solution fast. The
results on FDDB and our self-collected dataset show a good performance
of our method for improving Viola-Jones face detectors.

Keywords: Metric learning · False positives filtering · Batch-stochastic

1 Introduction

Face detection is a challenging task within the field of computer vision. Great
success have been made over past years, especially in constrained environments.
However, it is still a challenge to detect face in wild environments, due to lighting,
illumination, expression and occlusion.

The main challenge comes from that intra-class variations (between faces and
faces) caused by lighting, expression, pose, etc may be larger than inter-class vari-
ations (between faces and complex background). Fig. 1 shows the situation. To
deal with this problem, diverse approaches have been proposed. For the feature-
based methods, researchers try to extract robust features, e.g. SURF[1] and
learned feature with CNN[2]. For the model-based methods, researchers try to
model large variations with deformable part-based model[3]. Nevertheless, most
of these approaches are time consuming or computation expensively.

The fundamental principle of most improvement work is to reduce the large
variations of face appearances into a controllable limit, which shares the same
principle with metric learning. Motivated by this idea, we propose an universal
false positives filtering process for face detection based on metric learning, which
can efficiently improve the results of classical Viola-Jones detector[4]. With well
trained linear mapping matrix, we can map the feature into a new data space
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 60–67, 2015.
DOI: 10.1007/978-3-319-25417-3 8
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Fig. 1. Example illustrates the situation where intra-class variations surpass inter-class
variations. Left is a face image, middle is an average face and right is a non-face image.
The cosine similarity between face image and average face is 0.37 which is lower than
0.62 that is the cosine similarity between non-face image and average face.

where the inter-class differences surpass the intra-class differences. And then the
existence of face can be easily predicated by a thresholding process. This process
is quite fast and efficient.

In summary, the contributions of this paper are threefold:

1) We propose a new framework of false positives filtering process for face detec-
tion based on metric learning. With this approach, non-face images can be
filtered quickly and robustly.

2) We refer average faces(Fig. 2) as standard faces, because they are baseline
shape of human face free from kinds of variations. And we propose a batch-
stochastic gradient descent scheme to learn the linear transformation of met-
ric learning fast and robustly.

3) To evaluate our approach, we collect an unconstrained face detection dataset
from real world. On this dataset, our approach shows efficient improvement.
To be more persuasion, we also test it on the challenge FDDB[5] and achieve
significant improvement of Viola-Jones detector .

2 Related Work

Face Detection: As a fundamental task in computer vision, face detection
attracts lots of researchers. The seminal work by Viola and Jones[4] has become
a standard paradigm for face detection. Since that, most improvements follow the
paradigm. Recently, Chen et al.[6] propose a unified framework for cascade face
detection and alignment with simple shape indexed feature. Different from the
boosted cascade framework, deformable part-based models also achieve state-
of-the-art result[3]. Besides, Shen et al.[7] propose a more different framework.
In their work they first present a novel exemplar-based face detector and it is
improved by Li et al.[8]. While as far as we know, few papers discuss the post
process for face detection except Chen et al.[6]. To prove using facial point based
features can improve face detector, they introduce a simple SVM classifier in the
post process. Different from that, our false positives filtering process is more
universe and fast and can significantly improve face detector without the help
of face landmarks.

Metric Learning: Since the pioneering work of Xing et al.[9], many met-
ric learning algorithms have been proposed. Most classic metric learning
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Fig. 2. Illustration of 8 average faces, which are compounded by experimental psy-
chologists1. Four groups of average faces respectively stands for four country’s average
faces:(a) China, (b) Japan, (c) Korea and (d) India

methods utilize the Mahalanobis distance form including LMNN[10], ITML[11],
OASIS[12]. For non-linear metrics, many works try to capture the non-linear
structure with kernel tricks to linear models[13]. Besides, neural network, due to
its powerful representative ability, is also used to map data into non-linear space
where the squared L2 distances can be directly used to metric similarity[14].
Our approach benefits from these works especially the DDML[14]. Based on this
work, we propose the batch-stochastic gradient descent scheme to optimize the
cost function.

3 Proposed Approach

Given a set of N training samples X = [x1, x2, · · · , xN ] ∈ R
d×N , where xi ∈ R

d

denotes the ith training sample, and a prototype set of K standard faces
Y = [y1, y2, · · · , yK ] ∈ R

d×K , where yi ∈ R
d denotes the ith prototype face. Our

approach adopts the Mahalanobis distance form. So the distance between a sam-
ple from X and a sample from Y can be computed as:

dM (xi, yj) =
√

(xi − yj)T M(xi − yj) =
√

(xi − yj)T W T W (xi − yj) = ‖Wxi − Wyj‖2

(1)
where M is some symmetric and positive semi-definite matrix which parame-

terizes the squared Mahalanobis distance. Since the property of positive semi-
definite, M can be factorized as M = WT W .

From Eq.(1), we find that with parameter W the data points are mapped
into a new space where the distance between two data point can be com-
puted with squared L2 distances. Consequently our goal is to seek a lin-
ear transformation matrix that reduces the distance between face images
and standard faces while enlarges the distance between non-face images and
standard faces. We define another two sets which can be constructed by
set X an Y . S = {(xi, yj) | xi is face image from X, yj ∈ Y }, D =

{(xi, yj) | xi is nonface image from X, yj ∈ Y }, where S denotes the face pairs
and D denotes the face and non-face pairs.

The goal of metric learning is to minimize the distance of pairs from S and
maximize the distance of pairs from D. Different from some metric learning
methods based on large margin, we believe it is enough to discriminate face and

1 http://faceresearch.org/

http://faceresearch.org/
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Fig. 3. Schematic illustration of our method. In the origin data space, there is one
sample of non-face being close to the space formed by standard faces and one sample
being far away. The goal of metric learning is to pull the outside face sample into
threshold u1 and pull the inside non-face sample out to the threshold u2.

non-face image if distance of intra-class is below a threshold and distance of
inter-class is above a threshold. Then our approach can be formulated as:

min
W

‖W‖2
F

s.t. d2
M (xi, yj) ≤ u1 ∀(i, j) ∈ S

d2
M (xi, yj) ≥ u2 ∀(i, j) ∈ D

(2)

where ‖·‖F denotes Frobenius norm, u1 and u2 denote the pre-specified threshold
and they obey u2 ≥ u1. Choosing ‖W‖2F as objective function because we follow
the experience that simple W contributes to stronger generalization ability.

Fig. 3 intuitively illustrate the proposed method. To reduce the parameters,
we adopt the trick of [14]. The relationship between hyperparameter u1 and u2

just ensure a safe margin between intra-class difference and inter-class difference,
so that we can simply set u1 = δ − 1 and u2 = δ +1. For the constraints, we can
encode them with hinge loss:

(d2
M (xi, yj) − δ + 1)+ , ∀(i, j) ∈ S

(δ + 1 − d2
M (xi, yj))+ , ∀(i, j) ∈ D

(3)

where (z)+ denotes the hinge loss function max(0, z). Then the final form of the
optimization is formulated as:

min
W

L(W ) =
N∑

i

K∑

j

(1 − lij(δ − d2
M (xi, yj)))+ + γ‖W‖2

F (4)

where lij is the label of image pair (xi, yj), lij = 1 for (xi, yj) ∈ S and lij = −1
for (xi, yj) ∈ D. The γ term is a trade-off between the regularization term and
the hinge loss. The cost function L(W ) is to minimise the hinge loss of all over
N training samples while keep parameter W simple.

For minimising the cost function L(W ), we utilize a batch-stochastic gra-
dient descent scheme to solve it. Since the hinge loss (z)+ is not differen-
tiable at point z = 0, we use a generalized logistic loss function hβ(z) to

smoothly approximate the hinge loss[15], where hβ(z) =
1

β
log(1 + exp(βz)) and

β is a sharpness parameter. hβ(z) − (z)+ converges to zero as the sharpness
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Algorithm 1. Metric Learning Based False Positives Filtering
Input: Training set X and Y , threshold δ, regularization term γ, learning rate ν, convergence error

ε, test set T
Output: parameter W and labels of test data

Step 1 (training the parameter W ):
Initialization W with 1 at diagonal position, otherwise 0
for iter = 1, 2, 3, . . . do

Randomly select a sample xi from X
Compute batch-stochastic gradient according to Eq.(5)

Update W with W = W − ν
∂L
∂W

if |L(W )iter − L(W )iter−1| < ε then
break

end if
end for
Step 2 (predication):
for each test data tm in T do

label for tm is predicated by l(m) = mean
j∈[1,K]

(d2
M (tm, yj)) < δ

end for
return parameter W and labels l

parameter β increases. Then we can compute the batch-stochastic gradient of
the cost function:

∂L
∂W

=
2

K

K∑

j

(h′(zj)lij(Wxi − Wyj)x
T
i + h′(zj)lij(Wyj − Wxi)y

T
j ) + 2γW (5)

where
zj = 1 − lij(δ − d2

M (xi, yj)) (6)

From Eq.(5) we can see that the batch in our batch-stochastic gradient descent
scheme means a batch of K standard face from dataset Y and the stochastic
means randomly select a sample from dataset X. Then parameter W can be
updated by the batch-stochastic gradient multiplying a learning rate.

The main procedure of our method is shown as Algorithm 1. Besides, to
achieve a advance performance of false positives filtering, we combine the results
of our method and Viola-Jones detector. Since the Viola-Jones detector adopt
the number of neighbors for filtering false face, we propose to use following
formulation to combine the two method:

Socre = num neighbors × exp(−mean
j∈[1,K]

(d2
M (tm, yj))) (7)

4 Experiments

To evaluate our proposed approach, we test it on the challenge FDDB and our
own dataset. And we compare our approach with some state-of-art metric learn-
ing methods. Following detailedly describe it.

4.1 Implementation Details

The training set for metric learning is collected as following: we firstly collect
a large set of images containing face. Then we use the Viola-Jones detector[4]
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to detect faces within these images. Due to limited performance of Viola-Jones
detector, the detected results contain many non-face images. Lastly, we annotate
these detected results and get the training set which consists of about 20000 face
images and 10000 non-face images.

For the feature, we extract two kinds of features: HOG and LBP. Before that
we align all images with face alignment algorithm SDM[16]. For LBP feature, we
divide each image into 10×10 non-overlapping blocks with size 10×10. For each
block we extract a 59-dimensional uniform pattern LBP feature. Lastly we apply
LDA to project the 5900-dimensional feature into a 100-dimensional feature. For
HOG feature, we divide each image like LBP. For each block, we choose the cell
size as 5 × 5 and 18 directions. We also apply LDA to project the HOG feature
into a 100-dimensional feature. Finally we get a 200-dimensional feature each
image and we apply WPCA to the feature before training. For the parameters
of metric learning, we set threshold δ = 2, regularization term γ = 0.01 and
learning rate ν = 0.001.

4.2 Experiments on Our Wild Dataset

We collect an unconstrained face detection dataset to evaluate our approach.
Different from FDDB, our self-collected face dataset is collected from people’s
daily life, which contains many pose pictures, scenery pictures and group pic-
tures. It altogether contains 225 images with a total of 630 faces. We follow
the evaluation protocols as FDDB that we use the discrete setting which counts
the correct detections according to intersection ratio. We compare our method
with original Viola-Jones detector[4], the cosine similarity and two other classic
metric learning based false positives filtering. From Fig. 4(a), we can see that
our approach slightly outperforms ITML[11] and OASIS[12] while significantly
outperforms the cosine similarity. Besides, all of these metric learning based
methods show efficient improvement to original Viola-Jones detector. Fig. 4(c)
shows some results of two detectors. We can see that some easily misclassified
images are misclassified by Viola-Jones detector but can be well classified by our
approach on our dataset.

4.3 Experiments on FDDB

The FDDB is a challenge dataset for evaluating the performance of face
detector[5]. It contains 2845 images with a total of 5171 faces. For the evaluation
protocols, we also use the discrete setting. From Fig. 4(b), we can see that our
result outperforms the cosine similarity significantly while achieves competitive
result comparing with ITML[11] and OASIS[12]. Comparing with Viola-Jones
detector, single model of metric learning sightly outperforms it while the com-
bining method outperforms two single models and get the best result. Fig. 4(d)
shows some results of two detectors. And we can see that some easily misclas-
sified images are misclassified by Viola-Jones detector but can be well classified
by our approach on FDDB.
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(a) evaluation on our dataset (b) evaluation on FDDB

(c) some results on our dataset (d) some results on FDDB

Fig. 4. (a)Evaluation on our dataset (Discontinuous score), (b)Evaluation on FDDB
(Discontinuous score), (c)(d)some results of two detectors on two datasets, below is
the score of two model, for Viola-Jones detector, the greater number means the greater
probability of face, converse for our method

5 Conclusion

In this article, we propose a new false positives filtering process based on metric
learning for face detection. Our approach shows significant improvements for
Viola-Jones detector on challenge FDDB and our self-collected dataset. As metric
learning is a unified method to enhance the given feature, our approach can be
also used to improve some other face detectors. How to learn some representative
prototype faces as the standard faces will be our future work.
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Abstract. Efficient encoding of facial descriptors remains to be a major topic 
for face recognition. Among various methods, Fisher vector (FV) representa-
tions have shown satisfying performance on most benchmark datasets. Howev-
er, its representation is huge. In this paper, we present a novel approach to make 
Fisher vector compact and improves its performance. We utilize handcrafted 
low-level descriptors as FV do. However, we retain only 1st order statistics of 
FV, introduce Gaussian block to sparsify FV, alter its formulation, and normal-
ize properly. We evaluate our method on LFW and FERET dataset, and result 
shows our method effectively compresses Fisher vector and achieves satisfying 
result at the same time. 

Keywords: Fisher vector · Face recognition · Compact descriptor · Discriminant 
descriptor 

1 Introduction 

The pursuit of automatic and precise recognition of face has motivated researchers in 
a range of fields, and related works have been applied to public security, human-
computer interaction, etc. However, face representation and recognition is still an 
open problem due to high variability such as in illumination, scales, rotation, pose, 
and occlusion. Two main kinds of face recognition tasks are: face identification, 
which is to identify an unknown person given a gallery set; and face verification, 
which is to decide whether two images are of the same person. We address both the 
verification task and identification task. 

The last decade has witnessed the flourish of Bag-of-Features (BoF) model for ob-
ject recognition. The approach is inspired by the bag-of-words (BoW) model, where a 
bag of words is a histogram of local image features. The BoF model benefits from the 
power of local feature descriptors as well as machine learning techniques to extract 
discriminative ones and to form a global representation. A standard pipeline of the 
BoF model consists of: local descriptors extraction; codebook generation; local  
feature encoding and classification [4, 5]. Meanwhile, majority of efforts have been 
focused on generating codebooks and encoding features with them. Huang [4] intro-
duced a taxonomy based on motivation. They categorized popular coding strategies 
into voting-based, Fisher coding-based, reconstruction-based (sparse coding, local 
coordinate coding, local-constraint linear coding), local tangent-based (local tangent 
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coding, super vector coding), saliency-based (salient coding, group salient coding). 
Our method is based on Fisher coding. 

Fisher coding is inspired by the technique of Fisher kernel, which represents visual 
words by means of a Gaussian Mixture Model (GMM). Fisher coding describes a 
signal with a gradient vector derived from its probability density function. Fisher 
coding has achieved satisfying performances in various image categorization tasks 
[18]. However, it comes at the expense of high memory usage and computational 
complexity. A Fisher encoding of a set of local descriptors x1 ,..., xτ ∈RD with K Gaus-
sian components has a final representation size of K(2D+1). In [7], Fisher representa-
tion of ILSVRC 2010 dataset (1.4 million images) with 512K dimensions per image, 
using a 4 byte floating-point representation, requires almost 3TB. This makes Fisher 
encoding impractical in large-scale image representation. Binarization[1] and product 
quantization [7] are suggested to cope up with its high storage price.  

Vector of Locally Aggregated Descriptors (VLAD) introduced by Jegou et al. [8] 
is a compact state-of-the-art encoding method. VLAD is similar in spirit to Fisher 
coding, as both captures deviations of the distribution of local descriptors assigned to 
a cluster center. Different from Fisher coding where the data is modeled by GMM, in 
VLAD the codebook is learned using K-means, with each local descriptor xt asso-
ciated to its nearest visual word in the codebook. VLAD can be seen as a simplified 
non-probabilistic version of Fisher encoding [9,10]. VLAD has a final representation 
size of KD, with K the number of cluster centers. Arandjelovic [17] show that intra-
normalization (L2 normalization within each cluster) significantly improves perfor-
mance. Inspired by [6], we regard Fisher coding may also be regarded as a Gaussian 
kernel codebook with uncertainty and plausibility integrated, whereas VLAD is 
represented by traditional codebook with constant weight and hard-voting. 

In this paper, we devise a simple approach to compress Fisher vector to the size of 
VLAD under same condition. We seek methods to sparsify Fisher encoding, alternate 
its representation and apply proper normalization method. We zero out features that 
has low posteriors, forming Gaussian blocks. We show that performing intra-
normalization for each Gaussian block could cause the loss of information regarding 
its norm, thus we suggests a function mapping to preserve important information 
about the distribution of local descriptors around each codewords. Our approach 
achieves better performance on the LFW benchmark than Fisher encoding, with 
memory usage halved. Figure 1 describes our pipeline, details have been elaborated in 
section 3. 

 
Fig. 1. Pipeline of our approach 
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2 Fisher Vector and Related Encoding Strategies 

2.1 Fisher Kernel and Fisher Vector 

Fisher coding derives from Fisher kernel, which describes a feature by a gradient 
vector derived from its probability density function – GMM. Let θ denote the parame-
ter of the GMM, where θ = {wk , μk , ∑k , i=1...K} denote prior, mean vector and cova-
riance matrix of the k-th Gaussian respectively; X = {x1, ..., xτ} denotes the set of local 
feature vectors extracted from the image. One can characterize X with the gradient 
vector ▽θ logp(X|θ). Suppose all features are independent, the log-likelihood of the 
extracted features are: 

                                                           (1) 

The likelihood that xt was generated by the GMM is P(xt |θ) = ∑K
k=1wk pk(xt  |θ), 

with ∑K
k=1wk = 1 and pk(xt|θ) = exp{-(x-μγ)i∑k

-1(x-μγ)/2}/{(2π)σ/2|∑k|1/2}. Assume that 
the covariance matrices are diagonal.  

Let γt(k) be the soft assignment of xt to Gaussian k, i.e. the probability for feature xt 
to have been generated by the k-th Gaussian. We have γt(k) = wkpk(xt 
|θ)/{∑N

j=1logwjpj(xt |θ)}.  
The gradients of feature xt with respect to GMM parameters can be calculated. To 

normalize input vectors, Fisher information matrix is suggested. Thus gradients with 
respect to GMM parameters are: 

                                                       (2) 

                                                  (3) 

                                         (4) 

where ϛX
wν is a scalar of 0th order statistics, and ϛX

μν, ϛX
σν are vectors of D dimensions 

of 1st and 2nd order statistics respectively. The final coding vector of a feature, i.e. 
the Fisher vector, can be represented as the concatenation of gradients ϛX

wν, ϛX
μν, ϛX

σν. 
The Fisher vector is therefore of dimension (2D+1)K. 

2.2 Fisher Vector Normalization 

Perronnin [11] described two normalization steps that could make Fisher vector ob-
tain competitive results when combine with a linear classifier: L2 normalization and 
power normalization. We apply power-normalization first and then L2 normalization. 

Sanchez [7] provides two justifications on L2 normalization. Firstly, L2 normaliza-
tion cancels out the effects of the amounts of background information. Without it, 
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images that contain same object at different scales could have different signatures as 
they contain different amounts of background information that hamper representation. 
Secondly, for high-dimensional vectors, L2-normalization is valid to maximize in-
formation as long as similarity is measured using dot-products. 

Power normalization is performed to each dimension of the FV, which takes the 
form z← sign(z)|z|ρ, 0<ρ≤1. A reasonable value of ρ could be 1/2 and the transforma-
tion is referred to as ‘signed square-rooting’. This operation can be views as data 
comparison using Hellinger measures. Power normalization basically has the same 
form as RootSIFT [23]. Power normalization avoids peakiness effects, which is the 
influence of descriptors frequently seen within images. It unsparsifies the resulting 
representation as well. 

2.3 Integrating Spatial Information 

The BoF model encode local features via their appearance patterns in features space 
and ignores its spatial information in image space. However, without taking spatial 
structure into account, we may lose important information, as similar local descriptor 
may signify distinct features under diverse background and therefore function diffe-
rently if perceived at different locations. 

Spatial pyramid representation is a popular spatial model introduced in [12] to cap-
ture spatial layout of an image. It subdivide an image iteratively into finer scales, 
encode features over these regions respectively and concatenate them to form the final 
representation. Krapac [13] introduced an extension of BoF by representing spatial 
layout using GMM. In [14] had proposed an image layout model without partitioning 
it. Modeling the joint distribution of local descriptors and patch locations can be done 
by simply augmenting the local feature with their spatial coordinates. We follow the 
notation in [15], define the augmented feature vector xt = [xt; x/w-1/2; y/k-1/2]∈RD+2, 
where w and h represents the image height and width, respectively. The augmented 
features reflect not only descriptors in feature space, but also location in image space.  

2.4 VLAD and Intra-Normalization 

VLAD encoding [10] can be regarded as a simplified version of Fisher vector encod-
ing. Firstly, through K-means clustering, we first learn a codebook of visual words. 
With xt and μk denoting local descriptor and visual words respectively, the residual 
vector is calculated by: 

                                                                  (5) 

VLAD inherits ambiguity problems like BoW model as the k-means clustering algo-
rithm can be viewed as a non-probabilistic version of GMM clustering. 

In [17], intra-normalization is proposed to tackle burstiness, where in Fisher vector 
we address the problem by power normalization. It was found in [17] that intra-
normalization is more effective than power normalization, and it can simply be done 
by independently L2 normalize the sum of residuals within each VLAD cluster. In 
[18], intra-normalization is applied to Fisher vector for each Gaussian. 

ktk x  
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3 Compact Fisher Vector Representation 

3.1 Sparsifying Fisher Vector 

In section 2.1, the posterior probability of xt  of the k-th Gaussian is γt(k) = wγpγ(xt 
|θ)/{∑N

j=1logwjpj(xt |θ)}. In practice, this probability is small for most cases. In [19], 
the author obtained a sparse image representation by picking k out of the K Gaussian 
components and set the rest K-k Gaussian posteriors to zero. 

To get a proper block size for each cluster so that we could apply intra-
normalization effectively. We zero out posteriors that gone below a certain threshold. 
This approach could also abate negative impacts of Gaussian visual words located 
faraway from local descriptors. 

Finally, to ensure our Gaussian posteriors of the K Gaussians sum to one for each 
data, we update posterior by normalization: γt(k) =  γt(k)/∑jγt(j). 

3.2 Fisher Vector with First Order Statistically Only 

In [7], it is argued that the 0th order statistics does not help improving results. Besides 
this, we argue that with proper normalization, 2nd order statistics could be ignored 
without much hindering classification accuracy. We focus on the deviation of the 
local features from the Gaussian visual words, whose location in feature space can be 
described by its mean μk. Thus, we simply retain one of the three features in Fisher 
vector. 

3.3 Residual Normalization 

In [20], VLAD performance was improved by L2 normalize residuals that sum up in 
VLAD representation. Normalize residuals results in all descriptors contribute equally 
at the stage of summation. This strategy is beneficial when combined with approaches 
to handle burstiness, like power normalization. We experiment this with Fisher vec-
tor, i.e. we normalize the difference (xt-μk)/σk. 

3.4 Tweaking Fisher Vector Representation 

In [1], the division of the square root of Gaussian prior probability  is believed to 

have discounted burstiness [21] and act in a similar way to tf-idf. However, we ex-
clude it as the extra gain it brings is rather minor, as shown in [22].  

As we represent the learned features by deviations from Gaussians, and as we men-
tioned in Section 3.1, the posteriors are normalized for each data. However, for each 
Gaussian visual word, posteriors of which local features assigned to it may be im-
pacted by another Gaussian. To gain robust representation, we consider replacing the 
original iw  in the denominator with the sum of posteriors assigned to a certain 

Gaussian, so our final representation is: 

kw
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                                                   (6)
 

3.5 Normalization 

The application cosine measure between two residuals is a comparison of angle. Giv-
en two feature sets and a Gaussian block, these features may be near to each other but 
their distance may be large if they lie close to the center of the block. Figure 2 illu-
strate this scenario. 

 
Fig. 2. Two different scenario where angle between feature sets are identical 

We consider a function mapping that could reflect actual distance between features 
compared. For each Gaussian block, our Fisher vector represent the residual between 
features and the Gaussian visual word. We consider adding information about the 
norm of the residual when doing intra-normalization. We hope that residual could 
vanish when its norm is small. One example of this normalization procedure is: 

                                                (7)
 

4 Experiments 

4.1 FERET 

The FERET database is composed of 14051 facial images. It contains a set of 1196 
people, and testing set with variations on lighting, facial expressions, pose, and age. 

The images are horizontally cropped to 3 overlapping sub-images, with size 
65×130, 70×130, 60×130 respectively. Dense SIFT features are extracted via VLFeat 
[3] with 2-pixel spacing. Then perform RootSIFT transformation, and do principle 
component analysis (PCA) to reduce the dimension of the features to 64, and append 
location information to the descriptor as [15] do. Then train GMM model indepen-
dently for each sub-images and each scale, and each GMM has 256 Gaussians. Our 
final compact Fisher vector are of 50688 dimension for each image.  

We perform WPCA to the final descriptor to reduce its dimension to 500, 600, 700, 
800, 900, 1000, and evaluate accuracy via cosine measure. We denote Fisher vector as 
FV, and Super vector as SV. From the Table 1, our method is on par with Fisher vec-
tor. Note that Fisher vector is approximately 2 times large compared to our represen-
tation, so we gain accuracy with less feature dimension. 
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Table 1. Comparison of accuracy of different encoding methods 

Test set fafc fafb dup1 dup2 
FV 1.0000 0.9992 0.9335 0.9444 

SV[4] (s=2) 1.0000 0.9992 0.9252 0.9444 
SV[4] (s=1) 1.0000 1.0000 0.9321 0.9402 

SV[4] (s=0.5) 1.0000 1.0000 0.9321 0.9402 
Ours 0.9948 0.9983 0.9377 0.9573 

4.2 Labeled Faces in the Wild (LFW) 

We experiment on the challenging dataset, Labeled Face in the Wild (LFW). The set 
contains 13233 training images of 5749 people and is considered as a standard 
benchmark for face verification. The evaluation procedure is to divide predefined 
image pairs into 10 folds and for each fold verify whether the image pair is of the 
same person. 

In our experiments, images are firstly cropped and centered to 150×80 pixels. We 
crop the image horizontally to 3 sub-images, each of which of size 65×80, 35×80 and 
50×80. Multiscale Dense SIFT features are extracted via VLFeat [3] with 2-pixel 
spacing and the sliding windows are 16×16 and 24×24 pixels respectively. Then, in 
light of [2], we evaluate the power (L2 norm) of the patch extracted and retain only 
60% of the most prominent features extracted to build a more robust dictionary. After 
that, we L1 normalize the feature, do RootSIFT transformation, and do principle 
component analysis (PCA) to reduce the dimension of the features to 64. We append 
location information to the resulting descriptor as [15] do. We train GMM model 
independently for each sub-images and each scale, and each GMM has 128 Gaus-
sians. In the encoding stage, we zero out posteriors which are below 5×10-5. We per-
form normalization according to Section 3.5 for each Gaussian block, and do L2 nor-
malization for the final representation. Our final compact Fisher vector are of 50688 
dimension for each image. 

We do principle component analysis (PCA) and linear discriminant analysis (LDA) 
to reduce the dimension of our compact Fisher vector and verify each pair of face by 
cosine measure. We iterate with various PCA and LDA dimensions and choose the 
best LDA dimension for each PCA setting. Our verification accuracy compared with 
original Fisher vector (FV) and Super vector with s=1 (SV) are shown in Figure 3. In 
the figure, we compare different normalization approaches and its effects on final 
result as well. Normalization approaches in consideration are: component-wise square 
rooting (CSR), power normalization (PN), residual normalization (RN). We can see 
that our method outperforms Fisher vector and super vector, and other normalization 
process do not further improve the recognition accuracy. 
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Fig. 3. Comparison of accuracy of different encoding methods under various PCA dimensions 

As shown in Table 2, our results in the unrestricted LFW outperforms the state-of-
the-art by a considerable margin, thus confirm that the proposed face descriptor is 
effective and robust. 

Table 2. Comparison of accuracy with state-of-the-art methods in the unrestricted LFW 

Methods Accuracy(%) 
CMD ensemble metric learning[24] 91.70 
SLBP ensemble metric learning[24] 90.00 

Combined PLDA[25] 90.07 
High dimensional SIFT[26] 91.77 
High dimensional HOG[26] 91.10 
High dimensional Gabor[26] 90.97 

LDML-MkNN[27] 87.50 
Joint Bayesian[28] 90.90 

2-Stage ConvNet[29] 85.39 
ConvNet-RBM[30] 91.75 

Ours 92.88 

5 Conclusion 

The Fisher vector is still a powerful representation framework for facial images, 
though its power comes at a computational and storage cost. In this paper, we pro-
posed a compact Fisher vector representation framework for face verification and 
identification. We retain only the most discriminative part of the Fisher vector, then 
we sparsify them in the feature space. Next, we alter the discriminative descriptor to 
gain robustness. Finally, we apply a novel normalization scheme to represent relative 
spatial information in the feature space. Experiment results on FERET and LFW data-
set showed superior performances over state-of-the-art Fisher vector representation 
with less storage and computational price. Comparison of accuracy with other me-
thods in LFW database has also proved the merit of our approach. 
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Abstract. Face verification is a very challenge problem, due to large
variations in expression, background, pose, and occlusion. It involves two
crucial problems, one is face representation and the other is the similarity
computation of face vectors. Addressing the two problem, this paper pro-
poses a method for simultaneously learning features and a corresponding
similarity metric for a real world face verification, which apply novel reg-
ularization to learn a nonlinear metric learning with deep convolution
neural network. Experimental results on the widely used LFW dataset
are presented to show the effectiveness of the proposed method.

Keywords: Deep learning · Face verification · Distance metric
learning · Convolutional neural network

1 Introduction

Over the last twenty years, a large number of face recognition approaches have
been proposed in the literature[1], and most of them have improved the face
recognition performance under controlled environments. However, their perfor-
mance drops heavily when face images are captured in the wild scenario as
the camera pose changes, non-rigid deformations or different lighting condi-
tions and large intra-class variations usually occur by varying expression and
occlusion. Therefore, we can assume that the unconstrained images distribute
on a nonlinear manifold. Of course, recently, there have been many meth-
ods proposed to improve the face verification performance in unconstrained
environments[2],[3],[4]. Yet most current face verification methods use hand-
crafted features. Typical feature descriptors include SIFT[5], LBP [6], Gabor[7],
and fisher vector faces[8]. Factually, face recognition technologies based on shal-
low features are far reaching the social and cultural implications gap between
machines and the human visual system. Then a variety of methods based on
deep learning, such as Boltzmann machine[4], deep neural net[11],[12] have been
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 78–87, 2015.
DOI: 10.1007/978-3-319-25417-3 10
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proposed to apply to face recognition. Face recognition can be divided into iden-
tification and verification. This paper mainly addresses in the latter.

In this paper, we propose a nonlinear metric leaning with deep convolu-
tion neural network(DConvNet). As DConvNet has many advantage properties,
which can learn optimal shift-invariant local feature detectors and build rep-
resentations that are robust to geometric distortions of the input images. Our
system architecture is similar to that of Hu[13], but we apply the Deep ConvNet
and novel regularization to learn similarity for unrestricted face images. Hu only
used the Euclidean distance and traditional BP networks or analogue to convo-
lutional structure. We implement experiments on the Labeled Faces in the Wild
(LFW) [10] dataset, a standard testbed for unconstrained face verification. The
results show the proposed method achieves 89.6% in the unrestricted setting,
which outperforms the current best result 87.83% in[13].

The paper is organized as follows. Section 2 discusses the related work and
Section 3 presents the proposed model. Experimental results are reported in
Section 4. Section 5 concludes the paper.

2 Related Work

In this section, we first briefly review the conventional similarity distance metric
learning, and deep convolution neural network.

2.1 Similarity Distance Metric Learning

Let X = [x1, x2, · · · , xN ] ∈ Rd×N be the training set, where xi ∈ Rd is the ith
training sample and N is the total number of training samples. The conventional
Mahalanobis distance metric learning aims to seek a square matrix M ∈ Rd×d

which can be computed as:

dM (xi, xj) =
√

(xi − xj)T M(xi − xj) (1)

where is symmetric and positive semi-definite. Another popular similarity learn-
ing is bilinear similarity function defined by SM (x, t) = xT Mt or called cosine
similarity CSM (x, t) = xT Mt/

√
xT Mx

√
tT Mt.

2.2 Deep Learning and Convolutional Neural Network

Recent several years, deep learning has received wide research and many deep
learning methods have been proposed, especially deep convolutional nerual net-
work(DConvNet) has been widely applied to image classification[14] and com-
puter vision. The overall architecture of DConvNet is shown in Fig. 1.

Deep learning models also have been used for face verification or identifica-
tion. Huang et al.[4] generatively learned features with convolutional deep belief
networks, then used information-theoretic metric learning and linear SVM for
face verfication. Cai et al.[15] learned deep metrics under the Siamese network,
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Fig. 1. The architecture of Deep convolutional neural networks.

but used a two-level independent subsapce anslysis network as the sub-networks
instead. Sun et al.[16] used multiple deep ConvNets to lean high-level faces sim-
ilarity features and trained classification restricted Boltzmann machine(RBM)
for face verification. They [17] further proposed to take the last hidden layer
neuron activations of deep ConvNets as DeepID features and used the Joint
Bayesian technique for face verification. Taigman et al.[21] proposed deepface
for face representation from a nine-layer deep convolutional neural netwok to
proceed face verification, which also showed that the Deepface closed the major-
ity of the remaining gap in the most popular benchmark in unconstrained face
recognition and was at the brink of human level accuracy. Hu et al.[13] proposed
a discriminative deep metric learning (DDML) approach to train a deep neural
network which learned a set of hierarchical nonlinear transfromations for face
verification.

3 Proposed Method

In this section, we present the proposed method of learning a nonlinear similarity
metric with ConvNets for face verification, which will be described as follows.

3.1 Nonlinear Metric Learning with Deep ConvNet

Currently, deep models such as ConvNets have been proved effective for extract-
ing high-level visual features and are used for face verification[4]. The similarity
distance metric learning has also received widely studies by researchers[1]. Com-
bining these studies, we proposes a nonlinear metric learning method embedding
deep ConvNets for face verification which is illustrated in Fig. 2.

Let x1 and x2 be a pair of images shown to the input of proposed method. Let
yij be a binary label of the pair, yij = 1 if the x1 and x2 images are from the same
subject,i.e. the same person and yij = −1 otherwise. Then, we construct a deep
convolutional neural network to computate the representations of one face pair
by passing them to multiple layer of nonliear transformations. In our proposed
systems, the deep ConvNets adopt the similar structure to [17] which contains
four convolutional layers(C1 � C4)(with max-pooling) followed by the fully-
connected layer, but deletes the softmax output layer. The input is 80×150×k,
where k denotes channes, k = 3 for color images and k = 1 for gray images.
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Fig. 2. The flowchart of proposed method for face verification.

The convolution operation is expressed as

yh = max(0, bh +
∑

i

kih ∗ xi) (2)

where xi and yh are the i-th input map and the h-th ouput map, respectively.
kth is the convolutional kernel between the i-th input map and the h-th output
map. ∗ denotes convolution. b is the bias of the h-th output map. We use ReLU
nonliearity ((y = max(o, x)) for hidden neurons, which is shown to have better
fitting abilites than sigmoid function. Max-pooling is formulated as

yi
h,k = max

0≤m,n<s
{xi

h·s+m,k·s+n} (3)

where each neuron in the i-th output map yi pools over an s×s non-overlapping
local region in the i-th input map xi.

The last layer, i.e. output layer is fully connected to fourth convolutional
layer (after max-pooling) such that it sees multi-scale property[17] and it takes
the following ReLU non-linearity function

a
(M)
i = max(0,

∑

i

a4
i · w4

i,p + bp) (4)

3.2 Discrimination Similarity Distance Metric with Deep ConvNets

To obtain a good similarity metric function to measure the similarity between
face images, we formulate the learning objective by considering both the robust-
ness to the large intra-personal variations and the discrimination for separating
similar image-paris from dissimilar image-pairs. In past years, many similarity
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distance metric function have been proposed by researchers[18], which includes
traditional Euclidean distance and Mahalanobis distance. Recent studies[10],[19]
observed that the Cosine similarity function CSM or bilinear similarity function
SM has a promising performance on image similarity search and outperform the
Mahalanobis distance DM . However, all these metric learning methods have the
same two limitations: (1) They mainly focused on the discrimination of the met-
ric and do not explicitly take into its robustness to intra-personal variations; (2)
They only used the distance metric DM for face verification. As the two limi-
tations could degenerate the final verification performance. In order to outcome
these limitations, this paper introduce a new similarity metric for learning sim-
ilarity metrics, which called generalized similarity metric[20] f(T,G) to measure
the similarity of an image pair (x̃i, x̃j), where x̃i = a

(M)
i ,x̃j = a

(M)
j :

f(T,G)(x̃i, x̃j) = SG(x̃i, x̃j) − DT (x̃i, x̃j) (5)

Let P = S
⋃

D denotes the index set of all pairwise constraints. If image x̃i

and x̃j are from the same subject, then the label yij = 1 and −1 otherwise. In
order to better discriminate similar image-pairs from dissimilar image-pairs, we
also need to learn T and G from the available data. In this paper, we adopt the
empirical discrimination formulation using the hinge loss:

εemp(T,G) =
∑

(i,j)∈P

(1 − yijf(T,G)(x̃i, x̃j)) (6)

Minimizing the above empirical error will encourage the discrimination of
similar image-pairs from dissimilar ones.

By applying the above formulation, we can obtain our optimization problem:

arg min
f(T,G)

J = εemp(T,G) +
λ

2
ΣM

l=1(‖ W (l) ‖2F + ‖ b(l) ‖2) (7)

where ‖ W ‖F denotes the Frobenius norm of the matrix W , and λ is regular-
ization parameter.

To solve Eq(7), we use the stochastic gradient descent scheme to obtain
the parameters {W (l), b(l)}, where l = 1, 2, · · · ,M . The gradient of the object
function J with the parameters W (l), b(l) can be computed as follows:

Δ
(l)
i,j = ((W (l)Δ

(l+1)
i,j ) � g′(z(l)i ), l = 1, 2, · · · ,M − 1 (8)

Δ
(l)
j,i = ((W (l)Δ

(l+1)
j,i ) � g′(z(l)j ), l = 1, 2, · · · ,M − 1 (9)

Δ
(M)
i,j = s′(�)yij(a

(M)
i − a

(M)
j ) � g′(z(M)

i ) (10)

Δ
(M)
j,i = s′(�)yij(a

(M)
j − a

(M)
i ) � g′(z(M)

j ) (11)

where Δ(l) denotes the error for the l -th layer in the network, and the mark �
denotes the element-wise multiplication; � and z

(ν)
k are defined as follows:

� ≡ Σ(i,j)∈P (1 − yijf(T,G)(a
(M)
i , a

(M)
j ) (12)
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z
(ν)
k = W (ν)a

(ν−1)
k + b(ν) (13)

Then the gradients are:

∇W (l)J(W, b;xi, xj , y(i,j)) = Σ(i,j)(Δ
(l+1)
(i,j) (a(l)

i )T + Δ
(l+1)
(j,i) (a(l)

j )T ) + λW (l) (14)

∇b(l)J(W, b;xi, xj , y(i,j)) = Σ(i,j)(Δ
(l+1)
(i,j) + Δ

(l+1)
(j,i) ) + λb(l) (15)

where y(i,j) is the label. Then, W (l) and b(l) can be updated by using the following
gradient descent algorithm:

W (l) = W (l) − α∇W (l)J(W, b;xi, xj , y(i,j)) (16)

b(l) = b(l) − α∇b(l)J(W, b;xi, xj , y(i,j)) (17)

where α is the learning rate. If the l -th layer is a convolutional and subsampling
layer then the error is propagated through as

Δ
(l)
k = upsample((W (l)

k )T Δ
(l+1)
k ) � g′(z(l)k ) (18)

3.3 Implementation Details

In this subsection, we talk about the nonlinear activation functions and the ini-
tializations of W (l) and b(l),l = 1, 2, · · · ,M . For the nonlinear activation function
choice, although there are many nonlinear activation functions, in our proposed
method, we use the ReLU non-linearity defined as f(x) = max(0, x), where x
is the input to a neuron. This function has been argued to be more biologically
plausible thant logistic sigmoid and hyperbolic tangent function, and our experi-
ment has demonstrate its better performance. For the initializations of W (l) and
b(l), we utilize the denoising autoencoder (DAE)[22] method.

4 Preliminary Experiment

In this section, to evaluate the effectiveness of our proposed NMLDConvNets
method, we perform unconstrained face verification experiments on the Labeled
Faces in the Wild(LFW)[9]. The following settings describe the details of the
experiments and results.

4.1 Datasets and Experimental Settings

The LFW dataset contains 13233 face images of 5749 people, and 1680 of them
appear in more than two images. It is commonly regarded to be a challenging
dataset for face verification since the faces were detected from images taken
from Yahoo! News and show large variations in pose, expression, lighting, and
etc. There are two training paradigms for supervised learning on this dataset:
the restricted and unrestricted setting. Under the restricted setting, the iden-
tity information of each face is not given. The only available information is a
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pair of input images which are labeled as the similar or dissimilar pair. Under
the unrestricted setting, the identity information of each image is available. In
our experiments, we use the image unrestricted setting which can allows us to
generate more image pairs for training, and performance is measured by ten-
fold cross-validation. Each fold consists of 200 matched (positive) pairs and 200
mispatched (negative) pairs.

All face images are cropped into 120 × 150 pixels to remove the background
information. For each cropped image, we apply Whitened PCA(WPCA) to
project the combined feature descriptors into a 600-dimensional feature vector
to remove the redundancy.

For our proposed method, we train the Deep Convnets with four convolu-
tional layers and one full-connected layer (l = 5), and the learning rate and
regularization parameter λ are empirically set as 0.004, 0.01 for all experiments,
respectively.

4.2 Comparison with Existing Deep Metric Learning Methods

In this subsection, we compare our proposed approach with several recently pro-
posed deep learning based face verification methods: CDBN[4], DNLML-ISA[15]
and DDML[13]. Table 1 shows the performance of these deep learning methods.
From this table, we can see that our NMLDeepConvnet method outperforms
the other deep learning methods, especially DDML which is the latest deep met-
ric learning approach in terms of the mean verification rate. The reason is that
our methods combined the deep convolutional neural network with generally dis-
criminative similarity metric which overcome the limitation that DDML method
only focused on the discrimination of the metric and did not explicitly take into
account its robustness. Comparing with the CDBN and DSML, our method is a
supervised deep metric learning method and adopts deep convolutional network
which can learn optimal sift-invariant local feature detectors and explore better
hierarchical information that are robust to geometric distortions of the input
face images.

Table 1. Performance comparison of the mean verification rate(standard error )with
different deep learning methods.

Method Accuracy

CDBN[4] 86.88 ± 0.62
DNLML-ISA[15] 88.50 ± 0.40
DDML[13] 87.83 ± 0.93
Our method 89.60±0.35
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4.3 Comparison with State-of-the-Art Methods

In order to fairly compare with the state-of-the-art methods on the LFW
datasets, we also extract three types of feature for the cropped images: SIFT[5],
LBP[6], and POEM. For each feature, we still use the square root feature of
three types of feature. We compare our method with PCCA[23], Sub-SML[20],
and DML-eig[24]. Table 2 lists the verification rate with standard error and Fig. 3
shows the ROC curves of these methods on this dataset, respectively. From the
table 2 and Fig. 3, we clearly see that our method has better performance than
the state-of-the-art methods in terms of the mean verification rate.

Table 2. Performance comparison of the mean verification rate (standard error) with
the state-of-the-art methods.

Method Accuracy

PCCA[23] 83.80 ± 0.40
Sub-SML[20] 89.73 ± 0.38
DML-eig[24] 80.55 ± 0.17
Our method 91.34±0.40

Fig. 3. Comparisons of ROC curves between our method and the state-of-the-art meth-
ods for face verification on the LFW dataset.

5 Conclusion

As DConvNet can learn optimal shift-invariant local feature detectors and build
representations that are robust to geometric distortions of the input images,
in this paper, we have proposed a nonlinear metric learning embedding Deep
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Convolutional neural network for face verification in the wild. Comparing the
state-of-the-art methods, our method achieves the very competitive verification
performance on the widely used LFW datasets.
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Abstract. Sparse representation and collaborative representation have been 
widely used in face recognition (FR). Collaborative Representation based Clas-
sification (CRC) is superior to Sparse Representation based Classification 
(SRC) in both accuracy and complexity. It is the collaborative representation 
(CR) mechanism rather than l1-minimization improves recognition rate in FR. 
In this paper, based on K-nearest neighbor (KNN), we find K most similar  
images as the projective subspace for testing sample. Then we propose a new 
algorithm named Locally Collaborative Representation based Classification in 
Similar Subspace (LCRC_SS), which changes the projective space from global 
space to local similarity subspace. The main advantages lie in LCRC_SS are 
making full use of “similar” resources and discarding the redundant “dissimi-
lar” images in CR. Extensive experiments show that LCRC_SS has better rec-
ognition rate than CRC. 

Keywords: Collaborative representation · KNN · Locally similar subspace · 
LCRC_SS 

1 Introduction 

The design of classifier is a key point of face recognition (FR). There are some clas-
sical classifiers, such as Nearest Neighbor (NN) [1] and Nearest Subspace (NS) [2], 
but they didn’t get a satisfactory recognition rate. Sparse representation [3] is more 
robust to occlusion and corruption compare with NN and NS. 

With the development of l0-minimization and l1-minimization regularization theory 
[5], sparse coding is widely used in image restoration applications [6]. In [3], Wright 
et al. consider the problem of face recognition as a multiple linear regression modules 
and propose the Sparse Representation based Classification (SRC). Zhang et al. [4] 
propose a simpler face classification method named Collaborative Representation 
based Classification (CRC), which indicates that it is the collaborative  representation 
rather than the l1-minimization making the representation more powerful. Afterwards, 
improved SRC is used for Face Recognition with Single Sample per Person [10, 11]. 

In sparse representation [3, 14], we assume that every class has enough training 
samples so that the dictionary Xi is over-complete, where Xi is the dictionary which 
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composed of class i. However, Xi is usually under-complete in practice. If we use 
under-complete dictionary to represent a testing sample, the representation accuracy 
decreases. Fortunately, the images of different classes have some similarities, the 
samples from class j may be helpful to represent testing sample from class i. It is the 
CR, but not the l1-minimization, that plays the essential role for classification [4]. 

However, does it really need to represent testing sample in a global collaboration 
covering all samples? Can we just find a smaller but more rational subspace for colla-
borative representation? In this paper, we propose a new method named Locally Col-
laborative Representation based Classification in Similar Subspace (LCRC_SS) to 
improve collaborative representation: representing the testing sample on a locally 
similar subspace. Thus, the faces in obtained subspace are highly similar with the 
testing sample, making full use of “similar” resources and abandoning the redundant 
“dissimilar” images in collaborative representation. Experiments show that it makes 
the classification more effective. 

The rest of this paper is organized as follows. We briefly recall sparse representa-
tion and collaborative representation in Section 2. The proposed LCRC method is in 
Section 3. At last, we conduct extensive experiments to test LCRC in Section 4 and 
summarize the paper in Section 5. 

2 Sparse Representation and Collaborative Representation  

2.1 Sparse Representation Based Classification (SRC) 

In the theory of SRC, a signal y is coded over an over-complete dictionary A such as 
y=Aα, the coefficient α is usually calculated by l0-minimization [7] [8]. With the de-
velopment of sparse representation and compressed sensing [9-11], we know that if 
the coefficient α is sparse enough, the l0-minimization problem is equal to l1-
minimization. That is 

              2

2 1
argmini y A                             (1) 

where A is the dictionary. We call eq.(1) Sparse Representation based Classification 
(SRC), and problem could be solved by many efficient methods such as Homotopy 
[12] and l1_ls [13]. 

2.2 Collaborative Representation Based Classification (CRC) 

In [4], Zhang et al. put a query in SRC. They demonstrate that the key to the success 
of SRC is the collaborative representation rather than the sparseness of coefficient. 
They change the method from l1-minimization to regularized least square in classifi-
cation and propose the CRC.  

Similar with SRC, the method of CRC could be generally described as 

          
   2 2

2 2
ˆ = arg min y A                          (2) 
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We also call Eq.(2) Collaborative Representation based Classification with Regula-
rized Least Square (CRC_RLS). The solution of Eq.(2) can be expressed 
as ˆ=Py ,where   1T TP A A I A


  . The projection matrix P could be pre-

calculated, which makes CRC very fast. The algorithm is showed in Table 1. 

Table 1. The CRC_RLS Algorithm 

Input: train samples A , testing samples y. 
1. Normalize the columns of A ; 
2. Solve the problem ˆ = P y , where   1T TP A A I A


  . 

3. Compute the residuals 
  2

ˆi i ie y y A                               

Where ˆi  is the coding coefficient vector achieved in Step 2. 
Output: Identity of testing sample y achieved by the rule as 

   argmin iidentity y e                          

3 Locally Collaborative Representation Based Classification 

In [4], Zhang et al. put forward that face images of different classes share similarities. 
Different classes show different degrees of similarity. We did experiments on several 
databases, and the result shows that more similar images do greater contribution to the 
recognition.  

In order to make full use of “similar” resources and abandoning the redundant 
“dissimilar” images in CR, we change the projective space from global training space 
to locally similar subspace. 

 
Fig. 1. The flow chart of the LCRC_SS 
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Fig. 2. The schematic of locally similar subspace 

Based on K-nearest neighbor (KNN) algorithm [16, 17], we find K most similar 
images for testing sample. We use this K images as a new projective space, then we 
collaboratively represent testing sample in this new space. We call this method Local-
ly Collaborative Representation based Classification in Similar Subspace 
(LCRC_SS).  Fig.1 shows the flow of LCRC_SS and Fig.2 show the schematic of 
locally similar subspace. The general idea of LCRC_SS is summarized in Table 2. 

Table 2. The LCRC_SS Algorithm 

Input: train samples A , testing samples y. 
1. Normalize the columns of A ; 
2. Use KNN as reference, find the most K similar images; 
3. Treat this K images as the local subspace A ; 
4. Code testing sample y over A  by ˆ =P y  

  1T TP A A I A


      

5. Compute the residuals 

             2
ˆi i ie y y A                        

Output: Identity of testing sample y achieved by the rule as 

       arg min iidentity y e                        
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4 Experimental Results 

In this section, we verify the effectiveness of our method on two different databases: 
AR database and ORL database. AR database was collected by the Purdue University, 
during the data acquisition, environment variable were strictly controlled [18]. ORL 
database was collected by AT&T Laboratories in Cambridge [19], ORL database has 
a total of 40 subjects, and each individual has 10 different face images. We use PCA 
to reduce dimension. Experiments are conducted on the AR database and ORL data-
base.  We compare the results of LCRC_SS with the global CRC in different dimen-
sions, and different methods including NN and SRC are compared. In the experiment, 
we set λ as 0.001.  In general, LCRC_SS is also called LCRC. We also use different 
algorithms (NN, SRC and CRC) to compare with LCRC. NN (nearest neighbor) 
[1,20] classifies the testing sample base on the nearest distance between training sam-
ples. SRC and CRC are described in Section 2. 

(1) The AR database: We choose 700 face images of 100 individuals as the dictio-
nary, each individual has 7 images. These 100 individuals contain 50 male subjects 
and 50 female subjects. We choose different K value for experiments, and we set up 
three values (30, 50 and 100) as dimensions after feature extraction, they are showed 
in Table 3 and Figure 3. 
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Fig. 3. Recognition rate of LCRC on AR database 

Table 3. Recognition rate of LCRC on AR database (%) 

K 100 200 300 400 500 600 CRC 
dim=30 70.5 71.8 69.4 67.7 68.1 66.2 64.2 
dim=50 77.3 80.8 81.0 82.7 82.3 81.0 79.0 

dim=100 81.1 84.7 87.3 89.0 89.3 90.0 88.8 
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Table 4 shows the recognition rates of LCRC compared with different algorithms 
in different dimension.  

Table 4. Recognition rate of different algorithms on AR database 

dim 30 50 100 
NN 52.4 56.7 57.8 
SRC 73.2 81.1 88.8 
CRC 64.2 79.0 88.8 

LCRC 71.8 82.7 90.0 
 
From the above forms and image, we can find that when the K value is chosen 

achieved appropriately, the LCRC act better than the CRC. Moreover, the results 
show that the lower the dimension is, the better results would be achieved in LCRC in 
AR database. 

(2) The ORL database: We use the first 5 face images of each individual as the dic-
tionary, and the rest as testing samples.  
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Fig. 4. Recognition rate of LCRC in ORL database 

Table 5. Recognition rate of LCRC in ORL(%) 

K 40 60 80 100 120 140 160 180 CRC 
dim=30 87.0 89.5 88.5 88.0 87.0 85.5 85.0 83.0 83.0 
dim=50 89.0 90.0 87.5 90.0 91.5 90.5 89.0 89.0 89.0 

dim=200 91.0 91.0 90.0 88.5 89.5 88.0 87.5 86.5 86.0 
 
Table 5 and Figure 4 show the comparison of LCRC and CRC with different K 

values in three dimensions.  
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Table 6 show the results of LCRC compared with NN, SRC and CRC, and LCRC 
has better recognition rate.  

Table 6. Recognition rate of different algorithms in ORL(%) 

dim 30 50 200 
NN 68.0 69.0 69.0 
SRC 85.5 88.5 86.0 
CRC 83.0 89.0 86.0 

LCRC 89.5 91.5 91.0 
 
From Table 5-6 and Figure 4 we can learn that no matter the dimension is high or 

low, we could find a suitable K value to obtain the competitive results. Moreover, in 
the dimension of 30 and 200, the result of the LCRC has always been better than that 
of CRC. 

5 Conclusion and Discussion 

Firstly, this paper made a brief introduction to SRC and CRC, and then analyzed the 
feasibility of the LCRC. We integrate the concept of KNN to the work of classifica-
tion, and propose a new method named LCRC. We did extensive experiments on the 
AR and ORL databases, the result shows that as long as the K value is appropriate, 
LCRC could get better recognition rate. However, we haven’t found the general rules 
between K and recognition rate, we could explore it in the future work. 
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Abstract. We present a coarsely locating little points and finely locating many 
points approach for face alignment. This cascade structure replies to 2 problems 
existing all the time in face alignment: the initialization and great accuracy dif-
ference between inner points and outline points. First, we adopt DCNN to 
coarsely localize 5 points: two pupils, nose and two mouth corners. Second, 
based on shape initialization of coarse location, using SDM with extracting 
simplified SIFT features, we finely localizes 49 inner points and 17 outline 
points. Experiments on CAS-PEAL-R1 and FERET database show that our ap-
proach is accurate and robust. The proposed method achieves 99.23% localiza-
tion accuracy of eyes on CAS-PEAL-R1. 

Keywords: Face alignment · Deep Convolution Neural Network · SIFT · SDM  

1 Introduction 

Building a convenient, private, non-touch, user-friendly face recognition system has 
aroused general interest in Computer Vision. Face alignment plays an important role in 
face recognition. Due to factors such as lighting, partial occlusions, various expressions 
and extreme poses, face alignment is still confronted with many challenges.  

This critical problem has been studied extensively recent years, many existing face 
alignment methods could be boiled down to regression. Model such as Active Ap-
pearance Model (AAM) [1] is very iconic to solve linear regression, but it is prone to 
get stuck in local optima. Since 2013, Deep Convolution Neural Networks (DCNN)  
[2, 3] and Supervised Descent Method (SDM) [4] which can be considered as regres-
sion methods were proposed. DCNN fits any nonlinear functions by deep connection. 
Under the premise of achieving high accuracy, DCCN shows high complexity of 
structure and time. SDM embarks from the theory and proposes an approximately 
linear regression model, which provides the optimal solution to non-linear least squares 
problem in computer vision.  

In order to overcome the shortage of above algorithms, we present a cascade algo-
rithm based on DCNN and SDM. Firstly, we locate a few points coarsely based on 
DCNN model, and then we locate a lot inner points and outline points finely based on 
SDM. To our knowledge, it is the first time to introduce a cascade of DCNN and SDM. 
This cascade algorithm has some advantages: (1) It can provide a good initialization for 
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SDM which is not prone to trap into local optima. (2) Coarsely locating little points by 
DCNN and finely locating many points by SDM can reduce the complexity of [2, 3] 
without losing much accuracy and make good use of SDM’s efficiency. 

2 Coarsely Localize 5 Landmarks Based on DCNN 

In the study of face landmark localization, initializations of facial shape have a great 
impact on result. A good initialization can avoid locating getting stuck in local opti-
mum, which is one of our motivations.  

DCNN is often used to classify, and it can also be used in face landmark localization. 
But all of them take the cascade strategy and take batches with different scales and 
different locations as inputs. To a great extent, these operations increase space and time 
complexity. From a practical point of view, DCNN is not so good. 

However there is one advantage of DCNN: unlike most of traditional methods, we 
don’t have to initialize shape locations. Thus, we can avoid getting stuck in local op-
tima for the sake of poor shape initialization. Based on this, we adopt one level DCNN 
to locate 5 landmarks (two pupils, nose tip, two mouth corners) coarsely, which is 
convenient for follow-up initialization in finely locating. Considering real time per-
formance, we use one-level DCNN here. As shown in Figure 1. 

Set xl
j as jth feature map of lth layer. As the shape of sample image and kernel is both 

square, we only define one parameter here to denote size. Set hi as size of lth feature 
map, and cl ,dl as size of convolution kernel and pooling factor. Set w1 as the number of 
lth feature map corresponding to input map x1

l , hl=60, wl=l. Let kij denotes convolution 
kernel between ith feature map in previous layer and jth feature map in current layer, i.e., 
globally shared weights.  

For convolution layers, 
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For output layer, since the property that features in deeper layer are more abstract, 
we map feature to landmark coordinates directly.  
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We adopt square errors as loss function in training DCNN model. After that, con-
trolling the loss descending in a suitable interval that achieves the optimal solution 
meanwhile avoid over-fitting.  

We remark that we don’t aim to concentrate on learning a good feature through 
DCNN, but a better initial shape for following procedures with SDM algorithm.  

 
Fig. 1. Structure of DCNN 

3 Finely Localize 68 Landmarks Based on SDM 

3.1 Initialization 

There are 3 mean shapes in finely locating procedure: 5-points mean shape, inner- 
points mean shape and outline-points mean shape. We get 5 points coordinates as 
DCNN outputs, and then align 5-points mean shape to these coordinates by affine 
transform. We complete aligning mean shape of inner-points and outline-points to 
corresponding initial shapes with obtained transform parameters. The coordinate ob-
tained after aligning is seen as initial shape x0 in SDM algorithm. Thank to the 5-points 
shape, the output of DCNN, providing better initializations, our algorithm avoids 
getting stuck in local optimum. 

3.2 Finetune Landmarks 

For a given train sample, note{di},{x*
i}is ground truth coordinates of ith sample image 

labeled manually, x0
jis initial coordinates of ith training sample. Minimizing: 

                       (4)
 

where ，  is the extracted feature. 
 
Feature Extraction. This paper adopts Scale Invariant Feature Transform (SIFT) [5, 
6] feature as model features. Commonly, calculating SIFT takes a bit long time, which 
is difficult to achieve real-time locating. In this paper, we simplify SIFT with only 
choosing one scale. With amount of experiments, we find that there is no direct relation 
between high complexity of multiple scale SIFT and accuracy of location. 
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The solution of Linear Least Squares. Formula (4) is a typical least squares problem. 
There exists analytical solution. But commonly, matrix may be singular in real appli-
cation scene. Thus we solve to get Rk and bk with Batch Gradient Descent instead of 
analytical solution. 
 
Locating Strategy. The alignment algorithm of this paper is mainly based on gray 
information of source image. Gray distribution varies severely for different location of 
landmark. For example, an eye image with iris, sclera and pupil, its gray value changes 
greatly even in neighbor area, but gray distribution changes gently in part of cheek. 
Thus it isn’t reasonable to deal with each landmark with same model. In order to 
achieve good results, we trained inter points and outline points separately. 

4 Experiments and Analysis 

This paper adopts evaluation criteria formula (5) that is more strict than criteria adopted 
in [2]: 

1

1

,

M

j j
j

l r

p g
M

err
C C







                               (5) 

where M is the number of landmark points. pj, gj are estimated value and ground truth 
value of jth landmark point, Ci and Cr represent real distance of bi-ocular. Because of the 
difference of inner points and outline points, we set threshold of inner point 0.05, and 
outline point 0.10. Our training data is totally more than 5000 images, containing part 
of images from LFPW, few non-HD images of Helen, part of images from 
Cohn-Kanade datasets, and the others are downloaded from Internet.  

Table 1. Location results on a subset of the CAS-PEAL-R1 database in this paper 

Name Ace Age Back Dist Exp Glass Nom 
#test  2236 66 651 324 1881 812 1040 
eyes 98.70% 100% 98.31% 100% 99.68% 99.01% 100% 
in 98.70% 100% 97.85% 99.38% 99.47% 99.01% 100% 
out 97.81% 96.97% 96.62% 95.68% 99.04% 99.01% 99.52% 

 
CAS-PEAL-R1. We choose 6 sub-databases for test: Accessory, Aging, Back- ground, 
Distance, Expression and Normal. The result of testing shows in Table 1. Results in 
Table 1 illustrate that, our alignment algorithm performs robustly to face gestures, ages, 
decorations, backgrounds and distances change. However, alignment accuracy of 
outline decrease obviously as the test face image is low revolution or affected by some 
noise factors. It turns out that it’s necessary to locate inner point and outline points 
separately. 
 
FERET. FERET includes images covering gesture changes, illuminate changes and ages 
changes face image etc. The alignment accuracy on FERET of our algorithm is shown in 
Table 2. The localization accuracy is lower than CAS-PEAL-R1’s. The reason may be the 
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majority of training data is Asian samples, but the majority of FERET is Western and 
testing images with different sources of light. But the result can still illustrate the validity 
of our algorithm. Some results in LFPW and Helen are shown in Figure 2. 

Table 2. Location results on a subset of the FERET database in this paper 

Name dup1 dup2 fb fc gallery total 
#test  719 234 1189 194 1193 3529 
eyes 97.91% 96.15% 98.99% 99.48% 98.19% 98.44% 
inner 97.64% 96.15% 98.74% 99.48% 97.74% 98.04% 

 

 
Fig. 2. Part of location images of validation set which are accurate 

Comparison with other Methods. Our training data involve images of LFPW, thus 
we select BioID database [10] as test set for fairness. BioID includes 23 people, 1521 
front face gray images size of 384*286. Each image sample was taken from different 
camera angle, distance, environment illumination and object in mutative gesture and 
posture. Locating on BioID is more difficulty than on CAS-PEAL-R1 and FERET. 
Figure 3 illustrates the comparative results among our algorithms, Component based 
Discriminative Search (CBDS) [7], Boosted Regression with Markov Network 
(BoRMaN) [9], and a newer commercial software (Microsoft Research Face SDK [8]). 
The results are shown in Figure 3. It illustrates our method outperforms others.  

 

 
Fig. 3. Comparison of average errors and failure rates testing on BioID 

Experiments with Distinct Structure. It’s just one small step to present cascade 
algorithm, suitable structure and parameters need to be searched and examined through 
lots of experiments. Restricted by article space, we just show 2 groups of representative 
experiments results with different structures and parameters. Results are shown as 
Figure 4. 
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Fig. 4. Comparison of mean errors testing on BioID with different parameters 

In figure 4, C(39) represents the size of input layer of DCNN is 39×39, C(60) means 
the size of input layer of DCNN is 60×60. +SDM indicates algorithm cascaded with 
SDM. The results in figure 4 indicate that, structure of C(60)+SDM performs better, 
particularly in robustness. Comparasion C(39) with C(39)+SDM, C(60) with 
C(60)+SDM illustrate that cascade algorithm performs better than single DCNN. 
Comparison C(39) with C(60) illustrates C(60) achieves better localization accuracy 
than C(39), i.e., C(60) provides a better initial value than C(39). Furthermore, 
C(60)+SDM performs better than any other groups, indicates that SDM achieve higher 
accuracy with better initial values.  

5 Conclusion 

We present a “from little to lot, from coarse to fine” cascade face alignment approach. 
Experiments on different databases show our method can accurately locate plenty of 
keypoints with good generalization and robustness. The strategy of separately locating 
inner points and outline points relieves the problem of low localization accuracy issues 
from different types of points which also gives a chance to parallel. 
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Abstract. In recent years, local classifiers have obtained great success in 
classification task due to its powerful discriminating ability on local regions. 
Based on it, we employ a locality-sensitive SVM (LSSVM) to build a local 
model on each local region to solve the problem of large intra-class variances 
between different face images. On the other hand, the use of SVM with local 
kernels was presented. Compared with the conventional global kernel, it’s more 
robust since it can utilize the local features which are influenced only specific 
parts under partial occlusion. So in order to detect face effectively, we want to 
utilize the global and local features of face comprehensively. Thus we combine 
the global and local kernels and apply the combination kernel to the LSSVM 
algorithm, proposing a robust face detection algorithm. Extensive experiments 
on the widely used CMU+MIT dataset and FDDB dataset demonstrate the  
robustness and validity of our algorithm. 

Keywords: Kernel combination · Face detection · Local classifier · Support 
vector machine 

1 Introduction 

Face detection is the foundation of computer vision and pattern recognition technology. 
It has an important role in face related topics [1-2].  

Because of the viewpoint, illumination, facial expression, occlusion and other rea-
sons, the difference between the face images may be large, and the difference between 
the background and face image may be fuzzy. Hence a single classifier globally con-
structed over the whole space may be inadequate to capture all the variants of feature 
representations. On the contrary, it is promising to divide the whole space into a set of 
locality-sensitive regions, on each of which a local classifier is learned for face detec-
tion. For example, Cheng et al. [3] partitioned the training examples into clusters and 
built a separate linear SVM model for each cluster. Based on it, Qi et al. [4] proposed a 
locality sensitive support vector machine (LSSVM) algorithm. It imposed a global 
regularizer across local regions so that the local classifiers can be smoothly glued 
together to form a regularized overall classifier. However, the LSSVM algorithm did 
not study the kernel function which is very important for objection detection. 
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In general, a kernel function in SVM is applied to global features extracted from a 
sample. However, global features are influenced easily by noise or occlusion, so con-
ventional methods are not robust to occlusion. In recent years, SVM with local kernels 
has been proposed for better use of local features since partial occlusion affects only 
specific local features [5-7]. For example, Kazuhiro Hotta [6] arranged local kernels at 
all local regions of recognition target and used in SVM to realize robust face recogni-
tion under partial occlusion.  

In this paper, we combine the global and local kernels and apply the combination 
kernel to the LSSVM algorithm, putting forward an improved local sensitive support 
vector machine using kernel combination. Our model has the characteristics of LSSVM 
model: build the local classifiers for each cluster, which making the classification more 
easily. At the same time, our model can utilize the global and local feature of face 
image comprehensively through the combination of global and local kernels used in 
SVM, thereby making the algorithm more robust.  

2 Background: LSSVM 

In this section, we present a brief review of LSSVM which forms the basis of the 
proposed algorithm in this paper.  

Give a set of training examples S = {(xi, yi)| i=1,...,N}. The whole training examples 
are clustered into several clusters by clustering, and then a local classifier fl =wl x: XL∈ 
R, i=1,..., L is built for each cluster. Denote the classifier for region Xl by fl , then for an 
arbitrary sample x∈ X the classifier is 

1
( ) ( ) I( )

L

l
l

f f


  lx x x X                       (1) 

here I(E) is the indicator function taking value 1 if the event E occurs or 0 otherwise. 
This is the overall classifier described in literature [3]. 

Since individual local learner is limited on local region, the overall classifier (1) com-
bining these local learners cannot guarantee the regularity on the whole space even though 
local learners have regularization performance on their own regions. So, literature [4] 
modeled the correlation in each local region, and added this correlation to the regulariza-
tion term. Denote the following regularization term on each local region Xl as 
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where Xl is the matrix with xjL, j=1,...,Nl as its columns, xjL is the jth example in the  
lth region. lN is the number of training examples on the lth region. With the above 
regularizer on each region, the learning problem for locality-sensitive classifier can be 
formulated as 
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2.1 Discussion 

According to (3), we can acquire the overall classifier that is smooth enough on the 
whole feature space as well as best approximates the local learners on each local region. 
Thus, it can keep the sensitivity to the local region, making the classification easier. 
Nevertheless, in the literature [4], it does not consider the selection of kernel function 
which is a very effective method for object detection. 

As we know, face detection in real-world situation is still challenging, with obstacles 
such as occlusion, illumination changes and pose changes to be overcome. With such 
obstacles, the global feature of face maybe destroyed. However, local feature is more 
robust compared with global feature since partial occlusion affects only specific local 
feature. So in this paper, we combine the global and local kernels to utilize the global 
and local feature of face comprehensively, and then apply the combination kernel to 
LSSVM. In particular, the global kernel is applied to the whole feature extracted from 
face, and the local kernel is applied to the local region of the feature. The use of local 
kernels in SVM requires local kernel integration. The summation of local kernels is 
used as the integration method in this paper.  

3 Proposed Method 

In this paper, we train a background filter in order to filter away the simple backgrounds 
as soon as possible. For this purpose, Adaboost algorithm is used since it is very  
effective and real time since Viola and Jones’ [9] work. The flow chart of the proposed 
method is as shown in Fig. 1.  
 

 

Fig. 1. Flow chart of face detection 

3.1 The Adaboost Based Background Filter 

The boosting cascade framework by Viola and Jones [9] is a great breakthrough in the 
field of face detection. So we adopt the detector as our background filter in the first 
stage to filter out those obvious backgrounds, which ensuring the detection rate and 
increasing the speed of system at the same time. 

It is important to set the threshold of the Adaboost appropriately. Setting the thre-
shold too high may cause too many positive examples be rejected, reducing the overall 
detection rate, and setting it too low may lead to too many pass-through patches that 
needs to be classified further by the SVM, slowing down the overall detection speed. So 
a minimum detection rate of 99.8% and a maximum false positive rate of 50% were set 
as the training parameters. 
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3.2 Locality-Sensitive SVM Using Kernel Combination 

We choose the most common RBF kernel as the basic kernel function. In the proposed 
method, local kernels are arranged at all positions on the face. Then the outputs of all 
the local kernels are integrated and used for detection. The summation of local kernels 
is considered as the integration method which satisfies Mercer’s theorem and is more 
robust to occlusion compared with the product integration [6]. The local RBF kernel at 
position p is defined by 

 2 2( ( ), ( )) exp ( ) ( ) /x y x y   p pK p p p p               (4) 

where p is the label of position, and x(p) and y(p) are the local features centered at 
position p. σp is the local variance at position p. 

Specific, the face we processed is 28×28. So we can divide the face image into 4×4 
patches, each size is 7×7 pixels. Every patch is a local region of face. We extract the 
features of the local region and apply one local kernel to the region. Thus, there are total 
16 local kernels within a face image. So the summation of local kernel’s output is 
defined as 
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    x y x y x y      (5) 

where Np is the number of local kernels. x and y are the global feature of the whole face.  
Local kernel measures detailed similarity and global kernel measures rough simi-

larity. Therefore, there is the case where a local features-based method misclassifies 
samples which are classified easily by global features. By combining the global and 
local kernels, both similarity measures are used simultaneously, thus the accuracy will 
be improved. In this paper, the global kernel and local kernels are combined and then 
used as a kernel in locality-sensitive SVM. When x and y are global features, we denote 
the global kernel as Kg(x, y). The kernel function is still the RBF kernel. The summation 
is also used to combine the kernels. The combination kernel of the global and local 
kernels is defined as 

( , ) ( , ) ( , )x y x y x y com g lK K K                   (6) 

This kernel also satisfies Mercer's theorem [6], the proof does not repeat here. After 
the derivation above, we get the form of the combination kernel. Then we will intro-
duce how to apply the kernel to locality-sensitive SVM.  

First, we use the combination kernel to measure the similarity between examples, 
including detailed and rough similarity, and get a correlation matrix Kt. 

[ ( , )]t i jK x x  com N NK                        (7) 

where ix and jx denote the ith and jth sample in the feature space respectively. N is the 
number of training examples. The category is not considered here.  

Then we calculate the kernel matrix K across the whole feature space through the 
correlation matrix Kt. 
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( , )  ( , ) ( , ) ( , ) ( , ) ( , )lm     l m t l l t l m t m m t l m t m mK X X K X X K X X K X X K X X K X X  (8) 

where δlm taking the value 1 if l = m or 0 otherwise. Xl and Xm are the example matrixes 
in the lth and mth regions. 

Therefore the final object function can be rewritten as: 
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So, give a test example x , we first calculate the distance between the test example 
and the cluster center of the training examples, and determine which cluster it belongs 
to. Then we calculate the correlation matrix tK between the test example and training 
examples.  

1( ) [ ( )]i iK x x x x t com N, = K ,                  (10) 

where x is the test example and ix is the ith training example. N is the number of 
training examples.  

Similarity, we calculate the kernel matrix between the test example and training 
examples ( , )mK x Xtr using the correlation matrix tK . 
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where  lm taking the value 1 if l m or 0 otherwise. mXtr and lXtr are the training 
examples in the mth and lth region respectively. x is the test sample that belongs to the 
lth region. 

Finally, when the coefficient jl∂ are solved, the local classifiers are given as 
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4 Experiments 

In this paper, the performance of the proposed detector is evaluated on the CMU+MIT 
[8] data set and FDDB [14] data set.  

For training and testing, a set of 1500 frontal face images were collected from var-
ious sources. All face images were scaled to a base resolution of 28×28 pixels, and then 
histogram equalization and intensity normalization were performed. Additionally 4500 
non-face images were collected as negative examples. The same pretreatment was 
performed to these examples.  

Firstly, we train the Adaboost background filter, setting the minhitrate as 0.998, 
maxfalsealarm as 0.5, stage as 3, so Adaboost classifier can quickly remove more than 
80% backgrounds. Secondly, in order to use local kernels effectively, we want to use 
local appearance features. For this purpose, we use LBP features which give good 
performance in objection detection and recognition. Since LBP features extracted from 
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an example are 28×28 dimensional features, local kernels can be applied to a 7×7 
region without overlap. Thus, there are total 16 local kernels applied to the LBP fea-
tures. Besides, the global kernel is applied to the whole LBP features. At last, we use 
the LBP features and the kernel matrix calculated by ourselves to train the SVM clas-
sifier. Training SVM need to set many parameters, the most important two parameters 
are -c and –g. In order to seek the optimal parameters, we employ the PSO algorithm for 
SVM parameters optimization during our experiment process. 

4.1 Evaluation on CMU+MIT Dataset 

The CMU+MIT data set contains test sets A, B, C (test, test-low, new-test) and rotated 
test set. We use the three test sets (test A, B, C), without the rotated ones, containing 
130 images with 511 faces. 

We first show some detection results by our detector on the CMU+MIT data set. 
 

 
Fig. 2. Examples of detecting results in CMU+MIT dataset. 

The faces in CMU+MIT data set have different sizes, poses, expressions, and 
lighting conditions, but the proposed method can handle them well. For example, Fig. 2 
(a)-(b) show some examples of detecting rotated faces. It proves that our method can 
detect not only frontal faces, but also some rotated faces. The low quality faces and 
hand-drawn faces can also be successfully detected as shown in Fig. 2 (c)-(d) and  
Fig. 2(g)-(h). For those faces under the dim light, we can also detect them effectively, 
as shown in Fig. 2(e)-(f). However, when the illumination is too dark, both the global 
features and local features are not obvious, the detector may fail to detect those faces. In 
Fig. 2(f) there are two very dark faces are missed by the proposed method. 

To illustrate the robustness to occlusion of our detector, we conduct a set of occlusion 
experiments and compare the detection results with the famous Viola and Jones’ detector 
[9]. In particular, we select several face images from CMU+MIT data set and manually 
occlude them. As showing in Fig. 3, our detector can successfully detect these faces under 
partial occlusion. However Viola and Jones’ detector is failed for all of them. This is 
because we apply the local kernels to the local regions of the features extracted from face. 
So even though the face is occluded, only partial features are influenced, our method that 
using global and local kernels simultaneously can still work. 
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Fig. 3. Examples of detect occluded face images from CMU+MIT dataset. 

 
Fig. 4. ROC curves of different algorithms on CMU+MIT dataset. 

Finally, we compare our work with other several popular face detection algorithms 
on CMU+MIT frontal face dataset. Fig. 4 plots the Receiver Operating Characteristics 
(ROC) curves of our method as well as other popular face detection algorithms  
including Viola and Jones [9], Li et al. [10], Jun et al. [11], Zhou et al. [12], Chen et al. 
[13]. As shown in fig. 4, our detector is more efficient than other algorithms. Especially 
for cases at low false positive, our detector can still achieve good results.  

4.2 Evaluation on FDDB Dataset 

To study the performance of proposed face detector on natural images encountered in 
real-life, we evaluate the face detector on a famous face annotated database “FDDB 
[14]: Face Detection Data Set and Benchmark” which consists of annotated face im-
ages collected from news photographs. It contains 2845 images with a total of 5771 
faces under a wide range of conditions. Fig. 5 show the discrete score and continuous 
score ROC curve generated by our detector in comparison to available results on the 
benchmark [9, 15-18]. 
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Fig. 5. (a) Discrete score ROC curves and (b) Continuous score ROC curves for different  
methods on FDDB dataset. 

5 Conclusions 

In this paper, we present a robust face detection method based on locality-sensitive 
SVM using kernel combination. Firstly, we train an Adaboost background filter to filter 
away simple non-face patterns quickly. Then we employ locality-sensitive SVM using 
kernel combination for further classification. Since the viewpoint, illumination,  
occlusion and other effect, different face images have large intra-class variances. So in 
order to handle this issue, we employ the locality-sensitive SVM to build a local model 
on each local region, which making the classification task on each local region simple. 
On the other hand, we assemble the global and local kernels to utilize the global and 
local features of face simultaneously, and then apply the combination kernel to local-
ity-sensitive SVM, solving the problem of occlusion further. The experiment on the 
dataset also proves the validity of our method. 
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Abstract. This paper attempts to develop a novel Non-negative Matrix
Factorization (NMF) algorithm to improve traditional NMF approach.
Based on gradient descent method, we appropriately choose a larger step-
length than that of traditional NMF and obtain efficient NMF update
rules with fast convergence rate and high performance. The step-length
is determined by solving some inequalities, which are established accord-
ing to the requirements on step-length and non-negativity constraints.
The proposed algorithm is successfully applied to face recognition. The
rates of both convergence and recognition are utilized to evaluate the
effectiveness of our method. Compared with traditional NMF algorithm
on ORL and FERET databases, experimental results demonstrate that
the proposed NMF method has superior performance.

Keywords: Non-negative matrix factorization · Multiplicative update
method · Face recognition

1 Introduction

In recent decades, face recognition has become one of the most promising research
areas, and various approaches for face recognition have been developed. The face
recognition algorithms can be clarified into two main categories, namely global
feature extraction and local feature extraction. Typical approaches for local fea-
ture extraction are Locality Preserving Projection (LPP) [1] and Unsupervised
Discriminant Projection (UDP) [2]. They are able to uncover the manifold struc-
ture on which the facial images reside. The classical methods for global feature
extraction, such as Principal Component Analysis (PCA) [3] and Linear Dis-
criminant Analysis (LDA) [4], aim to model the structure of Euclidean distance
and rely on global facial features to form a whole face. Different from above
mentioned approaches, NMF [5]-[10], also as a local feature extraction method,
does not allow subtraction operation when it is performed. NMF exploits mul-
tiplicative update method to approximately factorize a nonnegative matrix into
two matrices with nonnegative entries.

In detail, for a given n × m non-negative data matrix X whose each column
vector represents an image, and a constant r which is generally chosen to satisfy
(n + m)r < nm or r < n (or m), the task of NMF is to seek an n × r matrix
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 112–119, 2015.
DOI: 10.1007/978-3-319-25417-3 14
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W (Wij ≥ 0) and an r × m matrix H (Hij ≥ 0) such that X ≈ WH, where W
and H are called the basis image matrix and the coefficient matrix, respectively.
Each column vector of W represents a basis image and each column vector of
H is called encoding [5] including r coefficients. NMF can be applied to facial
image data because of nonnegative pixels. The nonnegative facial features learnt
by NMF contains the information of the shape and location of facial components
(such as eyes, eyebrows, nose, mouth), and they are able to be non-negatively
combined to reconstruct a whole facial image. Another motivation of NMF comes
from biological indications [5]. For example, the firing rates in visual perception
neurons are non-negative and synaptic strengths do not change sign.

The main technique of traditional NMF [6] is to develop multiplicative update
formulae using gradient descent method. Although its multiplicative update rules
can be easily implemented, NMF could be further enhanced in aspects of both
convergence rate and performance. To this end, this paper proposes a novel
efficient NMF method, which is also based on the gradient descent method.
The proposed method properly selects the step-length which is controlled to
be larger than that of traditional NMF. The task of finding step-length is to
solve some inequalities derived from the requirements of a longer step-length
and non-negativity constraints. The obtained nonnegative update formulae are
simply expressed as quadratic forms. Our algorithm is tested on two aspects,
namely convergence rate and recognition accuracy. Experimental results show
that our method not only has faster convergence rate than traditional NMF, but
also achieves superior performance on face recognition.

The rest of the paper is organized as follows. Section 2 briefly takes a review
of the related work. In section 3, the proposed method is presented in details.
The experimental results are reported in section 4. Finally, the conclusions are
drawn in section 5.

2 Traditional NMF

This section will briefly introduce the traditional NMF algorithm. Details can
be found in [6]. For a given data matrix Xn×m (Xij ≥ 0) of total m train-
ing samples, NMF aims to find two non-negative matrices, namely basis image
matrix Wn×r and coefficient matrix Hr×m, such that X ≈ WH. Euclidean dis-
tance is employed to measure the quality of approximation between X and WH.
Therefore, NMF is equivalent to the following optimization problem

min
W,H

F (W,H) =
1
2
‖X − WH‖2F , (1)

subject to Wij ≥ 0 and Hij ≥ 0,
n∑

a=1

Wab = 1, ∀i, j, a, b.

It can be easily derived two gradient formulae of the cost function F (W,H) as
follows,

∇HF (W,H) = WTWH − WTX and ∇WF (W,H) = WHHT − XHT ,



114 Y. Li et al.

which are partial derivatives to elements in W and H, respectively. According
to the gradient descent method, NMF has the following iterative equation,

Hk+1 = Hk − ρk � ∇HF (W k,Hk), (2)

where � denotes Hadamard product of two matrices and ρk is a matrix whose
elements denote step-size in gradient descent direction. The non-negativity on
Hk+1 can be guaranteed by setting that

Hk − ρk � (W k)TW kHk = 0. (3)

Therefore, it yields from equation (3) that the step-length matrix ρk satisfies

ρk =
Hk

(W k)TW kHk
, (4)

where notation A
B means the component-wise quotient of two matrices. Substi-

tuting (4) into (2), we have

Hk+1 =
Hk � W kX

(W k)TW kHk
.

The update rule on W k+1 can be obtained if the similar procedure is performed
on W . Finally, the iterative formulae of traditional NMF are as below,

Hk+1 =
Hk � (W k)TX

(W k)TW kHk
,W k+1 =

W k � X(Hk+1)T

W kHk+1(Hk+1)T
,W k+1

ij ← W k+1
ij∑m

a=1 Waj
.

(5)

3 The Proposed NMF

This section will develop a novel NMF algorithm with fast convergence rate
and high performance. Based on the gradient descent method, our NMF could
be achieved by properly choosing the step-length ρ̃k which is constrained to be
greater than that of traditional NMF. The nonnegative update formulae of the
proposed NMF have quadratic forms and are expressed as follows,

Hk+1 = Hk � [
(1 − εk)Qk

H + εk(Qk
H)2

]
, (6)

W k+1 = W k � [
(1 − εk)Qk

W + εk(Qk
W )2

]
, (7)

W k+1
ij ← W k+1

ij∑m
a=1 Waj

(8)

where

Qk
H =

(W k)TX

(W k)TW kHk
, Qk

W =
X(Hk+1)T

W kHk+1(Hk+1)T
,

notation A2 denotes A � A and εk is a parameter which is in [0, 1].
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The motivation of the proposed method is to improve the traditional NMF.
For this purpose, we attempt to appropriately adjust the step-length ρ̃k via
reconstructing the equation (3). In the process of determining step-size, the
following two conditions must be satisfied: 1) ρ̃k ≥ ρk; 2) preserve non-negativity
constraints. Details are as follows.

We first rewrite the equation (2) as follows,

Hk+1 = αk � Hk + (1 − αk) � Hk − ρ̃k � (W k)TW kHk

+ρ̃k � (1 − βk) � (W k)TX + ρ̃k � βk � (W k)TX, (9)

where αk and βk are two parameter matrices whose elements range in [0, 1]. Here
1 is a r × m matrix with all entries equal to 1. To reconstruct the equation (3),
we need that

αk � Hk − ρ̃k � (W k)TW kHk + ρ̃k � βk � (W k)TX = 0, (10)

and then
Hk+1 = (1 − αk) � Hk + ρ̃k � (1 − βk) � (W k)TX. (11)

By direct computation, it can be calculated from equation (10) that,

ρ̃k =
αk � Hk

(W k)TW kHk − βk � (W k)TX
. (12)

In the proposed method, the first condition imposed on step-length ρ̃k requires
that

ρ̃k ≥ ρk, (13)

where the sign ≥ denotes the component-wise comparison. The second is that
the non-negativity constraint on ρ̃k. This indicates that the following inequality
must be held,

(W k)TW kHk − βk � (W k)TX ≥ 0. (14)

Combining (13) and (14), we have got the following inequalities that αk, βk

should satisfy,

min
{

(W k)TW kHk

(W k)TX
,1

}

≥ βk ≥ (1 − αk) � (W k)TW kHk

(W k)TX
. (15)

Considering the inequality in the left side of (15), it is natural to set

βk =
(W k)TW kHk

(W k)TW kHk + (W k)TX
. (16)

Combining (16) and the inequality in the right side of (15), we obtain

αk =
(W k)TW kHk + εk(W k)TX

(W k)TW kHk + (W k)TX
, (17)
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where εk is a parameter ∈ [0, 1]. By substituting (16) and (17) into (12), it yields
that

ρ̃k =
Hk

(W k)TW kHk
+ εk

(W k)TX � Hk

((W k)TW kHk)2

= ρk + εk
(W k)TX � Hk

((W k)TW kHk)2
. (18)

Hence, the iterative formula (6) is obtained via substituting expressions (16)-
(18) into (11). The update formula (7) can be derived out in a similar way and
expression (8) is a normalization step which let the sum of each column of W k+1

equal to 1. Especially, it can be seen from (18) that ρ̃k is larger than ρk. This
implies that our NMF has faster convergence rate than that of traditional NMF.

4 Experimental Results

In this section, we will evaluate the convergence rate of proposed NMF (Prop
NMF) via comparing with traditional NMF (Trad NMF), and the performance
of proposed method on face recognition. For our method, the parameter εk is set
to

εk =
{

1 − 1
k , 1 ≤ k ≤ 10

0.9, else ,

where k is the number of iteration.

4.1 Comparisons on Convergence

In order to take account of the convergence of each approach, two nonnegative
matrices, namely a small matrix X100×50 and a large matrix X1000×500 with
their elements uniformly distributed in (0, 1), will be selected for evaluations.
We randomly initialized two factor matrices Wm×r and Hr×n whose entries are
also distributed uniformly in (0, 1). For the small matrix X100×50, the number
of basis images r and the maximum iteration number Imax are set to r = 30 and
Imax = 500 respectively. While for the large matrix X1000×500, we let r = 300
and Imax = 2000. Each algorithm, including Prop NMF and Trad NMF, is
repeatedly run for ten times. The average error cost E(k) = ‖X − WkHk‖F
against the number of iteration k are calculated and plotted in Fig. 1. Because
low error cost at each iteration means high convergence rate, it can be seen from
Fig. 1 that Prod NMF surpasses Trad NMF on the convergence.

We would also like to see the detailed convergence rate on the time cost of
each method. The curve of the mean time cost against the mean error cost is
plotted in Fig. 2. It shows that the convergence rate of our method is faster than
that of the traditional NMF as well.
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Fig. 1. The mean costs versus the number of iteration on small matrix X100×50 (Left)
and large matrix X1000×500 (Right)
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Fig. 2. The value of cost function versus computational time on small matrix X100×50

(Left) and large matrix X1000×500 (Right)

4.2 Comparisons on Performance

This subsection will choose two face databases, namely ORL database and
FERET database, to evaluate the performance of our NMF. ORL database
includes 400 face images of 40 persons and each person consists of 10 images
with different facial expressions (open and closed eyes , smiling or not smil-
ing), small variations in scales and orientations. The resolution of each image is
112×92, and with 256 gray levels per pixel. On FERET database, we select 120
people, 6 images from each person. The resolution of each image is also 112×92.
Six images of each person are taken from four different sets, namely Fa, Fb,
Fc and duplicate. The images from Fa and Fb are taken with the same camera
on the same day and are different from facial expressions. Images from Fc are
take from different camera on the same day. In duplicate set and images from
duplicate are taken about 6 − 12 months after the day where Fa and Fb was set
up.

In the experiments, the number of iteration k and the basis number r are
respectively set to that k = 30 and r = 150. TN denotes the training number
per class. We randomly selected n (n = 2, . . . , 9) training images from each
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person and the rest (10 − n) images are for testing images. The experiments are
repeated 10 times, and then the mean accuracies are recorded in Table 1 and
plotted in Fig. 3(a). It can be seen that the accuracies of Trad NMF increase
from 78.19% with TN = 2 to 94.50% with TN = 9, while the accuracy of our
method arises from 79.63% with TN = 2 to 95.75% with TN = 9. Experiments
on ORL database demonstrate that our method has the best performance.

Table 1. Recognition accuracies (%) on ORL database

TN 2 3 4 5 6 7 8 9

Trad NMF 78.19 84.89 86.75 90.05 91.69 93.83 94.38 94.50
Prop NMF 79.63 85.61 87.79 91.50 92.50 94.83 95.38 95.75

FERET database is more complicated than ORL database. The experimental
setting on FERET database is similar with that of ORL database. The number
of training images is ranged from 2 to 5. The experiments are also repeated 10
times. We then calculate the average accuracies, which are recorded in Table 2
and plotted in Fig. 3(b). It indicates that the accuracies of Trad NMF increase
from 63.88% with TN = 2 to 78.67% with TN = 9, while the accuracy of our
method arises from 65.67% with TN = 2 to 82.00% with TN = 9. Compared with
Trad NMF, the proposed method gives around 1.8% accuracy improvement with
2 training images and 3.3% with 5 training images. The results are encouraging.
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Fig. 3. Performance comparisons on ORL database (Left) and FERET database
(Right)

Table 2. Recognition accuracies (%) on FERET database

TN 2 3 4 5

Trad NMF 63.88 70.78 75.75 78.67
Prop NMF 65.67 73.28 77.71 82.00



An Efficient Non-negative Matrix Factorization with Its Application 119

5 Conclusions

In this paper, we proposed a novel improved NMF approach, which is based
on gradient descent method and developed via solving some inequalities derived
from the requirements of a large step-length and non-negativity constraints.
Compared with traditional NMF method, experimental results have shown that
our approach not only has the faster convergence rate, but also gives the best
performance on face recognition.
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Abstract. In this paper, we solve the problem of robust face recognition (FR) 
with single sample per person (SSPP). FR with SSPP is a very challenging task 
due to in such a scenario lacking of information to predict the variations of the 
query sample. We propose a novel method patch-based sparse dictionary repre-
sentation (PSDR) to tackle the problem of various variations e.g. expressions, 
illuminations, corruption, occlusion and disguises in FR with SSPP. The key 
idea of our scheme is to combine a local sparse representation and a patch-
based generic variation dictionary learning to predict the possible facial varia-
tions of query image and classification. To extract more feature information in 
classification, we adopt a patch-based method. Our experiments on Extended 
Yale B and AR databases show that our method outperforms the state-of-art ap-
proaches. 

Keywords: Local sparse representation · Patch-based generic variation dictio-
nary 

1 Introduction 

Face recognition has been an active research topic in computer vision and pattern 
recognition community. Recently, Wright et al. have demonstrated that a query face 
can be represented by a sparse linear combination of training samples from all classes. 
The promising result is supported by the experimental results in SRC [1]. However, 
SRC requires a lot of training images of each subject to compensate the facial varia-
tions [10]. In real-world applications, e.g. e-passport, driving license, or ID card iden-
tification, only offer single sample per subject to recognize [9], and the traditional FR 
methods [12][13] can’t provide a good performance. To alleviate this problem, re-
searchers have proposed to learn the facial variations from external data [2][3][4] to 
compensate the lack of training samples in FR. The Extended SRC (ESRC) [2] com-
putes an intra-class variation dictionary and cast the recognition problem as finding a 
sparse representation of the query image in terms of the training set and the intra-class 
variation dictionary. The sparse variation dictionary learning (SVDL) [5] method joint 
learning a projection to connect the generic training set with the gallery set. Patch-
based methods [6][7] partition all face images into several patches, and then perform 
feature extraction and classification on them.  
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In this paper, we propose a novel method patch-based sparse dictionary representa-
tion (PSDR) by using a local sparse representation and a patch-based generic varia-
tion dictionary learning to tackle the problem of FR with SSPP. First, we adopt a local 
sparse representation approach by partitioning the gallery set and a generic training 
set into several patches. Then we construct a local gallery dictionary to extract the 
feature information of the adjacent patches from the gallery dataset, and build a patch-
based generic variation dictionary by using an external dataset to predict the possible 
facial variations. Considering different importance of different patches in FR, the face 
classification is reached via calculating the weight of each patch. Each patch of the 
query image is represented by the patches of gallery dictionary and the generic varia-
tion dictionary at the corresponding position. The feature-based local face recognition 
approaches can extract more feature information to address local variations, such as 
illumination, expression and occlusion better. Learning a patch-based generic varia-
tion dictionary can effectively integrate the external data into the framework of sparse 
representation based classification to handle the problems of various variations in face 
recognition. Our method aims to minimize the total representation residual of all 
patches. 

2 Related Work 

SRC and Extended SRC. In SRC, a query image is sparsely represented over all 
training images, and then find the class that leads to the minimal reconstruction error 
to obtain the classification result. Given a query image y, SRC represents y as a sparse 
linear combination of dictionary A = [A1, A2,..., An], where Ai denotes the training im-
ages associated with class i. Then SRC get the coding vector x of y by solving the L1-
minimization problem: 

2
2 1min || || || ||

x
y Ax x                              (1) 

After obtaining the coding vector x , the query image y is recognized as class *l if 
it satisfies: 

        *
2arg min || ( ) ||ll

l y A x                           (2) 

where δl(x) is a vector whose only nonzero entries are the entries in x that are asso-
ciated with class l. That means the query image y is assigned to the class with the 
minimum reconstruction error. The Eq. (1) shows that a query sample y can be 
represented by the gallery set dictionary D as: 

y Dx e                                     (3) 

where e is the representation residual. However, SRC assume that it collect a large 
amount of training data as the over-complete dictionary D. Therefore, for FR with 
SSPP, Eq. (3), the y cannot be well represented by the single sample in D. To address 
this problem, ESRC [2] proposed that the query sample y can be represented by the 
gallery set dictionary D and the generic intra-class variation dictionary A simulta-
neously: 



122 J. Gu et al. 

                 d ay Dx Ax e                                (4) 

where xd and xa are the representation vectors of y over D and A respectively, and e is 
the representation residual.  

3 Our Proposed Method 

We now present our classification scheme for FR with SSPP. Taking the facts that 
different parts of human faces have different discrimination in classification into ac-
count, we present a patch-based sparse dictionary representation scheme. Considering 
the fact that face variations for different subjects share much similarity, a generic 
variation dataset which is constructed by external data could bring useful information 
to predict the variation of query image. Therefore, we employ a generic training set to 
extract variant discrimination information for our proposed scheme. 
 

 
Fig. 1. Patch-based sparse dictionary representation. The first image is the patches of the query 
image, and the second image is recovered by the training set, and the third is recovered by the 
external data, and the last is the residual error. 

As shown in Fig. 1, we partition the query image y into B (overlapped) patches, and 
denote these patches as {y1, y2,..., yB}. We also partition the gallery dictionary D and the 
generic variation dictionary A as {D1, D2,..., DB} and {A1, A2,..., AB} respectively. For 
each local patch yi, i=1,2,...,B, its associated local gallery dictionary and local generic 
variation dictionary are Di and Ai respectively. We represent each local patch yi as: 

      , 1, 2,...,i i id i ia iy D x A x e i B                          (5) 

where xid and xia are the sparse representation vectors of the patch yi over the corres-
ponding patchs Di and Ai respectively, and ei is the representation residual.  

For the generic variation dictionary, ESRC directly applies external data as generic 
intra-class variation dictionary A, which can be noisy. We suggest extracting repre-
sentative information from external data via dictionary learning, and [11] has shown 
that the dictionary learning from data outperforms approaches using predefined ones. 
These learned dictionaries can guarantee the recognition performance for the subjects 
of interest. Dictionary learning is suitable for image denoising. The PSDR learned a 
generic variation dictionary by jointing the relationships between the gallery set and 
the external generic set, and has shown promising results in recent literatures of dic-
tionary learning in robust face recognition [5]. Therefore, we adopt the PSDR model 
for our patch-based external generic variation dictionary learning. For each patch i, 
we individually learn the generic variation dictionary Ai by using the SVDL in the 
corresponding patches of the training images and the external images.  
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In order to get the optimal solutions of vectors xid and xia, we consider the follow-
ing minimization problem: 

             2 2
21

min (|| y || ) || ||
id

B
i ia Fix

Dx Ax x


                       (6) 

where x = {x1, x2,..., xB} with xi = [xid ; xia]. The Eq. (6) is a least square regression prob-
lem, and we get the closed-form solution of each xi = [xid ; xia]: 

         1[ ; ] ([ , ] [ , ] ) [ , ]T T
id ia i i i i i i ix x D A D A I x D y                     (7) 

After obtaining all coding vectors  1{ }B
i ix  , we calculate the weight of each patch by 

its residual error : 

               2 1(1 exp( / 2 ))i iw e                                    (8) 

where 2
2e || ||

idi i iay Dx A    and 
1

/ 2i B
ii

e 


  . 

4 Classification 

After obtaining the optimal solutions of x and w, an PSDR based classification 
scheme is proposed to determine the class of query image y. Our classification prin-
ciple is to find the smallest reconstruction error of all classes over all patches. 

 2 2
2 21

( ) arg min || y || / || ; ||B j j j
j i i i id i ia id iai

IDENTITY y w D x A x x x


      
        (9) 

where xj
id is a vector that only nonzero entry are the entry in xid that are associated 

with class j. The query image y is classified to the class which has the minimal 
weighted representation residual over all patches. 

5 Experiment 

We performed the experiments on Extended Yale B database and AR database. In all 
our experiments, we fix the parameter as 0.013  , and the face images are resized to 
80 80. For each patches, the size is fixed as 20 20, and the overlapped margin is 10 
pixels. 
 

 

Fig. 2. The left is the gallery image, and the right is some variations of one person in Extended 
Yale B database 
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Fig. 3. The left is the gallery image, and the right is some variations of one person in AR data-
base 

For the Extended Yale B database, we select the first 32 subjects from the database 
to be recognized, and the remaining 6 subjects are considered as external data for 
patch-based generic variation dictionary learning. For the 32 subjects of interest, we 
select the only image in the illumination condition: A+000E+00 as the gallery set, and 
the remaining 63 images for testing. Some examples of Extended Yale B database are 
shown in Fig. 2. Table 1 provides the excellent performance of our proposed method 
to other competing methods. Fig. 4 shows the performance of our proposed scheme 
which is effected by the number of dictionary atoms on the Extended Yale B data-
base. By exploiting the feature information in each patch and the variation informa-
tion from the patch-based generic variation dictionary, the proposed PSDR achieves 
the highest recognition rate. 

For the AR database, the first 80 subjects in Session 1 and Session 2 are selected: 
the single neutral image of each subject for training, and all the other images for test-
ing. The remaining 20 subjects are considered as external data to construct  
patch-based generic variation dictionary. Some examples of AR database are shown 
in Fig. 3. Fig. 5 shows the performance of our proposed scheme which is effected by 
the number of dictionary atoms on the AR database. It can be seen that as the number 
of generic variation dictionary atoms increases, the recognition rate of PSDR also 
increases. Table 2 presents the recognition rates of FR with SSPP on the AR database 
using query images from Session 1 and 2 respectively. By taking the advantages of 
both local representation and patch-based generic variation dictionary learning, the 
proposed PSDR method outperforms the state-of-art approaches. 

Table 1. Performance comparisons with single sample per person on the Extended Yale B 
database 

Method RSC[8]    SVDL   LGR[3] PSDR 
Extend Yale B 30.01      60.96    84.23 92.46 

Table 2. Performance comparisons with single sample per person on the AR database (session 
1 and session 2) 

Method RSC       SVDL     LGR PSDR 
AR1 76.49      80.00      97.81 98.12 
AR2 57.19      59.72      90.00 91.04 
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Fig. 4. Performance comparisons on the Extend Yale B database with different number of ge-
neric variation dictionary atoms. 

 

Fig. 5. Performance comparisons on the AR database with different number of generic varia-
tion dictionary atoms. The left and right figures show the recognition rates using query images 
from Session 1 and 2 respectively. 

6 Conclusion 

We propose a patch-based sparse dictionary representation scheme for face recogni-
tion with single sample per person that takes the advantages of both local representa-
tion and patch-based generic variation dictionary learning. Our proposed scheme were 
demonstrated that can solve the problem of various variations e.g. expressions, illu-
minations, corruption, occlusion and disguises in FR with SSPP. The results of the 
experiment on the Extended Yale B database and AR face database show that PSDR 
outperforms the state-of-the-art SSPP methods. 
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Non-negative Sparsity Preserving Projections  
Algorithm Based Face Recognition 
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Abstract. In this paper, we propose a Non-negative Sparsity Preserving Projec-
tions (NSPP) algorithm and apply the proposed algorithm to face recognition. 
We propose a more reasonable method of constructing the weight matrix and 
the coefficients of the weight matrix are all non-negative. This method is more 
consistent with the biological modeling of visual data and often produces much 
better results for data representation. Experimental results have shown that 
NSPP algorithm outperforms Locality Preserving Projections and Sparsity Pre-
serving Projections on both ORL and FERET face database. The weight matrix 
is non-negative and posses more sparsity, which can enhance recognition per-
formance in the projected low-dimensional subspace. 

Keywords: NSPP · Face recognition · The weight matrix 

1 Introduction 

Face recognition has been one of the hot-spots of biometric recognition and computer 
vision in recent years. The face image feature extraction plays a crucial role in face 
recognition. Due to the high dimensionality of face images, it becomes quite neces-
sary to project the face images from the high-dimensional space onto a low-
dimensional subspace and then make classification. Local Preserving Projections 
(LPP) algorithm [1] is a local manifold learning algorithm based on the same varia-
tional principle that gives rise to the Laplacian Eigenmap. The main idea of the algo-
rithm is to make the points which are close to each other in the original space still be 
closer in the subspace after dimensionality reduction, and it can preserve the local 
structure of the original data. So it can be widely applied to pattern recognition and 
computer vision like PCA and LDA. It provides a linear subspace technology for 
biometric recognition, and it is used for feature extraction in face recognition, image 
retrieval and many other fields. LPP [2] needs to encounter model parameters such as 
the neighborhood size and heat kernel width, which are generally difficult to set in 
practice. Although cross-validation technique can be used in these cases, it is very 
time-consuming and tends to waste the limited training data.  

For excavating the high-dimensional nonlinear structure of the face image, Cai pro-
posed a graph embedding model to encode the discriminating and geometrical structure 
in terms of data affinity [3]. With the embedding results, a set of sparse basis can be 
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learnt by using regularized regression. Qiao proposed Sparsity Preserving Projections[2] 
for face recognition to preserve the sparse reconstructive relationship of the face data by 
minimizing a L1 regularization-related objective function. The projections of SPP are 
sought such that the sparse reconstructive weights can be best preserved. 

Because the weight matrix constructed by the above algorithms all contains nega-
tive elements and the study of biologists represents that non-negativity is more consis-
tent with the biological modeling of visual data, so we propose Non-negative Sparsity 
Preserving Projections algorithm in this paper. 

2 Algorithm Overview 

2.1 Locality Preserving Projections 

Local Preserving Projections (LPP) [1] is a linear approximation of nonlinear Lapla-
cian Eigenmap. The algorithm considers the points close to each other in the high-
dimensional space should remain close when they are mapped to a low-dimensional 
space. Based on this point, when the sample points are very close we can use a posi-
tive weight to show the relationship between the two. The weight S = (Sij)n×n  is de-
fined as follows: 
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where a is a transformation vector and yi = aTxi, i=1,2,...,n. L is the Laplacian matrix: 
L=D-S. D is a diagonal matrix: Dii = ∑jSij. By imposing a constraint: 1aXDXa TT , 
the minimization problem reduces to finding:   

           1..sminarg aXDXataXLXa TTTT

a
                    (3) 

The transformation vector a that minimizes the objective function is given by the 
minimum eigenvalue solution to the generalized eigenvalue problem: 

                        aXDXaXLX TT                            (4) 

2.2 Non-negative Sparsity Preserving Projections 

As can be seen from the above, the weight matrix plays a vital role in dimensionality 
reduction and identification. The sparse coding coefficients of sparse representation 
will decide the final classification performance. But the weight matrix constructed by 
SPP may comprise both positive and negative coefficients. The negativity of the cod-
ing coefficients allows the data to “cancel each other out” by subtraction, which lacks 
physical interpretation for visual data [4]. In fact, non-negativity is more consistent 
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with the biological modeling of visual data and often produces much better results for 
data representation. In view of this, we propose a Non-negative Sparsity Preserving 
Projections (NSPP) algorithm which constructs the weight matrix S using non-
negative sparse representation. NSPP chooses its neighborhood automatically and the 
weights are all positive. 

Since X = [x1, x2,..., xn]∈Rm×n is the data matrix, and its columns are training sam-
ples{xi}n

i=1, where xi∈Rm. We need to use as few samples as possible to reconstruct 
each face image. Then firstly we find a sparse reconstructive weight vector for each 
sample through the following modified l1 minimization problem: 

         
1

min . . , 1 1 , , : 0
i

T
i i i i is

s s t x Xs s i j s                    (5) 

where si = [ si1,..., si,i-1, 0, si,i+1,..., sin]T, and in order to make xi removed from X, we 
make the i-th element equal to zero. The elements sij , j≠i denote the contribution of 
each xj to reconstruct xi; 1∈Rn is a vector of all ones [2]. And the sparse reconstructive 
weight matrix  

nnijsS


 ~  is defined as follows: 
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where is~ is the optimal solution of equation (5), which can be obtained by the mini-
mum of the following model:  

       0,0:,..
2
1),(  ijijijjiiiF sXjitssXsxsXO         (7) 

In which the parameter λ is used to adjust the balance between reconstruction error 
and the sparsity of coding coefficients [4].  

Appropriate dictionary design plays an important role in the framework of non-
negative sparse representation model [4] in equation (7). In this paper, we propose to 
use Gabor features extracted from all the training face images as the dictionary based 
non-negative sparse preserving projection model. We use Gaussian function as Gabor 
kernel function. It is defined as follows [5]: 
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where ||.|| represents the norm operation. The wave vector is defined as ku,v = kveiφ
u , 

and φu =πu/4, kv = kmax/f v; kmax is the maximum sampling frequency and f is the sam-
pling step of the frequency. In the paper, u∈{0,..., 7}, v∈{0,..., 4}; f = 2 , kmax = π/2, σ 
= 2π . The Gabor feature of the face image can be defined as follows: 

                  )(*)()( ,, zzIzG vuvu                            (9) 

and * denotes the convolution operation. It can also be represented as 

              ))(exp()()( ,,, zizMzG vuvuvu                      (10) 

where Mu,v is the magnitude and θu,v is the phase. Figure 1 shows the Gabor features 
of an input face image.  
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Fig. 2. Examples of the ORL face database 

 For each individual, five images are taken to form the training set. The rest of the 
database are considered to be the testing set. The training samples are used to con-
struct the weight matrix S and get the optimal subspace. The testing samples are then 
projected onto the low-dimension subspace. Recognition is performed using the near-
est neighbor classifier.  

(1) Comparison of the weight matrix S between SPP and NSPP 
In the experiment on ORL face database, we respectively construct the weight ma-

trix S using SPP and our proposed NSPP algorithm. Some parameters are set as fol-
lows: The Gabor kernel's width and height are both 31; The Gabor kernel's energy 
preserving ratio is 0.9; The Gabor kernel's number is 40; The λ is 0.001. 

For a given training sample, the sparse coefficients got from SPP and NSPP are 
distributed as shown in Fig. 3 and Fig. 4. By comparing Fig. 3 and Fig. 4 we can see 
that: the weight matrix constructed by NSPP not only has no negative coefficients, but 
also gets better sparsity. Fig. 5 shows the weight relationship between the sample 
image and its related training images. We can see that the top 4 closet samples to the 
given training sample all came from the same class as the given training sample, and 
the given training sample is less correlated or irrelevant to the other training samples. 

 

  
Fig. 3. The sparse coefficients of SPP        Fig.4. The sparse coefficients of NSPP 

(2) Recognition performance comparison between SPP and NSPP  
In order to verify the effectiveness of the new algorithm in face recognition, we 

display the projection of test samples on subspace manifold in a two-dimensional 
diagram. The images of faces are mapped into the 2-dimensional plane described by 
the first two coordinates of the SPP and NSPP. Figure 6 shows the clustering results. 
We can see that NSPP algorithm has better divisibility and more manifolds compared 
to SPP algorithm. 
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Fig. 5. The relationship of the sample image and the other training images 

  
                     (a)                                         (b) 

Fig. 6. The clustering situation of testing samples projected onto subspace: (a) SPP, (b) NSPP 

 
Fig. 7. Recognition performance on ORL face 

Figure 7 compares the recognition performance of LPP, SPP and NSPP on ORL 
face database. As can be seen, NSPP outperforms both SPP and LPP. 

3.2 Experiments on FERET Face Database 

In this experiment, we choose FERET face database [8]. There are 200 subjects, and  
seven images are taken per subject with pose, lighting and facial expressions variations. 
The size of the face image is 128×128. Thus, it can be represented by a 16384-
dimensional vector. Some sample images of FERET face database are shown in Figure 8. 
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Fig. 8. Example images of FERET face 

For each subject, four images are taken to form the training set. The rest of the da-
tabase are considered to be the testing set. The recognition rate of LPP, SPP and 
NSPP algorithm on FERET face database are shown in Figure 9. 

 

 
Fig. 9. Recognition comparison on FERET face 

3.3 Experimental Analysis 

From Figure 7 and Figure 9 we can find that: compared with LPP and SPP, our  
proposed Non-negative Sparsity Preserving Projections algorithm improves the rec-
ognition rate to some extent on both ORL and FERET face database. Besides, the 
recognition rate is relatively stable when the sub-space dimensions change. In the 
experiment, it shows that NSPP can also improve the recognition efficiency. 

Compared to LPP, NSPP has the following advantages:  

(1) the weight matrix constructed by NSPP is positive, and it has better sparsity 
and divisibility, so it certainly can raise the recognition rate;  

(2) the NSPP algorithm not only can improve the recognition efficiency when there 
are too many samples, but also has better robustness; 

(3) the NSPP model has no parameters such as the neighborhood size and heat ker-
nel width incurred in LPP, which makes it quite simple to use in practice. 

4 Conclusions 

In this paper, motivated by non-negative sparse representation, we propose a new 
algorithm called Non-negative Sparsity Preserving Projections for unsupervised di-
mensionality reduction. The projections of NSPP are sought such that the sparse re-
constructive weights can be best preserved. NSPP is shown to outperform LPP and 
SPP on ORL and FERET face database, and it is very simple to perform like PCA by 
avoiding the difficulty of parameter selection as in LPP.  
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Abstract. Face liveness detection is more and more important in face
recognition systems, which are vulnerable to spoof attacks made by non-
real faces. Recent work has revealed that some algorithms based on image
descriptors are applied to face liveness detection against face spoofing
attacks, such as LBP and LBP-TOP. However, these image descriptors
are not robust to spoofing attacks. In this paper, we propose a robust
and powerful local descriptor, called WLD-TOP. It combines temporal
and spatial information into a single descriptor with a multiresolution
strategy. Extensive experiments on CASIA and our new SYSU-MFSD
database demonstrate that the descriptor can achieve a better liveness
detection performance in both intra and cross-databases compared to
the state-of-the-art techniques based on descriptors.

Keywords: WLD-TOP · Spoofing attack · Local descriptor · Dynamic
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1 Introduction

Biometric systems are more and more often used for authentication in various
security applications. Face recognition has developed rapidly in recent years
and is more convenient compared to other biometric methods. However, face
recognition systems are vulnerable to spoof attacks made by non-real faces. A
spoofing attack occurs when a person tries to masquerade as someone else. In
order to guard against such spoofing, a secure face system of liveness detection
[1] is needed.

A large number of methods have been proposed in recent years to combat
spoofing for face liveness detection. Among these methods, the micro-textures
approaches [2] exploit the surface texture of the skin for face anti-spoofing, such
as LBP [3], WLD [4], LBP-TOP [5], DoG [6], etc. These methods are non-
intrusive methods without extra devices, and they could be easily integrated
into an existing face recognition system, where usually only a generic webcam is
equipped.
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In this paper, we propose a novel descriptor which considers three orthog-
onal planes based on WLD against face spoofing, called WLD-TOP. The main
contributions in our work are summarized as: Firstly, our approach uses a mul-
tiresolution strategy based on WLD-TOP against face spoofing. Secondly, We
improve and simplify the calculation for orientation of WLD in [4]. Thirdly, we
also collect a face spoof database, SYSU Mobile Face Spoofing Database (SYSU-
MFSD), using two mobile devices (iphone 5c and ipad Air2) with three different
spoofing scenes which consider illumination variation. Experiments conducted
on the CASIA [6] and SYSU-MFSD databases indicate that our approach has
a better performance in detecting face spoofing attacks using photographs and
videos than state-of-the-art techniques.

The remainder of the paper is organized as follows: Section 2 presents a
brief review of the relevant literature. The proposed WLD-TOP for face liveness
detection is described in Section 3. Our experimental set-up and results on the
two databases, CASIA and SYSU-MFSD, are discussed in Section 4. Finally, we
summarize the work and draw conclusions in Section 5.

2 Related Work

In this section, we review anti-spoofing related work for face based on the texture
and our focus in this paper.

Recently, researchers are devoted to come up with more generalized and
discriminative features based on the analysis of textures for face anti-spoofing.
Among the texture approaches, some techniques are based on the Local Binary
Patterns (LBP), a descriptor first proposed in 2002 [3] for texture classification.
We expand the detected face to holistic-face (H-Face) [7]. The method proposed
in [8] divides the images in blocks, and eventually concatenated by different LBP
operators, which outperformed previous methods on the NUAA Photograph
Imposter Database [9]. Furthermore, its efficiency on the REPLAY-ATTACK
database was presented in [10].

Since dynamic textures can encompass the class of video sequences that
exhibit some stationary properties in time,the micro-texture-based analysis for
spoofing detection was extended in the spatiotemporal domain. In [5], Pereira
et al. used a spatio-temporal texture feature called Local Binary Patterns from
Three Orthogonal Planes (LBP-TOP), which combines spatial and temporal
information based on LBP approach. This method has shown to be very effec-
tive in describing the horizontal and vertical motion patterns in addition to
appearance. According to the experimental results on the REPLAY-ATTACK
database, it outperformed the LBP-based method in [5].

Recently, Chen. J [4] et al. proposed WLD based on Weber’s Law. The WLD
is built starting from two dense fields of features, orientation and differential
excitation. WLD histogram is used for human face detection. With regard to
the LBP descriptor, it represents an input image by building statistics on the
local micropattern variations, but WLD computes and builds statistics on salient
patterns which is more sensitive to dynamic textures in liveness face detection.



WLD-TOP Based Algorithm against Face Spoofing Attacks 137

3 WLD from Three Orthogonal Planes (WLD-TOP) for
Image Representation

3.1 Modified WLD

In this section, we simply introduce the modified WLD. It consists of two com-
ponents: differential excitation denoted by ξ and orientation denoted by θ. WLD
is inspired by Weber’s Law expressed as

ΔI

I
= k. (1)

where ΔI represents the increment threshold of the initial stimulus intensity I.
Then k signifies the proportion of (1) which remains constant. Since the change
of the central pixel reflects the intensity differences between current pixel xc and
its adjacent pixels, the differential excitation of the current pixel ξ(xc) can be
computed as

ξ(xc) = arctan

{
p−1∑

i=0

(
xi − xc

xc
)

}

(2)

where xi is the neighbors of xc as illustrated in Fig. 1.

Fig. 1. The 3×3 neighbors of the current pixel xc

The orientation part of WLD is the gradient orientation, which reflects the
distribution feature of different gradient information. Firstly, the gradient is
calculated as

θ(xc) = arctan
[
x7 − x3

x5 − x1

]

= arctan
(

v2
v1

)

(3)

Then, we modify the method in [4] that map θ to θ′ as (4), where θ′ ∈ [0, 2π).

θ′ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

θ v1 > 0 and v2 > 0
π + θ v1 < 0
2π + θ v1 > 0 and v2 < 0
0 v1 = 0

(4)



138 L. Mei et al.

Finally, θ′ is quantified to G dominant orientations which is calculated more
simplified than [4] as follows

Φt = � θ′

2π/G
�, Φt = 0, 1, · · · , G − 1 (5)

By combining the two components of WLD feature per pixel, WLD represents
an input image with a histogram. We simplify the calculation method on the
basis of preserving the original WLD features.

3.2 WLD-TOP

Motivated by LBP-TOP, the method of TOP extracts descriptor code from XY,
XT and YT plane, which supplement temporal information into the descriptor.
We propose a simplified WLD-TOP descriptor by concatenating WLD on three
orthogonal planes: XY, XT and YT, as it can be seen in Fig. 2. Since WLD can
obtain a NG dimensional vector, where N is the dimension of ξ which normalized
to integers. We define f(x, y, t) as WLD code of the central pixel xc(x, y, t) as

f(x, y, t) = NΦt + ξ(xc). (6)

in which x, y, t are the coordinates of XY, XT and YT planes, respectively. Then
a histogram of the ith planes(i=1:XY, 2:XT and 3:YT) can be defined as

hi,j =
∑

x,y,t

M{f(x, y, t) = j}, j = 0, 1, · · · ,NG − 1, (7)

where M(A) is defined as

M(A) =

{
0 if A is false
1 if A is true.

(8)

We transfer hi,j to a row vector hi, and concatenate them orderly to a new row
vector denoted by H = [h1 h2 h3], which is the WLD-TOP feature vector. With
this method, the 3D histogram {WLD(ξj , Φt, i)}, i = 1, 2, 3, j = 0, 1, · · · , N −
1, t = 0, 1, · · · , G − 1, is encoded into a 1D histogram H of WLD-TOP.

Fig. 2. Block diagram of liveness face detection using WLD-TOP descriptor
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Fig. 3. Face detection method for Rt=1

Table 1. Results on the Intra-database of CASIA and SYSU-MFSD.

Method Train ID Test ID Accuracy(%) Train ID Test ID Accuracy(%)

WLD-TOP C1-C20 C21-C50 90.78 C21-C50 C1-C20 88.02
LBP-TOP C1-C20 C21-C50 79.06 C21-C50 C1-C20 78.75

WLD C1-C20 C21-C50 87.08 C21-C50 C1-C20 85.61
LBP C1-C20 C21-C50 78.35 C21-C50 C1-C20 76.50

WLD-TOP S1-S20 S21-S29 93.44 S21-S29 S1-S20 92.25
LBP-TOP S1-S20 S21-S29 83.12 S21-S29 S1-S20 79.85

WLD S1-S20 S21-S29 87.05 S21-S29 S1-S20 84.70
LBP S1-S20 S21-S29 81.51 S21-S29 S1-S20 77.05

Fig. 3 shows that Rt is the radii in axes T around selected bounding
box, which displays the region of selected continuous video frames. To build a
multiresolution WLD-TOP, the histograms in time domain(XT and YT) are
combined for different values of Rt. For example, Rt=3 means that WLD-TOP
operator will be computed for Rt=1, Rt=2 and Rt=3 and all resultant his-
tograms will be concatenated. As Rt increases, WLD-TOP can obtain more spa-
tial feature which can be useful for distinguish spoof faces from genuine faces.

4 Experiments

This section evaluates four different types of spoof detection feature vectors:
WLD-TOP, LBP-TOP, WLD and LBP. We have done experiments on both
intra-database and cross-database with Rt=1.

4.1 Data Set

In our experiments, we build a database named SYSU Mobile Face Spoofing
Database. This database is recorded by iphone and ipad, it includes 29 subjects,
which are split into the training set (containing 20 subjects, ID:S1-S20) and the
testing set (containing 9 subjects, ID:S21-S29). Two kinds of fake face attacks
by iphone and ipad are implemented, and each attack way has three different
shooting scenes which consider illumination and other environmental variations,
so there are 87 fake face video clips recorded by iphone and ipad respectively.
In contrast, the genuine videos are shot by ipad, every subject has also three
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shooting scenes, so there are 87 genuine face video clips in total. The CASIA
face anti-spoofing database [6] consists of 50 genuine subjects, Specifically, the
database is divided into 20 training subjects (ID:C1-C20) and 30 testing subjects
(ID:C21-C50).

4.2 Results on the Intra-database

In the CASIA and SYSU-MFSD database, we test LBP [3], LBP-TOP [5] and
WLD [4] on its training and testing set. For classification, We use LibSVM
library [11] to obtain the discrimination accuracy. We present the corresponding
accuracy for the test scenarios with these descriptors on two kinds of intra-
databases in Table 1. The ROC curve of WLD-TOP compared with some state-
of-the-art anti-spoofing methods like [6,8] on overall CASIA test are shown in
Fig. 4. Since WLD-TOP has added spatial information, it can find the salient
difference of dynamic video frames between genuine and spoof faces better than
other methods. All the results indicate that our proposed descriptor outperforms
the other descriptors on the intra-database scenarios.

Fig. 4. ROC curves of some previous methods for Overall CASIA database

4.3 Results on the Cross-Database

Besides the intra-database performance, we are more interested in the cross-
database generalization ability of different face spoof detection descriptors. All
cross-database results are shown in Table 2. Compared with WLD, the proposed
WLD-TOP features which is more robust to dynamic textures in the videos com-
bine spatial and temporal information . Compared with LBP-TOP, the proposed
method has the additional gradient orientation feature which is stable to illu-
mination and other environmental variation, so WLD-TOP is expected to have
better cross-database performance than other features. the results indicate that
our proposed descriptor achieves a perfect cross-database performance.
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Table 2. Results on the Cross-database of CASIA and SYSU-MFSD.

Method Train ID Test ID Accuracy(%)

WLD-TOP C1-C50 S1-S29 74.62
LBP-TOP C1-C50 S1-S29 59.30

WLD C1-C50 S1-S29 64.81
LBP C1-C50 S1-S29 53.96

WLD-TOP S1-S29 C1-C50 73.61
LBP-TOP S1-S29 C1-C50 69.04

WLD S1-S29 C1-C50 58.77
LBP S1-S29 C1-C50 53.85

4.4 Effectiveness of Each WLD-TOP Plane

Firstly, we analyse the performance of each plane and then combinations. After
that, we increase the multiresolution area (Rt), and use LibSVM as the classifi-
cation. Fig. 5 shows the evolution of HTER considering individual and combined
histograms of WLD-TOP planes on CASIA database’s test set. According to the
results, by combing the two time planes(XT and YT), the HTER is decreased.
This suggests that temporal information is a necessary component. The integra-
tion of the three planes have obtained the best results which manifest that both
spatial and temporal component are useful to classify real and fake faces. It also
can be seen that, the results are improved when the (Rt) is increased, which
have more temporal component but increase the computational complexity.
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Fig. 5. Evaluation of HTER(%) in eath plane when the multiresolution area(Rt) is
increased with WLD-TOP and SVM classifier

5 Conclusion

We have introduced an algorithm against face spoofing attacks using the WLD-
TOP descriptor. By combining WLD and TOP, the most important temporal
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component in videos is considered, which obtain more dynamic features that
traditional methods lacked. Experiments on different planes presented the com-
bination of the three planes obtained the best result. We have built a new
anti-spoofing database for the experiment, the results on both intra and cross-
database show that WLD-TOP descriptor has a great performance against dif-
ferent kinds of face spoof scenarios, outperforming the state of art descriptor.
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ogy Pillar Program (No. 2012BAK16B06) and GuangZhou Program (2014J41 00114,
2014Y2-00165).

References

1. Sun, L., Huang, W.B., Wu, M.H.: TIR/VIS correlation for liveness detection in
face recognition. In: Real, P., Diaz-Pernil, D., Molina-Abril, H., Berciano, A.,
Kropatsch, W. (eds.) CAIP 2011, Part II. LNCS, vol. 6855, pp. 114–121. Springer,
Heidelberg (2011)

2. Chakraborty, S., Das, D.: An overview of face liveness detection. arXiv preprint
arXiv. 1405, 2227 (2014)
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Abstract. The heterogeneous face recognition algorithm is based on super reso-
lution reconstruction and two-dimensional marginal fisher analysis. In this pa-
per, a super resolution reconstruction algorithm by adaptive multi-dictionary 
learning is adopted. Compared with the traditional global dictionary learning, 
this algorithm spends less time on dictionary training and image reconstruction 
to a great extent. Firstly, a sketch is transformed to a photo by eigenface algo-
rithm. Secondly, super resolution reconstruction by improved adaptive multi-
dictionary learning is used to reconstruct the synthesized photo, which is able to 
enhance the quality of synthesized photo effectively. Finally, the synthesized 
photo is recognized by two-dimensional marginal fisher analysis. We demon-
strate these ideas in practice and show how they lead to faster operation speed 
and ideal recognition rate. 

Keywords: Adaptive multi-dictionary learning · Two-dimensional marginal 
fisher analysis · Super resolution reconstruction · Face recognition 

1 Introduction 

Recently, there is a growing demand of sketch face recognition in the areas such as 
law enforcement, video monitoring and bank security, which helps the police narrow 
down potential suspects quickly. Sketch face belongs to the category of heterogene-
ous face, which has become an advanced research hotspot in the field of criminal 
investigation. 

In the last several years, many papers have shown that they can deliver outstanding 
performance on this challenging task. Silva [1] proposed a sketch-photo recognition 
algorithm based on the local feature-based discriminant analysis. Galoogahi [2] pro-
posed the local radon binary pattern to match face photos and sketches directly. Liu 
[3] proposed a face photo-sketch recognition method using joint dictionary learning.  

The biggest difference between a sketch image and a photo image is that the sketch 
image tends to exaggerate some details so that the traditional face recognition algo-
rithm can’t be applied to sketch face recognition directly. In order to overcome such a 
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weakness, we first transform a sketch into a photo using eigenface algorithm. Then 
super resolution reconstruction based on adaptive multi dictionary learning is ex-
ecuted on synthesized photo, which can describe the details of the faces better for the 
further criminal investigation. Finally, two-dimensional marginal fisher analysis is 
used to perform classification and recognition. 

2 Sketch-to-Photo Transformation 

Eigenface algorithm is a traditional method and has been widely used in face recogni-
tion [4-5]. Though eigenface method is sensitive to illumination, expression, and rota-
tion changes, this is presumably not a first-order concern given that our analysis  
focuses on law enforcement where standard frontal face images are generally used. 

For each sketch, remove the mean sketch first and we can get Si = Qi-ms, The 
sketch training set can be written as As = [S1, S2,..., SM]. Hence, the covariance matrix 
of sketch training set is computed as W = AsAs

T and the orthonormal eigenvector  
matrix of W is  

1
2 .s


s s sU A V                                  (1) 

Here, Vs is the eigenvector matrix and
s

Λ is the diagonal eigenvalue matrix. Map a 
testing sketch Sk into the eigensketch space then we can get a vector bs = Us

TSk. It is a 
viable strategy to synthesize a sketch Sr when the eigensketch space and bs are known. 

.
1
2 

  -

r s s s s s sS U b A V b                            (2) 

For each training sketch image, there is a corresponding training photo image


iP . 
Replacing each


iS in the equation (2) with


iP , we can get 

1
2 .

-

s


r p s sP A V b                              (3) 

Because of the structural similarity between the sketch and the photo, it’s a reasona-
ble assumption that the synthesized sketch resembles the real photo. In the process of 
transforming, a sample photo 


iP  contributes more weight to the synthesized photo if  

its corresponding sample sketch 


iS  contributes more weight to the synthesis. It is  
conceivable that if two sketches are alike, their corresponding photos should be alike. 

3 Super-Resolution of Synthesized Photos  

Super resolution reconstruction can improve image’s resolution and the visual effect 
effectively without the need of additional equipment. Now super resolution recon-
struction algorithm can be divided into two categories, one category is based on re-
construction, while the other is on the basis of learning. The latter introduce the prior 
knowledge and recovery the image details better. 
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Normally, the details in the synthesized photo have the vague details and low reso-
lution. We need to introduce super resolution reconstruction to improve the visual 
effect of synthesized photo. 

In 2010, Yang et al. [6] first proposed sparse representation in super resolution. 
Research on image statistics suggest that image patches can be well-represented as a 
sparse linear combination of elements from an appropriately chosen over-complete 
dictionary. Through this algorithm, sufficient additional information can be obtained, 
but there are still two weaknesses, one is the high time-consuming of dictionary train-
ing, while the other is the insufficient representation of different morphological struc-
tures of the image via global dictionary. To overcome these problems, a super resolu-
tion reconstruction by adaptive multi dictionary learning is employed. Image patches 
in the training set are clustered into several groups first and adaptive multi-dictionary 
learning is used to learn corresponding dictionaries for different groups. Compared 
with the global dictionary learning, this algorithm can greatly reduce the samples of 
each group, which avoids the high-dimensional data calculation and improves the 
efficiency of dictionary training.  

3.1 Super Resolution Reconstruction Based on Sparse Representation 

X and Y represent high resolution image and low resolution image respectively. The 
relationship between the two can be expressed by  

. Y S H X v                                (4) 

Here, S, H, v represent a down sampling operator, a blurring filter and additive noise 
respectively. The essence of the dictionary training is a kind of optimization, just like 
the following equation (5). 

2
00,

min{ }, . . ,
F

s t i T  


 iA
S A α                   (5) 

Here, S, Ψ, A and T0 represent samples, an over-complete dictionary, the sparse ma-
trix and the sparse degree respectively. According to the equation (5), Ψ1and Ψh can 
be trained by low image patches and high image ones. 

According to the theory of sparse representation of images, as for the image patch 
x the most sparse coefficient α can be calculated in the over-complete dictionary Ψ 
trained by high resolution images. 

0min . . .s t α x α                         (6) 

According to equation (6) it is necessary to calculate the sparse coefficient α of the 
low resolution image patches under the Ψ1 first and then reconstruct the high image 
patches using α and Ψh. 

3.2 Adaptive Multi-dictionary Learning 

According to the learning method, dictionary learning can be divided into the global 
dictionary learning and the adaptive dictionary learning. What’s more, based on the 
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number of dictionaries, dictionary learning can be classified into single dictionary 
learning and multi dictionary learning. The adaptive dictionary learning can choose an 
optional dictionary for each image patch during the reconstruction process, which can 
describe the details of the images well. And the multi-dictionary learning can contri-
bute to the higher degree of similarity between the training samples because of the 
introduction of pre-clustering. 

3.3 Training Samples Clustering 

K-means algorithm is a classical clustering algorithm based on distance and the short-
er distance between two objects the greater similarity between them. This algorithm 
possesses the advantages of high efficiency, scalability, hence it has been used in 
large scale data mining. 

Let xi be the patches of the training images and zi be the corresponding high fre-
quency of xi. We can get K clusters Ck = [z1

k,..., zqi
k] by K-means algorithm. The cen-

ter of the kth cluster can be computed by
k

q

i

k
ik qz

k

/)(
1



  . When performing the clus-

tering operation, compute the distance di
k between zi and μk. 

, 1,...,k
id k K  iz

k
μ                        (7) 

If the minimum dj
ki of djk satisfy dj

ki< ε, zi should be classified into kth cluster. Here 
ε is a parameter that controls the degree of similarity between the image patches and 
the cluster centers. 

3.4 Multi-dictionary Learning 

After training samples clustering, the image patches of low and high samples have 
been respectively clustered into K groups. For each group, it is necessary to construct 
the corresponding dictionary Ψk. 

2

0,
min{ }, . . , 1,...,k kF s t T i s  

k

k
k k iA

S A
k

k
Ψ

Ψ 
              (8) 

3.5 Super Resolution Reconstruction Model 

Due to the employment of super resolution based on adaptive multi-dictionary, it is 
necessary to determine the optional dictionary for each image patch of low resolution 
image before reconstruction. The selection of the optimal dictionary is determined by 
calculating the Euclidean distance between the image patch and the cluster center: 

2

2
arg min i

k
k y

k
μ                             (9) 

Computing the upper formulation can select the optional dictionary for the image 
patch of the inputting low resolution image. To super resolution reconstruct the image 
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patch y , we should calculate the sparse coefficient under the dictionary trained by 
low resolution images: 

2

12
arg min     

k
l

Ψ y                  (10) 

here, λ is a parameter to balance the certain sparse degree. High resolution image 
patch can be obtained by y=Ψhkα. 

4 Face Recognition Based on 2DMFA 

Face recognition is a biometric technology, which attracts more and more researchers' 
interest and attention. Linear Discriminant Analysis (LDA) and Principal Components 
Analysis (PCA) are two classic algorithms which have been widely used in extensive 
face recognition technology. In 2007 Yan et al. [7] proposed Marginal Fisher Analysis 
(MFA) which overcomes the limitation of the data distribution hypothesis of the tradi-
tional LDA algorithm effectively. Later, Wan et al. [8] proposed 2DMFA on the basis of 
MFA which maintains the intrinsic structure of two-dimensional image better. 

4.1 Marginal Fisher Analysis 

In the MFA algorithm, there are two graphs, intrinsic graph and penalty graph. Intrin-
sic graph can depict the intra-class compactness and connects each data point with its 
neighboring points in the same class. However, penalty graph shows the separation 
degree of multi-class and connects the marginal points.  

Compared with the LDA algorithm, MFA is a more general method of discrimi-
nant analysis, which has more available projection direction, and can better describe 
the separation between different classes.  

4.2 Two-Dimensional Marginal Fisher Analysis 

The dimension reduction method of features in most face recognition algorithm is 
based on one dimension vector, that is, when processing data, people usually trans-
form the data into a row vector or a column vector first. However, when input is an 
image, it may lose the intrinsic structure. In 2011, Wan et al. proposed the 2DMFA 
which solve this problem well. 

Similar to MFA algorithm, intrinsic graph wS and penalty graph bS are constructed 
to describe the intra-class compactness and the separation degree of multi-class. And 
we can calculate the projected direction w by the two-dimensional margin fisher Cri-
terion 

arg min .
T w

T b
w X ww
w X w

                         (11) 
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The optimal projected direction can be calculated by Lagrange operator. Project the 
training images and testing images on w respectively and then we get the projected 
matrix y2dmfa = wTx. At last, the nearest neighbor classifier is used for recognition. 

5 Experiments  

In order to demonstrate the effectiveness of the new algorithm, we conduct a set of 
experiments on two public face databases. CIS face database contains 11 faces and 
every person has 7 different expression photos and Yale database contains 15 faces 
and each person has 11 different expression photos. Fig. 1 and Fig. 2 show the sketch-
to-photo transformation examples on the two databases respectively. 

 

 
Fig. 1. Sketch-to-photo transformation examples on CIS database (rows from top to bottom) 
sketches; synthesized photos; original photos 

 
Fig. 2. Sketch-to-photo transformation examples on Yale database (rows from top to bottom) 
sketches; synthesized photos; original photos 

We construct the synthesized photos by super resolution based on adaptive multi 
dictionary learning. Fig. 3 performs the super resolution experiment results by adap-
tive multi dictionary learning algorithm. The edges of the reconstructed image are not 
jagged or fuzzy and solve the small size of original images. What’s more, because of 
the introduction of prior knowledge reconstructed photo performs better in details for 
the further observation of criminal investigation. 

 

 
Fig. 3. Super resolution experiment results (from left to right): original image; bicub-
ic interpolation and adaptive multi dictionary learning. 
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Abstract. Face recognition in unconstrained environments is often influenced 
by pose variations. And the problem is basically the identification that uses par-
tial data. In this paper, a method fusing structure and texture information is pro-
posed to solve the problem. In the register phase, the approximate 180 degree 
information of face is acquired, and the data used to identify individual is ob-
tained from a random single view. Pure face is extracted from 3D data first, 
then convert the original data to the form of spherical depth map (SDM) and 
spherical texture map (STM), which are invariant to out-plane rotation, subse-
quently facilitating the successive alignment-free identification that is robust to 
pose variations. We make identification through sparse representation for its 
well performance with the two maps. Experiments show that our proposed me-
thod gets a high recognition rate with pose and expression variations. 

Keywords: Face recognition · Spherical Depth Map · Spherical Texture Map · 
Sparse representation 

1 Introduction 

In modern society, person identification is very helpful, especially in some important 
roles of public information and security. In practical application, face recognition has 
received much attention in the distance and uncontrolled scene for its friendly and 
non-intrusive [1]. Although great advances have been made in 2D face recognition, it 
is still a challenging task to overcome the effect of light and pose [2]. Research has 
begun to focus on 3D data recent years with the development of 3D scanner. Com-
pared with 2D data, 3D point cloud preserves the structure information. However, it 
still has limits in occlusion and data missing. 

In fact, person identification in unconstrained environments is basically the identi-
fication that uses partial data. But, registration is possible under controlled environ-
ments, able to acquire data contained the approximate 180 degree information of face. 
Build a library, including the complete individual information, could help us use the 
partial data obtained from a random single view to identify individual. As we all 
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know, ear recognition has become an effective identification method because it is a 
rigid body, containing rich structure features [3]. And ear data acquisition is similar to 
face data, both can realize non-intrusive acquisition. In addition, ear has unique phys-
ical location, when face to the side, ear is in positive. All the reasons make ear be a 
useful supplement to face recognition. Some researchers get a panoramic 2D image 
by stitching multiple angle views of head for face recognition. Liu [4] used a statistic-
al model for face image alignment, and introduced a recognition method by projecting 
images to the surface of a 3D ellipsoid. Singh [5] proposed a hierarchical registration 
algorithm to align different view faces and they had experiments on three databases. 
Fan [6] built a simple acquisition system composed of 5 standard cameras which, 
together, could take simultaneously 5 views of a face at different angles. Then they 
chose an easily hardware-achievable algorithm, consisting of successive linear trans-
formations, to compose a panoramic face. At last, recognition experiments based on 
principal component method was conducted. Rama [7] presented a method for the 
automatic creation of 180° aligned cylindrical projected face images using nine dif-
ferent views. The alignment was done by applying first a global 2D affine transforma-
tion of the image, and afterward a local transformation of the desired face features 
using a triangle mesh. This local alignment allows a closer look to the feature proper-
ties and not the differences. Finally, these aligned face images were used for training 
a pose invariant face recognition approach. 

But, most 3D face recognition is based on structure information only, and texture fea-
tures are used for 2D face recognition [8, 9]. However, texture and structure infor-mation 
are two different description forms, which have a certain complementarity [10]. 

In this paper, we propose a method fusing 3D depth data and 2D texture data. Pure 
head is extracted first because point cloud obtained through 3D scanner contains not 
only face and ear, but also includes a shoulder and other redundant information. Then, 
a sphere is fitted to the 3D data, based on the fact that human head looks like a ball. 
2D spherical depth map (SDM) is generated by expanding the fitting sphere and the 
pixel value on the map is the distance of point cloud to the center of the fitting sphere. 
Meanwhile, according to the correspondence between the original texture and depth 
information, texture is mapped to the fitting sphere and we expand the sphere like 
before to generate the spherical texture map (STM). At last, we make identification 
through sparse representation using the two maps. 

The rest of this paper is organized as follows: Section 2 presents a method to ex-
tract pure face from 3D point cloud by detecting nose tip and central profile. In Sec-
tion 3, the recognition method using spherical depth map and spherical texture map is 
illustrated in detail. The experiments and results are provided in Section 4. Finally, 
some concluding remarks are given in Section 5. 

2 Pure Face Extraction 

Point cloud obtained through 3D scanner contains not only face and ear, but also in-
cludes a shoulder and other redundant information. It will have a significant impact 
later whether we get rid of the redundant information accurately. Considering the fact 
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that nose tip and central profile are usually easy to detect in a random single view 
within the scope of 180 degree of face, we extract pure face from 3D point cloud by 
detecting the obvious part. 

About nose tip detection, one simple method is to assume that it is the point closest 
to the camera, but it will fail under non-frontal pose. However, the tip still has the 
maximum depth value as long as the original coordinate rotating to the right direction, 
shown in Fig. 1. 

 

  
Fig. 1. Rotated Coordinate 

So, nose tip will have the largest local polar radius after cylindrical coordinate 
transformation. Let θ and R denote the rotated angle and polar radius in cylindrical 
coordinate system respectively, and y  is the point cloud vertical coordinate with the 
same meaning as in Cartesian coordinates. 

We first assume that every point may be nose tip. For a point P, search its neigh-
boring points Pi within the distance of 10. If one polar radius of Pi is larger than that 
of P, we no longer believe P is a nose tip. Certainly, this method has a large computa-
tional load on localizing the neighboring points. Considering the actual situation, we 
don’t consider the points with their y too large or too small, and the points whose 
polar radius less than 40% of the largest polar radius are also ignored. The rest points 
are calculated by KD-Tree algorithm. The final candidate nose tip points are marked 
in Fig. 2. 

For further conform, we calculate the Shape Index of every candidate point and 
some points around it. The calculation is in original point cloud data. The Shape In-
dex was put forward by Dorai [11], computed as: 
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where k1(s) and k2(s) represent the maximum and minimum principal curvature re-
spectively. In our experiments, the Shape Index is set to 0.7-1. 
  After nose tip P was confirmed, take out all the points in the box, which width is 30 
and height is 25, shown in Fig. 3. And y-coordinate of the points in the box is quan-
tized to an integer. Let Fi  be the set f=(f.θ, f.y, f.R) such that | f.y |=i, the point with 
the largest polar radius of Fi belongs to nose ridge. The θ and y belong to nose ridge is 
denoted by a matrix Am2 and the θ and y of all pure face points is denoted by a matrix 
A′m2, where m is the points number of nose ridge and n is the points number of pure 
face. PCA is used to A, able to get two feature vectors v1, v2 and two characteristic 
values r1, r2 (r1>r2). Let θ′=Av2, the points in pure face whose θ′ is equal to θ′P are 
the points belong to central profile, shown in Fig. 4. Where θ′P is the θ′ of nose tip P. 
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Central profile bottom could be confirmed because nose tip is almost the midpoint 
of the central profile, and pure face is extracted by getting rid of the points below the 
bottom point. 

 

  
Fig. 2. Candidate nose tips 
in cylindrical coordinate 

Fig. 3. Nose ridge in cylind-
rical coordinate 

Fig. 4. Central profile in Car-
tesian coordinate 

3 Recognition Process 

3.1 Spherical Depth Map and Spherical Texture Map 

A sphere is fitted to 3D face point cloud since the shape of human head can be ap-
proximated by a sphere. The spherical equation in 3D Cartesian coordinates is: 

      22
0

2
0

2
0 rzzyyxx  .                     (2) 

The Spherical Depth Map (SDM) was first introduced in [12]. In [12], a linear least 
square method is used to solve the fitting problem. Fig. 5 shows the fitting result. 

 

            
(1) complete data               (2) partial data 

Fig. 5. Sphere fitting 

After moving the original coordinate to the center of fitting sphere, Cartesian coor-
dinate is translated to spherical coordinate. The theta and phi which are inclination 
angle and azimuth angle in spherical coordinate, make up the coordinates of spherical 
depth map. Fig. 6 (1), (2) shows the panoramic SDM and partial SDM generated by 
holistic data and partial data. The pixel on the map is the distance of point cloud to the 
center of fitting sphere. Because point cloud is discrete, linear interpolation is needed.  

Texture information is mapped to the fitting sphere as the original texture informa-
tion has correspondence with the original depth information. Then spherical texture 
map (STM) can be obtained like spherical depth map, shown in Fig. 6 (3), (4). 
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Panoramic SDM and STM can be obtained in the register phase, holistic structural 
and textural information are made available, which is definitely helpful to alleviate 
the problems induced by pose variations and facial expression. Partial SDM and STM 
produced by test data acquired from a random single view. These spherical maps, in 
addition, are invariant to out-plane rotation, subsequently facilitating the successive 
alignment-free identification that is robust to pose variations. Meanwhile, the way of 
data presenting of the maps in 2D form reduces the cost of data storage and the load 
of computation involved in recognition process. 

 

           
                 (1) panoramic SDM             (3) panoramic STM 
 

           
                 (2) partial SDM                 (4) partial STM 

Fig. 6. SDM and STM 

3.2 Sparse Representation 

Person identification in unconstrained environments is basically the identification that 
uses partial data of the 180 degree face. So we can’t use classification method based 
on global features for identification due to the different feature numbers among the 
partial images. Sparse representation classification method is applied to image classi-
fication and recognition widely because its state-of-the-art performance for image 
block or data missing [13]. Liao [14] developed an alignment-free face representation 
method based on Multi-Keypoint Descriptors (MKD), where the descriptor size of a 
face is determined by the actual content of the image. In that way, any probe face 
image, holistic or partial, can be sparsely represented by a large dictionary of gallery 
descriptors. In this paper, we investigate the depth image and texture image with mul-
ti-task sparse representation classification method respectively, the feature used for 
the two maps is Affine Sift [15].  

Assume we have m features for each holistic spherical image i, corresponding 
descriptors are Di=[di1, di2, ..., dim], and denote by D the collection of n images: 
 

 ][,],2[],1[ nDDDD  .                     (3) 
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Given a test example Y=(dy1,dy2, ..., dyK), which belongs to one of the n classes, our 
goal is to find the class to which the test example belongs. We are interested in solv-
ing the following optimization: 

        0
1

arg min ,    s.t.  
K

kX k
X x Y DX



  .              (4) 

where X=[x1, x2, …., xK] are sparse coefficient and ||||0 denotes the l0 semi-norm indi-
cating the number of nonzero elements of the given vector, that is ||x||0=k I(xk  0), 
where I =1 is true. Since the Pl0 optimization program is NP-hard, a convex relaxation 
of it is obtained by replacing the l0 with the l1 norm, which is ||x||1=∑k|xk|, and solving 
the following convex program: 
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In this paper, we convert the problem to K minimization problems: 
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And the Eq. (6) is solved by the Homotopy method [16]. Then reconstruction error for 
every class is calculated: 
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where x[i] denotes that we select coefficients related with class i only, and others are 
set to 0. Besides, the negative coefficients are also set to 0 for the non-negativity is 
more consistent with the biological modeling of visual data [17]. The test example Y 
belongs to the class with the smallest r(Y). 

4 Experiments 

4.1 Database  

Since there is no existing public library containing the complete data, a small set con-
taining 50 people is built for our experiments. The complete individual data is ob-
tained though the multiple perspectives and we fuse the data by ICP algorithm [18]. 
Meanwhile, the test data is obtained from a random single view and part of the test 
data contained expression varieties. Every single view is taken two times, and 1700 
images in total. Fig. 7 shows the schematic diagram of data acquired for registration 
and test. 
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(1) Registration                     (2) Test 

Fig. 7. Data acquisition for registration and test 

4.2 Recognition 

Features are extracted from spherical depth map and spherical texture map respective-
ly, using Affine Sift. And the parameter transition tills defined in Affine Sift is set to 
3. The data used in our experiments are acquired under different posture, containing 
the rotation of three axes. We first identify individuals through sparse representation 
using SDM and STM respectively, and the results are shown in Table 1, 2. The match 
features are shown in Fig. 8. 

           
(1) SDM Match                    (2) STM Match 

Fig. 8. Match features 

And then make identification fusing the two maps. We assume Eq. (8) the probabil-
ity of the test sample belongs to class i, r(i) denotes the reconstruction error. Accord-
ing to Bayesian decision, the test sample belongs to the class with maximal probabili-
ty P, which is the product of P′ calculated by SDM and STM. And the results are 
shown in Table 3. 
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Table 1. SDM 

    β 
α  

0   

0 93.3% 86.5% 93.5% 

30 91.0% 84.5% 92.5% 

-30 88.0% 85.0% 94.0% 
 

Table 2. SDM + STM 

    β 
α  

0   

0 96.7% 90.0% 95.5% 

30 96.0% 89.5% 94.5% 

-30 94.0% 91.5% 95.0% 

Table 3. STM 

    β 
α  

0   

0 95.3% 88.5% 92.0% 

30 93.0% 85.5% 89.5% 

-30 90.0% 83.0% 90.5% 
 

 

 

Fig. 9. Rotation of three axes 

 
As can be seen, we can identify individual using the information acquired from a 

random single view. And if we fuse the texture and structure information together, a 
better result can be obtained. 

5 Conclusion 

In this paper, we propose a 3D face recognition method fusing spherical depth map 
and spherical texture map. The 3D data of pure face is converted to 2D data, and at 
the same time we save the structure information and texture information completely. 
After panoramic registration in the case of controlled circumstances, we can recog-
nize individual using the partial data acquired from a random single view. This will 
have a high application value for person identification in unconstrained environments. 
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Abstract. Nowadays, with tremendous visual media stored and even
processed in the cloud, the privacy of visual media is also exposed to
the cloud. In this paper we propose a private face identification method
based on sparse representation. The identification is done in a secure way
which protects both the privacy of the subjects and the confidentiality of
the database. The face identification server in the cloud contains a list of
registered faces. The surveillance client captures a face image and require
the server to identify if the client face matches one of the suspects, but
otherwise reveals no information to neither of the two parties. This is the
first work that introduces sparse representation to the secure protocol
of private face identification, which reduces the dimension of the face
representation vector and avoid the patch based attack of a previous
work. Besides, we introduce a secure Euclidean distance algorithm for
the secure protocol. The experimental results reveal that the cloud server
can return the identification results to the surveillance client without
knowing anything about the client face image.

Keywords: Privacy preserving · Face identification · Private
computing · Sparse representation · Cloud computing

1 Introduction

Face recognition has played an important role in surveillance and security.
Nowadays, cloud computing has changed the way of traditional face recogni-
tion system. The big data of face images or videos and powerful face recognition
program have been stored and running in the cloud server, which supports large
scale video surveillance applications such as face tracking, suspect searching.

However, tremendous surveillance cameras have distributed everywhere. The
privacy of people in the surveillance videos from the public places is being vio-
lated. The suspect searching applications can be misused to track the wanted
person of criminals. Once the face recognition system is linked to a univer-
sal database such as ID cards, civilians could be tracked as someone’s wishes.

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-25417-3 20
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On the other hand, the suspect list could be released to public, which may cause
more crimes.

In this work, as show in Fig. 1, our scenario is set as that the surveillance
client captures a face image and send to the cloud server which contains a list
of suspects. The server compares the client face to each suspect in the list.
The match or not match results are returned to the client. Using current face
recognition methods, the contents of client face image are completely known
to the server. Meanwhile, the client can guess out who are in the suspect list
through several times of face identification.

Client

Fig. 1. The application scenario. The surveillance client capture a face image from
public places such as airport, railway station. The face image is identified through our
privacy preserving method with the suspect face data in the cloud server. After that,
the client only learns the matching results. The cloud server learns nothing.

To protect the privacy of both the face captured by the client and the suspects
in the cloud server, we propose a privacy preserving face identification method
based on sparse representation and several cryptography tools. The client only
knows the matching result. The cloud server knows nothing.

Recently, a system called Secure Computation of Face Identification (SCiFI)
[1] was developed. This system use two cryptography tools (homomorphic
encryption and oblivious transfer) to implement a privacy preserving compu-
tation of the Hamming distance between two binary vectors. Each of the face
in both the client and the server is represented as a binary vector using a local
image patch based method with the assistant of a third party face database.

The SCiFI system [1] has two main drawbacks: (1) the dimension of the
face representation vector is large because of the binary representation, which
reduce the running efficiency of the system, (2) the local patch based repre-
sentation could be attracted by reconstructing a fragmented face [2]. Recently,
Luong et al. [2] has proposed a method of reconstructing a fragmented face to
attack the SCiFI system and reconstruct faces from the secure identification
protocol.



162 X. Jin et al.

We employ sparse representation to reduce the dimension of the face repre-
sentation vector of [1] and avoid the patch based attack. As the classical sparse
representation method does, a dictionary is learned from the list of suspects in
the server. However, one can recover faces in the server easily using the learned
dictionary. Thus we also add a third party face database and learn the dictio-
nary form it. Then we use the sparse parameters as the representation vector
of a face. After that, a privacy preserving computing method of Euclidean dis-
tance between two sparse parameter vectors is proposed. We extent the privacy
preserving hamming distance of [1] to privacy preserving Euclidean distance.
Experimental results reveal that our method can achieve comparable correction
rate of identification to the local patch based method and need less computing
time. Besides, we break out the restrict of binary representation of face when
using the cryptographic tools of homomorphic encryption and obvious trans-
fer. This will make converting modern face recognition algorithms to privacy
preserving methods become possible in future work, which will make the face
recognition and other computer vision algorithms running in the cloud more
secure and less privacy leaking.

2 Background

In this section we briefly introduce two cryptography primitives(Homomorphic
Encryption and Oblivious Transfer) and some basic parts of SCiFI system [1],
just as what have been discussed in [2].

2.1 Cryptography Primitives

Homomorphic Encryption. The Paillier cryptosystem [3] [4], named after
and invented by Pascal Paillier in 1999, is a probabilistic asymmetric algorithm
for public key cryptography. The problem of computing n-th residue classes
is believed to be computationally difficult. The decisional composite residuos-
ity assumption is the intractability hypothesis upon which this cryptosystem is
based. The scheme is an additive homomorphic cryptosystem; this means that,
given only the public-key and the encryption of m1 and m2, one can compute
the encryption of m1 + m2. The two properties of Paillier system are described
as:

E(m1) ≡ gm1 · xN
1 (mod N2)

E(m2) ≡ gm2 · xN
2 (mod N2)

E(m1) · E(m2) ≡ gm1 · xN
1 · gm2 · xN

2 mod N2

≡ gm1+m2(x1 · x2)Nmod N2

≡ E(m1 + m2)

(1)

E(km1) = E(m1)k (2)
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where m1 and m2 are 2 plan texts. E(·) is the encryption function. N = p · q,
p and q are two large prime numbers. N ∈ Z. The plan text m ∈ ZN . x is a
random number. x ∈ Z∗

N . gcd(L(ge mod N2), N) = 1. e is the encryption key.
Z, Z∗

N , e and L(·) are defined as:

ZN = {x|x ∈ Z, 0 ≤ x < N},
Z∗

N = {x|x ∈ Z, 0 ≤ x < N, gcd(x,N) = 1},
e = lcm(p − 1, q − 1),

S = {x < N2|x = 1 mod N},
∀x ∈ S,L(x) =

x − 1
N

(3)

where lcm means Least Common Multiple. gcd means Greatest Common Divisor.

Obvious Transfer. In cryptography, an oblivious transfer protocol (often
abbreviated OT) is a type of protocol in which a sender transfers one of poten-
tially many pieces of information to a receiver, but remains oblivious as to what
piece (if any) has been transferred. The first form of oblivious transfer was
introduced in 1981 by Michael O. Rabin. In this form, the sender sends a mes-
sage to the receiver with probability 1/2, while the sender remains oblivious as
to whether or not the receiver received the message. Rabin’s oblivious trans-
fer scheme is based on the RSA cryptosystem. A more useful form of oblivious
transfer called 1-2 oblivious transfer or “1 out of 2 oblivious transfer,” was devel-
oped later by Shimon Even, Oded Goldreich, and Abraham Lempel , in order to
build protocols for secure multiparty computation. It is generalized to “1 out of
n oblivious transfer” where the user gets exactly one database element without
the server getting to know which element was queried, and without the user
knowing anything about the other elements that were not retrieved. The latter
notion of oblivious transfer is a strengthening of private information retrieval,
in which the database is not kept private [5].

2.2 SCiFI Overview

The SCiFI system proposes a face representation method to represent a face
image as a n dimensions binary vector w = [w0, w2, ..., wn−1] using a pub-
lic face database. The cloud server contains a list of M face binary vectors
{w1,w2, ...,wM} and thresholds {t1, t2, ...tM}. The output of the protocol is R:

R =

{
match, if H(w,wi) < ti

not match, if otherwise
, (4)

where H(·) is the Hamming distance of two binary vectors.
The client uses the Paillier cryptosystem [3] to share the public key with the

server and keeps the private key to itself. Through an oblivious transfer protocol,
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the client learns only if the Hamming distance between any pair of their vectors
exceeds a threshold. The cloud server learns nothing. See [1] for implementation
details [2].

3 Privacy Preserving Face Identification

An overview of our method is shown in Fig. 2. In this section, we first introduce
the modified spares represent based face identification. Then the private face
identification protocol using our modified sparse representation is described.

Algorithm 1. Private Face Identification
Input:

The client’s input is a face vector s = (s0, s1, ..., sl−1). In our application l = 200.
The server’s input is a list ofQ face vectors {s1, s2, ..., sQ}. The server has additional
inputs {t1, t2, ..., tQ} for each si. The two parties both know an upper bound dmax,
in our application we set
dmax ≤ 1 × 106.

Output:
The client learns the indices i for which ED(s, si) ≤ ti. The server learns nothing.

1: The client uses Paillier to encrypt and send face vector s = (s0, s1, ..., sl−1) item
by item and the square of each item (s)2 = ((s0)

2, (s1)
2, ..., (sl−1)

2). The cloud
server receives the encryption results of each item (Epk(s0), Epk(s1), ..., Epk(sl−1))
and (Epk((s0)

2), Epk((s1)
2), ..., Epk((sl−1)

2)). For each face in the list of suspects
of the server, the following steps are repeated.

2: For ith face in the server and for jth parameter in the face vector, the cloud server
computes Epk(vj), where vj = (sj − sij)

2.

Epk((sj − sij)
2) = Epk((sj)

2 − 2sjs
i
j + (sij)

2)

= Epk((sj)
2) · Epk(sj)

−2sij · Epk((s
i
j)

2)
(5)

The sij is known to the server.
3: According to the properties of homomorphic encryption, the cloud server can com-

pute the encrypted dE = (ED(s, si))2 by Epk(dE) =
∑l−1

j=0 Epk(vj), dE ∈ [0, dmax].
Then the server chooses a random number ri for each face vector, and computes
Epk((ED(s, si))2 + ri). This number is sent to the client.

4: The client receives the Epk((ED(s, si))2 + ri) and decrypts it.

5: The two parties use OT
dmax
4000

1 protocol to judge if (dE)
i < ti securely. The result

Ri computed in the client is:

Ri =

{
1 if ((dE)

i + ri) mod (dmax+ ri) ≤ ti + ri

0 if otherwise
(6)

6: return Ri.
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Dictionary
0.0199 0.1584 ...... 0.1615

0.2596 0.2175 ...... 0.1565

0.2354 0.2123 ...... 0.1798

....

....

....

...

0.2677 0.2696 ...... 0.2447

0.2651 0.2443 ...... 0.2047

0.2258 0.1618 ...... 0.1783

Dictionary Learning

Fig. 2. The overview of our method. A third party face database is used to learn a
dictionary. The face captured by the client and the faces in the list of the cloud server
are represented sparse parameter vector. The Euclidean distance of the client face
vector and each of the face vector in the server is computed in a privacy preserving
way. The matching result is only known by the client. The cloud server learns nothing.

3.1 Modified Sparse Representation Based Face Identification

The local image patch based face representation of SCiFI [1] is attacked by [2].
Besides, the dimension of binary face vector is 3000 (we have 100 face images in
the 3rd database), which reduces the computing efficiency using cryptographic
tools. Thus we introduce sparse representation into the secure protocol of SCiFI
to reduce the dimension of face vector through sparse parameters and avoid
fragment attack proposed by [2].

However, introducing the sparse representation to the secure protocol is a
non-trivial work. If the dictionary is learned from the list of faces in the cloud
server, the contents of the suspect list will be leaked to public. Besides, solving
the linear system in the secure protocol based on Paillier system and oblivious
transfer is too complicated and time consuming. Thus, we modify the classical
sparse representation based face identification [6] from two aspects. (1) We add
a third party face database to learn the dictionary. (2) We directly use the sparse
parameter vector as the representation of a face image. The Euclidean distance is
considered as the similarity criteria between two faces. Thus, we can compute the
square of Euclidean distance in the secure protocol, which is less time consuming
than solving a linear system.

We denote the face vector of our sparse parameter as s = {s1, s2, ...sl}. The
square of Euclidean distance between face vector s1 and s2 is ED(s1, s2) =
∑l

i=1(s
1
i − s2i )

2. If the square of Euclidean distance is below a threshold, we
consider that s1 and s2 belong to the same face. Learning individual thresholds
is a hard task because these thresholds depend on variations in different images
of the same face.

We learn the individual threshold for each face in the cloud server by the
set difference for each person that will discriminate him/her from an ensemble
of people. The threshold for the ith face is based on the smallest set difference
between him and the rest of people in the ensemble [1].
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3.2 Private Face Identification Protocol

We modify the secure protocol of SCiFI [1]. In our experiment, the dimension of
a face vector s = {s1, s2, ...sl} is l = 200. the max square of Euclidean distance of
two face vector is dmax = 1 × 106. We divide it equally to 250 parts for approx-
imation. Each part has 4000 elements Thus when we implement the obvious
transfer, only 250 pairs of public and private keys are needed. We use a Pail-
lier encryption function, Epk(·). pk is a public key that both parties know. The
client knows the corresponding private key and decrypt messages. The complete
privacy preserving face identification protocol is described in Algorithm 1.

4 Experimental Results

We test our method and compare the performance with SCiFI [1] in the faces94
dataset [7]. The server has totally 100 facial images of 20 persons. Each person
has 5 different facial images. The third face database also contains 100 facial
image of 20 different persons to the server. The 3rd face database contains 100
facial images randomly selected from the faces94 dataset. The average top one
matching rate of our method is 91.55% which is a little less than 95.5% of the
local image patch based method of [1]. However, we use only 200 dimension
vector comparing with 3000 dimension vector of [1]. Furthermore, the fragment
reconstruction based attack method by [2] cannot attack our method any more,
because we do not use any fragment of facial images.

Fig. 3. The computing time of each main step. step1 for face vector generation, step2
for the Paillier encryption, step3 for the oblivious transfer. The computing times of
face vector generation and the Paillier encryption of our method are less than those
of SCiFI [1]. The resolutions tested are 138 ∗ 168, 230 ∗ 280, 276 ∗ 336, 322 ∗ 392, 38 ∗
448, 414 ∗ 504, 460 ∗ 560.

In addition, the sparse representation make our face vector much shorter
than that of SCiFI [1], which reduces the computing time using time-consuming
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cryptography algorithm. The Paillier encryption is called each item of the face
vector.

We test the computing time of each main step. In step1 the sparse face vector
is computed. In step2 the Paillier encryption is called. In step3 the oblivious
transfer is executed. To avoid network delay, we set the client and server in the
same PC (Windows 32, 2.92GHz Intel Core2 Duo CPU, 3GB RAM). As shown in
Fig. 3, the computing times of face vector generation and the Paillier encryption
of our method are less than those of SCiFI [1]. All the time in this experiment
is the average time of 10 facial images.

The computing times in different resolutions are also compared with those
of SCiFI [1]. The total computing times of each resolutions are shown in Fig. 3.
Our method is obvious faster than the method of SCiFI [1].

5 Conclusion and Discussion

In this paper we propose a private face identification method based on sparse
representation. The identification is done in a secure way which protects both
the privacy of the subjects and the confidentiality of the database. This is the
first work that introduces sparse representation to the secure protocol of private
face identification, which reduces the dimension of the face representation vector
and avoid the patch based attack of a previous work.

Acknowledgments. This work is partially supported by the National Natural Science
Foundation of China (No.61402021, No.61402023, No.61170037), the Fundamental
Research Funds for the Central Universities (No.2014XSYJ01, No.2015XSYJ25),
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Abstract. Local binary pattern (LBP) is an effective local feature descriptor for 
infrared face representation. To extract discriminative subset in LBP patterns, 
infrared face recognition based on optimized discriminative patterns (ODP) is 
proposed in this paper. Firstly, LBP operator is applied to infrared face for the 
extraction of texture information. Secondly, based on the two-class discrimina-
tive ability, for each subject, we adaptively select the optimized discriminative 
patterns from LBP features. Then, dissimilarity metrics base on chi-square  
distance is computed for each two-classifier. Finally, the final recognition  
algorithm is built on all two-classifiers using voting mechanism. The experi-
mental results show the ODP can extract compact and discriminative features 
for infrared face feature extraction, which outperform the existing LBP uniform 
and discriminative patterns. 

Keywords: Local Binary Pattern · Optimized Discriminative Patterns · Persona-
lized subset · Dimensionality reduction · Infrared face recognition 

1 Introduction 

Automatic face recognition is an area with immense practical potential which includes a 
wide range of commercial and law enforcement applications [1]. Visual face recognition 
systems have achieved high performance under controlled environments, but they are 
still challenged by variations in illumination, facial expression, and pose [2]. Work on 
alternative imaging modalities attracts much interest recently [1, 3]. A solution to high 
performance face recognition is to acquire face images beyond the visible spectrum [1]. 
Infrared imagery is a modality which has attracted particular attention, in large part due 
to its invariance to the changes in illumination by visible light [2]. 

The infrared spectrum typically is separated into two categories: reflected infrared 
band (0.77-2.4um) and thermal infrared band (2.4um-14mm) [4, 5]. Near infrared 
spectra is geared to the reflected infrared category, it can be reflected by a body, so it 
usually is used for an active illumination source. On the other hand, Thermal infrared 
imagery for face recognition has the three advantages: thermal infrared imagery col-
lects the heat energy emitted by an object instead the light; it can work even in the 
situation of complete darkness; human skin has a high emissivity in 8-12um present-
ing a discriminative signature. Therefore, thermal infrared face recognition has  
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received the most attention in recent years [3]. In this paper, thermal infrared imagery 
is only considered for infrared face recognition.  

As for face recognition, the discriminative feature extraction is the key for robust 
infrared face recognition.  The main drawbacks of thermal infrared face recognition 
are ambient temperature and low resolutions of thermal sensors. Therefore, feature 
extraction methods using global statistical information can not be applied in infrared 
face recognition research, which are popular in visible face recognition. To cope with 
those issues, the local feature extraction methods are more appreciated than the tradi-
tional methods based on global appearance. In a series of influential works, Li et al 
were the first to use local binary patterns (LBP) features extraction from infrared  
images [4], which got a better performance than appearance based methods such as 
principle component analysis (PCA), linear discriminant analysis (LDA) and inde-
pendence component analysis (ICA) [4]. To reduce the dimensionality of traditional 
LBP features, far infrared face recognition using discriminative patterns from LBP 
was proposed by Xie et al [5], which got the same bins label of LBP  patterns for 
different infrared face subjects. Furthermore, Xie et al, focused on the feature selec-
tion in LBP histogram for far infrared face recognition, which was based on the statis-
tical character in the whole training samples [5]. However, those feature selection 
algorithms are based on the fixed subset for all subjects and can not emphasize the 
hard subjects [6]. Therefore, the features selection method in LBP histogram space 
still is an important issue for high performance infrared face recognition.  

With regarding to infrared face recognition, a personalized features extraction 
from LBP patterns still is a big challenging problem [7]. To address this issue, the 
optimized discriminative patterns (ODP) are introduced to represent useful informa-
tion in different infrared face images. Based on the ODP, we perform the classifica-
tion task based on all two-classifiers using voting mechanism [8].  

2 Discriminative Patterns Based on Local Binary Patterns 

Local binary pattern (LBP) operator was introduced by Ojala et al as an excellent 
texture retrieval method [9]. Furthermore, it also has shown excellent performance in 
biometrics studies, in terms of speed and discriminative performance. In its simplest 
form, LBP describes a central pixel by threshold the values of its 33 neighborhoods 
and encoded the feature using a binary number [10]. 

The binary encoding idea of this approach is demonstrated in Fig 1. LBP  
numberfor the center pixel gc can be obtained by equation (1). 
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                               (2) 

where gc is the gray value of the central pixel, gi is the value of its neighbors, P is the 
total number of involved neighbors and R is the radius of the neighborhood. The  
parameter (P, R) can be (8, 1), (8, 2) and (16, 2) etc. 
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For LBP based infrared face feature extraction, original infrared face can be split 
into non-overlapping regions [11]. In each region, LBP patterns occurrence histogram 
is computed by: 
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where N is the length of region, M is the width of region, r is the pattern label, (x, y) is 
the coordinate of a pixel in one region. The dimensionality of histogram from LBP is 
2P. All the histograms of all local regions are concatenated into one feature vector to 
build the final infrared face features [12]. 

The main drawback of LBP histogram representation is large dimensionality, 
which may contain some useless information [13, 14]. To reduce the dimensionality 
of LBP representation for infrared faces, the discriminative patterns (DP) are        
introduced by Xie et al [5].  Assuming there are “C” classes in all samples and S 
training samples for each class, Separability discriminant (SD) is defined by: 
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where 
_

c
iH  is each coefficient mean of the c th class, 

_

iH is the each coefficient 
mean of the all samples. The selected patterns are based on the values of SD. There-
fore, the discriminative patterns, which are based on LDA, select the fixed patterns 
for all  subjects in training database.   

3 Optimized Discriminative Patterns (ODP) of LBP 

Although the discriminative LBP patterns can capture the useful information of infra-
red face representation, it is possibly problematic for different infrared face classes 
[5]. The reason is that discriminative LBP patterns have the same subset bins for dif-
ferent infrared faces from different people, which can not make full use of discrimina-
tive information in those objects [7]. As we know, different subjects should have dif-
ferent local features which are distinguished from another subject [8]. To extract 
compact and personalized features from different subjects, optimized discriminative 
patterns (ODP) are proposed to adaptively select the useful patterns for different sub-
jects. The key of optimized discriminative patterns (ODP) is the discriminative ability 
description based on two-class classifier by fisher discrimination analysis.  

With the successful experiences of multiple two-class problems for a multi-class 
problem, this paper proposes the discriminative ability (DA) by two-class problem. 
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Assuming there are two class subjects, their class labels are A and B. DA is defined 
by the discriminative criterion in pattern recognition theory [6]. 

2

2 2
[ ( ) ( ) ]( ) [ ( ) ( ) ]A B

A Bi iD A i i i
 

 


  
                (8) 

where µA(i), µB(i) is the mean of H(i) (the i th pattern) from class A and class B 
respectively. δA(i), δB(i) is the variance of H(i) from class A and class B  respectively. 
In this way, we can adaptively select the patterns for the two-class classifier based on 
the value of DA. In other words, we retain n patterns whose DA are the top n. In this 
paper, n is determined on the condition that the occurrences of patterns reserved 
equals to 80 percents of the sum occurrences from all patterns. 

4 The Multi-classifier Based on Voting Mechanism 

The flow chart of the multi-classifier using voting mechanism is shown in Fig1. If 
there are w people in training stage, the w(w-1)/2 classifiers need to be constructed. 
Each two-class classifier corresponds to the optimized discriminative subset from 
LBP patterns. In this paper, the two-classifier is base on traditional chi-square dis-
tance [15, 16].  
 

 
Fig. 1. The flow chart of the multi-classifier using voting mechanism 

In test stage, for a certain probe u, the final recognition result can be obtained by all 
two-class classifier using voting mechanism. For instance, if A/B classifier gets the 
result A, the label A gets one vote and the label B gains no vote. The final recognition 
result can be determined by the label with the most votes [7]. 
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where  η(u) is the classification result of u by the classifierη. 
Finally, the final recognition algorithm is built on all two-classifiers using voting 

mechanism. 

5 Experiment Results  

To verify the effectiveness of our method and other ones, all experiments are done 
under an infrared face database built by ourselves with a ThermoVisionA40 infrared 
camera supplied by FLIR Systems Inc [3, 5]. The training database contains 400 sam-
ples from 40 individuals. Those thermal infrared face images were carefully captured 
on November 17, 2006 and under the same environmental temperature controlled by 
air conditioner. The test database is divided into two groups: one group belongs to 
same-session data and the other group belongs to time-lapse data. The same-session 
group includes 400 thermal images from 40 people. Those samples are collected in 
the same situation to the training database. Each person has 10 templates: 2 in frontal-
view, 2 in up-view, 2 in down-view, 2 in left-view and 2 in right-view. The time-lapse 
group consists of 165 samples of one person which were collected indifferent  
 

 
Fig. 2. Infrared Face Samples from Training Data 
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situation from the training data. The original resolution of each image is 240×320. 
The resolution of infrared face image turns to be 80×60 after face detection and geo-
metric normalization, as demonstrated in Fig 2. 

In this paper, the parameter (P, R) LBP code is (8, 1) for all experiments. To show 
the contribution of our adaptive pattern labels, Five modes of partitioning are used: 1 
is non-partitioning, 2 is 2×2, 3 is 4×2, 4 is 2×4, and 5 is 4×4. To verify the effective-
ness of the proposed ODP from LBP for infrared face recognition, the two other LBP-
based infrared face recognition methods are used for comparisons analysis including 
LBP uniform patterns [10], LBP discriminative patterns [5]. These recognition results 
are shown in Fig 3. 

 

  
(a) Same-session data 

 
(b) Time-lapse data 

Fig. 3. Recognition results with different partitioning modes 

It can be seen from the Fig 3 that recognition rates based on optimized discri-
minative patterns (ODP) and discriminative uniforms are higher than ones based on 
uniform patterns. This means that uniform patterns is not suitable for infrared  
face representation. From Fig 3 one can see: The robustness performance of ODP 
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outperforms the performance of discriminative patterns with both same-session data 
and time-lapse data. Especially for elapse-time database, compared with discrimina-
tive patterns, the best recognition rate of ODP patterns has a significant lift (from  
88.2% to 95.8%). The main reason is that the ODP patterns can extract optimal  
discriminative features by means of personalized two-class classifier. 

6 Conclusions 

Infrared face representation based on conventional LBP uniform or discriminative 
pattern, has the fixed pattern labels for different people. To extract the optimal subset 
features of LBP in infrared face images, the ODP features of LBP are proposed based 
on the discriminative criteria of the personalized two-class problem. Infrared face 
recognition is performed by fusing the two-class classifiers using voting mechanism. 
The experimental results illustrate that the proposed ODP is effective in extraction of 
personalized features and the infrared face recognition based on multi-classifier 
voting mechanism can improve the recognition performance. 
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Abstract. Dictionary learning plays an increasingly important role in
image classification in recent years. Most of existing dictionary learn-
ing methods aim to enhance discrimination of the learned dictionaries.
Recently, learning a pair of dictionaries shows effectiveness and efficiency
in image classification. Such a pair consists of a synthesis dictionary and
a projective analysis dictionary. Different from traditional sparse repre-
sentation, such a model enforces group sparsity based on structured rep-
resentation of the pair of dictionaries, which consists with the objective
of classification. In this paper, we propose to enhance the discrimination
of coding coefficients to further improve the structure of the dictionary
pair. More specifically, a regularization term on the coding coefficients is
introduced to push pattern representations of the same class closer and
those of different classes further away. At the classification stage, we use
the learned dictionaries to improve image classification. The experimen-
tal results on several representative benchmark image databases demon-
strate the effectiveness of the proposed method.

Keywords: Image classification · Dictionary learning · Sparse
representation

1 Introduction

Recently, sparse representation has been successfully applied in image restoration
[1-3], compressed sensing [4-5], and image classification [6-7]. It generally uti-
lizes a linear combination of a few items sparsely selected from an over-complete
dictionary to represent a query signal. Sparse representation based classifica-
tion (SRC) [8] has achieved competitive performance on face recognition [8-11],
handwritten digit recognition [12-15], and human action recognition [16-17], etc.

The performance of SRC depends on an appropriate dictionary. Generally, a
discriminative dictionary can be learned from training samples to improve rep-
resentation of query samples. At present, many methods for dictionary learning
have been proposed. Broadly, the strategies adopted by existing methods can be
classified into the following two categories.

c© Springer International Publishing Switzerland 2015
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The first strategy focuses on improving the structure of the dictionary.
Instead of learning a shared dictionary for all classes, these methods learn class-
specific structured dictionaries [13, 15, 18]. Ramirez et al. [13] proposed an inco-
herence promoting term to improve the pattern classification performance. Gu
et al. [17] proposed dictionary pair learning (DPL), which can not only achieve
competitive performance, but also greatly reduce the time complexity by intro-
ducing an extra projective analysis dictionary.

Another strategy concentrates on enhancing the discrimination of the coding
coefficients. Zhang et al. [10] proposed D-KSVD, which incorporates the classi-
fication error into the objective function. Jiang et al. [19] proposed a modified
KSVD algorithm named LC-KSVD, which includes label-consistent regulariza-
tion to enforce the discrimination of coding vectors. Yang et al. [15] proposed
Fisher discrimination dictionary learning (FDDL), where a discriminative coef-
ficient term based on Fisher discrimination criterion is introduced to learn a
structured dictionary. Cai et al. [16] proposed a support vector guided dictio-
nary learning (SVGDL) model, which could adaptively assign different weights
to different pairs of coding coefficients.

In this paper, we adopt the dictionary pair learning framework due to the effi-
cient linear projective coding and consistence of group sparsity with class-specific
discrimination. A pair of structured dictionaries, namely, the analysis dictionary
and synthesis dictionary is implemented to represent the query sample. Inspired
by Fisher discriminative criterion, we further introduce a discriminative coeffi-
cient term to enhance discrimination of the learned dictionaries and the coding
coefficients. We show that the structure of the dictionary will be improved and
therefore more suitable for image classification. In the classification stage, we use
both the pair of dictionaries and the coding coefficients to improve the classi-
fication accuracy. Extensive experiments on image classification are carried out
to demonstrate the effectiveness of the proposed method.

The rest of this paper is organized as follows. Section 2 introduces the pro-
posed discriminative dictionary pair learning. Section 3 describes the optimiza-
tion procedure of our model and summarizes the overall algorithm. Section 4
presents the classification scheme. Experimental results are reported in Section 5.
Finally, this paper is concluded by Section 6.

2 Discriminative Dictionary Pair Learning

Let X = [X 1, ...,X k, ...,XK] be the set of p-dimensional training samples, where
K is the number of classes and X k the subset of n training samples from class
k. Denote the learned dictionary by D . Let A be the coding coefficient matrix
of X over D . A general discriminative dictionary learning model [15, 16, 19] can
be formulated under the following framework:

{D∗,A∗} = arg min
D,A

‖X − DA‖2F + λ1‖A‖p + λ2Ψ(A) (1)
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where λ1 and λ2 are parameters introduced to balance various terms in the
objective function. ‖X −DA‖2F is the reconstruction term, ‖A‖p is the lp -norm
regularization term, and Ψ(A) denotes the discrimination term for A.

It is known that the l0-norm or l1-norm is effective for discrimination of
the representation coefficients. However, the related optimization often leads to
heavy computation. Besides, the role of sparse coding is still an open problem in
classification. For classification, we would like that representations of the same
class be close together, while those of different classes be far away. This coincides
with group sparsity, where data items within the same class are expected to share
the same sparsity pattern in their latent representation. In [17], group sparsity
was realized through DPL, where a pair of structured dictionaries is implemented
to enhance discrimination between different classes. Instead of solving a l0-norm
or l1-norm optimization problem, DPL uses linear projection to obtain the coding
coefficients efficiently. More specifically, an analysis dictionary (or projective
matrix) P is introduced to approximate the coding coefficients A, i.e., A ≈
PX . Considering the structured representation, the following minimization is
implemented:

min
P,A

K∑

k=1

‖PkX k − Ak‖2F (2)

The traditional reconstruction error is also included:

min
A,D

K∑

k=1

‖X k − DkAk‖2F (3)

where {Dk ∈ �p×m,Pk ∈ �m×p} is a sub-dictionary pair corresponding to the
k -th class, m is the number of atoms in the sub-dictionary for each class.

In DPL, the projective dictionary Pk is designed such that samples corre-
sponding to the same class k can be well represented. That is, the energy of
PkX k will be much larger than PkX i, ∀k �= i. Though DPL shows effective-
ness in pattern classification, discrimination of coding coefficients is still not
fully exploited. To further improve the structure of the learned dictionary pair,
we propose to enhance discrimination of the coding coefficients of X k over Dk.
Inspired by Fisher discrimination criterion [15], we require that coding coeffi-
cients of the same class be close together, while those of different classes be far
away. Since A is approximated by PX , the discriminative coefficient term is
defined as:

fk(PkX k) = ‖PkX k − M k‖2F − ‖mk − m‖22 (4)

where mk is the mean vector of all the column vectors of Ak (associated with
PkX k), m is the mean vector of all class, and M k is a matrix with all the
columns being mk.

Based on previous analysis, the overall objective function is defined as follows:

{P∗,A∗,D∗} = arg min
P,A,D

K∑

k=1

‖X k − DkAk‖2
F + τ‖PkX k − Ak‖2

F + λ‖PkX̃ k‖2
F

+ ω(‖PkX k − M k‖2
F − ‖mk − m‖2

2) s.t. ‖d i‖2
2 ≤ 1

(5)
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where λ, ω, τ are scalar constants, X̃ k denotes the samples in the whole training
set X excluding X k, and d i denotes the i -th atom of D . The constraints ‖d i‖22 ≤
1 is introduced to avoid the trivial solution as in [17].

To appreciate the improved discrimination, we show the reconstruction errors
‖y − D∗

kP
∗
ky‖22 on the Extended YaleB dataset with DPL and the proposed

method, respectively, in Fig. 1. As expected, only the query samples which have
the same class labels as P∗

k have small residuals. With the proposed method,
query samples with class labels different from the sub-dictionaries have larger
residuals than those with DPL. This is further confirmed in Fig. 2. The error
ratio is defined as in (6). The proposed method significantly improves the dis-
crimination of the learned dictionary pair.

Error ratio =
‖y − DkPky‖22

∑K
i �=k ‖y − D iP iy‖22

(6)

Fig. 1. Reconstruction errors on Extended Yale B. The row and column numbers indi-
cate the class indices and the test samples, respectively.

Fig. 2. Error ratio on Extended Yale B.
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3 Optimization

To optimize (5), we adopt an alternative minimization approach for updating A
and {D ,P}. When {D ,P} are fixed, the minimization of A is a standard least
squares problem. When A is fixed, the minimization of P is also a standard least
squares problem. We can obtain their closed-form solutions as follows:

A∗
k = [DT

k Dk + (τ + ω)I − ω(
1
n

− 2
nK

+
1

nK2 )I ]−1

· [DT
k Dk + τPkX k +

ω

n
PkX k · 1 · 1T + ω(

1
nK2 − 1

nK
)

K∑

i=1

m i · 1T]
(7)

P∗
k = (τAkX

T
k + ωM kX

T
k )[(τ + ω)X kX

T
k + λX̃ kX̃

T

k ]−1 (8)

where mk = Ak · 1/n, 1 ∈ �n×1; m =
∑K

k=1 m i/K; M k = mk · 1T. After
updating P and A, we use the ADMM algorithm [17] to optimize D . The overall
algorithm is summarized as follows:

1. Input: The training samples X = [X 1,X 2, ...,XK] and parameters: τ , λ, ω.
2. Output: D , P
3. Initialize: A, D , P are randomly generated with unit l2-norm for each
column.
4. repeat
5. for each class do
6. update Ai+1

k ←− P i
k,D

i
k using (7)

7. update P i+1
k ←− Ai+1

k ,D i
k using (8)

8. update D i+1
k ←− Ai+1

k using the ADMM algorithm
9. end for
10. until converge
11. return D , P

4 Classification Scheme

In the training phase, we learn a pair of dictionaries D∗
k and P∗

k for each class by
minimizing the objective function (5). Since D∗

k is associated with the k -th class,
it is expected that the residual ‖X k−D∗

kP
∗
kX k‖F should be significantly smaller

than ‖X i −D∗
kP

∗
kX i‖F, where i �= k. For the same reason, a test sample y from

class k should have trivial residuals when represented by D∗
k and P∗

k. Hence,
the reconstruction residual term of y is included in the classification scheme:

e1,i = ‖y − D∗
iP

∗
i y‖2 (9)

As in [15], we further exploit traditional sparse coding coefficients to improve
the classification performance:

â = arg min
a

‖y − Da‖22 + λ1‖a‖1 (10)
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where λ1 is a constant. The solution is denoted by â = [â1; â2; . . . ; âK], where
â i is the coefficient sub-vector associated with class i. Define coding vectors
a i = [0; . . . ; â i; . . . ;0]. Considering the global characteristics of P , we expect
that for the query sample y from the i -th class, Py should be close to the sparse
coding vector a i. Therefore, the following term is included in the classification
scheme,

e2,i = ‖Py − a i‖2 (11)

During the process of solving coding vectors in (10), the choice of the dictio-
nary D is important. As in [15], when the number of training samples is small,
we should use the full D to faithfully represent the query sample. When each
sub-dictionary D i has considerable size, D i will be used directly in (10) to obtain
â i.

The final classification scheme is defined as follows:

identity(y) = arg min
i

{ei} (12)

Where ei = e1,i + βe2,i, β is a constant to balance the relative contributions of
the two terms for classification.

5 Experiments

To validate the performance of our method, we carry out experiments on three
databases, including Extended YaleB [20], AR [21], and MNIST [22]. We compare
the proposed approach to SVM, FDDL [15], SVGDL [16], and DPL [17]. All
experiments are run on a desktop PC with 3.4GHz Intel Core i7-3770 CPU and
8 GB memory.

5.1 Face Recognition

The experimental settings in this part are the same as those in [19]. Random
faces [8] are used as feature descriptors. Each face image is projected onto a p-
dimensional feature vector with a randomly generated matrix from a zero-mean
normal distribution. Each row of the matrix is l2 normalized. The random-face
feature dimension is 504 for Extended YaleB and 540 for AR face. We use the
whole D to obtain coding vectors. The parameters are set as: τ = 0.5, ω = 0.5,
λ = 0.001, λ1 = 0.5, β = 102.

1). Extended Yale B: This database consists of 2,414 frontal-face images
from 38 individuals. It has large variations in illumination and expressions, as
illustrated in Fig. 3. For each subject, we randomly select half of the images for
training and the remaining images for testing. The results of different competing
algorithms are listed in Table 1. It can be seen that our method has a significant
improvement over the other methods. In the testing phase, when only using e1,i
term, the accuracy has slight promotion. When only using e2,i term, it achieves a
recognition rate of over 98.67%, 1.17% higher than that of PDL. The combination
of e1,i and e2,i shows the overall best performance.
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Fig. 3. Sample images in the Extended Yale B database.

Table 1. The recognition rates on the Extended Yale B database.

Algorithms SVM FDDL SVGDL DPL e1,i e2,i e1,i + e2,i
Accuracy rate 95.60% 96.70% 97.20% 97.50% 97.66% 98.67% 98.84%

2). AR: This database contains over 4,000 frontal face images correspond-
ing to 126 individuals with different expressions (neutral, smile, anger, scream),
illumination conditions (left light on, right light on, all side lights on), and occlu-
sions (sun glasses and scarf), as illustrated in Fig. 4. For each subject, 26 pictures
were taken in two sessions. We choose a subset consisting of 50 males and 50
females. For each subject, we select randomly 20 images for training and the
other 6 images for testing. We carry out two experiments with different training
samples.

Fig. 4. Sample images in the AR database.

Experiment 1. For each subject, we select 20 images containing at least one
with the scream expression for training. The results are listed in Table 2. With
only the e1,i term, the results are comparable to those of DPL. The e2,i term
shows significant advantage. Finally, the combination of e1,i and e2,i achieves
the best results among all the competing methods.

Experiment 2. The scream expression only exists in the testing set, but not
in the training set. The results are listed in Table 3. It can be seen that the
recognition rates of all methods deteriorate significantly. Our method achieves
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Table 2. The recognition rates on AR database in Experiment 1.

Algorithms SVM FDDL SVGDL DPL e1,i e2,i e1,i + e2,i
Accuracy 96.50% 97.52% 97.43% 98.83% 98.30% 99.17% 99.21%

Table 3. The recognition rates on AR database in Experiment 2.

Algorithms SVM FDDL SVGDL DPL Ours (e1,i + e2,i)

Accuracy 88.67% 89.12% 88.69% 88.74% 91.77%

the best performance with a 2.65% improvement of accuracy over the second
best result. The experiment verified the robustness of our method.

5.2 Handwritten Digit Recognition

We further evaluate our method for handwritten digit recognition on the MNIST
database. The MNIST database contains a training set of 60000 images, and a
test set of 10000 images. The digits have been size-normalized and centered in
a fixes-size image of 28 × 28 pixels, as illustrated in Fig. 5. In the experiment,
for each digit, we randomly select a number of images from the training set
for training. The whole test set is used for testing. HOG features of different
dimensions are implemented in the experiments. We use the sub-dictionary D i

to obtain coding vectors. The parameters are set as: τ = 0.003, ω = 0.0001,
λ = 0.00002, λ1 = 50, β = 10.

Fig. 5. Sample images in MNIST.

Experiment 1. We select 50 training samples for each digit with features of
different dimensions. The results of different competing algorithms are listed in
Table 4. Our method has slight improvement compared to other methods. The
accuracy increases with the increasing dimension.

Experiment 2. We use 1984-dimensional features with different numbers of
training samples. The results are recorded in Table 5. We can see that the accu-
racy increases with the increasing number of samples. But when the number of
samples is large enough, the accuracy only increases slightly.



184 S. Yuan et al.

Table 4. The recognition rates on the MNIST database with features of different
dimensions.

Dimension SVM FDDL SVGDL DPL Ours

755 94.10% 94.42% 93.38% 94.63% 94.88%

1116 94.61% 94.62% 93.77% 95.28% 95.40%

1984 94.88% 95.36% 94.25% 95.60% 95.96%

Table 5. The recognition rates on the MNIST database with different numbers of
training samples.

TrainNum SVM FDDL SVGDL DPL Ours (D) Ours (D i)

50 94.88% 95.36% 94.25% 95.60% 95.69% 95.96%

100 96.29% 96.34% 95.58% 96.95% 97.24% 97.39%

200 96.96% 96.96% 96.08% 97.71% 97.84% 97.96%

500 97.91% 98.01% 97.00% 98.19% 98.17% 98.28%

1000 98.04% 98.09% 97.50% 98.39% 98.36% 98.40%

1500 98.15% 98.18% 97.80% 98.55% 98.57% 98.57%

2000 98.33% 98.33% 98.10% 98.59% 98.64% 98.78%

6 Conclusion

In this paper, we propose a discriminative dictionary pair learning approach
for image classification. The classical dictionary pair learning learns an analysis
dictionary to express the coding coefficients and a synthesis dictionary to recon-
struct query samples. We introduce a discriminative coefficient term to enhance
discrimination of the learned dictionaries. During classification, we utilize both
the pair of dictionaries and the coding coefficients to improve image classification
performance. Extensive experimental results on face recognition and handwrit-
ten digit recognition demonstrated the superiority of our method to state-of-
the-art methods.

Acknowledgments. This work is supported by National Natural Science Foundation
of China (No. 61172141), Key Projects in the National Science & Technology Pillar
Program during the 12th Five-Year Plan Period (No. 2012BAK16B06), and Major
Projects for the Innovation of Industry and Research of Guangzhou.

References

1. Mairal, J., Elad, M., Sapiro, G.: Sparse representation for color image restoration.
IEEE Trans. Image Processing 17(1), 53–69 (2008)

2. Yang, J., Wright, J., Huang, T.S., Ma, Y.: Image super-resolution via sparse
representation. IEEE Trans. Image Processing 19(11), 2861–2873 (2010)

3. Mairal, J., Bach, F., Ponce, J., Sapiro, G.: Online learning for matrix factorization
and sparse coding. J. Machine Learning Research 11, 19–60 (2010)

4. Baraniuk, R.: Compressive sensing. IEEE Signal Processing Magazine 24(4),
118–121 (2007)



Image Classification Based on Discriminative Dictionary Pair Learning 185

5. Candes, E.: Compressive sampling. Int. Congress of Mathematics 3, 1433–1452
(2006)

6. Yang, J., Yu, K., Gong, Y., Huang, T.: Linear spatial pyramid matching using
sparse coding for image classification. In: CVPR, pp. 1794–1801 (2009)

7. Shabou, A., LeBorgne, H.: Locality-constrained and spatially regularized coding
for scene categorization. In: CVPR, pp. 3618–3625 (2012)

8. Wright, J., Yang, A.Y., Ganesh, A., Sastry, S.S., Ma, Y.: Robust face recognition
via sparse representation. IEEE Trans. PAMI 31(2), 210–227 (2009)

9. Yang, M., Zhang, L.: Gabor feature based sparse representation for face recognition
with Gabor occlusion dictionary. In: Daniilidis, K., Maragos, P., Paragios, N. (eds.)
ECCV 2010, Part VI. LNCS, vol. 6316, pp. 448–461. Springer, Heidelberg (2010)

10. Zhang, Q., Li, B.X.: Discriminative K-SVD for dictionary learning in face recog-
nition. In: CVPR, pp. 2691–2698 (2010)

11. Yang, M., Zhang, L., Yang, J., Zhang, D.: Robust sparse coding for face recognition.
In: CVPR, pp. 625–632 (2011)

12. Mairal, J., Bach, F., Ponce, J., Sapiro, G., Zisserman, A.: Supervised dictionary
learning. In: NIPS (2009)

13. Ramirez, I., Sprechmann, P., Sapiro, G.: Classification and clustering via dictionary
learning with structured incoherence and shared features. In: CVPR, pp. 3501–3508
(2010)

14. Yang, J.C., Yu, K., Huang, T.: Supervised translation-invariant sparse coding. In:
CVPR, pp. 3517–3524 (2010)

15. Yang, M., Zhang, L., Feng, X., Zhang, D.: Fisher discrimination dictionary learning
for sparse representation. In: ICCV, pp. 543–550 (2011)

16. Cai, S., Zuo, W., Zhang, L., Feng, X., Wang, P.: Support vector guided dictionary
learning. In: Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014,
Part IV. LNCS, vol. 8692, pp. 624–639. Springer, Heidelberg (2014)

17. Gu, S.H., Zhang, L., Zuo, W.M., Feng, X.C.: Projective dictionary pair learning
for pattern classification. In: NIPS (2014)

18. Gao, S., Tsang, I., Ma, Y.: Learning category-specific dictionary and shared dictio-
nary for fine-grained image categorization. IEEE Trans. Image Processing 23(2),
623–634 (2013)

19. Jiang, Z., Lin, Z., Davis, L.: Label consistent K-SVD: learning a discriminative
dictionary for recognition. IEEE Trans. PAMI 35(11), 2651–2664 (2013)

20. Georghiades, A., Belhumeur, P., Kriegman, D.: From few to many: Illumination
cone models for face recognition under variable lighting and pose. IEEE Trans.
PAMI 23(6), 643–660 (2001)

21. Martinez, A., Benavente., R.: The AR face database. CVC Technical Report (1998)
22. LeCun, Y., Bottou, L., Bengio, Y., Haffner, P.: Gradient-based learning applied to

document recognition. Proceedings of the IEEE 86(11), 2278–2324 (1998)



© Springer International Publishing Switzerland 2015 
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 186–192, 2015. 
DOI: 10.1007/978-3-319-25417-3_23 

Weber Local Gradient Pattern (WLGP) Method  
for Face Recognition 

Shanshan Fang, Jucheng Yang(), Na Liu, and Yarui Chen 

College of Computer Science and Information Engineering,  
Tianjin University of Science and Technology, Tianjin, China 

jcyang@tust.edu.cn 

Abstract. Robust and discriminative feature extraction without any controlled 
light intensity condition is vital for a real-time face recognition system. The 
Weber Local Descriptor (WLD) is an effective and robust face representation 
algorithm. However, WLD actually exploits the contrast information, which can 
still be sensitive to illumination changes. To overcome this problem, in this  
article, we take gradients into account and propose a novel operator, called 
Weber Local Gradient Descriptor (WLGD).This method produces the fusion 
characteristic and describes the facial texture through the computation of  
horizontal and diagonal gradients respectively. Experimental results on the ORL 
face database and infrared face database demonstrate that the proposed WLGD 
algorithm outperforms some state-of-art methods. 

Keywords: Feature extraction · Face representation · Weber local descriptor · 
Weber local gradient descriptor · ORL · Infrared face database 

1 Introduction 

As one of the most important biometric technologies (fingerprint, palmprint, voice, 
iris), the facial expression contains luxuriant information about human behavior, and 
automatic face recognition has been adopted to the fields of the social security, entrance 
guard system, electronic commerce, law enforcement and surveillance [1], due to its 
universality, uniqueness, stability and collectability.  

Facial expression recognition system composes of expression image collecting and 
preprocessing, face detection, expression feature extraction as well as expression classi-
fication. As an important part of the facial expression recognition system, expression 
feature extraction is also a pivotal step to improve the expression classification accura-
cy. In recent years, a range of face recognition methods have been presented to overcome 
the variations among illumination, shelter and posture. In general, they can be divided 
into two categories: global approaches and local approaches. 

The global approaches usually extract features from the whole face image. For  
instance, Principal Components Analysis (PCA) [2] method is popular in face recog-
nition. The Fisherfaces [3] method tried to construct a subspace, which could maximize 
the between-class differences and minimize the intra-class differences. Whereas, these 
global methods are sensitive to variations in expressions, occlusions poses and so on. 
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On the contrary, the local approaches generally divide the facial image into several 
components from which can extract features separately. The Local Binary Pattern 
(LBP) [4] as well as its extension versions, such as Local Gradient Pattern (LGP) [5] 
and Center-Symmetric Local Binary Patterns [6] have been considered to extract the 
local features in face images. Weber Local Descriptor (WLD) [7] is a simple but po-
werful local operator. Nevertheless, those methods mentioned above are dense de-
scriptors computed for every pixel and depend on the local intensity variation and the 
center pixel’s intensity, in this paper, we present a novel descriptor, called Weber Local 
Gradient Pattern (WLGP), for face recognition. The proposed WLGD operator, 
through taking gradients into account from horizontal, vertical and diagonal respec-
tively, acquires the encoding features.  

The remainder of this article is organized as follows. Section 2 gives the brief re-
view of the WLD technology, and then introduces our proposed WLGD method in 
detail. In section 3, we demonstrate the experimental results on both ORL and infrared 
face database, and analysis to account for the superiority of our proposed algorithm. 
Finally, conclusion is given in Section 4.  

2 Proposed Method  

In this section, we firstly introduce the basic method of Weber Local Descriptor (WLD) 
briefly. And then, the proposed method, called Weber Local Gradient Descriptor 
(WLGD) operator, is described for face representation. 

2.1 Weber Local Descriptor  

Weber’s Law suggests that the ratio between the perceptual increment threshold and 
the background intensity is a constant, and it can be defined as Eq. (1): 

                      ,k
I
I


                           (1) 

where I is the background intensity, I is the perceptual increment threshold. And k is a 
constant, which is usually regarded as Weber fraction.  

Inspired from Weber's Law, Chen et al. presented Weber Local Descriptor (WLD), 
and this local pattern operator empirically justified to be more effective than LBP and 
other local algorithms. The WLD can be expressed as Eq. (2): 
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where P is the neighborhood size, xi represents the surrounding pixels which equally 
sampled from x0 to xP-1, and xc denotes the center pixel value surrounded by xi . arctan 
is the arctangent function that contributes to increase the robustness of WLD against 
noise. A slight modification of the approach describes as: 
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here, α is a factor which is able to magnify or shrink the difference between neighbors. 
To avoid division by zero,  is assigned a small constant value.  

2.2 Proposed WLGD 

The WLD method is certainly a simple and robust local descriptor. However, with the 
limitation that it only considered the gray relationship between the center pixel and 
neighboring pixels, the more effective and discriminative information among the sur-
rounding pixels is ignored. 

Therefore, for the above shortcomings, in this article, a novel and more stable local 
operator, which is called Weber Local Gradient Descriptor, is proposed. 

The algorithm formula is expressed in Eq. (3)-(4) below, using the 3×3 neighbor-
hood template as shown in Fig.1, comparing the level of eight peripheral pixels, hori-
zontal and diagonal gradients, and then we get the WLGD value. 

 
   
 
 
 
 
 

Fig. 1. A 3×3 template of WLGD operator 
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where xm is the mean of the neighboring pixels, the default values for α and  are em-
pirically 3 and 1×10-7 [8], respectively, in our experiments.  
 

The presented WLGD method has the following properties: 

 The WLGD manner can bring into correspondence with the trends of the other 
feature points in facial images, such as mouth, facial muscles, eyes and so on, 
meanwhile, it also takes fully account of the effects that face texture changes in 
different directions on the expression. 

 Unlike WLD exploits the contrast information, the presented encoding method uses 
the gradient-based remainder which shows more effective information and is more 
stable and reliable against the illumination variations. 

 Comparing with the conventional LBP operator which generates a binary string at 
first and then converts this sequence to a decimal value, the proposed encoding al-
gorithm directly takes the intensity values to calculate the transformation instead of 
producing intermediate binary sequence values. So it can effectively avoid the loss 
of information during the conversion.  

x0 x1 x2 

x7 xc x3 

x6 x5 x4 
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As can be observed from Fig. 2 which illustrates the WLD and WLGD, the WLD 
operator extracts prominent features while neglecting details. Whereas, the WLGD 
considers more detailed structures, such as eyes, forehead and mouth, and fully utilizes 
the gradient texture information in the facial images.  

               
                (a)                 (b)                (c) 

Fig. 2. (a) Original image from ORL database; (b) WLD (c) WLGD 

3 Experimental Results 

We carried out our experiments on the public ORL face database and the infrared face 
database to evaluate the effectiveness of the WLGD method. 

The ORL face database is composed of 400 visible light facial images. It contains 40 
individuals with various illuminations and poses. The examples of ORL face database 
are demonstrated in Fig. 3. The infrared face database is captured by Thermo Vision 
A40 infrared camera [9]. This database consists of 50 subjects with 20 images per 
person. Every original image size is 320×240, after face detection and normalization, 
the image size is 60×80. And the samples of the database are revealed in Fig. 4. 

 
Fig. 3. Some samples in ORL database 

 
Fig. 4. Part of infrared face samples 
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3.1 Experiments on ORL Database 

In this paper, we firstly make a series of simulation experiment with different training 
samples number from 2 to 9, and the remaining images will be taken as the testing 
samples correspondently. From Table 1. and Fig. 5, we can easily observe the fact that 
our proposed method is the best one which has the highest recognition rate among 
others, such as LBP, LGP, CS-LBP and WLD for different samples in training set. And 
when the training samples number is 8 and 9, the recognition rate utilizing WLGD 
operator can arrive at 100% .  

Table 1. Comparison experiments of different methods on ORL database 

Methods of different 
training samples 

LBP LGP CSLBP WLD Proposed 
method 

2 0.5469 0.4781 0.5813 0.6281 0.8281 
3 0.5321 0.5179 0.6500 0.6821 0.8536 
4 0.6417 0.5750 0.7208 0.7375 0.9167 
5 0.6800 0.6400 0.7550 0.8150 0.9400 
6 0.7063 0.6875 0.8000 0.8250 0.9500 
7 0.7333 0.7333 0.8083 0.8667 0.9917 
8 0.7375 0.7125 0.8000 0.9000 1.0000 
9 0.8250 0.7750 0.8000 0.9250 1.0000 

 

 
Fig. 5. Comparison experiments of different methods on ORL database 

Then, we take the former 7 face images of each person as the trained samples, 
composing the training set of 280 face images, and the rest are the test images. Fur-
thermore, to measure the superiority of the proposed operator, through a mass of si-
mulation experiments, we compare the recognition rates of our method with WLD, 
LBP and other variant versions of LBP, which are Local Gradient Pattern (LGP), as 
well as Center-Symmetric Local Binary Pattern (CS-LBP). Table 2. depicts the veri-
fication performance with LBP, LGP, CS-LBP, WLD and WLGD. The results of each 
method demonstrate that our proposed method archives much better recognition rate, 
99.17%. Thus we conclude that WLGD is more effective and robust than other ones. 
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Table 2. Performance comparison using different methods on ORL database 

3.2 Experiments on Infrared Face Database 

To explain the stability of the WLGD operator, we also make simulation experiments 
on infrared face database. In these experiments, for each person, 10 images for train-
ing, and the rest 10 images for testing. Table 3. illustrates that compared with LBP, 
LGP, CS-LBP and WLD, the recognition rate of our proposed method can reach 
97.40%, which is more discriminative and efficient than other algorithms. 

Table 3. Performance comparison using different methods on infrared face database 

Method LBP LGP CS-LBP WLD 
Proposed 
method 

Accuracy 92.40 93.00 93.28 95.40 97.40 

4 Conclusion 

This paper proposes the Weber Local Gradient Descriptor (WLGD) method, and ap-
plies it to face recognition. And this operator can exploit gradient information from 
horizontal and diagonal direction separately. By this way, the most discriminative and 
effective texture features extracted with some special directions can contribute to the 
further investigation. At the same time, WLGD directly takes the intensity values to 
calculate the transformation instead of converting a binary string to a decimal value of 
LBP, which can effectively avoid the loss of information during the conversion. And 
the experimental results prove that, in comparison with original WLD, LBP and other 
existing LBP-based methods conducted on ORL face database and infrared face da-
tabase, the WLGD is significantly superior to other methods even in the extreme con-
dition of illumination variation and facial expression. 

Acknowledgement. This paper was supported by the National Natural Science Foundation of 
China under Grant 61402332 and the 2015 key projects of Tianjin science and technology 
support program No.15ZCZDGX00200. 
 

Method LBP LGP CS-LBP WLD 
Proposed 
method 

Accuracy 0.7333 0.7333 0.8083 0.8667 0.9917 
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Abstract. Recognizing face attributes can improve face recognition as well as 
provides useful information in face image retrieval. Usually the attributes are 
studied separately. Considering that the attributes are inter-related, they can be 
regarded as sharing common data structure. In this paper, we propose to take 
advantage of Multi-task learning (MTL) framework to learn attribute feature 
simultaneously. Specifically, the attributes are divided into several tasks. The 
attribute feature information can be better shared across the tasks with MTL. 
According to the value of weight vectors of all features learnt by MTL, we can 
select much lower number of feature dimension for attribute recognition  
without losing the prediction precision. The experiments are conducted on LFW 
database with nine face attributes from three tasks to verify our method. The 
experiment results compared with Single Task Learning (STL) show the  
effectiveness of the proposed method. 

Keywords: Face attribute · Joint feature learning · Multi-task learning · 
Attribute recognition 

1 Introduction 

Facial attributes (e.g., gender, race, expression) are high level semantic descriptions of 
human face. Face attribute classification has become one of the most active research 
topics in recent years with various applications such as face verification [1], image  
retrieval [2] and similar attribute search [8]. However, attributes are usually learnt  
independently. The interrelation among the attributes is often ignored in practice. 

In many machine learning problems, we usually have multiple correlated learning 
tasks. Traditionally we train a model using samples of each task individually, that is, 
Single Task Learning (STL), as shown in Fig. 1(a). When there are n kinds of 
attributes, STL takes every attribute as a task. We train a model for each task inde-
pendently, thus we obtain n models for attribute recognition, and no relationship ex-
ists among tasks. However, the learning problems among tasks are often related in 
practice. Instead of learning the tasks independently, Multi-Task Learning (MTL) 
considers each learning problem as a separate task. It can learn them together by cap-
turing the intrinsic correlation among tasks, as illustrated in Fig. 1(b). When there are 
n kinds of attributes, MTL divides them into m tasks according to their characteristics. 
We train models using the samples of all tasks simultaneously and obtain m models 
for attribute recognition. They are learnt by sharing the data information of all  
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samples. MTL has been widely applied in various fields, such as visual tracking [3], 
action recognition [4], neural semantic basis discovery [5]. 

In [7], multi-task learning is applied in race and gender classification of human. 
But it considers only binary-class problem. In reality, many facial attributes are multi-
class problem. In multi-class problem, we need to explore more complex factors to 
learn the relationships among them. The richness of face attribute information makes 
the research on multi-class attribute becomes realizable. So in this paper, inspired by 
the work of [7], we propose multi-task attribute joint feature learning. By analyzing 
the relationship among attributes, we classify the attributes into several tasks. Then 
through sharing data structure information among related tasks with MTL, we can 
select more effective feature for feature components of different attributes 

The rest part of this paper is organized as follows. Section 2 presents a brief review 
of related work in attribute learning and multi-task learning. In Section 3, we intro-
duce the algorithm in detail. In Section 4, we evaluate our method on the challenging 
dataset LFW, which shows the effectiveness of our method. At last, Section 5 con-
cludes our paper. 
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Fig. 1. STL (a) vs. MTL (b) 

2 Related Work 

Facial attributes possess rich information about people and automatically detected 
human attributes has attracted significant interest in different applications recently. 
Kumar et al. [1] proposed a learning framework to automatically detect visual 
attributes and achieve excellent performance on keyword-based face image retrieval. 
Siddiquie et al. [9] extended the framework to deal with multi-attribute queries. To 
further improve the quality of attributes, Luo et al. [10] estimated facial attributes by 
organizing discriminative decision trees into a sum-product network. In [11], a novel 
deep learning framework was proposed. It cascaded two convolutional neural net-
works for face localization and attribute prediction respectively. Fang and Chang [14] 
utilized multi-instance feature learning with sparse representation for facial expres-
sion attribute recognition. However, the relationship among attributes is rarely consi-
dered. In our work, we try to exploit the correlations among the attributes so as to 
learn more sophisticated feature representation for face attribute prediction.  
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Multi-task learning has drawn a lot of interest in the machine learning community. 
It is used in situations where one has to solve a few related learning problems. It 
enables a task to be learnt using the data from multiple related tasks, thus information 
can be better shared across tasks. This can result in a better predictive performance 
than the individual task. Many approaches have been proposed to design various MTL 
algorithms effectively by capturing the similarity among them. Chen et al. [12] pro-
posed a linear MTL formulation in which the model parameter can be decomposed 
into a sparse component and a low-rank component. Zhang et al. [16] proposed a 
robust Multi-task Feature Learning algorithm (rMTFL) which can recognize abnormal 
task in the related tasks. As facial attributes can also be seen as sharing common data 
structure, in this paper, we apply the MTL framework of [15] in multi-class attribute 
feature learning to obtain the weight vectors of all features, thus we can select a much 
lower dimensional feature representation according to the value of weights for recog-
nition without losing the prediction precision. 

3 Proposed Method 

Different from [7], we consider more than a simple binary classification problem. 
Given P tasks S={s1, s2,…,sP} with each task si containing ki kinds of attributes. In 
binary classification problem, the value of ki is equal to 2. But in our proposed  
 

method, the value of ki can be greater than 2. So there are a total of 1
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where li represents the label of the i-th kind attribute. The object loss function of the 
multi-task feature learning model can be defined as the following problem: 
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where W=[w1,…,wP]RMP is the weight matrix with the i-th column wi belonging to 
the weight vector of the i-th task si;  > 0 is a regularized parameter; r(W) is a model-
specific regularizer (for example, a non-convex regularizer). Here we adopt l2-norm 
restriction to get the equation of the objective function, as shown in Eq. (2):  
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Through Eq. (2), we get the optimal solution W. For the i-th task si, the higher value 
of wi means that it is more effective for feature components. Then we can select the 
feature according to the descending order of wi. When the number of tasks is 1,  
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the multi-task learning problem will convert into single task problem. In our experi-
ments, the framework of process is shown in Fig. 2. The number of tasks P is 3.The 
number of attributes n is 9. We set li=i to differentiate the labels. Then, we can get the 
weight vectors of features through optimizing the objection function of multi-task 
learning. We can select features by the weights. In the prediction step, we train mod-
els by using the learned feature to perform attribute recognition. 
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Fig. 2. Framework of our proposed method. 

4 Experimental Protocol and Results Analysis 

4.1 Experiment Results and Discussion 

In this paper, we use the challenging LFW database [17] to evaluate the performance 
of our proposed method. LFW consists of 13233 images from 5749 subjects, which 
varies in pose, illumination and environment. We aligned the faces based on the eye 
positions through the locations of 10 facial feature points [6], and normalized them to 
140 * 160. We select 9 kinds of attributes which are considered as important biome-
tric traits for human recognition and divide these attributes into 3 tasks. The specific 
information is shown in Table 1. The sample set forms our facial attribute database in 
experiment. 

Recently, both Uniform Local Binary Pattern (ULBP) features [18] and Local Differ-
ence (LD) features [19] have shown good performance in face recognition. In our study, 
we want to use advanced features for facial attribute representation, thus we extract 
ULBP and LD features of the whole face respectively for our method. The ULBP is 
obtained by dividing the face image into several regions from which the LBP histograms 
are extracted and concatenating them into an enhanced feature vector. In this experi-
ment, the face images are divided into 56 blocks. In every block, we collect 59 pixels. 
Thus, we get 3304 dimensional ULBP features. LD considers the local variations of 
facial images. Unlike other local coding approaches, it extracts direction information of 
both first-order and second-order difference. Here the direction of the parameter is set to 
17, blocking number is 7 * 8 and finally we get the 952 dimensional LD feature. In our 
experiments, the libsvm [13] is used to train the classifiers.  
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Table 1. The distribution of the subset for classification 

Task Attribute # of sample 

Age 
Middle Aged 1000 

Senior 1000 
Youth 1000 

Race 

Asian 800 
Black 1000 
Indian 1000 
White 1000 

Gender 
Male 1000 

Female 1000 

4.2 Experiment Results and Discussion 

To evaluate the robustness of the proposed method, we compare the experiment re-
sults from two aspects as descripted in section 4.2.1 and section 4.2.2. To verify our 
method, we repeat the experiments 5 times. Every time for each attribute we choose 
500 samples randomly from the attribute database to constitute the training set and the 
rest of this attribute as test data. The average recognition rate is used to measure the 
performance of the algorithm. The baseline is obtained by raw feature without learn-
ing information. For both methods, the SVM with an RBF kernel was employed. 

4.2.1   Comparison under ULBP, LD  
In this experiment, we aim to justify that MTL is helpful for the attribute featuring 
problem. As illustrated in Fig. 3, with the increase of dimensions, all the recognition 
rates gain gradually and maintain steadiness at a high value. It is worth noting that in 
race task, the recognition rates of the attributes “Black”, “Indian” and “White” are not 
very good when compared with other attributes. It is maybe due to the fact that the 
number of categories of race is 4. While the number of categories is small, for exam-
ple, the gender task, the recognition rate can reach much higher value than race task. 
Besides, from Fig.3, we can also see that ULBP features show better recognition rate 
than the LD in all 9 attributes in general, therefore, comparison between MTL and 
STL uses ULBP features as an instance. 
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Fig. 3. Performance comparison of ULBP and LD with respect to the feature dimensionality 
after MTL on the LFW database. For each subfigure, the horizontal axis represents the dimen-
sions selected, and vertical axis is the recognition rate.  

4.2.2   Comparison with Single-Task Learning 
In this part, the test is to further verify the importance and effectiveness of MTL in 
attribute learning. MTL trains the models of 3 tasks simultaneously. In STL, models 
of 3 tasks are trained separately. The baseline is raw ULBP feature without dimensio-
nality reduction. We compare the proposed method with both the STL and baseline. 
The experimental results are illustrated in Table 2. In age and gender task, the average 
recognition rate of MTL is slightly improved compared with STL and baseline. But in 
“Black”, “Indian” and “White”, it is obviously higher than STL. This indirectly indi-
cates that the tasks in MTL can interact with each other. The effect of this interaction 
is that for some attribute, the rate is slightly improved; but for some attribute it can 
achieve a great degree of increase. In general, the recognition rate of multi-task learn-
ing is superior to that of single task learning and baseline. The advantage of MTL 
shows that knowledge sharing among related tasks can have a significant impact for 
better generalization ability.  
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Table 2. Performance comparison of MTL, STL and Baseline 

Task Attribute 
AVG Rate 

Baseline 
MTL STL 

Age 
Middle Aged 79.91% 79.45% 79.68% 

Senior 89.76% 89.68% 89.72% 
Youth 89.65% 89.54% 89.59% 

Race 

Asian 76.80% 76.35% 76.57% 
Black 64.20% 60.71% 62.45% 
Indian 64.11% 60.71% 62.41% 
White 64.03% 60.71% 62.37% 

Gender 
Male 98.36% 97.93% 98.15% 

Female 97.71% 97.59% 97.65% 

5 Conclusion 

In this work, we present the method of joint multi-class attribute feature learning 
based on MTL. We apply nine facial attributes including two of gender (Male, Fe-
male), three of age (Middle Aged, Senior, Youth) and four of race (Asian, Black, 
Indian, White) in multi-task learning framework to learn features together. The 
attributes are classified into three tasks. Thus, the training samples of these tasks can 
share a common data structure in MTL. Through the weight vector learnt by MTL we 
can find the importance of all features. So we can select much lower dimensions for 
attribute feature representation without losing precision in attribute recognition. The 
experiment results on LFW show that the proposed method can increase recognition 
rate with much lower number of feature dimension. The results comparison with STL 
verify the effectiveness of the proposed method.  
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Abstract. Based on gaze estimation, we propose an effective person-
specific spoofing detection method to counter replay attack using a non-
invasive challenge and response technique. The points on the computer
screen create the challenge, and the gaze positions of the user as they
look at the computer screen form the response. Firstly, face identifica-
tion is conducted to recognize identity. Secondly, gaze estimation model
is trained for each subject by adaptive linear regression with incremen-
tal learning and used to predict gaze positions when user is looking at
the computer screen. Finally, difference between predicted gaze positions
and system point locations is used as fake score to evaluate the liveness
of user. Our basic assumption is that a genuine access can be attacked by
salient objects and follow them. Therefore, the lower the fake score is, the
more probable the user is genuine. Experimental results show that pro-
posed method obtains competitive performance in distinguishing replay
attacks from genuine accesses.

Keywords: Face spoofing detection · Replay attack · Incremental
learning · Gaze estimation

1 Introduction

Due to the requirement of information security, face spoofing detection is attract-
ing more and more attention and research nowadays. Generally speaking, there
are three common manners to spoof face recognition system: print photograph,
replayed video and 3D model of a valid user. Compared with real faces, print
photograph faces are planar, as well as having quality degradation and blurring
problems. Replayed video faces are reflective and 3D face models are rigid. Based
on these clues, face anti-spoofing techniques can be roughly classified into three
categories: motion-based [1–5], texture-based [6–9] and fusion methods combing
motion and texture [10,11]. Almost all these methods are effective for simple
spoofing attacks for example, print photograph. However, very little attention
has been paid to replay attacks. Existing methods dealing with replay attacks
either by combing other biometric mode such as voice, gesture with face infor-
mation [12–14] or by multiple spectrum device [15,16] or operating in controlled
environment such as a darkened room [17].
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Considering that gaze is a kind of behavioral biometrics which is difficult to
be detected by the surveillance due to the ambiguity of visual attention process,
it can be used as a clue for anti-spoofing with the following characteristics [18].
Firstly, it does not require physical contact between user and device. Secondly,
gaze is difficult to be obtained by surveillance camera and other equipment.
Ali et al. [19–21] present the first time to use gaze clue for anti-spoofing, in which
user is required to follow a moving point showed on the computer screen. Features
based on the collinearity of gaze are used to discriminate between genuine access
and print photographs attack. However, they are invalid for still photographs and
uncooperative users. We previously provided the first investigation in research
literature on the use of gaze estimation model for face spoofing detection in [22],
in which nonlinear regression model is trained including multiple subjects and
used for gaze estimation, then information entropy on predicted gaze positions
under the stimulus of random points suggests the uncertainty level of user’s
gaze movement. The higher the information entropy is, the more probable the
user is genuine. Experimental results show the effectiveness of this method on
photographs and replay attacks with still gaze (user in the video almost only
watch one direction). However, it does not work to replay attacks with moving
gaze. That is to say, this method misjudges relay attack in which video user
changes his gaze directions frequently as genuine access.

In this paper, based on gaze estimation, we propose an improved version of
[22] to counter replay attack using a noninvasive challenge and response tech-
nique. The points on the computer screen create the challenge, and the gaze
positions of the user as they look at the computer screen form the response.
Face spoofing detection is performed by evaluation the difference of the gaze
positions and system point locations. Compared with [22], the different points
and improvements in this proposed method are as follows. 1) Proposed method
is person-specific. In this paper, gaze estimation model is trained for each sub-
ject, which dismisses the interferences among different subjects. 2) Compared
with nonlinear regression, adaptive linear regression is adopted to estimate
gaze positions for reducing computation complexity. To meanwhile obtain lower
gaze error, incremental learning is integrated into adaptive linear regression for
dynamically increasing the calibration-free training PoG (point of gaze). 3) Con-
sidering that moving point locations too random makes it impossible for the eyes
to follow it, system points in this paper are generated following some distribu-
tion with random parameters, for example, Gaussian distribution with random
mean and variance.

2 Proposed Face Spoofing Detection Method

The general framework of proposed method is illustrated in Fig. 1, which consists
of three main steps: face identification, gaze estimation and liveness judgement.

For a test sample, his identity should be obtained firstly. Note that face
identification is not the focus of this paper, any effective face identification
methods, for example [23,24], can be used here to identify the test sample.
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After obtaining the identity of the input face images, person-specific gaze esti-
mation model is trained and used to predict the gaze positions of input images.
Finally, Euclidean distance between predicted gaze positions and system points
locations is computed as the fake score of the test sample. According to the
visual attention mechanism, people are always attracted by some certain regions
or objects. Therefore, the lower the fake score is, the more possible the user is
judged as a genuine access. Next we will detail the gaze estimation and liveness
judgement.

 gaze 
feature

User 
input

Gaze Estimation

Spoofing Detection

Training 
data

Adaptive
regression model

Gaze locations 
estimation

Face
identity

 Incremental 
learning Confidence

criterion

Y

Incremental
learning

Fake score

System points

Genuine face 
or replay 

attack

Fig. 1. System architecture.

2.1 Gaze Estimation

Existing gaze estimation methods can be roughly classified into two categories:
feature-based methods and appearance-based methods. Feature-based meth-
ods [25,26] map the gaze feature (for example iris outline, pupil, cornea) to gaze
position. However, this kind of methods generally require high quality camera,
even multiple light sources. Appearance-based [27,28] methods directly map the
whole eye region to gaze position, which takes full advantage of gaze information.
Considering proposed method is conducted under the condition of nature light
and a generic camera, we choose an effective appearance-based method, adaptive
linear regression [28], to establish gaze estimation model. Generally speaking,
the gaze error will become lower with the increasing of training PoG (Point of
Gaze) number which, however, brings more users’ calibration burden. To get
lower gaze error meanwhile not bring additional burden on user, incremental
learning is added to adaptive linear learning in this work for online dynamically
increasing the number of calibration-free training PoG.

Gaze Feature Extraction. Gaze feature extraction consists of two steps: eye
region crop and feature generation. In the first step, face region and inner and
outer eye corners are detected by adaptive boosting algorithm [29] (Fig. 2(a),
left eye is used in this paper). To deal with small head motion, an additional
alignment procedure is performed. Firstly we define an eye image template with
60 × 40 pixels, and the location of inner eye corner is set at (55, 25) and outer
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corner (5, 25). The aligned eye region is obtained by rotating and scaling the
face region based on the locations of eye corners in template (Fig. 2(b)).

In the feature generation step, similar to [28], the cropped eye region is
further divided into r × c subregions (here 8 × 12, Fig. 2(c)). Let Sj denote
the sum of pixel intensities in j-th subregion, then gaze feature is generated by
e = [S1,S2,··· ,Sr×c]

T
∑

j Sj
(Fig. 2(d)).

(a) (b) (c)

0 20 40 60 80 96
0

0.005

0.01

0.014

(d)

Fig. 2. Gaze feature extraction. (a) Face and eye corners detection. (b) Cropped eye
region (60 × 40 pixels). (c) Uniform partition of eye region. (d) Gaze feature (96D)

Adaptive Linear Regression with Incremental Learning. Adaptive linear
regression aims to find a subset of training data for reconstructing the test data.
Compared with linear regression, adaptive linear regression can neglect irrele-
vant training data, thus is helpful to predict. Based on adaptive linear regression,
incremental learning is combined for lower gaze error. The mathematical defi-
nition of adaptive linear regression with incremental learning is described as
follows.

Let matrices F = [fd
1 , · · · , fd

n] ∈ Rm×n and P = [pd
1, · · · , pd

n] ∈ R2×n include
all the gaze features and gaze positions of training samples belonging to the
person with identity d (d is obtained by face identification), where m is the
feature dimension and n is the samples number. For a test frame It with identity
d and gaze feature f̂ , the corresponding gaze position can be estimated as p̂ = Pŵ
by adaptive linear regression

ŵ = arg min
w

||w||1 s.t. ||Fw − f̂ ||2 < ε,
∑

i

wi = 1 (1)

Assuming {Q0, · · · , QN} are the system points and Qj0 is appearing on the
computer screen when It is captured by system camera. If confidence criterion
||̂(p)−Qj0 ||2 < ε (ε is a small positive number) is met, F and P can be extended
to F̃ = [F f̂ ] and P̃ = [P p̂]. Therefore, for the next captured image It+1 with
gaze feature f∗, its gaze position can be estimated as p∗ = P̃ ŵ by solving

ŵ = arg min
w

||w||1 s.t. ||F̃w − f∗||2 < ε,
∑

i

wi = 1 (2)

Based on above description, system points satisfying confidence criterion in the
test phase can be added into the training PoG set one by one without calibra-
tion, which is the main idea of adding incremental learning to adaptive linear
regression.
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2.2 Liveness Judgement

In this paper, system points {Q1, · · · , QN} are generated by Gaussian distri-
bution with random mean μ and standard deviation σ. Given another ran-
dom positive number a, Qi can be represented as Qi = (Q(i)

x , Q
(i)
y )T, where

Q
(i)
x = μ−a+ 2a

N i and Q
(i)
y = 1√

2πσ
e− (Q

(i)
x −μ)2

2∗σ2 . That is to say, system points are
different for each of the test runs and their locations are determined by three
random parameters: μ, σ and a. From above analysis, Q

(i)
x ∈ [μ−a, μ+a], Q(i)

y ∈
[ 1√

2πσ
e− a2

2σ2 , 1√
2πσ

]. In order to be showed on the computer screen in a suit-
able way, the coordinate range of system random points have to be transformed
according to the original training PoGs.

Assuming original training PoGs are {P1, · · · , PM} (in this paper, M = 9)
and Pj = (P (j)

x , P
(j)
y )T ∈ R2×1. The locations of training PoGs are shown in

Fig. 3a, which are uniformly distributed on the computer screen. In this paper,
linear transformation is used as follows.

Q̂(i)
x =

PHx − PLx

QHx − QLx
(Q(i)

x − QLx) + PLx

Q̂(i)
y =

PHy − PLy

QHy − QLy
(Q(i)

y − QLx) + PLy

(3)

where Q̂ = (Q̂(i)
x , Q̂

(i)
y )T is the transformed system random point. AHc =

maxA
(i)
c , ALc = maxA

(i)
c , A = {P,Q}, c = {x, y}. An example of system ran-

dom point is shown in Fig. 3b. Green big circles are training PoG and red small
circles are system random points. The arrows represent the movement direction
of system random points.
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(a) The layout of training POGs
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(b) An example of test POGs layout

Fig. 3. Data collection system for gaze estimation.

Based on gaze estimation model, gaze positions of user can be predicted
under the guide of system random points. Euclidean distance is used here as
fake score to evaluate the matching degree between system point locations and
predicted gaze positions. The lower the score is, the more probable the user is
genuine.
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3 Experiments

3.1 Database

Publicly available databases such as CASIA [10] and Replay-attack [22] don’t
contain gaze information, thus they are unsuitable for evaluating our proposed
method. In this paper, we collect a database composed of 18 subjects. For each
subject, there are four kinds of data: training data for gaze estimation model,
test data for gaze estimation model, data of genuine face and data of replay
attack. In the following section, we use Data-Train-Gaze, Data-Test-Gaze, Data-
Test-Genuine and Data-Test-Replay to represent these four kinds of data. Data-
Train-Gaze and Data-Test-Gaze are used to train and test gaze estimation model.
Data-Test-Genuine and Data-Test-Replay are Genuine access and replay attack
data and used for evaluating proposed spoofing detection method.

In order to collect data, we develop a system on a desktop composed of a 19-
inch computer screen with 1440×900 pixels resolution and a generic webcam with
640 × 480 pixels resolution. To collect Data-Train-Gaze, M = 9 fixed markers
are showed on the computer screen (Fig. 3a). The system captures user’s frontal
appearance while his gaze is focusing on every marker shown on the screen. In
this paper there are 20 images are captured at each marker for each user, totally
20 × 9 × 18 = 3240 frontal images. By artificially removing eye-closed images,
there are 2917 frontal images left. Considering the negative effect of optical
reflection, users are required to remove glasses during the data collection.

To collect Data-Test-Genuine and Data-Test-Replay, N = 51 system points
following Gaussian distribution with random mean and variance appear one by
one (Fig. 3b) on the computer screen. The system camera captures user’s frontal
appearance while these points are shown on the screen. In this paper there are
10 images are captured at each system point and each kind of data, totally
51 × 10 × 2 = 1020 frontal images for each subject. Considering that user may
not respond to system points timely, for each system point, the first and last
two frontal images are removed, Totally 51 × 6 × 2 = 612 images left. It should
be noted that during this process, user is not asked to watch point when system
points are appearing.

The data collection process of Data-Test-Gaze is almost the same with that of
Data-Test-Genuine. The difference is, during this process user is asked to watch
these system points and follow them.

3.2 Experimental Results

In this section, we will verify the effectiveness of proposed method from the
following three aspects: 1) Effectiveness of adaptive linear regression with incre-
mental learning; 2) Effectiveness of proposed method for distinguishing replay
attacks from genuine accesses; 3) Effectiveness of Euclidean distance based live-
ness score.
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Effectiveness of Incremental Learning. Gaze error [28] is commonly used
to evaluate the gaze estimation model.

error = arctan

(‖y − ŷ‖2
duser

)

(4)

where ‖y − ŷ‖2 represents the Euclidean distance between ground truth and
predicted value, and duser refers to the distance between user’s eye with computer
screen.

In order to verify the effectiveness of incremental learning, we compare pro-
posed adaptive linear regression with incremental learning with that without
incremental learning. In addition, to show the effectiveness of person-specific gaze
estimation model, we also compare proposed method with subject-dependent
adaptive linear regression. Subject-dependent experiment is conducted by train-
ing samples of all subjects instead of one subject. Compared results are illus-
trated in Fig. 4, which shows that 1) compared with original adaptive linear
learning, proposed method with incremental learning achieves lower average gaze
error; 2) compared with subject-dependent method, subject-specific methods
obtain lower gaze error. Therefore, proposed method for gaze estimation is effec-
tive. Considering the gaze errors for 18 subjects are tolerated, adaptive linear
regression with incremental learning can be embedded into proposed spoofing
detection system.
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Fig. 4. Compared results on gaze error.

Effectiveness of Proposed Face Spoofing Detection Method. EER
(Equal Error Rate) and recognition accuracy are adapted as evaluation met-
rics. EER is the value when FRR (False Rejection Rate) equals to FAR (False
Acceptance Rate). Recognition accuracy is reported based on cross-validation
sets. 18 subjects are divided into 6 cross-validation sets and for each set there
are 30 training samples (15 sequences of genuine faces and 15 sequences of replay
attacks) for 15 subjects and 6 test samples (3 sequences of genuine faces and 3
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sequences of replay attacks) for another 3 subjects. At each round, thresh is
selected on training samples and used on test samples. The final recognition
accuracy is achieved by averaging all the results on 6 sets of test samples. what’s
more, FRR values are also reported when FAR = 0.1, 0.01 and 0.001. Experi-
mental results are listed in Table 1, which shows that proposed method perform
excellent in distinguishing replay attacks from genuine accesses.

Table 1. EER FRR and recognition accuracy.

EER FRR(FAR=0.1) FRR(FAR=0.01) FRR(FAR=0.001) accuracy

0% 0% 0% 0% 100%

To further verify the effectiveness of proposed method, predicted gaze tra-
jectories of genuine access and replay attack for one subject under the system
point challenge are given in Fig. 5. Fig. 5a shows that genuine face is completely
attracted by system points and follows them well. However, the replay video
collected can not respond the challenge and predicted gaze trajectory is disorder
(Fig. 5b). Therefore, proposed method is reasonable and effective.
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Fig. 5. An example of gaze movement for one subjects. (a) Gaze movement of Genuine
face. (b) Gaze movement of replay attack.

Effectiveness of Euclidean Distance Based Fake Score. Fig. 6 illustrates
the fake scores of samples for 18 subjects and shows that scores of real faces are
averagely lower than that of replay attacks. Considering the fact that different
from replay attacks, genuine accesses can be attracted by some objects or regions
even in a long while. Experimental results show that the hypothesis of proposed
method matches the real case, therefore, Euclidean distance based fake score is
a good indicator.
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Fig. 6. Fake scores of real faces and replay attacks for 18 subjects.

4 Conclusion and Future Work

In this paper we propose an effective spoofing detection method for replay attack
based on gaze estimation. Proposed spoofing detection method contains three
key stages: face identification, gaze estimation and liveness judgement. In order
to obtain lower gaze error, gaze estimation model is trained for each subject
which dismisses the interferences among different subjects. In addition, adaptive
learning regression is used for gaze estimation and improved with incremen-
tal learning. Then Euclidean distance based fake score is used to evaluate the
difference between predicted gaze positions and system random point locations.
Experimental results on collected database show that proposed method can effec-
tively distinguish replay attacks from genuine accesses. We believe that with
gaze estimation becoming more and more accurate, proposed spoofing detection
method based on gaze estimation will have a good applicant prospect. However,
how to deal with head pose in this work is still an challenge problem that we
will research on.
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Abstract. Feature extraction is one of most basic problems in the research of 
palmprint recognition. Extracting effective palmprint feature is the crucial prob-
lem in the field of palmprint recognition. There was a research focus on how to 
select the feature. The lacking of main orientation for palmprint recognition 
system will lead to an incorrect feature extraction and matching. In order to ex-
tract more precise palmprint feature, a new method for feature extraction of 
palmprint was proposed in the research of palmprint recognition, which could 
improve the efficiency of identification. Firstly, calculating the main orientation 
of the whole image, and then adjusting the gradient of each pixel according to 
the main orientation to ensure this method has rotation invariance. Secondly, 
combining with the method of histogram of oriented gradient and dominant 
orientation. Finally, the feature value of palmprint was obtained. A reasonable 
threshold is set to estimate the similarity between the experimental images and 
the sample images. The experimental results showed that the method proposed 
in this paper can improve the efficiency of identification. 

Keywords: Feature extraction · Histogram of oriented gradient · Dominant 
orientation · Main direction · Image matching 

1 Introduction 

The security of personal information has been concerned along with the rapid  
economic development and the continuing elevation of people’s living standards. 
Biometric identification technology could protect personal privacy, which was more 
convenient. The existing biometric identification technologies mainly include finger-
print identification, hand shape identification and iris identification. But palmprint 
recognition as a biometric identification technology has been the focus of the re-
search. Comparing with other biometric identification technologies, palmprint identi-
fication technology has the characteristics of uniqueness、stability and high accuracy 
[1-4], which was a research hotspot for a long time. 

Extracting the feature of palmprint is the key link in the process of palmprint rec-
ognition, which determines the recognition rate. There are several typical algorithms 
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of palmprint at present: recognition method based on line feature、method based on 
subspace and method based on spatial-frequency domain [5-7]. Li [8] proposed a 
method based on feature coding. This method computed the orientation code and 
imaginary part’s characteristic code, which had a better ability to distinguish. Though 
this method was an effective method, as a result of the angle deviation in the process 
of acquisition, it would decrease the recognition rate. To the issue, this paper pro-
posed a method of palmprint recognition based on rotation invariant, and then com-
bined with the histogram of oriented gradient (HOG) and predominant direction. The 
algorithm could improve the accuracy of palmprint recognition. Above all, we should 
extract the region of interest (ROI).The key points between the fingers are positioned 
via a boundary-tracking algorithm and two key points are lined to obtain the Y-axis of 
the palmprint coordinates system. A line drawn through their midpoint is regarded as 
the X-axis, which is perpendicular to the Y-axis. In the middle of the image, a sub-
image is extracted. Then, a new feature extraction method is proposed. Firstly, the 
main direction of the image is determined. Secondly, this paper get the feature code of 
the palmprint image. Finally, using Hamming Distance to match the feature. The flow 
chart of the algorithm is as shown in Fig. 1. 

 
Fig. 1. The flow chart of the algorithm 

2 Feature Extraction 

We adopt the HOG to calculate the gradient magnitude and gradient orientation after 
the extraction of the ROI, which can be defined as follows: 

 Gx(i,  j)=I(i , j) * W (1) 

  (2) 

  (3) 
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where I stands for the region of interest image, whose size is 128×128, Gx is the 
horizontal gradient, Gy is the vertical gradient, is the convolution operation,  
W=[-1,0,1] is the convolution template. The experiment results showed that the 
template have the best effect. Mag(i,j) and Ang(i,j) is the gradient magnitude and 
gradient orientation for each pixel on the image [9]. 

 
Fig. 2. The orientation of gradient° 

Fig. 2 shows the orientation of gradient for an image. According to the Fig. 2, we 
divided the image into 16×16 blocks firstly. Namely, each block has 8×8 pixels. 
Secondly, we obtain the histogram of oriented gradient for each block. The weighted 
of gradient magnitude as ordinate and the abscissa represents gradient orientation with 
different region. 

2.1 Rotation-Invariant 

In the process of acquisition, there is no consideration of rational invariance. So there 
will be some interference factors in the matching process. After analyzing this situa-
tion, this paper proposed a method of correcting direction. We need to calculate the 
main orientation of the whole image, then correct each pixel. The steps are as follows: 

Regional Division 

360° is divided in average into 36 regions, which each region is 10°. And then we 
calculated the weighted gradient amplitude value in each region. The formula is as 
follows: 

  (5) 

where k=0,1,2…35, the weighted value of gradient magnitude is calculated in each 
directional unit. 

The Main Orientation of the Whole Image 

  (6) 

where Dm represent the directional unit corresponding to the maximum amplitude of 
the gradient. Obviously, which value is 0, 1…35. 
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Adjusting the Gradient Orientation 

  (7) 

Rotation invariant is particularly important for a palmprint image. Existing 
palmprint recognition algorithms mainly ignored this kind of situation, which will 
lead to the error identification. 

2.2 HOG 

We ensure the rotation invariance through the above steps. After that we use the HOG 
method to extract feature. 

  (8) 

where k=0, 1, 2...7. Then normalized the FK by Fk=FK/ΣFk. Each block can be  
expressed as F(i)=(F0,F1,F2,…F7). Fig. 3 shows the HOG method in a block. 

 

Fig. 3. The histogram of oriented gradient for F (1) 

The whole image of palmprint is composed of 16×16 blocks, which each block has 
its own histogram of gradient orientation, namely F=(F(1), F(2),…F(16×16)). An im-
age can be represented by these arrays. Orientation histogram of gradient of each block 
hang together as characteristics of the whole image. Due to the large amount of calcula-
tion, we introduce dominant orientation to calculate characteristics of the HOG.  

2.3 Dominant Direction 

The generation process of HOG may be long-winded, so in order to improve the 
robustness, we want to estimate the dominant orientation of the image. This idea has 
been applied to the fingerprint identification [10]. The dominant orientation can be 
more accurate and faster to describe the change of trend, so we calculate the dominant 
orientation after extracting HOG. 
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      (a) Eight orientations                      (b) Four orientations  

Fig. 4. Divide the gradient direction 

Firstly, we adjust the gradient orientation from 2πtoπ, the calculation formula is 
as follows: 

  (9) 

According to the formula, we recalculate HOG by four orientations of image and 
then get the following histogram: 

 
Fig. 5. The histogram of oriented gradient with four direction 

The maximum value of the corresponding orientation is the dominant orientation, 
which can be computed as follows: 

  (10) 

where the values of  is 0,1,2,3, which represent the dominant orientation of each 
block. As shown in Fig. 6, it is a figure, which size is 128×128. There are four values 
in the figure, the range of elements in the figure is from 0 to 3. 
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Fig. 6. Dominant orientation 

Fig. 6 can be encoded by the following two palmprint feature codes. The coding 
principles are as follows: 

Table 1. The principle of the dominant orientation coding 

Dominant 
direction 

bit1 bit2 

0 0 0 
1 0 1 
2 1 0 
3 1 1 

On the basis of the coding principle, the dominant orientation split into two binary 
images. As is shown in Fig. 7. 

          
Fig. 7. The subgraph of dominant orientation 

Any image can calculate two features by using this method. In fact, the method is 
very efficient in our experiments. 

3 Palmprint Recognition 

The extracted feature have the same size, which can be represented by vector. So we 
can use Hamming Distance to match the similarity of two images. Let, P=(P1

b, P2
b), 

Q=(Q1
b, Q2

b) be the characteristics of two images [11]. We define HD(P,Q)as 
follows: 

  (11) )()(),( 2211
bbbb QPQPQPHD 
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where ⨂ represent XOR operation, ‘+’ represent the addition operation. We compare 
the characteristic value of the two image to judge whether they are come from the 
same person. The value of HD can be 0, 1, 2.  ‘2’represent the wrong matching, ‘0’ 
represent the correct matching. In the case of HD=1, we should further calculate its 
matching degree. Here we need to normalize correlation coefficient to recalculate the 
similarity between the two images, which is defined as follows: 

  (12) 

where F1 and F2 represent the feature of HOG in the case of HD=1, μ1 andμ2 
represent the mean of F1 and F2,σ1 andσ2 represent standard deviation, and l 
represent the length of  F1 and F2. According to the Eq. (12), we define the matching 
scores are as follows: 

                                    
1 f 0

( , ) f 1
0 if 2

i HD
S i j NCC i HD

HD


 
 

                                              (13)  

where S(i,j) stands for the matching score between two test images.  

4 Experimental Results 

In the experiment, we use the PolyU palmprint database, which size is 384×284. The 
gray level is 256. The database of test image is consist of 250 images (The database 
come from 50 volunteers, and 5 images each person). After pretreatment, each sample 
can obtain the region of interest which size is 128×128.  

Then we obtain the characteristic of each image. In the end, the matching score is 
calculated by using Hamming Distance. Fig. 8 and Fig. 9 represent the statistical 
graph of the intra-class correlation coefficient and inter-class correlation coefficient. 
Most of the intra-class correlation coefficient are more than 0.6. However, the inter-
class correlation coefficient are less than 0.3 at the same time. We can easily find that 
this method is easy to distinguish two palm images, and the effect of recognition is 
obvious. 

 
Fig. 8. Intra-class correlation coefficient 
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Fig. 9. Inter-class correlation coefficient 

Recognition results as shown in Table 2. There are many reasons for the cause of 
the error identification. For example, error in image acquisition process; Different 
position of the palm will cause failure when extracting the ROI; Complex recognition 
process will also lead to calculation error. While the method based on rotation-
invariant has long training time, its recognition rate has improved significantly. The 
recognition rate is increased by 7.8%.  

Table 2. The effect of recognition 

Comparative item HOG HOG+ dominant orientation Rotation-invariant 
Threshold 55 60 65 
Training time/s 0.26 0.73 0.92 
The number of matching 500 500 500 
The correct matching 398 437 476 
The recognition rate/% 79.6 87.4 95.2 

5 Conclusion 

This paper analyze the shortcomings of existing methods, in order to improve the 
recognition rate, a new method based on rotation-invariant is proposed, we combine 
the HOG and dominant orientation to extract feature of palmprint. The method  
proposed in this paper could make the test results more accuracy, it is an effective tool 
to improve the robustness and solve rotation of image. Experiments show that the 
algorithm has a higher recognition rate, which can reached 95.2%. 
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Abstract. To detect the core point more accurately and quickly has always been 
the focus for the fingerprint recognition. In this paper, we propose a novel core 
point detecting algorithm with global information, core point detection from 
global feature (CPGF). Firstly, we extract a set of points with high curvature 
according to the statistics of the fingerprint orientation distribution. Secondly, a 
reference line is fitted on the point set with certain orientation distribution. Fi-
nally, the core point is detected by the Poincare Index around the reference line. 
The experimental results demonstrated that our algorithm is low time-
consuming and it is able to produce convincing core point coordinates from the 
ROI provided by the reference line which is valuable to be investigated for fur-
ther optimizing other core point algorithms. 

Keywords: Core point detection · Global feature · Orientation distribution 

1 Introduction 

In recent years, the fingerprint recognition has become an important application in  
the security domain. Due to the ability of locating the features and improving finger-
print matching[1], the core point detection has played an important role  
in fingerprint recognition. Nevertheless, it also can be used for measuring the quality 
of fingerprint images[2]. Hence, the core point has become an outstanding feature in 
the biometric of fingerprint. Most of the core point detecting algorithms are local 
feature-based but ignore the global information from the fingerprint. These algorithms 
may not be easily adapted to complex noise, especially in the case of a fracture or 
fuzzy fingerprint. In order to overcome the disturbance of noise and other pseudo-
feature points, a statistical analysis of fingerprint orientation is performed in this pa-
per. Inspired by the statistical analysis, we propose a novel method for core point 
detection from global feature, CPGF. Compared with raw Poincare index, CPGF nar-
rows down the detection region in order to resistent the disturbance form the noise, 
which will result in improved detecting performance. The contribution of this paper 
can be divided into three aspects: (1) the orientation distribution of the fingerprint is 
noticed by our statistical analysis; (2) a reference line is obtained by fitting the point 
set with a certain orientation distribution; (3) an accurately and quickly core point 
detection algorithm from gobal information, CPGF, is proposed in this paper. 
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Our paper is organized as follows. A short introduction on the related work is con-
ducted in Sec. 2. In Sec. 3, we make a statistical analysis on the orientation distribu-
tion of the fingerprint. The fitting of the reference line and the detection of the core 
point are described in Sec. 4. The evaluation experiments are followed in Sec. 5. Fi-
nally, the paper is concluded in Sec. 6. 

2 Related Work 

Core point is the key feature of fingerprint recognition, which can be detected by 
means of the fingerprint’s special orientation distribution. Generally speaking, core 
point detecting algorithms can be divided into two categories, one is based on multi-
resolution detection, and the other is by slided-window. 

Multi-resolution based core point detection firstly divides the fingerprint image in-
to several blocks with the same size, and then detects the core point through narrow-
ing and screening the blocks. Kawagoe [3] detected the core point with convergence 
test, but the algorithm was sensitive to the noise even with complex preprocessing. 
However, Kawagoe’s method draws more attention from many researchers. Waimun-
koo [4] calculated the curvature on the blocks for core point detection, but the accura-
cy can be easily affected by the stain on the fingerprint and more pesudo-core points 
may be detected in the result. Van [5] proposed a method based on orientation consis-
tency of core point, but it cannot handle the fracture and the adhesion of the ridge. 

The core point detection algorithm by slided-window has also been widely used. 
Core points can be detected when the result calculated in the sliding window reaches 
to a threshold. Poincare index is the most commonly used mathematical model[6-7] 
for detecting core point. Hong [8] implemented a core point detection algorithm with 
Poincare index and achieved desirable performance, but it was sensitive to noise. J 
Zhou [9] improved Poincare index by analyzing the ridge feature, but raised the com-
putational cost. In addition, based on the sine distribution around the core point, AK 
Jain [10] proposed to detect the core point with multi-orientation Gabor filter. Jin Qi 
[11] proposed a complex polynomial model for the sliding window to detect the core 
point which achieved superior performance, but it was difficult to satisfy the real time 
requirement for the complexity of its model. Although these methods can restrain 
noise to some extent, they increase the time consumption. 

Whether the method is based on multi-resolution or sliding window, the noise and 
other pseudo-feature points are the main issues need to be eliminated. In [12], it as-
sumed that there is a line joined the core point and delta point and this line can be 
obtained from global information. Inspired by [12], we propose the CPGF by means 
of adding global information. After analyzing the orientation distribution of the fin-
gerprint, the reference line is obtained and the final core point is detected by Poincare 
index on designated region of interest. The CPGF is based on global information, 
which is insensitive to noise and achieves desirable performance. 
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All the differences are translated to absolute values which are used for generating the 
summation. If the summation exceeds the threshold level, the point is evaluated as a 
noise point.  

After the above processing on the noise, the following step is to select an optimal an-
gle in the optimal interval to confirm a point set for fitting the reference line. The inter-
val from 85 to 95 degrees has 11 point sets. Due to the ridge above the core point is not 
strictly a semi-circle, not all point sets distribute as straight line. Screening is needed to 
achieve the optimal point set. In order to solve this problem, for each point set, every 
two adjacent points in the point set are used for calculating tangent. All the results of 
tangents are used for calculating the variances, and the point set with the minimum va-
riance will be the optimal point set to fit the reference line. To improve the computa-
tional efficiency, the least square method is applied to fit the reference line. 

4.3 Core Point Detection 

This section describes the core point detection with reference line. Because the ridge 
above the core point is not strictly a semi-circle, the reference line may not go across 
the core point accurately. To be more robust, the detection region is extended to the 
neighborhoods of the reference line. In Fig. 4, the black point is the real core point 
marked artificially. The white line is the reference line. The core point may not be 
detected on the reference line. Our algorithm becomes more robust with this extended 
region (the red rectangular). And the core point can be detected in this region by 
Poincare index [6]. 

 
Fig. 4. The detection region and the artificial marker for core point. 

5 Experiments 

In this section, we are going to evaluate the accuracy and speed of our proposed core 
point detection algorithm. This part firstly introduces the database and evaluation 
standard used in our experiments, and then shows the experimental results of CPGF 
compared with other algorithms. Nevertheless, it is also demonstrated that the expe-
riments on the AMI [11] optimized by the reference line are able to achieve superior 
performance. And the time consumption is discussed in the last part. All the algo-
rithms mentioned in the experiments are implemented with C++.  

5.1 Database and Evaluation Standard 

In order to prove the CPGF has the ability to resist noise, contactless fingerprint data-
base is adopted for the evaluation. It contains complex noise and difficult to be re-
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algorithm narrows down the detection region and eliminates the noise interference in 
other region. This makes our algorithm achieve satisfactory performance. The com-
parison on time consumption amount of CPGF, TLI, optimized AMI, Poincare index 
and AMI is also shown in Table 1. It demonstrates that CPGF achieves the least time 
consumption, that is because the reference line narrows down the detection region. 
Besides, the time consumption is much lower while AMI is optimized by the refer-
ence line, which demonstrates that the reference line is valuable for application. 

Table 1. Performance ranking of five algorithms. 

Algorithm CPGF Optimized AMI Poincare index AMI TLI 

Detection rate(%) 85.75 20.36 34.35 6.16 21.63 
Average time con-

sumption [ms] 11.41 88.8 16.5 1921.4 19.29 

6 Conclusion 

This paper proposes a novel core point detection method adding the global informa-
tion from the fingerprint orientation field. The reference line is adopted according to 
the statistical analysis of the orientation field, which can be used for narrowing down 
the detection region and eliminating the noise in other region. Compared with other 
algorithms based on local feature, CPGF achieves higher accuracy and least time 
consumption.  
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Abstract. Fingerprint scanners can be spoofed by using artificial fingerprints 
made from Play-Doh, gelatin and silicone molds. It is, thus, necessary to offer 
protection for fingerprint systems against such threats. Since it is difficult to 
replicate pores during the fake fingerprints fabrication, in this paper, we pro-
pose a pore based liveness detection method. In our method, we firstly extract 
the sweat pores from a grayscale fingerprint image using the Mexh wavelet 
transform and adaptive Gaussian filters. Based on the obtained pore informa-
tion, we compute five statistical features of the image to quantify the pore dis-
tribution. Finally, the support vector machine (SVM) technique is used for clas-
sification. Our experimental results show the proposed method can achieve an 
average classification error rate (ACE) of 7.11%, 11.4% on ATVS-FFp and Li-
veDet2011 data sets, respectively, generally outperforming conventional live-
ness detection schemes to be compared. 

Keywords: Fingerprint · Liveness detection · Pore extraction · Image 
processing 

1 Introduction 

Personal identification is a very important issue in today's security systems. Benefit-
ing from the largely accepted uniqueness of fingerprints and the availability of low 
cost acquisition devices, fingerprints are perhaps the most widely used biometric [1] 
for secure applications. However, like other biometrics, fingerprint based security 
systems are usually subjected to various attacks at the sensor level [6-8]. Previous 
studies have shown that many fingerprint capture devices can be deceived by well-
made fake fingerprints [7], created from latent fingerprints or with the collaboration 
of fingerprint owner. Also it is not difficult to make molds of fake fingerprints with 
Play-Doh, gelatin and silicone materials. Thus, it is essential for fingerprint systems 
have the ability to defeat the spoof attack from fake fingerprints.  

Liveness detection, ensuring that only live fingerprints are captured for further 
identification, has become a mean to circumvent attacks from fake fingerprints. Prac-
tically, a variety of liveness detection solutions have been proposed. Based on the 
different types of the liveness features, the software-based solution can be generally 
divided into several categories: skin distortion based methods, texture based  
methods, pore based methods, perspiration-based methods and combined method. 
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These methods used a variety of technologies including power spectrum energy, 
ridgelet transformation, statistical features of fingerprint texture, middle valley signal, 
gray intensity and local descriptor (LD) based detectors, etc. 

Among the software based methods, the sweat pore based method is viable. Pores, 
which are the most obvious level-3 fingerprint feature, are very small (80-200μm) 
circular-like structures on the ridges of the fingertip. As the pore size is much less 
than 1 mm, making it very difficult to replicate during the fabricating of fake finger-
prints [7]. A large number of pores can be easily detected in live fingerprint images 
whilst, on average, a much lower number of pores is present in fake fingerprint im-
ages [4]. A few proposed methods make detection of sweat pores on fingertip images 
as a sign of liveness. 

Manivanan et al. [2] proposed a method for extraction and location of active sweat 
pores in high-resolution fingerprint images. They applied highpass filter to extract 
active sweat pore, then used a correlation filter to locate the position of pores. Memon 
et al. [3] extended the previous study [2]. They developed a newly image processing 
algorithm based on High-Pass and Correlation filtering technique for sweat pore de-
tection. Espinoza et al. [4] observed that the difference in pore quantities between a 
reference image and a query image (genuine or fake) can be used as a discriminating 
factor for fingerprint liveness detection. In their study they have only focused on the 
presence or absence of visualized pores with a linear discriminant analysis. Marcialis 
et al. [5] developed a method based on pore distribution between two images captured 
at time 0s and 5s. Johnson et al. [9] presented a fingerprint pore analysis approach, 
which combines the analysis of the detected pores distribution with the analysis of 
gray level distribution around each pore center. There are obvious drawbacks in these 
previously developed pore-based methods. For Espinoza’s method [4], it required 
comparing the pore quantity between query image (real or fake) and the recorded one 
to do the liveness detection, which is intricate and time-consuming. The method pro-
posed in [5] needs two images captured at 0s and 5s, which is not efficient for real-
time system and user-friendly.  

In this paper, we also present a liveness detection method based on fingerprint pore 
analysis. In contrast to previous pore-based methods, our method combines the usage 
of Mexh wavelet transform with an adaptive Gaussian filter, which can extract pores 
accurately and robustly with the adaptive parameters setting. We demonstrate the 
performance of our method on ATVS-FFp Database and the 2011 International  
Fingerprint Liveness Detection competition Dataset with a promising performance. 
Additionally, we need only one fingerprint image on 500dpi, which is used for identi-
fication, to extract the feature to for liveness detection. This makes it easier than pre-
vious method to be integrated into the existing fingerprint system. 

2 Proposed Method 

The live and fake fingerprints are different considering on pore quantity. Reasons 
include the perspiration pattern of live fingers and differences in the properties of the 
spoof materials compared to human skin. Therefore we utilize image processing tech-
niques to quantify sweat pores patterns along ridges to discriminate between live and 
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fake fingerprints. The procedure of the proposed method can be divided into three 
stages: pore detection, statistical features extraction and classification. Pore detection 
is achieved by combining the Mexh wavelet transform and an adaptive Gaussian fil-
ter. Specifically, we first enhance the pore feature with the Mexh wavelet transform. 
Secondly, the enhanced fingerprint image is segmented into blocks, from which the 
orientation fields and ridge periods are computed of each block. Then an adaptive 
Gaussian filter, which can adjust its parameter value adaptively according to the local 
ridge period, is introduced to extract the sweat pores from each block. Based on the 
obtained pore information, we subsequently compute five statistical features of the 
image: pore number, pore density, mean pore space, its variance and variation coeffi-
cient feature, which combine into a pore feature vector. Finally, SVM is used to dis-
tinguish the fake fingerprints from the live ones. 

2.1 Pore Detection 

Wavelet analysis is a time-frequency analysis method based on Fourier transform. It can 
realize the localization of the time domain and the frequency domain at the same time 
and can adjust the frequency window adaptability. Mexh wavelets have good localiza-
tion ability both in time domain and frequency domain, and it is suitable for detecting 
entrained instantaneous abnormal phenomenon in normal signal. The intensity of the 
pore positions always change abruptly from black to white, which sudden change can be 
enhanced by Mexh wavelet transform. Therefore we firstly apply the Mexh wavelet 
transform to the fingerprint image, which is defined as follow:                             ,  2 ⁄  exp 2                      1  

where σx∈R,  σy∈R,  p>0. Here we set the p=2, σx=σy=1.5.  
The second step is the image segmentation. In the fingerprint image, compared 

with background region, the difference of gray level between the ridge and valley of 
the interested region is large. Thus, the statistical variance of the gray level in inter-
ested region is significant, while it is much smaller in background area. Based on this 
characteristic, we utilize local variance method to segment the fingerprint image. This 
segmentation allows ignoring potential contaminations as well as decreasing the ef-
fect of the fingerprint deformation. The segmentation process is shown as follows:  

1) Divide the input fingerprint image into non-overlapping ww sub-block (we set 
the w=16 here); 

2) Calculate the average grey value of every block using the following formula:                              , 1 ,   1, … , , 1, … ,                                2  

where G(i, j) refers to the grey value of the image elements in the ith row jth col-
umn in the image sub-block(k, l). M(k, l) indicates the average grayscale of the 
sub-block. We divide the fingerprint image into ww block. Let the width of the 
image be “Width” pixels, the high of the image be “Height” pixels, then the M= 
Height/w, N=Width/w. 



236 M. Lu et al. 

3) Calculate the gray variance of each fingerprint image block using the formula 3:                                              , 1 , ,                                           3  

4) For each fingerprint image sub-block, when the value of V(k, l) is less than a 
predefined threshold T, then set it as the background region. Otherwise, set it as 
interested area. 

Based on the each image block, we further compute the local orientation field and 
the local ridge period. It is performed according to the following steps:  

1) Calculate the gradient component of each pixel, and use the Sobe1 template 
(formula 4) of the size 33 to calculate gradient amplitude value (Gx(s, t),  
Gy(s, t)) of the pixel (i, j).                                          1,0,1 , 2,0,2 , 1,0,1                                                   4  

2) Calculate the local direction θ (i, j) of each block whose center at (i, j) using 
formula 5. 

                                      
  , 12 ,,
  , 2 , ,
  , , ,

                                           5  

3) Set k for the distance from the spectrum center to the spectrum peak (in pixels), 
N for the image size, the ridge period p=N/k. 

After obtaining the mean orientation θ and the median ridge period p of each block, 
we proceed to extract the pores. As the spatial distributions of the pores are similar to 
two-dimensional Gaussian functions, we use a Gaussian filter with adaptive parameter 
to extract the pores within each block. We set the standard deviation parameter σ of 
the Gaussian filter to cpi, where the pi is the ridge period of the ith block and c is a 
regulation constant. So each image block enhanced by the Mexh wavelet pass through 
the Gaussian filter to extract the pores, which produce an images S1.We apply the 
Gabor filter[11] to the image enhanced by the Mexh wavelet to separate fingerprint 
ridges from valleys, which produce an images S2. After converting image S1 and S2 
into binary images, we add the two images and output the extracted pore information. 

The last step is to remove the possible spurious pores. In many instances, spurious 
pores can be found on the valleys in fingerprint images. To avoid this, we employ the 
following constraints to post-process the extracted pores. Firstly, pores should reside 
on ridges only. To implement this constraint, we use the binary ridge image as a mask to 
filter the extracted pores. Secondly, the mean intensity of a true pore should be large 
enough. In our experiments, we discarded the last smallest 5% pores. An example of the 
resulting image is shown in Fig. 1. 
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F2: pore density feature:                                                                                                                                    7  

F3: mean pore space feature:                                                                ∑                                                           8  

F4: variance feature:                                                                                                                9  

F5: variation coefficient feature:                                                                                                                                      10  

where N is the total number of pores in a fingerprint image, S is the valid area of a 
fingerprint image, Di is the minimum distance of a pore(xi , yi) with other pores in the 
image,  is the mean and σ is the standard deviation of Di. After statistical feature 
values are computed, which combine into a pore features vector, SVM is used to 
separate fake fingerprints from the live fingerprints. 

3 Experiments 

In this paper, we evaluated the proposed method on the databases of ATVS-FFp and 
LivDet2011. The ATVS-FFp Databases contain over 4,500 real and fake fingerprint 
images specifically thought to evaluate the performance of liveness detection meth-
ods. Fake samples were captured from gummy fingers generated both with and with-
out the cooperation of the user. Three different sensors were used to acquire the data-
base: flat-optical (512 dpi), flat-capacitive (500 dpi), and sweeping-thermal (500 
dpi).The LivDet2011 dataset is used for the 2011 International Fingerprint Liveness 
Detection competition. LivDet2011 consists of images from four different devices 
including Biometrika, Digital Persona, Italdata and Sagem [10]. There are 4000 im-
ages for each of these datasets, 2000 live images and 2000 spoof images. 

The following rates are used to evaluate the system performance of liveness detec-
tion. False accept ratio (FAR) is defined as the percentage of fake fingerprints that are 
detected as live. False reject ratio (FRR) is defined as the percentage of live finger-
prints that are detected as fake. Average Classification Error rate (ACE) is the average 
of FAR and FRR weighted by the number of spoof and live samples, respectively. 
SVM is used to classification on the two databases. For each database, half of the data 
is used for training and the other for testing. Table 1 shows the performance of the 
proposed method on ATVS-FFp Databases. It shows the proposed method works well 
on the three scanners, especially on the optical and capacitive scanners, and the aver-
age classification error rate is 7.11%. The results for the LivDet2011 datasets are 
presented in Table 2.The performance of the proposed approach is compared to the 
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top performer on each of the four datasets from the LivDet2011 competition and the 
state of the art approaches. Dermalog, Federico and CASIA are the top performers on 
each dataset from LivDet2011[10]. The experimental data shows that the proposed 
method gets better results than the these method for ItalData and Swipe database in 
LivDet2011.The average classification error of the proposed approach is 11.44% for 
all datasets in LivDet2011, and the winner in LiveDet2011 is 23.3%. The perfor-
mances of the LBP method and the newly pore detection method [9] are also com-
pared with our method. Our method gets better results on some datasets. 

Table 1. Performance of the proposed method on ATVS-FFp databases. 

Type of scanners FAR FRR ACE 
Optical scanner 1.64% 7.13% 4.39% 

Capacitive scanner 8.08% 3.28% 5.68% 
Thermal scanner 10.11% 12.39% 11.25% 

Table 2. Comparing ACE performance of the proposed method with LBP, pore detetion me-
thod [9], Dermalog, Federico and CASIA on LivDet 2011 databases. 

Databases(columns) 
Algorithm(rows) Biometrika ItalData Crossmatch Swipe Ave. ACE 

Proposed method 14.4% 10.6% 13.0% 7.6% 11.4% 

LBP 11.0% 19.0% 10.6% 8.4% 12.3 
Pore Detecion 27.4% 28.8% 35.9% 41.6% 33.4% 

Dermalog 20.0%    21.8%0 36.1% 15.3% 23.3% 
Federico 40.0% 40.0% 8.9% 13.5% 25.6% 
CASIA 33.9% 26.7% 25.4% 22.9% 27.2% 

 
In general, our experiments show significant performance improvement in fingerprint 

system security using the proposed method. The advantages of our proposed method as 
the following: First, we combines the adaptive Gaussian filters with Mexh wavelet 
transform, which would can extract pores accurately and robustly. Second, our method 
does not need to compare between the query image (real or fake) and the stored one in 
the database. This makes it much easier than previous methods to be integrated into the 
existing fingerprint system. Finally, our method requires only one fingerprint image 
with 500dpi. This makes the real-time authentication possible and user friendly. For 
future works, our method can be improved by fusing with an existing liveness detection 
method.  
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4 Conclusions 

A pore-based fingerprint liveness detection method has been proposed in this paper. As 
the pore distribution in fake and live fingerprints is significantly different, we extract the 
pore information from the grayscale fingerprint image as the features for liveness detec-
tion. Our method combines the Mexh wavelet transform with an adaptive Gaussian 
filter, which can extract pores accurately and robustly. Additionally, we need only  
one fingerprint image with 500dpi, which is used for identification, to extract the feature 
for liveness detection. The proposed method is evaluated on the ATVS-FFp and Liv-
Det2011 databases with very promising performance and generally outperformance 
related methods. 
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Abstract. The concern of the safety of fingerprint authentication system is ris-
ing with its widely using for it is easy to be attacked by spoof (fake) finger-
prints. Fake fingerprints are usually made of Ploy-Doh, silicon or other  
artifacts. So most current approaches rely on fingerprint liveness detection as 
main anti-spoofing mechanisms. Recently, researchers propose to use local fea-
ture descriptor for fingerprint liveness detection, but the results are still not sa-
tisfying the real world application requirement. Inspired by the newly trend of 
application of Deep Convolution Neural Network (DCNN) in computer vision 
field and its outstanding performance in face detection and image classification, 
we propose a novel fingerprint liveness detection method based on DCNN and 
voting strategy, which performs better than handcraft feature and optimize the 
process of feature extraction and classifier training simultaneously. The expe-
rimental results on the datasets of LivDet2011 and LivDet2013 show that the 
proposed algorithm has great improvement compare to the former state-of-the-
art algorithm, and keep highly real-time performance at the same time. 

Keywords: Fingerprint liveness detection · Fingerprint anti-spoofing · Deep 
learning · Deep convolution neural network · Voting strategy 

1 Introduction 

Fingerprint technology [1] has widely used for it offers authentication service and 
avoids typical problems of systems based on the use of passwords, meanwhile the 
safety demands of fingerprint technology is also growing. Many studies have been 
reported [1-3] that fingerprint system is vulnerable to be spoofed by fake fingerprints. 
These fake fingerprints are usually made by reproducing the fingerprint pattern on 
artificial materials such as silicone, Play-Doh, gelatin and so on. Thus, people try to 
solve fingerprint anti-spoofing problem by study fingerprint liveness detection algo-
rithm [4]. Liveness detection is the ability of a system that can distinguish live finger-
prints from fake ones. However, as was reported in Liveness Detection Competition 
[5-7], the fingerprint liveness detection error rate is still not low enough to meet safety 
requirement of fingerprint authentication system.  
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Two main stream methods of fingerprint anti-spoofing are hardware based method 
and software based method. Software based method become popular for it is much 
cheaper, more flexible and less invasive. A lot of software based methods have been 
done on analyzing static or dynamic features of fingerprint images which can distin-
guish live samples from fake ones. The extraction of static features is more popular 
for its efficiency. Only one or a few images rather than an image sequences [12] will 
be needed to extracting the static features.  

Recently, the application of image local feature analysis has gained a lot of popu-
larity for its outstanding performance. Some fingerprint liveness detection methods 
are based on gradients, such as LBP [15], while others are study local phase, which is 
able to preserve the correlation between neighborhood samples better and can give a 
more precise pattern description. In paper [16], Ghi et al first propose to use a kind of 
local phase named LPQ for fingerprint liveness detection. LPQ has similar structure 
to LBP, but it encodes the phase information by performing STFT on the local patch 
rather than gradients. Latter, a further improvement of this method named LCPD is 
proposed in [17], which combines gradient and local phase information together to 
form a better liveness detector. Compare to LBP and LPQ approaches, Ghiani et al 
have studied the application of BSIF[18] in fingerprint liveness detection task, which 
was first proposed by Kannala[14] inspired by LBP and LPQ method and learns a 
filter set by using statistics of natural images.  

We notice that most of existing fingerprint liveness detection algorithms are based 
on handcraft features. In fact, the success of an anti-spoofing method is usually rely 
on expert knowledge to engineer features that are able to distinguish the live samples 
from the fake ones. However, the need of custom-tailored solutions is really expen-
sive and not suit to handle countless possible attacks. Furthermore, small changes in 
the spoofing attack could require the redesign of the entire system. 

Recently, Deep Convolution Neural Network (DCNN) has been successfully im-
plemented in image classification[9], object detection[10], and many other tasks[11], 
and proved to have great power of extracting local feature of images[20]. The differ-
ences between traditional machine learning algorithms and DCNN are illustrated in 
Fig. 1. In paper [19], DCNN was firstly attempted to solve fingerprint liveness detec-
tion problem. However, feature extraction and classification are designed into two 
separate part in that work [19], which makes the whole system can not be optimized 
simultaneously. And it was also designed to take the whole image as the input, so 
obviously the introducing of the useless background information into the training 
stage is inevitable, which will compromise the performance of the DCNN. 

Inspired by previous work [19], here we propose a novel DCNN based fingerprint 
liveness detection algorithm with voting strategy. We designed a DCNN structure 
named Finger-Net and employ Softmax as the last layer and classifier of the DCNN 
model to optimize the process of feature extraction and classifier training simulta-
neously through back propagation pass. We also adopt segmentation technique as the 
preprocessing procedure to avoid useless background information input. Experimental 
results on the LivDet2011 [6] and LivDet2013 [7] databases have shown that the per-
formance of proposed approach outperforms state-of-the-art algorithms in terms of 
Half Total Error Rate. 
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Fig. 1. Comparison of processing procedure between traditional machine learning algorithms 
and DCNN algorithm 

2 The Proposed Method 

2.1 Training Data Preparation 

We train and test our DCNN model on the benchmarks of LivDet2011 [6] and  
LivDet2013 [7] databases. As we can see from table 1, the training sample on both 
databases is relatively small, and the fingerprint image includes useless background 
information as well. So we cannot just put the raw images into the DCNN directly 
without any preprocessing procedures. The procedures are as follows. Firstly, we cut 
the images into non-overlapped small patches as big as 3232 pixels, then calculate 
the variance of all the pixel value of each patch. Next we adopt threshold based image 
segmentation method to segment fingerprint images. We try to make the segmented 
image include no background part by carefully selecting the threshold value. After a 
series experiments, in this paper, we set the threshold value equal to half of the mean 
value of all the variance. Then we use those patches whose variance value is above 
selected threshold to train DCNN model. 

2.2 DCNN Architecture 

Deep Convolution Neural Network is a type of artificial neural network inspired from 
biology. The three prominent feature of DCNN are localized receptive fields, weight 
sharing and spatial pooling. By combing the three ideas above, DCNN achieve some 
extend of drift, scaling and deformation invariability [20]. In DCNN, receptive field 
means that each output neuron are only respond to a local region of input neurons, 
which is pretty much like human visual cortex. We can consider the idea of receptive 
field as convolution operation. Each neuron of the hidden layer can be seen as one 
type of convolution operation, this is called feature mapping. Obviously, learning a 
classifier with a huge input features is really difficult and easy to get over-fitted. So, 
spatial pooling operation is adopted to avoid this situation in DCNN. The mechanism  
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we mentioned above is better suited to discover distinguishing features of images. 
Figure 2 has shown the process of convolution and pooling operation process of a 
DCNN model.  

 
Fig. 2. The convolution and pooling operation process of a DCNN model. 

The architectures of DCNN model which are used in this paper, named Cifar10-
Net and Finger-Net are shown in Figure 3. They are consisted of data layer, convolu-
tion layer, pooling layer, local response normalization layer, innerproduct layer and 
Softmax. In this paper we use ReLU as the activation function. 

 
a

 
b

Fig. 3. The architecture of DCNN model used in this paper: (a) Cifar-10; (b) proposed Finger-
Net. Finger-Net architecture suits the fingerprint liveness detection better. 
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DCNN training process can be divided into two stages: feed forward pass and back 
propagation pass, which enables to optimize the process of feature extraction and 
classifier training simultaneously. We put the fingerprint patch and its corresponding 
label into the DCNN, and then use DCNN to extract the image features. SoftMax was 
adopted in this paper as the final layer as well as classifier, which predicts the proba-
bility distribution of every label and defined as: 

                       (1) 

Where  and  are the input and output, respectively, of the  neuron at the 
output layer. The training process is illustrated in Fig. 4. 

 
Fig. 4. The training process of proposed algorithm. 

 
Fig. 5. The testing process of proposed algorithm. 

2.3 Voting Strategy 

After we finish the DCNN model training, we test the model as shown in Fig. 5. 
Firstly, we divided the testing fingerprint images into 32*32 pixel non-overlapped 
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patches as well. Then we use the pre-trained DCNN model to predict the label of 
them. After we obtained the label of all the patches within a fingerprint image, we use 
voting strategy to decide the label of the fingerprint image. That is the label with big-
gest vote is chosen as the label of the image. If the number of alive labels is equal to 
fake ones within a fingerprint image, we consider the label of this fingerprint image is 
fake. That is because it is more risky to classify a fake fingerprint sample to a alive 
one in real life application. 

3 Experiments 

3.1 Liveness Detection Challenge 

Liveness Detection Challenge [5-7] was first held in 2009, which provide open data-
set and common experimental protocol for evaluating different fingerprint liveness 
detection methods. We decided to assess the performance of proposed algorithm on 
the datasets of LivDet2011 [6] and LivDet2013 [7], for they are used frequently in the 
current study. But we avoid using the Crossmatch dataset of LivDet2013 [7] for it was 
known that it may be affected by an acquisition problem. Some examples from Liv-
Det2011 [6] database is present in Fig. 6. 

 
Fig. 6. Some fingerprint examples of live and fake fingerprints from LivDet2011 Database. 

All LivDet datasets are divided into two parts: a training set and a testing set. Table 1 
summarize the characteristics of LivDet2011 [6] and LivDet2013 [7] datasets. 

3.2 Parameter Setting 

As mentioned above. After the preprocessing, the size of input images is 32×32 pixel. 
We employ Caffe [23] implementation as our experiment platform, which is a very 
popular DCNN framework. Caffe [23] has a uniform data structure, which makes it 
possible to exchange data between GPU and CPU freely. Enhanced by GPU parallel 
computing power, Caffe can finish DCNN training very fast. The training of DCNN 
model is conducted on a Linux server with NVIDIA Geforce GTX 780. 
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Two types of DCNN models are trained in this paper to analysis the impact of 
neural network complexity to the final classification performance. They are Cifar-
10[22] and our own proposed Finger-Net. As we can see in Fig. 3, Finger-Net has 
more complex structure than Cifar-10 for it has increased the complexity of convolu-
tion layer and pooling layer, and adds one more innerproduct layer. We can see from 
the experimental results that the Finger-Net performance much better. 

In this paper, we set the iteration to 200,000 times. The initial learning rate was set 
to 0.01. And the learning rate will decrease by 0.1 times every 50,000 iterations. 

Table 1. The database used in this paper (Bio, Dig, Ita, Sag, Swi represents for Biometrika, 
Dig. Pers., Italdata, Sagem and Swipe respectively) 

Datasets LivDet2011 LivDet2013 
Scanner Bio Ita Sag Dig Bio Ita Swi 
Res. (dpi) 500 500 500 500 569 500 96 
Image size 3123

72 
6404
80 

3523
84 

355
391 

3123
72 

4806
40 

1500
208 

Live samples 2000 2000 2000 2000 2000 2000 2500 
Fake samples 2000 2000 2000 2000 2000 2000 2000 
Materials 5 5 5 5 5 5 4 

Table 2. Performance comparisons of different algorithm on LivDet2011 and LivDet2013 
databases (Bio, Dig, Ita, Sag, Swi represents for Biometrika, Dig. Pers., Italdata, Sagem and 
Swipe respectively) 

 ref. LivDet2011 LivDet2013  
%  Bio Dig Ita Sag Bio Ita Swi AVE 
Compet. 
winner 

 14.7 20.0 36.1 21.8 1.7 0.8 3.5 (-) 

CNN [19] 9.9 1.9 5.1 7.9 4.6 47.7 6.0 11.9 
LCPD [17] 4.9 4.7 12.3 3.2 1.2 1.3 4.7 4.6 
BSIF [18] 6.8 4.1 13.9 5.6 1.1 3.0 5.2 5.7 
Cifar-10 [22] 11.5 0 0 0 0 0 21.5 4.7 
Finger-Net  3.5 0 0 0 2.5 0 0.2 0.9 

3.3 Result Comparisons 

The fingerprint liveness detection results are illustrated in Table 2. We evaluate our 
algorithm on both LivDet2011 [6] database and LivDet2013 [7] database and com-
pare our result with competition winner. Also, we have compared with three other 
public published algorithms: CNN [19], BSIF [18] and LCPD [17] at the same time. 
In this paper, all results are in terms of Half Total Error Rate (HTER):                  

HTER = (FGR+FER)/2                               (2) 
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where FGR is the False Genuine Rate, which is the percentage of fake samples  
mis-classified as genuine; FER is the False Fake Rate, which is the percentage of 
genuine samples mis-classified as fake.  

The experimental results show that the proposed approach outperforms the state-
of-the-art algorithm [17] and former CNN [19] as well. The results also show that, 
after we utilize a more complex DCNN model, the overall performance gets better. 
The performance of Finger-Net on Biometric2011 dataset drops a little, which is 
caused by its relatively small data set. We can not tuning the neural network very well 
if we do not feed it with enough data. 

We also evaluate the time performance of proposed algorithm. We test it on a PC 
with Inter(R) Core(TM) i7-4770K CPU 3.50GHz, 32GB RAM, Ubuntu 14.04 LTS. It 
takes 1 minute to process 40 fingerprint images on average. So, the proposed algo-
rithm can meet the real-time processing requirement. 

4 Conclusion and Future Work 

In this paper, we proposed a novel fingerprint liveness detection based on DCNN and 
voting strategy. We designed a Deep Convolution Neural Network to fulfill finger-
print image feature extraction and classification. To enlarge the number of training 
data and avoid disturbance of image background information, we cut the image in to 
small patches and use threshold to ensure that the training data is background free. 
We adopt voting strategy to fusion the results of all the patches within one fingerprint 
image. Experiments on LivDet2011 [6] and LivDet2013 [7] database have shown that 
the performance of proposed algorithm outperforms the state-of-the-art algorithm [17]. 

Experiment results also show that the DCNN model complexity has big impact on 
the final classification performance. However, like other machine learning algorithms, 
we can not get better result by simply increase the complexity of the model. In future, 
we will discuss the parameters of DCNN model, such as the number of hidden layer, 
units of each layer, and its impact on the final result. 

At last, although we have achieved really good results, fingerprint liveness detec-
tion is still an open question, and a lot of work need to be done. For example, finger-
print sensor and spoofing finger material is newly everyday, thus makes the study of 
how to make a well trained DCNN model to suit a new dataset very import. 
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Abstract. This paper proposes an efficient recognition algorithm for the four 
finger slaps captured by HD mobile phones. Firstly, statistical histogram is used 
to segment the minutiae set extracted from a slap image; secondly, RST-invariant 
feature descriptor (RST-IFD) is proposed to match two minutiae sets. Experi-
mental results show that the proposed algorithm has the characteristics of higher 
compatibility and higher speed, not only for the slaps captured by live-scan 
sensors but also for those captured by HD mobile phones. 

Keywords: Statistical histogram · RST-Invariant Feature Descriptor · Four finger 
slap · HD mobile phones 

1 Introduction 

Based on the motivation that the dramatic improvement of the false accept rate and 
false reject rate can be obtained if more than one finger is used to reference an indi-
vidual[1], slap fingerprint is helpful to design a more secure and robust Automatic 
Fingerprint Identification System (AFIS). Besides increasing the recognition accuracy, 
use of slap fingerprint can also reduce the problem of spoofing as it is difficult to forge 
all fingerprints[2].Therefore, slap fingerprint based personal recognition has become a 
new research direction[3-6].  

A four slap fingerprint contains four fingers as shown in Fig. 1 and needs to be 
segmented into individual fingerprints for personal recognition. Accurately extracting 
and labeling individual fingerprints from a slap image termed as slap fingerprint seg-
mentation are crucial. Several algorithms for slap fingerprint segmentation have been 
proposed in the existing literature. Hodl et al. used a combination of mean-shift and 
ellipse-fitting algorithm to extract fingerprint components[1]. Zhang et al. extracted 
knuckle line information to improve the segmentation accuracy[7]. The existing slap 
fingerprint recognition algorithms usually include the steps of segmenting the slap 
image into individual fingerprints, extracting the minutiae from each individual fin-
gerprint, and matching two slaps based on the extracted minutiae. The high complexity 
of the existing algorithms leads to poor real-time performance. 
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Fig. 1. Slap fingerprint 

This paper proposes an efficient recognition algorithm for the slap fingerprint  
captured by HD mobile phones (mobile phones with high-definition camera). In the 
proposed algorithm, the minutiae set segmentation is used to increase its real-time 
performance. In addition, RST-invariant feature descriptor (RST-IFD) is used to 
overcome the influences of the rotation, translation and scaling between two slaps 
captured by HD mobile phones. Experimental results show that the proposed algorithm 
has the characteristics of higher compatibility and higher speed, not only for the slaps 
captured by live-scan sensors but also for those captured by HD mobile phones. 

2 Statistical Histogram Based Slap Fingerprint Segmentation 

The process of our proposed slap fingerprint segmentation algorithm is shown in Fig. 2. 
The minutiae extracted from a slap image are divided into four minutiae sets based on 
statistical histogram. Let  be the ith minutia of a slap image , where 

 is the coordinates of . 

2.1 Minutiae Set Segmentation 

A slap image is much larger than the plain image captured by a single-finger sensor. 
The maximum of  may be more than 2000, especially when a slap image is captured 
by a high resolution sensor or a high-definition camera. To improve the processing 
speed, the x coordinate of the original slap image is re-sampled to its 1/10. 

In statistical histogram, y indicates the number of minutiae when  is equal to the 
x coordinate value. It is clear that there are fewer minutiae between two adjacent fin-
gers. So, threshold segmentation is used to evaluate the cut line between two adjacent 
fingers. For a four slap image, there are ideally three cut lines. But, there are some 
abnormal cases in some accidental circumstances. For example, the slap is divided into 
5 fingers. Therefore, post-processing is needed. Let xmin and xmax be the minimum and 
maximum in the sequence , where N is the minutia number of a slap image. The 
average width wave of each finger is calculated: 
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                                 (1) 

And the corresponding intervals of four fingers are obtained: 

                      (2) 

2.2 Minutiae Selection 

The minutiae number N of a slap image is usually more than 255. The time complexity 
of the matching algorithm will increase when all minutiae are used. So minutiae se-
lection is necessary. Our experiments demonstrate that the minutiae above the first 
knuckle line are enough for matching two fingers. The main steps of the minutiae 
selection are as follows: 1) minutiae of each finger are sorted from top to bottom and 
from left to right; 2) if the number of the minutiae of each finger is larger than a given 
threshold , the top  minutiae are selected. 

 
Fig. 2. Flow chart of slap fingerprint segmentation 

3 Slap Fingerprint Matching Based on RST-IFD 

In order to recognize the slaps collected from different types of slap fingerprint scan-
ners, or captured by mobile phones as shown in Fig. 3, a matching algorithm is pro-
posed in this paper, which is based on RST (Rotation, Scale, Translate)-invariant 
feature descriptor (RST-IFD). 
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3.1 Sextant Nearest Minutiae Structure (SNMS) 

In order to speed up the matching speed, Sextant Nearest Minutiae Structure (SNMS) is 
used as the RST-IFD in this paper inspired by Octantal Nearest-Neighborhood Struc-
ture (ONNS) proposed in [8]. As shown in Fig. 4, each minutia is taken as the center, 
and its direction as the X-axis. The image is divided into six equal sectors by counter-
clockwise, and then the nearest minutia in each sector is selected. To be invariable to 
scaling, the difference between this paper and the reference [8] in calculating the  
similarity of two SNMS is to omit the distance between the center and the nearest 
minutia. For further details, please refer to the reference [8]. 

 
Fig. 3. One slap fingerphoto captured by a mobile phone 

 
Fig. 4. SNMS 

3.2 Corresponding Minutiae Pairs (CMP) 

Ideally, one minutia  in the image I is corresponding to at most one minutia  
in the image T. However, as described in [8], the SNMS of  may have more than 
one possible corresponding SNMS of T. Let  and  are the CMP, and the 
similarity  between the SNMS of  and that of  is bigger than a 
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given threshold. Let  be all the CMP between 
I and T. The selection rules of CMP are as follows: 

1） Let , and  be the null set; 
2）  is sorted in descending order according to the value of ; 
3） If  and ,  is added into  and  is added into , 

and  is added into . 
1. Here,  is the set of selected candidates. 

3.3 Validation of CMP 

Inspired by the reference [9], similar triangle theorem is used to eliminate the incorrect 
CMP. Let  be the selected CMP. Let , 

 and  be three arbitrary CMP. Let  and  be the 
triangles formed by  and  respectively. An-
gles of  are denoted as , , , and the three edges are denoted as 

, , . In the same way, , ,  are the angles of  
and , ,  are the three edges. The validation rules are as follows:  

                          (3) 

                         (4) 

                             (5) 

                            (6) 

where  and  are two given thresholds. 

3.4 Similarity Calculation 

Let us suppose that the slap  has  fingers and the slap  has  fingers 
after segmentation. Ideally when  and  are equal to 4, the matching is just 
done in turn. Sometimes  because of segmentation errors. Let sim be the 
similarity and its initial value is 0. The algorithm of similarity calculation between two 
slaps is described as follows: 

sim=0 

If ==  and ==4 

For i=1 to  
Calculate the similarity  between the ith finger of  and 

the ith finger of . If , then  
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Else 

,  

For i=1 to  

   For j=1 to  

       If  && , calculate the similarity  of 

the ith finger of  and the jth finger of . If , then 

 and set , .  

where T1 is a given threshold.  

4 Experimental Results 

4.1 Evaluation Data 

The S700 4-fingerprint live scanner manufactured by Changchun Hongda is used to 
establish three slap fingerprint databases, i.e. a four-slap database, a double-slap da-
tabase and a single-finger database. The four-slap database consists of 198 slaps from 
28 different hands. The other two databases are obtained by manually cutting samples 
of the four-slap database, wherein the double-slap database is established by seg-
menting the crack between second and third fingers, and the single-finger database is 
established by cutting the four slap samples into four separate fingerprints which only 
retain the part above the first knuckle line. Samples of three databases are shown in  
Fig. 5. To prove that our proposed algorithm can be applied to HD mobile phones, we 
have established another dataset named as slap_ZJUT_ HD, in which 113 four-slap 
images is contained. The samples of slap_ZJUT_ HD are captured by HD mobile 
phones when the distance between the phone and the slap is in range of 10 to 20cm. 

4.2 Evaluation 

Our proposed matching algorithm is tested on the four-slap database, double-slap 
database and single-finger database. The experimental results are listed in Tab. 1, 
where EER (Equal Error Rate) is an important indicator to denote the error value where 
false match rate (FMR) and false non-match rate (FNMR) are identical. In order to 
obtain more accurate results,  is set to 100 in this test. As shown in Tab. 1, our 
proposed algorithm has a better accuracy on the four-slap database, and can meet the 
requirements of real-time applications. 

As shown in Tab. 2, we can easily find that with the increase of minutiae number
, EER is gradually decreased and the time of single matching is gradually in-

creased. The performance of our algorithm can reach high level when the value of 
 is between 60 and 100. To ensure the reliability of the algorithm and the higher 

recognition rate and efficiency, the optimal value of  is 75. 
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We also test our proposed algorithm on slap_ZJUT_ HD database, and the value of 
EER is 4.39%. Testing results show that the proposed method has high accuracy for 
four-slap fingerprints captured by HD mobile phones. 

 

   
(a) Four-slap fingerprint sample (b) Double-slap fingerprint samples 

 
(c) Single fingerprint samples 

Fig. 5. Slap fingerprint samples 

Table 1. The test results on three databases 

Databases Samples EER Time cost(s) 
Single fingerprint 792 0.0149 0.001185 

Double-slap fingerprint 396 0.0131 0.00617 
Four-slap fingerprint 198 0.0066 0.006286 

Table 2. The performance of our proposed algorithm tested on different  

 EER Time cost(s) 
45 0.0316 0.004547 
55 0.0150 0.005365 
60 0.0133 0.005830 
65 0.0133 0.005938 
70 0.0100 0.006037 
75 0.0066 0.006049 
80 0.0066 0.006127 
90 0.0066 0.006231 

5 Conclusion 

A novel slap fingerprint segmentation and matching algorithm is proposed in this 
paper, which is based on statistical histogram and RST-IFD. Experimental results show 
that the algorithm has high accuracy and good real-time performance for four-slap 
fingerprints, and can be applied to the slap fingerprints obtained by live slap sensors 
and those captured by HD mobile phones. A limitation of our algorithm is that the 
rotation angle of slap fingerprints is needed to be less than 20 degrees. In future, we will 
do our best to tackle this problem.  

maxN

maxN
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Abstract. As fractal dimension could not describe the information of palmprint 
accurately as a characterization, differential box dimension (DBC) is improved 
by using a custom fractal operator, and a novel palmprint recognition algorithm 
based on Gabor transform and improved differential box dimension (GIDBC) is 
proposed in this paper. Firstly, Gabor transform is used for palmprint images in 
frequency domain to get the information of multi-scale and multi-direction, and 
the ideas of block is used to divide palmprint images into blocks. Then every 
block’s feature vector is extracted by using improved differential box dimen-
sion (IDBC) algorithm, and features of all blocks are fused in the parallel.  
Finally, chi-square distance is used for classification. Compared with those tra-
ditional algorithms by experiments in PolyU palmprint database, recognition 
rate can reach 99.78%, feature extraction and matching time is 338ms, which  
demonstrates the validity and efficiency of the proposed algorithm. 

Keywords: Palmprint recognition · Fractal dimension · Improved differential 
box dimension · Gabor transform · Fractal operator 

1 Introduction 

As an emerging biometrics technology, palmprint recognition has become an impor-
tant complement of personal identification due to its merits, e.g. high accuracy, low-
cost, and easy availability. [1-4] As principal lines and wrinkles can be captured with 
low resolution devices which are cheap and also have a fast matching speed, low reso-
lution palmprint recognition is more suitable for civilian and commercial applications, 
as well as a focus of research interest in the field of palmprint recognition.  

The algorithm based on geometrical feature is the original low resolution palmprint 
recognition method. Liu et al. [5] proposed a wide line detector. Considering the loca-
tion and width, this method can obtain the rough location of the palm-lines. However, 
there’re also many shortcomings such as large calculating quantity, poor anti-noise 
performance and easy to lose ridge information. Dai et al. [6] used palm texture ener-
gy as the image representation of feature vectors with the application of M-band 
wavelet. Kong and Zhang[7] proposed a method of real value Gabor filter in six direc-
tions, which can preferably describe the directional information as well as get better 
recognition rate. Zhou[8] et al. proposed a face recognition algorithm based on energy 
adaptive local Gabor feature extraction. This method can reduce the dimension of 
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feature vector and ensure the accuracy of recognition, however, Gabor transform is 
only for analysis of the image scale feature and direction feature, failed to well reflect 
the changes in texture characteristics of the surface of images. On this basis, Feng [9] 
extracted texture features by using fractal dimension as feature vectors, made a  
comparison between local fractal algorithm and global fractal algorithm, and then 
demonstrated that local fractal algorithm can pick the regions which complicatedly 
transformed up conveniently from the images. However, high complexity rate of local 
fractal algorithm states that it must be not applied better in the large and medium data. 
Zhao et al. [10] extracted fractal feature with scale and direction information which is 
a multilevel description of textural images. It provides a new idea to the research on 
recognition of fractal palmprint.  

On the basis of above studies, this paper puts forward a new method based on  
Gabor transform and improved differential box dimension(GIDBC). Firstly, Gabor 
transform is applied to image features to obtain characteristics of different scales and 
directions. In order to extract the Gabor feature accurately, the differential box count-
ing method is improved. We use fractal operator as Gabor feature vector and parallel 
fusion to form a new feature vector. Finally, general chi-square distance is used to 
match the features. 

2 Box Dimension Method 

2.1 Differential Box Counting 

The concept of fractal geometry is first proposed by A French American mathemati-
cian called Mandelbrot in 1975. Graphic fractal model is adapted to the method of 
calculating fractal dimension of the image. Here，we list three common graphic frac-
tal models, the -blanket model, the fractional geometric Brownian motion model and 
the box counting model. 

What differs from other estimation algorithm based on covering is that the Box 
Counting model regards the minimum box number Nr which can cover the surface of 
the image as the measurement. Since the algorithm is proposed, it has been widely 
used because of its simplicity, and many scholars have improved it. Among them, the 
most important is the differential box dimension method proposed by Sarkar and 
Chaud-huri[11]. 

The differential box counting method can be described as follows. 
A given image which size is MM pixels is divided into non-overlapping grids, the 

size of each grids is ss pixels, where s is the current image scale. In the three-
dimensional space (x,y,z), (x,y) represents a point in the plane of the coordinate sys-
tem, z corresponds to the gray value at position (x,y). The grid is filled with boxes of 
size sss, if the maximum and the minimum gay value of each grid is located in the 
l-th box and k-th box, the number of boxes in the grid is 

     (1) 

The number of boxes in the whole image I can be calculate by 

 , - 1rn i j l k 
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     (2) 

Hence, we can get the fractal dimension D by 

   (3) 

2.2 Improved Differential Box Counting, IDBC 

The basic idea of traditional DBC algorithm is as follows. Firstly, using different size 
of boxes to cover the image. Secondly, getting fractal dimension by fitting the results. 
Finally, using the fractal dimension as the feature vector to recognize. Fractal dimen-
sion is used to describe surface roughness of two-dimensional images by numbers 
between 2 and 3, although fractal dimension can distinguish different image texture in 
some degree, it cannot accurately reflect local feature information of different images 
and global feature information of similar images. 

The DBC algorithm is improved in this paper. We use a customized fractal opera-
tor as the feature vector instead of fractal dimension. The improved algorithm is as 
follows. An image is divided into several sub-images of size mm, each sub-image is 
divided into several grids of size ss, and each grid is recorded as n(i,j), boxes of 
different sizes are used to fill the same grid respectively. The number of box catego-
ries in this paper is t=log2

m, m is the side length of sub-image. The number of boxes 
with different sizes which are occupied the same grid are record as h1,h2,…,ht. Parallel 
fusion respectively to get the box distribution H1,H2,…,Ht. Then histogram statistics 
are used to get feature vector T1, T2, …, Tt. Finally parallel fused preliminary feature 
vectors are used as the final feature vector. 

It can be seen from the definition above that fractal operator can well describe sur-
face texture distribution of an image and accurately distinguish different palmprint im-
ages, which eliminate the defects of inaccurate recognition when use fractal dimension 
as feature vectors. Without curve fitting, the algorithm complexity is also reduced. 

In order to describe fractal operator vividly and get the optimal size of the sub-
image, we compared the following results. We take two different palmprint images 
(palmprint A and B), divide them into sub-images of different size to obtain different 
fractal operator, which is shown in Fig. 1, Fig. 2. The horizontal axis represents the 
image feature information category, the vertical axis represents the image characteris-
tic information of the weight percentage. In Fig. 1(a) and Fig. 2(a), the types of fea-
ture information is little and feature weight is concentrated, therefore, fractal features 
operator are similar for different palmprint, the inter-class and intra-class have poor 
distinguish ability. In Fig. 1(b), (c) and Fig. 2(b), (c), the kinds of feature is increased, 
and feature weight changed obviously, which can describe the texture fluctuation of 
rough surface better and see the classification of different palmprint operator clearly. 
Therefore, it can distinguished the image of inter-class and intra-class accurately. In 
Fig. 1(d) and Fig. 2(d), although contain more feature kinds, the information of fea-
ture weights is redundancy, and concentrated together, as a result, different palmprints 
have similar fractal operator, which can not well described the distinguish ability 
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between inter-class and intra-class. Therefore, the sub-image of size 88、1616 are 
used in this paper, processing the Gabor.mat, and verify the algorithm to get higher 
recognition rate. 

 
          (a)4×4                (b) 8×8                (c)16×16            (d)32×32 

Fig. 1. Fractal operator with different block size of palmprint A 

 
          (a)4×4                (b) 8×8                (c)16×16              (d)32×32 

Fig. 2. Fractal operator with different block size of palmprint B 

3 Palmprint Recognition Algorithm Based on GIDBC 

Framework of palmprint recognition algorithm based on GIDBC is illustrated in  
Fig. 3, and the process is as follows. 

 
Fig. 3. The block diagram of the proposed algorithm. 
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 Preprocessing palmprint images. This paper uses the palmprint ROI images 
(128128) directly which have been well handled in PolyU palmprint data-
base[17], so we just need to do intensity normalization with ROI images. 

 Decomposing with Gabor wavelet. The preprocessed images are divided into train 
set and test set, and decomposed by Gabor wavelet with different scales and direc-
tions(v=2~5, u=4,6,8). Each image after decomposed has the same size with origi-
nal image, which is 128128, and it is saved with the ‘.mat’ form. 

 Extracting features with IDBC method. The ‘Gabor.mat’ file which is decomposed 
with Gabor wavelet is introduced to IDBC algorithm. Train samples and test  
samples are built separately. 

 Obtaining palmprint eigenvectors. Each image after Gabor transformed is deal with 
IDBC algorithm to get fractal operators. And then all the fractal operators of  
images with different scales and directions are parallel fused. The feature weight of 
each image is 1. 

 Matching with chi-square. General chi-square is used in this paper. The chi-square 
of feature space is as follows. 

  (4) 

Here, S is fractal operator of test images, M is fractal operator of train images, i is 
serial number of images. The minimum of 2 is the matched palmprint image. If the 
label belongs to the same person, it means that the recognition is right. 

4 Experimental Results and Analysis 

4.1 Database 

In this section, all the experiments are performed involve PolyU palmprint database, 
which includes 7752 palmprint images captured from 386 people. 1000 palmprint 
images which belong to 100 people are used in this paper. Fig. 4 shows some 
palmprint images in test database. The proposed algorithm was implemented using 
MATLAB2010a on a PC with a modest CPU (2.9GHZ), and 4GB RAM. 

 

Fig. 4. ROI images in PolyU Database 
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4.2 Comparison and Analysis 

This paper selected 100 palmprint images from PolyU palmprint database as a sam-
ple, take 10 images of each person, thus, there are 1000 palmprint images totally, we 
randomly select one image of each person as the training set and the rest nine as the 
test set. Table 1 shows the recognition rate of GIDBC in three different scales and 
directions of Gabor transform. Obviously, the best recognition rate can achieve when 
the block size is 1616, and in 4 scales and 4 directions. 

As shown in table 1, when Gabor transform use 4 scales and 4 directions, the  
recognition rate is better than other scales and directions. The reason is that the distri-
bution of image texture is regarded as feature vector in IDBC and to distinguish dif-
ferent images by describing surface roughness which request image surface contains 
rich information. Too much decomposition scales and directions make image infor-
mation less, so IDBC cannot describe texture distribution of image. What’s more, too 
little decomposition scales and directions is also infeasible. When Gabor algorithm in 
44 blocks, the decomposed images are best suited for IDBC algorithm. The recogni-
tion rate of IDBC algorithm in 88 is better than 1616 blocks. Finally the fusion 
results of Gabor 44 and IDBC 1616 blocks can achieve very good effect. 

Table 1. The recognition rate of GIDBC with different scales, directions and grids 

Gabor(direction) Gabor(scale) IDBC(grid) Recognition rate 

4    directions 

3scales 95.56% 
97.78% 

4scales 99.33% 
99.78% 

5scales 98.11% 
98.44% 

6    directions 

3scales 95.67% 
95.56% 

4scales 94.33% 
92.89% 

5scales 94.56% 
93.67% 

8    directions 

3scales 92.00% 
89.11% 

4scales 94.22% 
97.56% 

5scales 96.67% 
96.89% 

 
The algorithm in this paper is superior to the traditional fractal dimension algo-

rithm such as FD, LFD, Contourlet and CLFD, under PolyU palmprint database. As 
shown in Fig. 5, the recognition rate of GIDBC is the highest. 

In table 2, it is seen that although FD algorithm cost less time in features extraction 
and matching, FD represents the dimension of the whole image. Since fractal dimen-
sion of two-dimensional images is just between 2 and 3, the fractal dimension of  
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different palmprint are relatively close for the palm, we cannot correctly recognize the 
palmprint if we directly put the fractal dimension as the characteristic, which means 
that those algorithms based on the traditional fractal dimension cause the larger error 
identification. In this paper, the improved IDBC we proposed extends and improves 
the fractal dimension into the form of histogram, which can effectively improve the 
feature representation ability and meanwhile reduce the error rate. In addition, compu-
tation time to extract features of the proposed method is the shortest, but the recogni-
tion rate is low. The combination of Gabor transform and IDBC can guarantee the 
recognition rate as well as short recognition time. In summary, GIDBC not only has a 
high recognition rate, but also the recognition time is shorter. 

 
Fig. 5. Recognition rate comparison between GIDBC and other algorithms 

Table 2. Speed comparison 

Algorithms Extraction(ms) Matching(ms)
FD 150 0.391 

LFD 8085 0.596 
CLFD 25180 4.035 
IDBC 52 0.316 

GIDBC 336 2.453 

5 Conclusion 

Although the IDBC algorithm can better describe the surface roughness of the images 
and maximize the accuracy of features information from palmprint images that have 
been acquired, but the recognition rate is low if we use this algorithm directly due to 
the comparatively simple features so that it cannot give a better description to 
palmprint images with multi-resolution In this paper, Gabor transform is well intro-
duced to the scale and direction, and the GIDBC algorithm is proposed. Experiments 
show that compared with the traditional algorithms, the GIDBC algorithm can reduce 
the complexity of the algorithm while ensuring high recognition accuracy. The main 
work next step is to improve the algorithm, so that it can be applied to large palmprint 
database. 
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Abstract. It is inevitable for non-contact palmprint recognition to obtain the 
low resolution image when capturing the image, which leads to poor recogni-
tion accuracy. In order to solve this problem effectively, a blurred palmprint 
recognition method based on Structure Feature (SF) is proposed in the paper. 
Firstly, fast Vese-Osher (VO) decomposition model is utilized to decompose 
blurred images in order to obtain stable feature of blurred images which is  
regarded as SF. Next, a non-overlapping sampling method based on Structure 
Ratio (SR) for SF is used to further improve recognition accuracy. Finally, 
Structural Similarity Index Measurement (SSIM) is used to measure the similar-
ity of palmprints and judge the palmprint category for classification. The recog-
nition results of proposed method are stable in the PolyU palmprint database 
and the Blurred-PolyU palmprint database, moreover, the Equal Error Rate 
(EER: 0.9069%) of proposed method is lower than other classical algorithms in 
Blurred-PolyU palmprint database. 

Keywords: Blurred palmprint recognition · Structure feature · Fast VO decom-
position model · Structure ratio · Structural similarity index measurement 

1 Introduction 

Palmprint is a kind of effective method to verify the identity of a person, its study has 
attracted more attention and some fruitful research achievements have been obtained 
in the past decades [1]. Research on non-contact palmprint image acquisition and 
recognition has gradually become the mainstream due to its various merits, e.g. low-
cost, easy availability and high accuracy [2-3]. However, there are some inherent 
defects in non-contact system, e.g. the palmprint image easily produces blurriness 
when it is captured by non-contact device, which possibly reduces the performance of 
system recognition. Researchers proposed some methods to solve these problems, 
Yuan [4] designed a non-contact online palmprint simulation system, however, this 
method cannot be used in large-scale palmprint database. Sang [5] directly extracted 
the feature from blurred palmprint images, but the accuracy of identification is not 
very high. Lin [6] considered that stable features exist during the process from clear 
images to blurred images, as a result, they extracted stable features by using Laplacian 
Smoothing Transform (LST), and achieved good recognition results. Wang [7]  
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proposed an image restoration method based on normalized super Laplace, which 
achieves good experimental results. Lin [8] put forward Discrete Cosine Transform 
(DCT), recognition accuracy has been further improved compared with reference [6], 
but they did not propose a specific guideline for the part of feature fusion and explain 
how to select stable features. 

In order to effectively extract stable features in palmprint blurred process, fast VO 
decomposition model and non-overlapping sampling method are used to the image. 
Finally, the effectiveness of proposed method is verified in the experimental results. 

2 Stable Features in Image Blur Process 

2.1 Fast VO Model Based on the Split Bergman Algorithm 

Meyer pointed out that an image f can be divided into structure layer u and texture 
layer v using image decomposition [9]. This can be expressed as  

 f u v      (1) 

Vese and Osher established VO decomposition model, however, the process of 
solving VO model is complicated, therefore, split bergman algorithm [10] is intro-
duced to simplify the model, we called fast VO model in this paper. 
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Here, 1nw  can be solved by using soft threshold formula as follows:  
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Finite difference method is used to solve (4) and (5) via alternative optimization 
procedure. Thus, u and v can be obtained. It is obvious that convergence rate of fast 
VO model is much faster than that of normal VO model in Fig. 1. 

 

Fig. 1. Comparison of convergence rate between normal VO model and fast VO model. 

2.2 Results of Image Decomposition 

Fig. 2 is the region of interest (ROI) with different scale of blurring, (a) is the ROI of 
original palmprint, (b)~(f) are the ROI of  =1,2,3,4,5 respectively. 

 
Fig. 2. ROI with different scale of blurring in the PolyU palmprint database. 

 

 

Fig. 3. Structure layer (a) and texture layer (b) of original image and different degrees of blur-
ring ( =1,2,3,4,5) obtained using fast VO decomposition model  
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Fig. 3 shows that structure layer remains unchanged when the degree of blur ( ) 
changed, however, texture layer changes dramatically. Namely, the information in 
texture layer is extremely unstable, it cannot be regarded as stable image features.  

According to the example of fast VO decomposition, we know that structure layer 
of palmprint image remains stable even if an image suffers from different degree of 
blurring. As a result, structure layer can be treated as stable feature to recognize. 

3 Blurred Palmprint Recognition Based on SR-SF Algorithm 

3.1 Image Down-Sampling Based on Structure Ratio 

Although structure layer can be kept relatively stable, the recognition results are not 
good because structure layer, whose dimension is too large, has low effectiveness of 
feature matching and low recognition accuracy. Therefore, a non-overlapping sam-
pling method based on Structure Ratio (SR) for SF is used to further improve the 
discrimination of feature, and obtain the SR-SF. This can be expressed as 
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where I is a size of mn non-overlapping sampling area, i and j is corresponding pixel 
location of sampling area, M stands for average gray value of sampling area, S is  
variance of sampling area, SR is structure ratio of sampling area. From Eqs. (6), (7) 
and (8), we can see that the size of sample area has a great impact to SR value. There-
fore, the size of sampling area should be determined by experiments. 

In this section, structure layer of blurring palmprint image ( 3  ) is chosen to test 
by using SR method, results can be seen from Figs. 4 (d)~(f) is the RISF obtained by 
fast VO model, which could better distinguish the similar blurring image, (g)~(i) is 
the SR-SF whose dimension is small enough to further improve the discrimination of 
features  for the palmprint image. 

3.2 Feature Matching for Blurring Palmprint Image 

Structural Similarity Index Measurement (SSIM)[11] is introduced in this paper to 
measure the similarity between palmprint features. SSIM describe structure features 
from brightness (L), contrast (C) and structure (S). Specifically shown as follows  
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Here, x and y represent two structural features to be matched, small constants c1, c2, c3 
are used to increase the stability of calculation results. SSIM value is determined by 
L, C, S, therefore, SSIM is defined as 

       , , , ,SSIM x y L x y C x y S x y                (12) 

As can be seen from Fig. 5, the smaller intersects area between inner-class and in-
tra-class curves it is, the smaller correlation they are. Therefore, an appropriate 
threshold of thres (we can obtained the size of threshold by equal error rate curve 
[12], thres=0.4251) can separate the palmprint more accurately and effectively. 

                              

(a)palmprint ① for volunteer A (b)palmprint② for volunteer A (c)palmprint③ for volunteer B 

   

(d) SF corresponding to (a)   (e) SF corresponding to (b)    (f) SF corresponding to (c) 

   

(g) SR-SF corresponding to (a)  (h) SR-SF corresponding to (b)  (i) SR-SF corresponding to (c) 

Fig. 4. Blurred palmprint feature examples among the same people and different people 
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Fig. 5. Curves of inter-class and intra-class 

4 Experiment Results and Analysis 

The proposed method is implemented using MATLAB2010a on a desktop PC with a 
modest CPU (2.9GHZ), and 4GB of random access memory. We carried out 2  
experiments on PolyU and Blurred-PolyU database to verify the effectiveness of the 
method. 

4.1 Experiment 1 

It is difficult to describe the characteristics if structure layer is directly used as the 
features to recognize. Because the size of sampling area has a great influence on the 
recognition results, therefore, blocks of different size ( 4 4 , 8 8 ,16 16 , 32 32 ) 
are tested in the Blurred-PolyU palmprint database to choose the optimal regional 
block. Fig. 6 shows the ROC curve of different size sampling area for SR-SF method 
and ROC curve of SF method. 

 

Fig. 6. ROC curves obtained using different block size 

As can be seen from Fig. 6, the EER obtained using 88 is the lowest, and the EER 
of 3232 is higher than obtained using SF method. Table 1 gives the corresponding 
equal error rate (EER), feature extraction time (FET), feature matching time (FMT) 
and recognition time (RT), RT is the time for an identity[7]. 
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Table 1. EER, FET, FMT and RT for SF and SR-SF 

Algorithm EER (%) FET (ms) FMT (ms) RT (ms) 
SF 2.5923 5.71 4.87 1885.53 
SR-SF ( 44  ） 1.3363 25.25 2.48 982.53 
SR-SF（ 88  ） 0.9069 16.91 2.31 908.57 
SR-SF（ 1616  ） 1.6118 13.87 2.21 866.93 
SR-SF（ 3232  ） 5.1760 10.54 2.09 817.28 

 
By considering the results in table 1, it can be seen that the recognition time of SF 

algorithm is the longest, the bigger of block is, the smaller of recognition time it is, 
and the EER of SR-SF (88) is the lowest, the RT is only 908.57ms (less than 1 s) 
which can satisfy the real-time requirements. Therefore, the optimal size of sampling 
size in this paper is 88. 

4.2 Experiment 2 

In order to verify the proposed SR-SF method could extract stable feature of the 
palmprint image, we performed experiments using PolyU and blurred-PolyU palm-
print databases, and making comparison with some high-performance methods on 
PolyU palmprint database (Palm Code, Fusion Code, Competitive Code, RLOC, 
FCM+ Competitive Code).  

   

   (a) ROC curves on the PolyU databa     (b) ROC curves on the Blurred-PolyU database 

Fig. 7. ROC curves between SR-SF and traditional high-performance algorithms on different 
palmprint databases 

Fig. 7(a) shows that the EER of SR-SF is lower than those obtained using Palm 
Code and Fusion Code methods, but higher than the others. Fig. 7(b) shows that the 
EER of SR-SF is lower than those obtained using other classical algorithm on blurred-
PolyU database. Therefore, a conclusion can be obtained when compared Fig. 7(a) 
with Fig. 7(b) that the EER of SR-SF method is stable both in PolyU and blurred-
PolyU databases, meanwhile, EER values of other algorithm has larger increased on 
the Blurred-PolyU  database. Table 2 lists the EER values corresponding to Fig. 7. 
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Table 2. EER values corresponding to Fig. 7 

algorithm EER（%） 
PolyU database Blurred-PolyU database 

PalmCode 0.9706 5.2653 
FusionCode 0.8876 3.5215 

Competitive Code 0.4792 2.0812 
RLOC 0.1657 1.5250 

FCM+ Competitive Code 0.0716 1.1979 
SR-SF (88) 0.8283 0.9069 

Palmprint recognition methods based on coding (Palm Code, Fusion Code, Competi-
tive Code, RLOC, FCM+ Competitive Code) can better describe texture information of 
palmprint, and gain a higher recognition accuracy. However it is difficult to represent 
texture information for blurred images due to the loss of texture information. Therefore, 
identification results of coding method are generally poor on the Blurred-PolyU palm-
print database; the proposed method (SR-SF) can extract relatively stable features of 
blurred images. As a result, the identification accuracy and robustness of the SR-SF is 
higher than those of traditional high-performance algorithms. 

5 Conclusions 

A blurred palmprint recognition method based on Structure Feature (SF) is proposed 
in the paper. The method could obtain higher identification accuracy when compared 
with traditional recognition methods; meanwhile, the robustness is higher for noise, 
blurriness and illumination. Moreover, fast VO model is utilized in this method, and 
experiments demonstrate the performance of the proposed method. 

Acknowledgements. The work was supported by Shandong Province Higher Educational 
Science and Technology Program (J14LN39). 

References 

1. Yue, F., Zuo, W.M., Zhang, D.P.: Survey of Palmprint Recognition Algorithms. Acta  
Automatica Sinica 36(3), 353–365 (2010) 

2. Hong, D.F., Pan, Z.K., Wu, X.: Improved differential box counting with multi-scale and 
multi-direction: A new palmprint recognition method. Optik-International Journal of Light 
Electron Optics 125(15), 4154–4160 (2014) 

3. Hong, D.F., Pan, Z.K., Su, J., Wei, W.B., Wang, G.D.: VO Decomposition Model Method 
for Blurred Palmprint Recognition. Journal of Computer-Aided Design & Computer 
Graphics 26(10), 1737–1746 (2014) 

4. Yuan, W.Q., Feng, S.Y.: Simulation system of improved non-contact on-line palmprint 
recognition. Acta Optica Sinica 31(7), 0712003 (2011) 



274 G. Wang et al. 

5. Sang, H.F., Liu, F.: Defocused palmprint recognition using 2DPCA. In: Proceedings of  
International Conference on Artificial Intelligence and Computational Intelligence, Shang-
hai, China, pp. 611–615 (2009) 

6. Lin, S., Yuan, W.Q.: Blurred palmprint recognition under defocus status. Optics and Preci-
sion Engineering 21(3), 734–741 (2013) 

7. Wang, G.D., Xu, J., Pan, Z.K., Liu, C.L., Yang, J.B.: Blind image restoration based on 
normalized hyper laplacian prior term. Optics and Precision Engineering 21(5), 1341–1347 
(2013) 

8. Lin, S., Yuan, W.Q., Wu, W., Fang, T.: Blurred palmprint recognition based on DCT and 
block energy of principal line. Journal of Optoelectronics Laser 23(11), 2200–2206 (2012) 

9. Meyer, Y.: Oscillating patterns in image processing and nonlinear evolution equations. 
American Mathematical Society Academic Publishers (2010) 

10. Wei, W.B., Pan, Z.K., Zhao, Z.F.: VO model and its spilt bregman method for color tex-
ture image decomposition. Chinese Journal of Scientific Instrument 33(10), 2279–2284 
(2012) 

11. Ye, S.N., Su, K.N., Xiao, C.B., Duan, J.: Image Quality Assessment Based on Structural 
Information Extraction. Acta Electronica Sinica 36(5), 856–861 (2008) 

12. Hong, D.F., Liu, W.Q., Su, J., Pan, Z.K., Wang, G.D.: A Novel Hierarchical Approach for 
Multispectral Palmprint Recognition. Neurocomputing 151, 511–521 (2015) 



© Springer International Publishing Switzerland 2015 
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 275–283, 2015. 
DOI: 10.1007/978-3-319-25417-3_33 

Palmprint Liveness Detection by Combining Binarized 
Statistical Image Features and Image Quality Assessment 

Xiaoming Li1, Wei Bu2, and Xiangqian Wu1() 

1 School of Computer Science and Technology,  
Harbin Institute of Technology, Harbin 150001, China 

{csxmli,xqwu}@hit.edu.cn 
2 Department of New Media Technologies and Arts,  

Harbin Institute of Technology, Harbin 150001, China 
buwei@hit.edu.cn 

Abstract. This paper proposes a method based on Binarized Statistical Image 
Features (BSIF) and Image Quality Assessment for palmprint anti-spoofing ap-
proach. Firstly, BSIF computes a binary code for each pixel by filters, whose 
basis vectors are learnt from natural images via independent component analysis. 
For palmprint, it provides more texture information than the features in the 
original image. Image Quality Assessments are suitable measures since the re-
captured images have features of blur and less details. Secondly, a new feature 
vector is formed by the former feature vectors. Finally, a SVM classifier is 
trained to discriminate the live and fake palmprint image. We collect a new da-
tabase using iphone5 and iphone5s, which is the first one for palmprint liveness 
detection. Experiments on this database show great efficiency and high accuracy. 

Keywords: Biometrics technology · Live palmprint detection · BSIF · Image 
quality assessment 

1 Introduction 

Nowadays, with the rapid development of biometrics technology, a large amount of 
applications have been used for personal authentication in our daily life. Biometrics, 
such as face, palmprint, fingerprint and iris, have gotten its popularity in various of 
security aspects. For instance, the fingerprint recognition in the function of unblocking 
in iphone5s, the palmprint authentication used in the Time Card Machines, and the face 
identification in the online shopping which is still in testing phase. With characters of 
unique for individuals, it is widely used in large amount of areas instead of traditional 
identification authentication which has the disadvantages of easily being forged and 
loss. However, most of these applications only use the 2-D images to analysis whether 
it is authenticated successfully. Unfortunately, once such personal biometric data is 
duplicated or stolen, imposters without access privileges can try to authenticate them-
selves as valid users. Therefore, it is necessary for us to detect whether the user is an 
imposter or an authorized person. Studies about liveness detection have been developed 
to determine where a biometric image is from the real person, a photograph, a video or 
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other material. In this paper, we have concentrated on the palmprint liveness detection 
which is the first attempt to distinguish the liveness in palmprint.  

Recently, more and more researches have been proposed to detect liveness. These 
researches can be categorized into 3 types as follows. Firstly, specific devices are used 
in the most security approach, such as near infrared images or thermal images [1]. The 
3D information could also be used to provide additional information which can easily 
identify whether the object is a 2-D planar or a 3-D cube. Experiments show that these 
methods are extraordinarily efficient no matter what the way of attack is, image, video, 
or mask model. However, such devices as 3-D cameras or multiple 2-D cameras need 
extra high expense. Secondly, the most commonly used cues include the motion of 
biometric images such as eye-blinking and small movements of parts of face or head. In 
[2], the author detects the eye regions and calculates the variation of eyes from the input 
images to determine whether it is a live face or not. User's cooperation are also used to 
satisfy the command of the system. Although no additional devices are required in 
these methods, they may face such difficulties, for instance, the imposters can use a 
short video of the valid people before the system to make such movement that is re-
quired [3]. Imposters also can cut off the part of mouth and eyes from the images of 
valid people, then show this image on his face to make such movement, eye-blinking or 
mouth-moving. In [4], the author gives an interesting example that eye-blinking and 
some mouth movement can be easily simulated using only two photographs. In the end, 
lots of methods concentrating on the surface texture of biometric have been proposed. 
Features such as Local Binary Pattern (LBP) [5], Local Phase Quantization (LPQ) [6], 
and Binarized Statistical Image Features (BSIF) [7], focus on using only a single image 
to detect liveness. In [5], the author used LBP to extract texture features. Combined 
with frequency analyses, the features used SVM classifiers to detect the live face. In  
[6, 7], the author uses LPQ and BSIF to extract texture features to distinguish the 
fingerprint liveness.  

In this paper, the first database for palmprint liveness detection has been proposed. 
Compared with face and fingerprint, the palmprint has less texture, that gives us great 
high challenge for distinguishing the liveness. Because of the rapid development of 
biometrics in the mobile phone and the high resolution of iphone, iphone5 is used to 
capture valid palmprint and recapture the fake palmprint from the iphone5's screen in 
order to get the higher resolution in not only the live palmprint but also the fake 
palmprint. In the experiment, we used BSIF to extract the texture feature, and then got 
the histogram of this image. Combined with 8 image quality measures, these features 
were merged into a new vector. Lastly, SVM classifier were trained to distinguish live 
palmprint and fake palmprint. The experimental results on our database demonstrate 
that our method gets better performance than many previous methods. 

2 Methodology 

This is the first attempt to use the features combined by BSIF and image quality 
measures to detect liveness. For an input image, BSIF is used to extract the histogram 
of palmprint, and then the image quality is used to extract the difference between the 
gradient image and the gradient image after Gaussian filter. At last we get the feature 
vector combined with the BSIF histogram and the quality feature, SVM is used to train 
the classification model. The total work is shown in Figure 1. 
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Input palmprint

BSIF Code Histogram of BSIF code

Gradient image

Histogram of image quality

Training data

TRUE

FALSE

Gaussian filter

TRUE
------

FALSE

 
Fig. 1. The process of our method. 

2.1 Binarized Statistical Image Features (BSIF) Extraction 

Local image descriptors have been widely used in local feature extraction during the 
recent years. Local binary pattern (LBP) [8], and local phase quantization (LPQ) [9, 10] 
are extensively applied in texture description and classification. Furthermore, com-
bined with other features, such as Fourier Analysis and Gaussian Distribution, these 
local image descriptors also show extraordinary results in liveness detection including 
face and fingerprint [5-7, 11].  

 

  
Fig. 2. Examples of learnt filters with the size of 15 15 and the bit of 5 that used in our 
experiment. 

Inspired by LBP and LPQ, which is regarded as statistics of labels computed in local 
pixel neighborhoods through filtering and quantization, and then gets a binary code by 
convolving the image with linear filters, BSIF learn a set of filters from natural images 
through independent component analysis (ICA) [12], instead of using hand-crafted 
filters. The filters trained from natural images are illustrated in Figure 2. In [13], the 
author uses the BSIF and Gaussian distribution to detect the fingerprint liveness, and 
the experimental result indicates that the BSIF is a better descriptor for liveness de-
tection. Since the palmprint has many thin lines, differences between the live and fake 
palmprint can be better extracted by the BSIF code. The set of filters that used in our 
experiment are provided by [12]. The process of BSIF descriptors is briefly demon-
strated as below.  
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tried our best to capture the palmprint from screen clearly, the fake image also had a 
low image quality. That is why image quality assessment is chose to distinguish the 
liveness. 

8 image quality assessments are selected which are shown in Table 1.  denotes the 
gradient image, while  represents the reference image of . Experiments from [16] 
show that these measures of image quality did great contribution for liveness detection.  

Table 1. List of 8 image quality measures. 

Name Description Ref. 

Mean Squared Error , 1 , ,  [17] 

Peak Signal to Noise Ratio , 10 ,  [18] 

Signal to Noise Ratio , 10 ∑ ∑ ,· · ,  [19] 

Structural Content , ∑ ∑ ,∑ ∑ ,  [20] 

Maximum Difference , , ,  [20] 

Average Difference , 1 , ,  [20] 

Normalized Absolute Error , ∑ ∑ , ,∑ ∑ ,  [20] 

Normalized Cross-correlation , ∑ ∑ , · ,∑ ∑ ,  [20] 

In consideration of the characters of palmprint having lots of thin lines, we can ex-
tract them by the gradient image for what the gradient of live palmprint has much more 
details than the fake palmprint. In addition, the gradient of image could better reflect 
the tiny difference compared with other edge detectors whose result shows that there is 
little difference between the image and its reference image. In our experiment, we 
found that the loss of quality produced by the Gaussian filtering differs from the live 
palmprint to the fake palmprint. These difference can be reflected from two levels. For 
the pixel level, we computed the distortion between two images on the basis of the pixel 
difference. These measures include MSE, PSNR, SNR, SC, MD, AD and NAE which 
are inspired by the difference between the live and fake palmprint after Gaussian fil-
tering. For the correlation level, the similarity of two images can also been quantified 
by the correlation. A common correlation measure is the NXC that is listed in Table 1. 
The gradient image  is filtered with a low-pass Gaussian kernal ( 0.6) in order to 
get the reference image  for using the full-reference image quality assessment.  

We can get a vector with 8 dimensions for each image, and then normalize  
these vectors. , , … . After normalizing, the last feature vector  
can be obtained by combining the  and , which can be described by , … , , … .  
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3 Experiments 

3.1 The Palmprint Database 

In consideration of the higher pixels and much more stable in capturing, the iphone5 is 
used to collect our live palmprint. In the same time, with the higher resolution of the 
iphone's screen, iphone5 is used to recapture the fake palmprint from the screen of 
iphone5s. Our database of palmprint images is divided into 3 sessions and contains 2654 
images of live palmprint and 2887 images of fake palmprint. Images of the first session 
are taken from 48 students that include their left hand and right hand. Then using the 
iphone5 to recapture these palmprint images from the screen of iphone5s. The second 
session of images comes from 16 students which are randomly selected from the first 
session to detect whether time will affect the result or not. The images from third session 
are taken from the hands of 103 students for whom is the first time to be captured, and 
then recapture them. In the process of collecting, in order to take all of factors into ac-
count, different backgrounds and lights are selected for ensuring the high quality of 
captured and recaptured images. Some example images are shown in Figure 4. 
 

    

    

Fig. 4. Examples of palmprint from our database. The first row: the live palmprint images. The 
second row: the fake palmprint images.  

3.2 Experimental Result 

In our experiments, the BSFI histogram and 8 image qualities are combined to form the 
last feature vector. we select the filters of BSIF with different size and bit in order to 
detect the best result. The accuracy is shown in Table 2.  

Table 2. The accuracy of BSIF with different size and bit used in our database. 

 3 3 5 5 7 7 9 9 11 11 13 13 15 15 Dimension 

5 87.5% 88.2% 88.8% 90.4% 90.8% 90.8% 92.0% 32 
6 84.6% 83.5% 89.8% 89.0% 90.6% 87.6% 90.5% 64 
7 83.9% 83.0% 85.9% 89.9% 88.3% 88.7% 90.2% 128 
8 81.9% 83.9% 81.9% 84.8% 87.6% 86.0% 89.2% 256 
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The first row represents the filter size and the first column means the filter bit which 
directly decide the feature dimension in the last column. The accuracy is gotten by this 
BSIF and the image quality measures with 8 feature dimensions. From Table 2, the best 
accuracy can be acquired in our database with the size of 15 and bit of 5.  

Table 3. The result on our palmprint database. 

Approach Accuracy Rate for live face Rate for fake face Feature dimensions 
LBP-F[11] 83.2% 84.9% 81.7% 91 

Ours 92.0% 85.3% 93.3% 40 

In order to compare with other method in liveness detection, LBP-F [11] is selected 
whose result has the highest accuracy in NUAA database [21] in last year. In the ex-
periment, we implement the LBP-F by ourselves that may have some deviation.  Table 
3 shows our result in palmprint database in detail with the size of 15 and bit of 5 and the 
result of LBP-F used in our database.  

  
Fig. 5. ROC Curves for our method and LBP-F. 

From Figure 5, it can be found that our method outperforms the LBP-F, for what we 
consider that the images not only for live palmprint but also for fake palmprint have 
much higher resolution so that the Fourier analysis can't distinguish the difference 
between the live and fake palmprint images. 

4 Conclusions 

The primary contribution of this paper is that we propose a first database for palmprint 
liveness detection in which the fake image is from the electronic screen. Databases in 
liveness detection have ranged from face, iris, to fingerprint which have at least two 
different database respectively. Our experiments combined with the BSIF and Image 
Quality Assessment have shown great efficiency and high accuracy. 
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In the later work, we plan to collect fake palmprint images from different mobile 
phones and different size of photograph. 
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Abstract. The effectiveness of dorsal hand vein recognition technology de-
pends on image quality. The problem of dorsal hand vein image heterogeneity 
is becoming increasingly prominent in the era of big data. In the multi-device 
acquisition process, image ROI size, contrast, sharpness, position shift and im-
age rotation are the main parameters of image heterogeneity. In order to explore 
the effects of different parameters on the image multi-device recognition, we 
adjusted 5 quality parameters of dorsal hand vein image individually first of all. 
Then, we used different recognition algorithms for experiment, and quantita-
tively analyzed the effect of different parameters on the heterogeneous dorsal 
hand vein image recognition by the improvement of recognition rate. Finally, 
the method of multi-parameter adjustment was proposed to improve recognition 
rate. 

Keywords: Biometric recognition · Dorsal hand vein image · Image hetero-
geneity · Quality parameters · Multi-device 

1 Introduction 

Dorsal hand vein recognition is a recently developed technology based on biometric 
dorsal hand vein texture information. And dorsal hand vein recognition technology 
has attracted wide attention and become a research hotspot. However, in the image 
acquisition process, the dorsal hand vein images acquired by various devices get sig-
nificant differences, such as too bright, too dark, position shift and undersize target 
area, resulting in the heterogeneous dorsal hand vein image recognition problem. 

In actual application, we hope the images captured by different devices can be 
identified by different devices, which is what we call distributed dorsal hand vein 
recognition system. Now, either fingerprint or face recognition are moving in this 
direction, and have achieved some achievements. Obviously, it is urgent to address 
the problem of distributed recognition system in the domain of the dorsal hand vein 
recognition. In this work, we individually adjusted 5 quality parameters of dorsal 
hand vein image and used different recognition algorithms for experiment, and quan-
titatively analyzed the effect of different parameters on the heterogeneous dorsal hand 
vein image recognition by the improvement of recognition rate. Finally, the method of 
multi-parameter adjustment was proposed to improve recognition rate. 
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2 Heterogeneous Dorsal Hand Vein Image 

2.1 Multi-device Heterogeneous Dorsal Hand Vein Image Database 

The different acquisition devices have differences between the collection environments 
(lighting) and between the devices themselves (contrast, brightness, focal length, and 
optical properties of the lens). Moreover, in the acquisition process, due to different 
acquisition mode such as left or right hand, acquired image quality will be varied. In this 
work, the left and right dorsal hand vein images of 50 individuals were collected by 
three devices. The same person was collected left and right dorsal hand vein images 10 
times by each device, so each person have 60 dorsal hand vein images. The original 
image size is 640×480. Fig. 1 is the acquired dorsal hand vein images of the same indi-
vidual at different acquisition devices. 

 
Fig. 1. Dorsal hand vein images of the same individual at different acquisition devices. 

2.2 The Evaluation of Multi-device Heterogeneous Dorsal Hand Vein Image 

As can be seen from the chart, the brightness, contrast of dorsal hand vein images cap-
tured by three devices are markedly different, the original image contains an amount of 
redundant information; there are also significant differences in image clarity, texture, 
and angle among dorsal hand vein images captured by different devices. Structural simi-
larity of the image (SSIM) [1] [2] [3] can be a good proxy of similarity relation between 
two images. SSIM model includes brightness, contrast, and structure of the three evalua-
tion factors. It can be expressed respectively as follows: 
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                                                         (1) 

where l, c, s respectively represent the brightness, contrast and structure. x, y  
represent two images.μx, μy, σx, σy respectively represent the means and variances of 
two images; σxy is the covariance of x and y; C1, C2, C3 respectively represent the con-
stants. Thus, SSIM evaluation model can be expressed as: 

                    

(2) 

where α, β, γ >0, they are used to adjust the proportion of three components, and the 
value is 1. 

The dorsal hand vein image similarity between different devices calculated by the 
SSIM model is shown in Table 1. 

Table 1. Structural similarity of the image. 

Q12 Q13 Q23 

0.3736 0.5053 0.4102 

 
The Q12 represents the average structure similarity between the 1st and the 2nd im-

age databases. As can be seen from Table 1, there are differences among three dorsal 
hand vein image databases and image structure similarity among them is low. Where, 
there is a great difference of image structure between the 1st and the 2nd image data-
bases, and the image structure is more similar between the 1st and the 3rd image da-
tabases. In summary, in this work, the three multi-device heterogeneous dorsal hand 
vein image databases we established are obviously different. The images are hetero-
geneous, and there are in line with the condition of multi-device heterogeneous dorsal 
hand vein image research. 

3 The Image Quality Parameters Optimization and Adjustment 

When acquiring the dorsal hand vein image using different devices, there are quality 
problems such as ROI undersize, poor contrast, image blurring, position shift, image 
rotation and so on. The fundamental way to solve the image heterogeneous recogni-
tion problems is to reduce the differences among images captured by different devic-
es. Perspective from the causes of dorsal hand vein image heterogeneity, we opti-
mized five quality parameters of dorsal hand vein image respectively: ROI size, con-
trast, image sharpness, positional shift and image rotation, so that different dorsal 
hand vein images acquired by different devices are similar in structural character. 
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3.1 Image Rotation 

Image rotation means clockwise or counterclockwise rotating the image a certain 
angle around the center point. Dorsal hand vein images of the same individual ac-
quired by different devices will be shifted because of different dorsal hand posture. 
Referring to one dorsal hand vein image database among them, this work correct the 
image angle of other two databases respectively. The original and rotated heterogene-
ous dorsal hand vein images are shown in Fig. 2. 
 

 
Fig. 2. The original and rotated heterogeneous dorsal hand vein image. 

3.2 Extraction of Effective ROI 

Dorsal hand vein image characters center on specific region, so there is amount of 
redundancy information for the acquired dorsal hand vein image. Extract the correct, 
stable ROI size is capable of removing most of the redundant information, while re-
ducing image processing time. In this work, we used image centroid [4] [5] to extract 
the ROI of dorsal hand vein image. The centroid of vein image  can be 
calculated as shown in equation . 

                     (3) 

We get the region of size R×R with the centroid as the center according to our dor-
sal hand vein images. Fig. 3 is the ROI of one dorsal hand vein image extracted by 
centroid. 

 
Fig. 3. ROI of dorsal hand vein image extracted by centroid. 
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3.3 Position Shift 

In the process of dorsal hand vein image acquisition, because of the dorsal hand 
placement, the acquired image may be upper, downward, center-left or center-right. 
Thus, in the ROI extraction section, extracted ROI will be position shift, referring to 
the image acquired by one device, this work respectively adjusted the ROI position of 
image captured by other two devices. The original and adjusted ROI position images 
are shown in Fig. 4. 
 

 
Fig. 4. The original and adjusted ROI position images. 

3.4 Contrast 

Contrast refers to the brightness levels difference between the lightest part and the 
darkest part of an image. In this work, the linear gray transform method is used to 
adjust the contrast of the image, the image captured by one device as a reference; 
images captured by the other two devices were adjusted. Since the maximum gray 
value of the dorsal hand vein image of this work selected is 179, so when the gray-
scale transformation coefficient k is 1.6, the maximum gray value of converted image 
has been more than 255, which would lose part of the information. The contrast ef-
fects were shown in Fig. 5 when gray transform coefficients k was selected 0.4, 0.8, 1, 
and 1.4. 

 
Fig. 5. The contrast. 

(a) ROI area right

(b) ROI area left

0.4k  0.8k 

1k  1.4k 
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3.5 Sharpness 

In the process of dorsal hand vein image acquisition, due to the influence of dark current 
noise of acquisition device, dust on the lens, hand hairs and other factors, the image can 
be very blurred. Among them, the dark current noise belongs to white noise; noise 
caused by lens dust and hand hairs belongs to salt and pepper noise. In this work, the 
median filter algorithm and mean filter algorithm, which are simple and efficient, were 
used to complete the image de-noising and reduce the blur of the image.  

4 Experimental Results and Analysis 

In order to quantitatively analyze the effect of different parameters on the heterogene-
ous dorsal hand vein image recognition, the above mentioned multi-device heteroge-
neous dorsal hand vein image databases were used to experiment. And the experimen-
tal methods are deep learning, PCA, LBP and SIFT. 

4.1 Relationship between the Size of Image ROI and Rate 

The ROI extraction principle is to retain the useful image feature information and 
remove unwanted interference information. For the dorsal hand vein images acquired 
by different devices, selection of the ROI should contain the collective feature infor-
mation of heterogeneous images. In this work, PCA, LBP and deep learning methods 
were used to recognition experiment for the ROI images of different sizes. The rela-
tionships between ROI size and recognition rate were shown in Fig. 6. 
 

 
Fig. 6. The relationship between ROI size and rate. 

As shown in Fig. 6, the rate is getting best when the ROI size is 301×301. Because 
the ROI contains collective feature information of heterogeneous images in this case. 
However, when the ROI size becomes larger or smaller, the rate actually has dropped. 
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4.2 Relationship between Single Parameter Optimization and Rate 

Image ROI size, contrast, image sharpness, position shift and image rotation are the 
main parameters of image heterogeneity. In this work, we adjusted 5 quality parame-
ters of dorsal hand vein image individually and experiment in different recognition 
algorithms. Table 2 is the experiment result. 

Table 2. Single parameter optimization. 

Mode Parameter PCA LBP SIFT DL 

Device 1 
train-
ing/device 
2 recogni-
tion 

Original image 6% 2.6% 43% 42.4% 

Image rotation 16% 4% 44.5% 45.1% 

ROI extract 12.5% 5.2% 32.5% 51.5% 

Position shift 16% 6.5% 35% 59.6% 

Contrast 21% 4.8% 48% 46.8% 

Sharpness 7.2% 2.83% 43.9% 43.7% 

Device 1 
train-
ing/device 
3 recogni-
tion 

Original image 10% 5.2% 47.8% 48.9% 

Image rotation 19.5% 5.8% 49.6% 51.2% 

ROI extract 15% 8.6% 38.2% 57.8% 

Position shift 18.5% 10.2% 40.3% 64.6% 

Contrast 24% 6.5% 53.5% 54.9% 

Sharpness 11.4% 5.48% 48.2% 50.4% 

Device 2 
train-
ing/device 
3 recogni-
tion 

Original image 8% 4% 45.5% 45.4% 

Image rotation 16.5% 4.5% 46.8% 48.2% 

ROI extract 14.5% 6.4% 36.2% 53.8% 

Position shift 18% 8.5% 38.4% 62.8% 

Contrast 22.5% 5.2% 51.2% 50.6% 

Sharpness 9.6% 4.21% 46.3% 46.5% 

 
As shown in Table 2, the recognition rates of different algorithms have been im-

proved with the optimization of the quality parameters of the dorsal hand vein image, 
which demonstrated that the image quality is an important factor affecting the rate of 
recognition algorithm. However, the recognition rate actually fell for SIFT with the 
extraction of ROI. The recognition rate declined, because of the destruction of the image 
information in some ways and the reduction of the SIFT characteristic points with the 
extraction of ROI. In order to see the sensitivity of different algorithms for each quality 
parameter more clearly, we obtained the average improvement of recognition rates 
above the three modes. The result is shown in Table 3. 
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Table 3. The average improvement of recognition rate. 

Parameter PCA LBP SIFT DL 

Image rotation 9.3% 0.8% 1.5% 2.6% 

ROI extract 6% 2.8% -9.8% 8.8% 
Position shift 9.5% 4.5% -7.5% 16.8% 

Contrast 14.5% 1.6% 5.5% 5.2% 

Sharpness 1.4% 0.24% 0.7% 1.3% 

 
From Table 3, we can see different recognition algorithms have different sensitive 

degrees on the five quality parameters. And to the specific recognition algorithm, the 
recognition performance depends on a key parameter, which plays a decisive role in the 
improvement of recognition performance. Therefore we can adjust the corresponding 
key parameters accordingly to improve the recognition performance effectively. What is 
more, the key parameters should be adjusted to reduce the difference between images in 
the process of dorsal hand vein images acquisition. In this way we can reduce the hete-
rogeneous problem from the source. 

From Table 3, we also can see the impact of contrast is the largest on the PCA al-
gorithm, that is to say it is a key parameter which decides the improvement of PCA 
recognition algorithm. The reason is that PCA is sensitive to the influence of light, so 
the contrast improvement can make greatest degree to improve the recognition rate of 
PCA algorithm. For LBP and deep learning, the ROI extraction and the position shift 
have a bigger influence on recognition effect. Extracting ROI can remove redundant 
information and reserve effective characteristics. And the improvement of position 
shift is on the basis of the ROI extraction. Therefore both of them play a decisive role 
to the improvement of the recognition effect. Lastly, for SIFT algorithm, the contrast 
improvement has a certain effect on recognition effect. However, the SIFT features 
have certain robustness to illumination, rotation, scale. Therefore, the image quality 
parameters optimization has a little influence on SIFT performance. 

4.3 Relationship between Multi-parameter Optimization and Rate 

In order to verify the effectiveness of image parameters optimization for heterogeneous 
dorsal hand vein recognition, in this work, the method of multi- parameter optimization 
was used to recognition experiment. First of all, we will complete the adjustment of the 
first parameter. Then we will adjust the second parameter based on the first step. Simi-
larly, we will complete the adjustment of the third parameter. The result is shown in 
Table 4. 
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Table 4. Multi-parameter optimization. 

Mode Status PCA LBP DL 
Device 1 

training/device 
2 recognition 

Original image 6% 2.6% 42.4% 

Multi-parameter 24.5% 8.2% 62.8% 
Device 1 

training/device 
3 recognition 

Original image 10% 5.2% 48.9% 

Multi-parameter 28% 12.6% 68.2% 
Device 2 

training/device 
3 recognition 

Original image 8% 4% 45.4% 

Multi-parameter 26.2% 9.6% 66.3% 

 
As shown in Table 4, the recognition rate of multi-device heterogeneous dorsal 

hand vein image has been significantly improved after multi-parameter optimization. 
Moreover, the deep learning algorithm has been the better recognition effect for the 
heterogeneous dorsal hand vein image, which indicates a clear direction to the recog-
nition question of the heterogeneous image. For this problem, the most fundamental 
thing is to reduce the difference of the dorsal hand vein image. Therefore, the parame-
ters optimization plays an important role to the recognition of heterogeneous dorsal 
hand vein image. 

5 Conclusion 

For multi-device heterogeneous dorsal hand vein image, firstly, perspective from the 
causes of dorsal hand vein image heterogeneity, we optimized 5 quality parameters of 
dorsal hand vein image respectively, this work put forward an algorithm of optimizing 
a single quality parameter, and quantitatively analyzed the effect of different parame-
ters on the heterogeneous dorsal hand vein image recognition; Then, we used different 
recognition algorithms for experimental analysis, including PCA, LBP, SIFT and 
deep learning; Finally, the method of multi-parameter adjustment was proposed to 
improve recognition rate. The results of the experiment are very good to analyze the 
causes of image heterogeneity. The data is real and reliable, and provides a reference 
for the quality optimization of the dorsal hand vein image. 

The study of heterogeneous dorsal hand vein image is a relatively novel area. And 
the recognition of heterogeneous dorsal hand vein is an urgent problem. The next step 
of this work is to study the standardization of acquisition device to effectively solve 
the heterogeneous problem caused by multi-device. 
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Abstract. Local operator has already been used in the finger vein recognition. 
But the traditional algorithms, such as Local Binary Pattern (LBP), Local Direc-
tional Pattern (LDP) and so on, are lack of effective extraction of the gradient 
information of the image. In order to overcome the shortcomings of the tradi-
tional methods, this paper proposed a Local Opposite Directional Pattern 
(LODP) operator for finger vein recognition motivated from the Local Gradient 
Pattern (LGP), LDP, local Ternary Pattern (LTP) operators. The LODP operator 
mainly extracts the gradient information of the finger vein images. This opera-
tor uses local 3×3 masks to make the convolution with the images. After com-
paring the opposite pixels, three-valued encoding mode has been used. Then the 
center pixel will be set with a new binary value. The experimental results 
showed that the LODP operator behaves better than LGP, LDP, LTP operators 
in extracting the features of finger vein images. 

Keywords: Finger vein · Gradient · Opposite direction pattern 

1 Introduction 

Nowadays, Biometric technologies [1] have played a very important role in the in-
formation security technology. It has been widely used in our daily life. There are a 
lot of biometric can be used, such as finger print, face, iris, finger vein and so on. 
Among which, finger vein recognition technology is one of the most representative 
techniques. 

Finger vein recognition has been developed rapidly in recent years. Not only it has 
a great increase in the recognition rate and accuracy, but also the method of obtaining 
the finger vein images has made a great development. Among the large number of 
finger vein recognition algorithms, the approaches which based on local pattern rec-
ognition have attracted a lot of attention. Because this type of operator has a high 
robustness while dealing with the change of the images, and it also can make full use 
of the characteristics of the finger vein images. More important, it shows better results 
than the holistic approaches in the accuracy of the finger vein recognition. Recently, 
LBP operator [2] has been widely concerned because of its superiority. LBP Operator 
uses the information of the center pixel and its neighborhood pixels through encoding 
to get a new binary code of the center pixel in the 3x3 mask. The LBP operator takes 
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the texture features of the image into account, and it also possess a very high flexibili-
ty. So it can be modified to be adapting to different needs. LGP operator [3] is the 
improvement of the LBP operator. It takes the gradient information of images into 
account, which enables the operator to extract richer feature information of gradient. 
LDP operator [4] uses directional operator to get more information of the gradient, 
and it is not sensitive to the noise. LTP operator [5] takes three value coding mode to 
encode the images and it has the ability to resist the noise.  

However, all these methods will lose a part of the gradient information, which will 
affect the final recognition rate. In order to solve these problems, this paper puts for-
ward the Local Opposite Directional Pattern (LODP) operator. It takes the informa-
tion of the diagonal line into consideration to get more gradient information. The 
experimental results have been proved that it will show better performances than 
LGP, LDP, LTP operators. 

The rest of the paper is organized as follows: Section 2 introduces the methods of 
LGP, LDP, LTP briefly; The proposed method for finger vein recognition based on 
LODP is shown in Section 3; Section 4 shows the experimental results; The conclu-
sion is given in Section 5.  

2 Related Theory 

2.1 LGP 

LGP operator extracts the gradient information of the images which based on the 
improvement of the LBP operator. It takes the 3×3 neighborhood from the images at 
first. Then the center pixel will be used to minus its neighbor pixels and we’ll get 8 
values. After averaging the 8 values, the mean value will be given to the center pixel, 
the comparison between the center pixel and the neighbor pixels will be carried on. If 
the neighbor pixel is greater than or equal to the average value, it will set to be 1, and 
if it is less than the average value, it will set to be 0. The specific calculation process 
of LGP operator is shown as Fig. 1: 

 
Fig. 1. LGP Operator 

2.2 LDP 

By using the Kirsch Gradient Operator [6] to process the images in 8 directions, LDP 
operator will get the edge response values through the calculation. The 8 masks are 
shown as Fig. 2: 
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4.2 Determine the Best Block Manner 

In order to improve the recognition rate and to achieve the best experimental results, 
block manner has been used in this experiment. The different block manner of the 
images will be determined the number of the sub-images. So it also has an effect on 
the dimension of the feature matrix, and influences the recognition rate. 

For each finger, we use 4 training samples and 2 testing samples. So the total train-
ing and test images are 400 and 200, respectively. The results of the experiments have 
been shown as Table 1. From the Table 1, we can draw a conclusion that the best 
block manner is 32×4 and the highest recognition rate is 93.5%. 

Table 1. Recognition Rate of Different Block manner 

 
Block Manner 

 
1×1 

 
4×4 

 
8×8 

 
16×16 

 
32×4 

 
64×4 

 
Recognition Rate 

 
0.8900 

 
0.8950 

 
0.9000 

 
0.9200 

 
0.9350 

 
0.9150 

4.3 Compares with Different Algorithms 

In order to prove the effectiveness of the proposed method, three traditional algo-
rithms are compared. Table 2 shows that the performance of the proposed algorithms 
with the other traditional LGP, LDP, LTP algorithms on the same finger vein data-
base. The block manner of 32×4 is chosen. 

Table 2. Recognition Rate of Different Algorithms 

 
 

 
N=2 

 
N=3 

 
N=4 

 
N=5 

 
LGP 

 
0.8175 

 
0.8367 

 
0.9100 

 
0.9800 

 
LTP 

 
0.8625 

 
0.8833 

 
0.9050 

 
0.9800 

 
LDP 

 
0.8350 

 
0.8533 

 
0.9150 

 
0.9700 

 
LODP 

 
0.8650 

 
0.8867 

 
0.9350 

 
0.9900 

 
From Table 2, it can be seen that when the sample number is 2, 3, 4, 5; the pro-

posed algorithm in this paper is obviously superior to LGP, LDP, LTP operators.  
The ROC curves achieved using the different algorithms have also been shown in the 
Fig. 8. From Fig. 8, the curves of the LGP, LDP, LTP algorithms are above on the 
curve of the LODP algorithm. Table 3 showed that the LODP algorithm achieved the 
lowest EER of 2.68%. 
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Fig. 8. ROC curves achieved using different algorithms 

Table 3. ERRs of Different Algorithms 

 
Methods 

 
LGP 

 
LDP 

 
LTP 

 
LODP 

 
ERRs 

 
5.52% 

 
4.02% 

 
3.61% 

 
2.68% 

5 Conclusion 

In this paper, we proposed an LODP operator for finger vein recognition. This opera-
tor takes the information of the gradient into account, and it makes full use of the 
gradient information of each part. This operator uses local 3 x 3 masks to make the 
convolution with the images. After comparing the opposite pixels, three-valued en-
coding mode has been used. Then the center pixel will be set with a new binary value. 
The results of the experiments show that the LODP algorithm has better performances 
than other traditional methods for finger vein recognition. The next step is to extract 
the gradient information of the adjacent pixels which will make the algorithm become 
more robustness for the noise. 
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Abstract. The finger vein recognition technology, using the finger vein feature 
for identification, due to its liveness, easy collection features, becomes more 
popular. In order to overcome the shortcomings of the traditional local feature 
extraction methods, a Cycle Gradient Operator (CGO) for finger vein recognition 
is proposed in this paper. Compared with LBP (Local Binary Pattern), LGP 
(Local Gradient Pattern) and other traditional operators, CGO calculates an 
overall gradient direction and the cycle gradient direction, and not only considers 
the relationship between the target pixel and the surrounding pixels, but also 
considers the relationship between the surrounding pixels, therefore, the operator 
can improve the efficiency of feature extraction. Experiment results show that the 
proposed algorithm has advantages in terms of recognition rate. 

Keywords: Biometrics · Finger vein · Gradient · Cycle 

1 Introduction 

With the rapid rise of e-commerce around the world, people can do on-line electronic 
trading and other business activities through the Internet and other open networks. 
Also, as there is a lot of sensitive personal, military, government information in net-
work, the information can only be accessed by authorized people, network security has 
become a key issue for network development. As the body's biological characteristics 
are not likely to be stolen, forgotten or cracked, it has unique advantages in identity 
authentication. Biometrics [1] use the inherent personal characteristics for identity 
authentication. Biometrics is more secure, private and convenient than the traditional 
method of identification. 

Among the existing biological recognition technology, finger vein recognition [2-3] 
makes use of human finger vein feature for identity authentication, with liveness, 
characteristics of internal, non-contact and other unique advantages, and has widely 
application prospects. As the finger vein image is easily influenced by the light, hu-
midity and other factors, it has difficulties to a certain extent. The finger vein image 
contains rich directional information, therefore, in recent years, finger vein feature 
extraction algorithm based on direction information is widely used in the field of finger 
vein recognition, such as LBP [4], LLBP [5], LGP [6], LDC [7]. In 2012, Lin et. al. [8] 
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proposed a finger vein recognition algorithm based on gradient-correlation, which used 
the maximum curvature model to extract the gradient image of finger vein. In 2014, 
Dong et. al. [9] proposed the Multi-Orientation Weighted Symmetric Local Graph 
Structure (MOW-SLGS), which assigned weight according to the positional relation-
ship between the edge and the target pixel for each edge, and extended to 4 directions, 
and applied the MOW-SLGS to finger vein recognition. Dong et. al. [10] proposed the 
Difference Symmetric Local Graph Structure (DSLGS), which took the contribution of 
difference value into consideration. However, these traditional local feature extraction 
methods do not make full use of the relationship between the surrounding pixels, and 
take not full account of the overall gradient trend as well as the gradient information 
between the surrounding pixels.  

Therefore, this paper proposes a Cycle Gradient Operator (CGO) for finger vein 
recognition. Compared with LBP, LGP and other traditional operators, CGO calculates 
an overall gradient direction and the cycle gradient direction, and not only considers  
the relationship between the target pixel and the surrounding pixels, but also considers 
the relationship between the surrounding pixels, therefore, the operator can improve the 
efficiency of feature extraction. Experimental results show that the method has better 
robustness to the light and temperature, and improves the recognition efficiency of the 
finger vein recognition system. 

The remaining paper is structured as follows: section 2 introduces the theoretical 
basis of LGP, section 3 describes the proposed method; section 4 shows the experi-
mental results; section 5 gives the summary. 

2 Related Theory  

2.1 Local Gradient Pattern 

LGP (Local Gradient Pattern) [6], compared with the traditional operator, uses the 
gradient information instead of the traditional pixel value information, moreover, the 
gradient information is more stable, and therefore, LGP has certain advantages in terms 
of feature extraction. This calculation procedure is shown below. 

First, we calculate the difference value between surrounding pixels and the target 
pixel, i.e. the gradient value, and then, calculate the average value of the gradient. The 
gradient value is compared with the average value, if greater than the average value, it 
set to 1. Otherwise, it set to 0. Through the above process, we can get 8-bit binary 
number, which can be converted to a decimal number, and then we can get the feature 
value of the target pixel. 

 

 
Fig. 1. Calculation process of LGP 
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3 Proposed Method  

3.1 The Finger Vein Recognition System 

The finger vein recognition system constructed in this paper consists of the following 
major steps, and the flowchart is shown in Figure 2. 
 

 

Fig. 2. Flowchart of proposed finger vein recognition system 

The specific process is described as follows. The first step is feature extraction. We 
use the proposed Cycle Gradient Operator above for feature extraction. The second step 
is dimension reduction. The dimension of feature matrix after feature extraction is too 
large, therefore, we use PCA[11] to reduce the dimension of feature matrix. The third 
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step is the training and classification. We use Extreme Learning Machine  (ELM) [12] 
for training and classification, and the number of hidden layer node is 2000. 

3.2 Cycle Gradient Operator 

In this paper, we propose the Cycle Gradient Operator (CPO). CPO regards the sur-
rounding pixels as a whole and considers the overall gradient trend. And, CPO calcu-
lates the gradient trend between surrounding pixels.   
 

 
Fig. 3. Calculation process of Cycle Gradient Operator 

First, we regard the surrounding pixels as a whole, calculate the average value, then, 
compare the value of target pixel with the average value in order to calculate average trend 
of the target pixel and the surrounding pixels, and we can get one bit. The second step, in 
the clockwise direction, we use the pixels clockwise with successively subtract the pixel 
points before the pixel, and compared the value with 0, to obtain the trend of surrounding 
pixels, and we can get 8 bits. Through the two steps, we can get a total of 9 bits, after con-
verting it to a decimal number, we can get the feature value of the target pixel. 

As shown in Fig. 3, we first calculate the average of the surrounding pixels, 43.5, 
and then compared the target pixel value with the average value; the center pixel value 
is less than the average of the surrounding pixels, and the first binary value is 0. Then, 
the pixels clockwise with successively subtract the pixel points before the pixel to 
obtain the difference value, and the difference compared to 0 to obtain the rest of the 
binary number 01011010. Through these two steps, we get 9 binary number, 001 011 
010, which can be converted to a decimal number 90, and we can get the feature value 
of the target pixel. 

4 Experiment and Analysis 

4.1 Database 

This paper uses the MMCBNU_6000 database [13] established by Multimedia Lab, 
Chonbuk National University, Republic of Korea. The database consists of 100 vo-
lunteers with middle finger, index finger, ring finger of left hand, right hand. Each 
finger has 10 images, 6000 images in total, and the image is shown in Figure 4(a). 

ROI region extraction method mention [14] is used here, and the finger vein ROI 
image is shown in Figure 4(b).  
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relationship between the surrounding pixels, therefore, the operator can improve the 
efficiency of feature extraction. Experimental results show that the operator has  
advantages in recognition rate comparing with other traditional methods. 
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Abstract. In this paper, a new feature descriptor is presented and proposed for 
personal verification based on near infrared images of hand-dorsa veins. This 
new feature descriptor is a modification of the previously proposed partition lo-
cal binary patterns (PLBP) by adding feature weighting, combining multi-scale 
PLBP and fusion with structure information. While addition of feature weight-
ing aims to reduce the influence of insignificant local binary patterns, combina-
tion of multi-scale features aims to get more texture information and fusion 
with structure feature aims to increase binary information. Testing on a large 
database with more than two thousand hand-dorsa vein images, Multi-scale 
PLBP (MPLBP) is shown to be more effective than the original PLBP and 
Weighted PLBP (WPLBP), and offers a better performance in recognition of 
hand-dorsa vein images with a correct recognition rate reaching approximately 
99% using a simple nearest neighbor (NN) classifier. 

Keywords: Biometrics · Hand-dorsa vein images · Local binary patterns 

1 Introduction 

Personal verification is fundamental in any identity based access control system, and 
there is an increasing use of biometric features to authenticate individuals by measur-
ing some inherent physiological or behaviour characteristics.  Compared to the tradi-
tional authentication modes such as password or identification code, biometric fea-
tures offer the advantages of not only high security and reliability as they are hard to 
forge, but also user convenience without the need to remember passwords or carry 
identity cards. 

Hand vein patterns have attracted significant attention in the research community 
recently, as a new means of biometric based recognition. Compared to more estab-
lished biometric patterns, such as fingerprints, facial characteristics and iris patterns, 
hand vein patterns have higher user convenience as the manner of image acquisition is 
perceived to be less intrusive and more user friendly; and higher security as it does not 
rely on surface or appearance based features [1-3] . 
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2 Vein Image Acquisition 

The acquisition of hand vein images using near IR (NIR) imaging has been studied in 
[4-6] and [7]. In this work, a low-cost reflection-mode NIR imaging device developed 
by the authors was employed for hand-dorsa vein image acquisition. Fig. 1 shows the 
photo and schematic of the vein image acquisition device, where the back of the hand 
is seen to be illuminated from two sides by two LED arrays acting as the infrared 
sources and the light reflected from the hand is captured by the camera placed directly 
above the hand. Attached to front of the camera is an infrared filter to prevent un-
wanted visible light from entering the camera.  
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a 

Infrared 
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Infrared 
filter 

Hand 

Scattering 
paper 

  

Fig. 1. Schematic and picture of vein image acquisition device 

A database of hand-dorsa vein images has been built using the vein image acquisi-
tion device developed. It contains 2,040 images from 102 individuals in which 52 are 
female and 50 are male. Ten images of each hand were captured for every individual 
with each individual placing alternately the left hand and right hand under the image 
acquisition device. Some image samples in the database are illustrated in Fig. 2. 

 

 
Fig. 2. Sample images acquired 
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3 Partition Local Binary Patterns (PLBP) 

General approaches to hand vein pattern recognition are based on the use of various 
shape descriptors to represent the vein structure extracted through image segmenta-
tion[8-9]. With all of these methods based on features extracted from the segmented 
images, segmentation errors cannot be avoided. Some thin vessels could be missed, 
and some dark regions could be considered as vein patterns by mistake. As a result, a 
texture descriptor based on Partition Local Binary Patterns (PLBP) was previously 
proposed by the authors for improved vein pattern recognition. 

Proposed by Ojala et al [10], Local Binary Patterns (LBP) provides an efficient ro-
tation-invariant texture descriptor, and an illustration of the basic LBP operator is 
shown in Fig.3. For each pixel in an image, its value is compared with all the neigh-
boring pixel values. The result of each comparison is coded as binary 0 if the center 
pixel value is smaller and binary 1 otherwise. The binary bits are then grouped in the 
clockwise direction starting from the top left pixel, and the arranged binary string is 
converted to a decimal number as the final LBP result for the center pixel.  

 

 
Fig. 3. Example of basic LBP operator 

To remove the effect of image rotation resulting in different binary patterns to be 
generated, each LBP is rotated to a position that acts as the common reference for all 
rotated versions of the binary patterns, and this involves the use of the rotation inva-
riant LBP operator, 

,
ri

P RL B P  , defined as 

    , ,min ( , 0,1, 2, , 1ri
P R P RLBP ROR LBP i i P              (1) 

where ROR(x, i)  performs the circular bitwise right shift i times on the P-bit bi-
nary number denoted by x. 

A circular binary pattern is considered to be uniform if it contains at most two bit-
wise transitions from 0 to 1, or vice versa [10]. For the work reported in this paper, it 
uses rotation invariant and uniform LBP based on the circular neighborhood, which 
are denoted collectedly by 2

,
riu

P RLBP  , to represent the features in the vein images. 

To allow not only micro-patterns but also macro-patterns in a vein image to be 
represented, Partition LBP (PLBP) is used in the implementation, whereby each vein 
image is scaled to M and divided into N non-overlapping rectangular regions as 
shown in Fig. 4.  
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Fig. 4. Rectangular partition 

After partition, 2
8,2
riuLBP (rotation invariant uniform patterns calculated from 8 

sampling points on a circle of radius 2) features are extracted from each sub images. 
Here, we use Hi denotes the LBP histogram of the ith sub-image. 

 ,1 ,2 ,10[ ] ( 1, 2, , )i i i iH h h h i N                (2) 

Then N LBP features are connected to form a 10N dimensions vector V to de-
scribe the vein pattern. 

1 2[ ]NV H H H                           (3) 

The feature histograms of them are shown in Fig. 5, which shows that PLBP fea-
tures describe vein patterns more minutely than the original LBP. 

 

  
(a) Original histogram                 (b) Rectangular partition 

Fig. 5. Feature histograms of original LBP and 64 sub-images PLBP 

4 Improved Partition Local Binary Patterns  

4.1 Weighted Partition Local Binary Patterns (WPLBP) 

To improve the Rectangular Partition LBP (RPLBP) with M=256 and N=64, feature 
histograms of sub-images are studied separately. From the histogram of one sub-
image shown in Fig. 6 Feature histogram of sub-image 1, it is seen that the fifth and 
sixth binary patterns (corresponding to 00001111 and 00011111) have much higher 
occurrences than other binary patterns. 
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Fig. 6. Feature histogram of sub-image 1 

Further analysis of all the sub-image histograms reveals this as a common pheno-
menon with the occurrence of fifth and sixth binary patterns found to be more than 
others. The proportions of different patterns are given in Table 1 by add up them from 
all sub-images of all the 2040 images. 

Table 1. Proportions of patterns 

Patterns Number of occurrence Proportion 
1(00000000) 7538 0.0001 
2(00000001) 53171 0.0005 
3(00000011) 116344 0.0011 
4(00000111) 5796903 0.0566 
5(00001111) 38485992 0.376 
6(00011111) 38305358 0.3742 
7(00111111) 4751973 0.0464 
8(01111111) 5366668 0.0524 
9(11111111) 8316796 0.0813 
10(others) 1158297 0.0113 

 

It is obvious that the fifth and sixth patterns take up more than 75%. To study the 
contributions of 10 patterns to the recognition result, RPLBP (M=256, N=64) feature 
is divided into 10 vectors, which consist of each pattern respectively. They can be 
obtained by: 

   1, 2 , ,[ ] ( 1, 2, ,10)k k k N kV h h h k              (4) 

where, hi,k denotes the kth pattern of the ith sub-image histogram. Recognition expe-
riments with these feature vectors were carried out on the database. The results are 
shown in Table 2. 
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Table 2. Results of sub-features 

Patterns 1(00000000) 2(00000001) 3(00000011) 4(00000111) 5(00001111) 
RR(%) 2.06 10.98 26.67 93.24 96.47 
Pattern 6(00011111) 7(00111111) 8(01111111) 9(11111111) 10(others) 
RR(%) 96.08 93.82 90.59 85.98 42.84 

 
Use wk (k=1,2,…,10) describes the weights of 10 patterns, rk denotes the corres-

ponding recognition rate, then: 

 
10

1

/k k i
i

w r r


                               (5) 

So that WPLBP feature could be calculated from (6) as follows: 

 
1 2

' ' '
NV H H H   w               (6) 

,1 ,2 ,10

'
1 2 10[ ] ( 1, 2, , )i i ii

H h h h w i Nw w          (7) 

4.2 Multi-scale Partition Local Binary Patterns (MPLBP) 

To get more information, RPLBP features from different scales are combined. Ac-
cording the results shown in section 0, the numbers of sub-images N for each scale 
size (M=64, 128, 256) are set to 32, 64 and 64 respectively. V64, V128, and V256, de-
note the feature vectors of selected RPLBPs (M=64, N=32; M=128, N=64;M=256, 
N=64) and w1, w2, w3 are the corresponding weights. Then the MPBLP could be ob-
tained by: 

 64 1 128 2 256 3[ ]MV V w V w V w                 (8) 

The simplest combination method is to set w1=w2=w3=1, which means the three se-
lected RPLBPs are seen to has equal contribution to recognition. However, this as-
sume is not correct according to Table . As the recognition results of these RPLBPs 
are r1=96.96, r2=97.84, r3=98.33, the weights are set by: 

 
1 2 3

( 1, 2, 3)i
i

r
w i

r r r
 

 
                  (9) 

Thus the weights are set to 0.3308, 0.3338 and 0.3354 for RPBLPs (M=64, 
N=32;M=128, N=64;M=256, N=64) respectively.  

5 Experiments and Results  

To test the proposed feature descriptor based on coded and weighted PLBP, the data-
base containing 2,040 hand-dorsa vein images from 102 individuals was divided into 
two sets with set A containing five images of every hand and set B the other five. 
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Using set A as the reference set and the nearest neighborhood classifier, the PLBP 
feature vector of each image in set B is compared with all of those in set A and the 
minimum Euclidean distance produced by a particular pair is considered as a match to 
yield the recognition result. As this is done without thresholding, all recognition er-
rors belong to the category of false acceptance. 

5.1 PLBP 

To make the image easy to be divided, the images size M are scaled to 2m and the 
number of sub-images N is set to 2n. PLBP with M=26, 27, 28 and N=22, 23,…, 28 are 
tested, the recognition rates (RR) are shown in Table 3. 

Table 3. Results of PLBP with different M and N 

N 
    RR(%) 

M=64        M=128         M=256 
4 84.41 82.16 85.69 
8 94.41 93.04 94.61 
16 96.18 96.86 96.71 
32 96.96 97.65 97.83 
64 96.76 97.84 98.33 

128 - 97.25 97.75 
256 - 97.16 97.25 

It can be seen from the results, if an image is divided into more sub-images, it can 
be described in more details. But it is dare not to say more details means better recog-
nition rate because too much details means the feature vector is sensitive to noise and 
distortion. From the experimental results the suitable number of sub-images can be 
found that N=64 and M=256 is the best.  

5.2 Improved PLBP 

Some improved PLBP, such as WPLBP, MPLBP and FPLBP are carried out on the 
database. The weights of WPBLP (M=256, N=64) are set by equation (5) and Table 2, 
so that we can get: 

 1 2 3 4 5

6 7 8 9 10

w =0.0032, w =0.0172,w =0.0418,w =0.1460,w =0.1510;

w =0.1504,w =0.1469,w =0.1418,w =0.1346,w =0.0671
         (10) 

MPLBP feature combined with PLBP (M=64, N=32), PLBP (M=128, N=64) and 
PLBP (M=256, N=64) features, and the weights are set to 0.3308, 0.3338 and 0.3354 
correspondingly. The results of these features are listed in Table 4 and compared with 
integral histogram, Hu’s moments [11] and Key points [8] methods. 
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Table 4. Results of improved PLBP 

Method RR (%) 
Integral histogram 95.39 
Hu’s moments 95.20 
Key points 98.14 
WPBLP 98.43 
MPBLP 98.83 

As these improved PLBP contain more useful information for recognition, they per-
form better than RPLBP. And MPLBP combined with RPLBP (M=64, N=32), RPLBP 
(M=128, N=64) and RPLBP (M=256, N=64) reaches the best recognition result of 
98.83%. 

6 Conclusions  

Some new feature descriptors based on improved PLBP are presented in this paper for 
hand-dorsa vein recognition. This could be seen as a natural extension of the original 
PLBP with weighting introduced to suppress insignificant micro-patterns in vein im-
ages and combination of multi-scale features to get more texture information. From 
the classification experiments performed on a large database of more than two thou-
sand hand-dorsa vein images, the proposed improved PLBP descriptors have been 
shown to be more effective than original LBP. In particular, MPLBP reaches the 
highest recognition rate of 98.83%, with an improvement of 0.5% in recognition rate 
is achieved by using MPLBP. 

Acknowledgements. This work is supported by National Natural Science Foundation of China 
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Abstract. In the finger vein image collection procedure, there are always two 
kinds of negative factors: the first is unstable illumination, the second is infor-
mation loss caused by bad collection operation. There are not yet special methods 
for the above-mentioned question for now. We adopt the Non-Subsampled 
Shearlet Transform (NSST) coefficients for feature extraction, since the NSST 
transform domain coefficients are affected less by unstable illumination. For the 
question of information loss, we first introduce an improved ROI extraction 
method for database extension. We further propose an improved robust regres-
sion classification method for vein recognition. The experimental results show 
that: compared with traditional methods, our proposed method based on NSST 
does better in recognizing finger vein images which lack some information and 
are influenced by the unstable illumination. 

Keywords: Finger vein · NSST · Feature extraction · ROI extraction · Robust 
regression classification 

1 Introduction 

In finger vein image acquisition process, the finger vein image is frequently prone to be 
influenced by the unstable illumination due to the finger’s random movement. In this 
case, the finger vein image’s pixel value will be different at the same location. Fur-
thermore, general finger vein image is obtained in a certain collection operation spe-
cification, i.e. all the finger vein image translates or rotates in a small range, every 
finger vein image has enough structural information for pattern recognition. But in 
exceptional circumstances, some finger vein image lack too much information since the 
greater degree of finger movement, in this case, the traditional recognition method will 
be powerless to some extent. 

There are two kinds of feature extraction methods for now, the first is based on 
picture pixel value, such as feature point MHD distance [1], feature point MHD relative 
distance [1], template feature [2], etc. This type of method can extract finger vein 
feature effectively, but its utilization of structural information insufficiency, moreover, 
it’s prone to unstable illumination. 

The second is based on transforming domain coefficients, such as wavelet [3] [4], 
ridgelet [5], and curvelet [6], etc. this type of existing method can seize picture’s fre-
quency, directions, and location information, but are sensitive for translation and have 
frequency aliasing. In this article, we employ NSST to overcome the general methods’ 
shortcoming. 
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2 NSST Feature Extraction 

Shearlet transform is based on composite Wavelet theory [7]. For 2-dimentional signal, 
the affine systems with composite dilations are the collections as follows: 

    / 2 2
, ,( ) det : , ,i j i

AB i j kM x A B A x k i j Z k Z          (1) 

where A, B are the 2×2 invertible matrix, A is anisotropic expansion matrix, B is 
shearlet transform matrix.  is generation function, and L2(R2), for any  = (1, 
2)R2, 10, the fourier transform of  is as follows: 

1
1 1 2

2

ˆ ˆ ˆ( ) ( )     


 
  

 
                       (2) 

where 1  is continuous wavelet which meet the standard wavelet admission condition, 

and 1ˆ (R)C  . 2  is continuous wavelet and meet the condition： 2 2|| || 1  , 

2ˆ (R)C  , 2ˆsupp [ 1, 1]   . If ( )ABM   is a tight frame, elements in ( )ABM   can be 
called synthesized wavelet. 

The discrete process of NSST was divided into two parts, which are scale and di-
rection decomposition, and Non-subsampled pyramid (NSP) decomposition is used to 
perform the scale decomposition. Each source image can be decomposed by a NSP to 
generate a low-frequency sub-band image and a high-frequency sub-band image, after 
each level of NSP decomposition, the low-frequency component will perform iterations 
to obtain singular points of the image. Therefore, after the k levels NSP decomposition 
for a two-dimensional image, we can obtain k＋1 sub-band images which have the 
same size with the source image, they included a low-frequency image and k 
high-frequency sub-bands images which have the same size but different frequency 
scale with source image. It applies the specific discrete re-sampling transform con-
verting from the pseudo polar to Cartesian coordinate system. The whole process can 
be done directly through the two-dimensional convolution, thus effectively abandoned 
the link of decimated, this process achieved shift invariance for NSST. For n×n image, 
NSST’s decomposition coefficient size is shown as Table 1. 

Table 1. The NSST coefficients size of n n image 

Decomposition scale Coefficient size 
1 scale n n 1 
2 scale（horizontal tiling/vertical tiling） n n 5/ n n 5 
3 scale（horizontal tiling/vertical tiling） n n 5/ n n 5 
4 scale（horizontal tiling/vertical tiling） n n 9/ n n 9 
5 scale（horizontal tiling/vertical tiling） n n 9/ n n 9 

 
As Table 1 shows, if the size of a finger vein image is 64×64, the sum total of NSST 

coefficients is 950272. This number is too big for feature extraction, so the NSST 
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coefficients can not be used for feature directly. In the next subsection, this article will 
analyze the most important characteristic of NSST and propose a new feature extrac-
tion method based on NSST. 

2.1 The NSST Coefficients Energy Distribution Characteristic of Finger Vein 
Image 

Compared with other images, finger vein image has a lower contrast gradient, which 
implies that the number of decomposition scales of finger vein need not to be too big. 
To illustrate this point, the distribution of NSST coefficients energy of finger vein 
image is plotted in Fig. 1. 
 

        
      (a) Finger vein image (ROI)    (b) Distribution of NSST coefficients energy 

Fig. 1. Distribution of NSST coefficients energy of finger vein image 

We can see from the picture above, the lower the NSST decomposition layer is, the 
higher the coefficients energy is, which is in connection with the quantity of image 
information. When the decomposition layer is greater than or equal to 5, the NSST 
coefficients energy is too small, therefore in this article the total layer of NSST de-
composition is set to 4.   

2.2 The Anti-aliasing in Frequency Domain of NSST Coefficients 

In this article, we solve the problem of information loss by extending the finger vein 
database. The translation of ROI is essential, therefore, the translation invariance prop-
erty of NSST is very important, which is the most primary cause of the raise of NSST.  

In addition, as shown in Table 1, the number of the NSST coefficients is too big to 
extract features, in this article, we intend to incorporate all the sub-band coefficients 
into one coefficient matrix, and then the most important problem is to verify the rea-
sonableness of this operation. In contrast, we also use DSST as a comparison. The zone 
plate is a standard test image with full types of frequency information and suitable for 
the contrast test. In addition, due to the different size of DSST coefficients on a dif-
ferent scale, this article just give one of the same layer’s coefficients adding experi-
ment. The result is shown in Fig. 2. 
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other in training database; the regression outlier (also known as vertical outlier) is 
dependent variables which have big difference with values in the training database. In 
reference [9], the problem of different illumination and noise pollution belong to re-
gression outlier, in this article, the ROI translation in the test sample belongs to re-
gression outlier too. In fact, there are always univariate outliers in training database, but 
the regression estimation method based on Huber function doesn’t have a good per-
formance for univariate outliers.  

MM estimation is a most widely applying robust regression method proposed by 
Yohai [10] at present. It has highest breakpoint and excellent efficiency, Wilcox proved 
that MM estimation is most worthy in all robust estimation methods in reference [11]. 
In this article, we choose MM estimation to improve general robust regression classi-
fying method by estimating parameter vector ̂ : 

ˆ 1

ˆ( )ˆ a rg m in
ˆ

n
j

M
j e

r



 



 
   

 
                        (6) 

where M is loss weight function, in this paper M is Huber weight function; ˆe is 
residual error dissemination.  

The only difference between Imran’s method and our proposed method is the 
computation of ̂ , the other procedure is same as paper [9].  

4 The Sample Database Expansion Based on ROI Extraction 

In this article, another primary purpose is to ensure the recognition performance when 
some finger vein images lack a part of information. To simulate this scenario, we take 
interception action at different levels to the original finger vein image and do ROI 
extraction again. The ROI method in this article is proposed by improving the tradi-
tional method in paper [12]. Four cutting lines l1, l2, l3, l4are shown in Fig. 5. 
 

 
Fig. 5. The ROI cutting line of finger vein  

The concrete calculation of cutting lines l1, l2, l3, l4 is omitted here, which can refer to 
paper [12]. In order to extend the database, we obtain 4 group ROI samples by translate 
l1 10%, 20%, 30%, as shown in Fig. 6. 
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Fig. 6. The expansion of training sample 

The biggest difference from the general ROI method is that the lines l3, l4 ( the ho-
rizontal red dashed line) which are determined by the 30% left cutting line based on l1. 
In accordance with the method shown in Fig.6, the original training sample is expanded 
into 4 groups, therefore, when the test sample’s ROI has a certain degree of translation 
between 0%-30%, two groups training samples will be chosen for classification. 

There are two different situations for test sample: the first is actual condition and the 
second is simulation condition. In actual condition, the degree of ROI translation can be 
tested by: 

0, 124
(124 ) / 124, 124

l

l l

d
Tp

d d


   
                 (7) 

In the above formula, dl is the distance between l1 and right boundary. In the simulation 
condition, this article divides test sample into three groups: the first, 2.5%, 5%, 7.5%; 
the second, 12.5%, 15%, 17.5%; the third, 22.5%, 25%, 27.5%. There are two main 
reasons for database expansion:  

(1) Although the four groups training sample database have a common area, but the 
common area is not big enough and the information loss is severe if we only use 
the common area to perform the recognizing. So the database expansion is ne-
cessary. 

(2) The image for NSST decomposition must be the size of 2 2j j , in this paper all 
the size of ROI image should be converted into 2 2j j ,then there is a problem 
when NSST is used to extract feature: the size of ROI must be the same, other-
wise the converted image will be distorted  for the same finger vein. 

5 The Matching Scheme Based on Sample Database Expansion 

In this section, the specific matching procedure is as follows: 

1） Four groups finger vein ROI samples are gained by method in Fig. 6, denoted by 
Nu0, Nu1, Nu2, Nu3. 

2） Perform NSST to Nu0, Nu1, Nu2, Nu3 and get 4 groups NSSTFC matrix, perform 
PCA and get 4 groups PCA feature: FNu0, FNu1, FNu2, FNu3. 

3） Choose training samples. When the degree of ROI translation is given, only two 
training sample is needed, the selection rules are as follows: 
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In actual condition: 

0 1
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2 3
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4） After the confirmation of training samples Nui, Nui+1, i=0, 1, 2, two PCA feature 
(denoted by FYi, FYi+1, i=0, 1, 2) can be obtained based on FNui, FNui+1, i=0, 1, 2. 

5） By using FNui and FYi, we can obtain Nc (the number of categories) residual 
value ˆ|| ||r y y  ; likewise, by using FNui+1 and FYi+1, we can obtain another Nc 
residual values. The corresponding category with minimal value in these 2×Nc is 
the category of the test sample. 

6 Experiments 

The finger vein database in this article is obtained by a self-made collecting device in 
pattern recognition research institute of Harbin Engineering University. There are 299 
categories, every category have 5 images, 1495 images in all.  

The experimental setup is as follows: for every category, 4 random images are used 
for training, the rest 1 image is used for testing, the experiment is repeated for 10 times, 
the experiment result is the mean value of the 10 experiments’ recognition rate. The 
nearest neighbor classifier is used for classification. 

The comparative methods in this article are: method based on feature point MHD 
distance (abbr. MHDD) [1]; method based on feature point MHD relative distance 
(abbr. MHDRD) [1]; method based on the template (abbr. Template) [2]; method based 
on wavelet moment and PCA (abbr. wavelet& PCA) [3]; method based on wavelet 
energy and feature point (abbr. wavelet&FP) [4]; NSSTFC using Huber estimation 
(NSSTFC&Hu); and NSSTFC using MM estimation (NSSTFC&MM). The experi-
mental results are shown in Table 2. From Table 2, we can see that 

 The recognition performance of MHDD and MHDRD depend on the number of 
useful feature points, when the degree of interception is severe, the number of useful 
feature points may be too little to extract feature. The recognition rate is rarely 
82.07% and 82.27% in the third group experiment. 

 Template feature has a higher utilization ratio of the finger vein image, when  
the degree of interception is higher. The recognition rate falls slowly and performs 
stability. 
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 Wavelet & PCA. This method takes right shift operation for image blocking, then 
performs feature extraction to image block. This method has a high utilization of 
finger vein feature information and has a fine recognition performance. The recog-
nition rate is 90.54% in the third group experiment. 

 Wavelet & FP. The interception has a higher influence to feature point. In addition, 
as a feature, the wavelet energy feature is relatively single. Therefore, in this expe-
riment, the recognition performance is not good; the recognition in the third group is 
only 85.42%. 

 NSSTFC & Hu and NSSTFC & MM, both these two methods have a good recog-
nition performance. The NSSTFC & MM is better, its main reason is that Huber 
estimation only has a robust effect for the regression outlier (test sample), but MM 
estimation also has a robust effect for the univariate outliers (training sample).  

Table 2. The average recognition rate (%) of different feature extraction methods  

Feature extraction 
 method 

Recognition rate(%) 
The 
first 

group 

The 
second 
group 

The 
third 
group 

MHDD 88.16 85.42 82.07 
MHDRD 89.03 85.92 82.27 
Template 91.27 90.50 89.53 

wavelet& PCA 92.17 91.14 90.54 
wavelet&FP 90.03 88.60 85.42 

NSSTFC&Hu 92.74 92.31 91.57 
NSSTFC&MM 93.58 93.11 92.47 

7 Conclusion  

In this article, a new finger vein feature extraction method based on NSST is proposed. 
Our proposed method utilizes the NSST’s shift invariance and frequency anti-aliasing 
sufficiently, and gives a solution for the problem that the number of coefficients from 
the NSST is too large. In addition, the features extracted by our method are insensitive 
to unstable illumination. Then, we expand the sample database using the ROI extrac-
tion method and propose an improved robust classification strategy, which provides a 
good solution for the information loss of finger vein image.  
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Abstract. Finger-vein (FV) recognition is an emerging biometric identification 
technique and has been receiving increasing attention. In this paper, a new fin-
ger-vein recognition method is proposed which combines the hyperspherical 
granular computing with principle component analysis (HSGrC-PCA). We 
firstly use PCA to obtain the principle components of the FV images. The FV 
components are then represented as hyperspherical granules. For the training 
samples, the hyper-spheres corresponding to the classes of training samples can 
be built using the granular computing classification, thus all of the hyper-spheres 
form a granule set. For a testing sample, we can classify it into one of the trained 
hyper-sphere by distance measures. The experimental results show that the 
proposed method has a good performance in finger-vein recognition efficiency 
and accuracy. 

Keywords: Finger-vein · Hyperspherical granule · Granular computing · PCA 

1 Introduction 

Finger-vein recognition as an accurate and fraud-proof biometric technique has drawn 
increasing attention from biometrics community in recent years [1-3]. Compared with 
other traditional biometrics (e.g. face, fingerprint, and iris), the finger-vein pattern itself 
is forgery-proof, high live, high acceptable for users [4]. Thus, the recognition methods 
based on finger-vein are promising in personal identification. 

For identification performance, the key problem is how to categorize a sample into 
its corresponding classes. Viewing a sample as a granule, thus the classification can be 
regarded as granular matching in high-dimensional space. For granule clusters, a 
hyperspherical granularity scheme, a special case of granular computing (GrC), can be 
adopted in practice.  

As for GrC, the basic idea is to use information granulation for complex problem 
solving. Since Zadeh published papers in 1979, information granularity had attracted 
the interests of many researchers [5]. Now, GrC has been rapidly developed and widely 
used [6-8]. However, how to represent a granule has been always a key problem for 
GrC, especially in high-dimensional space [9]. Actually, for biometric features,  
they are always very high in dimension. So it is hard to granulate the samples by 
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hyperspherical granularity scheme in practice. To solve this problem, reducing di-
mensions of high dimensional space is necessary. It is well-known that PCA is a very 
succinct and efficient dimension-reduction method to reduce the complexity and obtain 
the informative aspects of high-dimensional datasets [10]. Here   we adopt PCA to 
reduce dimensions for two reasons. On one hand, PCA is the most convenient and 
fastest dimension-reduction method. On the other hand, it should be more favorable to 
verify the performance of hyperspherical granular computing using a simple dimen-
sion-reduction method. After this processing, a hyper-sphere is used to represent an 
information granule. For a hyper-sphere, its center is offered by the PCA component of 
a FV image and its initial granularity is set to zero. 

In this paper, we first improve the image quality using Gabor filter, and then obtain 
the principle component of each image by PCA. Second, the finger-vein images that 
represented by the principle component are granulated using hyper-sphere. Third, the 
classification algorithms based on distance measures is adopted. The experimental 
results show that the proposed method HSGrC-PCA is feasible and valid. 

2 Finger-Vein Image Acquisition 

The finger-vein images we employed are captured automatically by our homemade 
imaging system, as shown in Fig.1(a). An open window ( ) centered in the 
width of imaging plane is set for finger-vein imaging [11]. And the luminaire we adopt 
is infrared light. Due to the different size of ROI images, FV images are normalized to 
46*102 (4692) pixels, as shown in Fig.1(b). 
 

 

Fig. 1. A homemade imaging device and enhanced FV results 

270 25mm
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3 The Proposed Method 

3.1 Image Enhancement and PCA 

According to Fig.1(b), it is obvious that the FV image features are not clear. So we 
adopt Gabor filter to enhance the image, the result is shown in Fig.1(c). Here consi-
dering the variations of vessels in orientation and diameter alone a finger, we use 
oriented Gabor filters in multiscale [12]. Thus, the FV images are enhanced and the 
features are clearer. 

However, if the image that shown in Fig.1(c) is treated as a hyper-sphere directly, the 
dimension of the feature space is too high. As a result, it will be very hard to compute 
hyperspherical granularity. Hence, for simplifying calculation and increasing effi-
ciency, it is necessary to reduce the dimensionality. By now, the most common and 
simplest dimension-reduction method is PCA. So it is adopted here to reduce the  
dimensionality and to extract the principle component of FV images. Due to the di-
mension after PCA will have a great influence on the accuracy and efficiency of 
hyperspherical granular computing, thus it is also important to choose a suitable di-
mensionality. As for dimensionality, it is only related to the value of the cumulative 
energy on a percentage basis. In this paper, seven thresholds of the cumulative energy 
are tested, as shown in Table. 1. 

Table 1. The dimensionality after PCA 

Cumulative energy 99% 95% 90% 85% 80% 75% 70% 

Dimensionality k 714 195 113 81 62 49 39 

3.2 Granulation  

It is well known that any point regarded as atomic granules are indivisible, the union 
process is the key to obtain the larger granules compared with atomic granules. The 
present work treats each FV image as an atomic granule which expressed as a hy-
per-sphere with a radius of 0 and a vector as center.  

For two hyper-sphere granules G1=(C1, r1) and G2=(C2, r2), where C1=(x1, x2, …, xn) 
and C2=(y1, y2, …, yn) are the centers of hyper-sphere granules G1 and G2 and r1 and r2 
are granularities of hyper-sphere granules G1 and G2, the union hyper-sphere granule is 
described in Eq(1)[13-15]: 

                (1) 

where R is the granularity of the union hyper-sphere granule, P=C1−r1(C12/||C12||), 
Q=C2+r2(C12/||C12||), C12=C2−C1,the vector from C1 to C2. The union between two 
granules is explained in Fig. 2 for 2-dimensional space. Two granules G1=(2,6,2)and  
G2=(5,7,3) represent two hyperspherical granules in 2-dimensional space, the union 
hyperspherical granule is (3.97,6.66,4.08) and represented as the red line in Fig. 2. 

   1 2
1 1, ,
2 2

G G G C R P Q P Q        
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Fig. 2. Union between two granules [13]  

Here, the hyperspherical granulation is shown as the following procedure. 
Step 1. The principle component of a FV sample is considered as an atomic granule 

with a class label.  
Step 2. Calculate the distance dj between the atomic granule Gj and the other  

granules using Euclidean distance which is defined as Eq. (2):  

                                      (2) 

All the distance values dj should be recorded and kept in an ascending order in the jth 
column.  

Step 3. Set a larger threshold ρ. In the jth column, we choose the granules which are 
satisfied with d ≤ ρ, compare the label of these granules with the tag of the granule Gj, 
and keep the atomic granules in the jth class cell if they have the same label. Thus we 
can obtain all the classes. It is obvious many classes may have the same elements, but 
one will be retained and other classes that same with it will be rejected, so it can be 
ensured that every class is different.  

Step 4. Unite the granules that belong to the same class by Eq. (1). Then the granule 
set is composed of all the union granules, and the number of the union granules equals 
to the classes of the samples.  

3.3 Recognition  

After granulation, we obtain the union granule set and the corresponding class labels, 
the label of testing samples can be predicted by measuring the distance between testing 
samples and the granule set. However, due to different application fields, there are so 
many metric function of distance measure, such as Minkowski Distance Measure, 
Cosine Distance Measure and so on.  
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Minkowski Distance Measure is:  

                       (3) 

when p=1, the measure is called Manhattan Distance Measure; when p=2, it turns into 
Euclidean Distance Measure; when p=∞, we call it Chebyshev Distance Measure. 
Cosine Distance Measure is 

                       (4) 

Comparing these distance measures, we prefer to choose the simplest one, Euclidean 
Distance Measure, for it can be more favorable to verify the performance of hyper-
spherical granular computing. As for the result of recognition, if the prediction label of 
the testing simple is the same as the real class label, the testing simple is correctly 
recognized. 

In this paper, we first compute the distance between test granule g and each granule 
in the granule set by Eq. (1), then find the granule gm that has the minimal distance with 
g. So the corresponding class label of the gm as the prediction label of g is obtained.  

4 Experiments and Analysis 

Here, a self-built database including training data and testing data that contains 1850 
finger-vein images from 185 fingers is used. We view three FV images of each finger as 
training data and others as testing. Hence, a training set of 555 images and a testing set 
of 1295 images are formed. 

In the experiments, the first judging rule is the fusion method, it means if the dis-
tance value between the testing granule g and gm is negative and minimal, then g and gm 
can be fused, so they share the same label. But the result, as shown in Table 2 is not 
fine. Thus another way is chosen here, the minimal distance without limiting positive or 
negative, we can see the testing accuracy (Ts) is better, thus this method will be taken in 
the next experiment. To verify these two methods efficiently, only 600 images from 60 
individuals are adopted in this experiment. 

Table 2. Performance from different discriminant rule 

Method Tr (%) Ts (%) 
Fusion method 100 99.44 

Minimal distance method 100 100 
 
We mainly analyze and discuss the recognition method based on hyper-sphere GrC 

combining with PCA from Tr, Ts, training time (tr), testing time (ts). The performances 
of this method with seven different percentages of energy are listed in Table 3. From 
the table, we can see that HSGrC-PCA with 75% of energy can achieve the optimal 
performance because of the suitable dimensionality of the feature space after PCA. As 
for 99%, the poor Ts may caused by the high dimensionality which leads to 
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over-matching. These prove that dimension has a big influence on the accuracy of 
hyperspherical granular computing. And the performance tr shows similar from 95% 
to70%, it means PCA can do well in a wider range. The training time and testing time 
are related to the dimensionality, so the HSGrC-PCA algorithm with the lowest di-
mensionality is our pursuit in the same conditions for the maximal test accuracy. 

Table 3. Recognition performance 

Performance Cumulative energy 
99% 95% 90% 85% 80% 75% 70% 

Tr(%) 94.13 94.13 94.13 94.13 94.13 94.13 94.13 

Ts(%) 92.61 96.22 96.22 96.22 96.76 96.76 96.4 

tr(s) 36911 36114 35780 35518 35371 35107 35016 

ts(s) 16.45 9.32 8.79 8.76 8.65 8.38 7.73 

5 Conclusion and Future Work 

In this paper, a new finger-vein recognition method based on hyper-sphere granule 
computing was proposed. We combined hyper-sphere granular computing with PCA, 
and conducted a series of experiments based on the same database. The results showed 
that finger-vein recognition based on HSGrC-PCA can obtain a good identification 
performance. However, the algorithm still has much room to improve, such as, re-
ducing the training time for high-efficiency, considering other dimension-reduction 
methods to get a better test accuracy. 

Acknowledgements. This work is jointly supported by National Natural Science Foundation of 
China (Nos.61379102, U1433120) and the Fundamental Research Funds for the Central  
Universities (No. 3122014C003). 
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Abstract. Different annulus regions of iris texture have various distribution 
characteristics. All the previous feature extraction methods are unable to make a 
difference between relevance of intra-annulus feature and difference of inter-
annulus feature. With an analysis of relevance of intra-annulus, this paper pro-
poses a kind of feature extraction method based on texture regions. The method 
firstly uses 2D-Gabor filter to independently extract and encode texture features 
from different regions respectively, and then the set of feature vectors are ap-
plied to classification and recognition by SVM classifier. The experimental re-
sults show that the proposed method has quite high recognition accuracy. 

Keywords: Iris recognition · Annulus partition · 2D-Gabor filter 

1 Introduction 

The iris images contain rich texture information. Since these texture information have 
such advantages as stability, uniqueness and non-invasiveness, iris is considered as a 
more promising and valuable biometric traits to identify individuals than other modali-
ties. The first iris recognition system was introduced by Daugman. He used multi-scale 
Gabor filter to extract binary phase features of iris and adopted hamming distance for 
matching [1,2].The method Daugman proposed regarded an iris image as an overall but 
ignored the distribution differences in various regions. Therefore, for the sake of im-
prove the integral performance of algorithms many scholars tried to use different parti-
tion strategies to divide an iris image into many local regions with more distinguishable 
[3]. However, so far there has not yet been a unified and universal standard. 

As for the above problems, from physiological structure perspective, this paper 
puts forward an iris recognition method based on multi-annulus energy feature on the 
basis of analysis of iris texture feature. Firstly, this paper divides the iris region into 
several annules, and then uses 2D-Gabor filter to extract the local energy information 
of each annule. Finally the process of recognition is done by SVM classifier. The 
recognition system framework of the proposed algorithm is shown in Fig. 1. 
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Fig. 1. The recognition system framework 

2 Iris Texture Segmentation 

Iris is located between pupil and sclera, which contains a large number of texture fea-
tures. These texture structures generally present radiated distribution centered on pupil 
[4].If we segment the iris region with equidistant annulus, it is not difficult to find that 
the texture details with the same annulus have higher similarity and the texture details 
among different annules have greater diversity. The result is shown in Fig. 2. 
 

 
Fig. 2. Iris texture segmentation 

In addition, the direction and the complexity of the texture with the same annules 
are more similar in the frequency. Therefore we divide the located iris image into 
multiple annular regions and encode the segmented annules from inside out. In order 
to facilitate the subsequent feature extraction, the segment is performed on the   
normalized and enhanced iris images. 

 

 
Fig. 3. Segmentation results with normalization and enhancement 
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As shown in Fig. 3, each segmented annules after normalized will become a  
rectangular region where the internal texture is similar. The paper regards the feature 
of each rectangle region as a matching unit. The multiple rectangular regions can 
make up of the overall feature vector. 

3 Annulus-Energy Feature Extraction 

3.1 2D-Gabor Filter 

The majority of the iris texture and horizontal direction shows larger angle distribu-
tion, using multiple directions, multiple scales filters can accurately express the   
texture information. Therefore this paper 2D-Gabor filter bank analyses multi-scale 
texture and direction, achieving iris encoding. The form of 2D-Gabor filter is shown 
in equation (1). 

2 2 2 2
0 0 0 0 0 0( , ) exp( [( ) ] ( ) ) exp( 2 [ ( ) ( )])G x y x x y y j u x x v y y                 (1) 

where (x0,y0) is the filter center,(u0,v0) is the frequency domain center, αandβare 
standard deviations of the elliptical Gaussian along the x and y axes, respectively. The 
real and imaginary parts of 2D-Gabor filter are shown in Fig. 4. 

 
               （a）Real                     (b) Imaginary 

Fig. 4. The real and imaginary parts of 2D-Gabor filters 

3.2 Feature Extraction and Encoding 

Iris textures are rich in content and various in forms. Due to superior performance for 
image details extraction, the energy value of multi-direction is chosen for matching. 
By filtering the result of the real part R and imaginary part I, we calculate the ampli-
tude information, as shown in equation (2). 
 

     2 2( , ) ( , ) ( , )Mag x y R x y I x y                   (2) 
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Thus, we can construct a filter bank, and the number of direction and scale are m 
and n, respectively. The amplitude information of multi-directional and multi-scale 
are shown in Fig. 5. 
 

 

Fig. 5. Amplitude image 

 

Fig. 6. Regional energy distribution 

In order to facilitate for observing energy distribution of different annules, we  
divide the normalization images into many tracks, as shown in Fig. 6. The similarity 
of energy distribution in each track is obvious. We take mean as the average level of 
the tracks. The result of filtering characteristics is described as equation (3): 

1 2{ , , , }i je m m m                      (3) 

where ei stands for ith filter, obtaining sequence of Regional energy value: m1, m2, …, 
mj respectively represent the mean of intensity of the iris region from inside to outside 
edges, the calculation equation is as follows: 



 An Iris Recognition Method Based on Annule-energy Feature 345 

                
1

1 ( , )
l h

j
k

m Mag x y
l h






                       (4) 

where l and h represent the length and height of the sub-block regions respectively. 
Since the 2D-Gabor filter bank is composed by the m×n filters. Therefore, energy 

feature E of the endless belt of an image also should have the m×n elements, as the 
equation (5). We will combine Euclidean distance (ED) of two iris images each   
endless belt together as the input feature vectors V of SVM model.  

1 2{ , , , }m nE e e e                            (5) 

1

2

1

{ , , , , }

( ) ( )

j m n

j

j j j
k

V ED ED ED

ED e input e enrolled









    




 
             (6) 

4 The Classification Based on SVM Model 

Because SVM is capable of handling problems brought about by small samples and is 
a nonlinear and high dimensional model, it is employed in this study [5]. 
 

 

Fig. 7. The principle of SVM 

As shown in Fig.7, assumed the hyperplane expression is w·x-b=0, which was a 
vector that plumbed to the hyperplane, x as a sample, b as a shift amount. The n sam-
ples of training set and the corresponding class label were expressed as (x1,y1),…, 
(x1,y1), which y as the corresponding category. In two categories of this figure, the two 
lines which closest to the classified plane and parallel to each other were expressed as 
w·x-b=1 and w·x-b=-1, and the known maximum distance between the two lines was 
2/||w||. Then you can ensure that the sample data points which all are in the hyperplane 
spacer met w·x-b≤-1 or w·x-b≥1. The SVM is defined as follows:  



346 G. Huo et al. 

21 , min( , )
2

(( ) ) 1i i

w w b

y w x b




   

                            (7) 

In this paper, the training set {Vtrain} feature vectors were trained for SVM model, 
the trained SVM model was applied to the test set {Vtest} for classification. This iden-
tification process belongs to a typical two-class problem that is the inter-class or intra-
class. Thus, for any pair of vectors x and xi from the training and test set, if the result 
is f(x) =1, it is considered to be intra-class; if the result is f(x) =-1, it is considered to 
be inter-class. 

5 The Experimental Results and Analysis 

We randomly selected 100 class (7 per class) from the CASIA V4-Interval database to 
test the algorithm performance [6], shown as Fig. 8. Then, we take the former five in 
each class (the total iris image is 500) as the training sample, and the other two as the 
test samples. 
 

 

 

Fig. 8. CASIA4-Interval iris images. 

The experiment steps as follow: First, find the optimal annules. In this paper, we 
choose the parameters (fmax = 64, df = 2, M = 6, N = 4) to structure Gabor filters, and 
select the radial basis function (RBF) as the SVM kernel function. For the specific 
selection method, please refer to our earlier paper [7]. Since this paper choose the 
filter window size 4 as the minimum of the ring, and 512 × 64 as the size of normali-
zation. In order to easily divisible, select the power factor of 2 to increase to the half 
of the annule width, and the experimental results are shown in Table 1. It can be seen 
that the normalization images which divided into four regions can achieve better  
recognition result. 
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Table 1. The multi-annulus division results. 

No. of annules FRR (%) FAR (%) 
2 0.5775 0.5312 
4 0.4905 0.4895 
8 0.5466 0.5265 
16 0.5418 0.5379 

 
Second, the iris texture will be encode by blocks based on the optimal number of 

annules. Then we use the training set to build SVM model. The number of training 
samples is 124750, among which the number of intra-class is 1000, and the number of 
samples of inter-class is 123750. Then, the trained SVM model will be used to classify 
the test set. The number of test samples is 19900, among which the number of intra-
class is 100, and the number of inter-class is 19800. The CRR of the proposed method is 
99.17%, the EER is 0.08%, as shown in Table 2. Compared with the classical iris 
recognition algorithms, the proposed method achieves higher performance. 

It has to be pointed out that neither Mask nor ROI are employed to eliminate the 
negative effects brought about by blocking of eyelids and eyeslashes. Nor there is 
requirement on quality of images. The algorithms of Daugman and Yao perform 
sligtly lower than the algorithms of other literatures. These factors effect our 
algorithm, so it has no influence on their comparisons. 

Table 2. Comparison of methods. 

Method CRR (%) EER (%) 
Daugman[3] 98.98 0.68 

Boles[8] 92.64 8.13 
Wildes et al.[9] N/A 1.76 

Yao P [10] 99.06 0.65 
Proposed 99.17 0.49 

6 Conclusion 

According to the characteristics of the regional distribution of iris texture, we 
proposed an iris recognition method based on annulus features. The method of feature 
extraction transforms the whole object to several similar local regions, so that the  
2D-Gabor filters can extract more targeted texture features. The experimental results 
imply that the proposed method outperforms some classical iris recognition methods. 
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Abstract. As one of major methods for iris feature extraction, 2D-Gabor filter 
is capable of texture features in different directions and scales. Restricted 
Boltzmann Machine (RBM) is quite favored because of its simple structure and 
fastness in classification. However, due to conflicts between the feature vector 
dimension and the complexity of the network structure, rarely few combine 
them for iris recognition. This paper proposes a multi-class iris recognition me-
thod which combines 2D-Gabor feature extraction and classification model of 
RBM together. Firstly, 2D-Gabor filter is employed to extract energy-
orientation feature of iris texture, whose dimension will not increase with the 
increasing number of filters. In this case, as the number of nodes in hidden lay-
ers of RBM network is determined to a definite value, complexity of the whole 
RBM design is simplified. Experiments show that this method displays high 
recognition accuracy on sample sets. 

Keywords: Iris recognition · 2D-Gabor filter · RBM 

1 Introduction 

Iris recognition is a technique using iris texture of human eyes for identification. It 
has advantages of good stability, high recognition accuracy, capability of biopsy, etc. 
Therefore, iris recognition becomes the focus of academic research in this field and 
classical recognition algorithms are designed [1-5].  

One of the most representatives is the 2D-Gabor transform by Daugman, using 2D-
Gabor filter to extract iris texture on multi-scales and from multi-orientations before 
binary phase encoding and matching with Hamming distance [1]. Filtering an iris 
image with a family of filters resulted in 1024 complex-valued phasors which denote 
the phase structure of the iris at different scales. Each phasor was then quantized to 
one of the four quadrants in the complex plane. The resulting 2048-component iris 
coding was used to describe an iris [6]. But there are two drawbacks with this recog-
nition mode: firstly, the phase encoding only expresses independent features extracted 
by filters on different scales, ignoring the correlation among these features. Subse-
quent experiments show distinguishable features of such correlation. Secondly, the 
accuracy of judgment method based on a threshold value is highly dependent on the 
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training set of data which only works in one-to-one recognition pattern. Based on 
those considerations above, this paper presents a multi-class iris recognition method 
by combining the 2D-Gabor feature extraction method and the classification model of 
RBM. This method has better robustness and high recognition accuracy on a small 
sample set. 

2 Iris Feature Extraction 

Prior to the extraction, IRIS image preprocessing is needed to eliminate negative im-
pact on subsequent recognition brought about by factors such as light intensity, palpe-
bral occlusion, iris deformation. Iris image preprocessing includes iris localization, 
normalization, enhancement, ROI selection and resizing, as it is shown in Fig. 1. Iris 
image preprocessing should be carried out before feature extraction to eliminate nega-
tive impact on subsequent recognition caused by factors such as illumination intensi-
ty, eyelid occlusion, and iris deformation, etc. 
 

 
Fig. 1. Iris image pre-processing; (a) original iris image; (b) iris localization; (c) iris normaliza-
tion and enhancement; (d) ROI selection and resizing. 

2.1 2D-Gabor Filter 

The texture features of an iris image are sufficient to represent the uniqueness of each 
individual, so we extract the texture features by 2D-Gabor filters with different scales 
and orientations. 2D-Gabor function is a product of an elliptical Gaussian and a  
complex plane wave. It can be represented by the following equation in the spatial 
domain: 

        (1) 

where (x0,y0) is the center of the receptive field in the spatial domain, σ is the standard 
deviations of the Gaussian function, ω is the central frequency and θ indicates the 
orientation of the Gabor filter.  

2.2 Energy-Orientation Encoding 

The iris feature extracted through 2D-Gabor filter has both imaginary and real com-
ponents, as shown in equations (2) and (3) below. Through different operations on the 
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(c)
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imaginary part and the real part, we can derive a number of new features, such as 
phase, amplitude and cosine. In this paper, a combination of amplitude and filter di-
rection generates a new form of feature expression, that is, ability direction feature. 
Such feature reflects the relationship among magnitude features on the same scale but 
in different directions. Experiments show that Energy-Orientation Feature (EOF) is  
capable of high distinguishability on small sample set. Specific operations are shown 
in equation (4) and (5): 

2 2 2 2

2 2

( )Im exp( ) [sin( cos sin )]
2
x y x y

   
     
 

               (2) 

2 2 2 2
2

2 2

( )Re exp( ) [cos( cos sin ) exp( / 2))]
2
x y x y

     
      
 

          (3) 

                           (4) 

                              (5) 

where ω is the central frequency, θ is the angle of the filter, σ is the Gaussian standard 
deviation, exp(-σ2/2)is the DC component. Im and Re are the imaginary and real of 
the filter, Magk is the magnitude filtered by the kth sampling point in ROI, EOF is the 
matrix composed of 0,1,2,3,4,5. 0,1,2,...,5 denote the orientation symbols at 0, π/6, 
π/3, π/2, 2π/3, 5π/6 orientations when the magnitude of the six is largest. 

3 Training of Restricted Boltzmann Machine 

3.1 Restricted Boltzmann Machines 

RBM is a restricted type of BM (Boltzmann Machines) which has been introduced as 
bidirectionally connected networks of stochastic processing units [7]. Different from 
BM, in practical applications RBM solve complex time-consuming process of  
learning better. Meanwhile, RBM is a special Markov Random Field (MRF).  
As shown in Fig. 2, RBM is a neural network consists of two layers, m visible units  

 

 

Fig. 2. The undirected graph of RBM 
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v={v1,v2,…,vm} and n hidden units h ={h1,h2…hn}. Its energy function E(v,h) is  
defined as follows: 

               (6) 

where wij is a real valued weight associated with the edge between units vi and hj , and 
bi and cj are real valued bias terms associated with the ith visible and the jth hidden 
variable, respectively. We focus on binary RBMs where the random variables (v, h) 
take values from {0, 1}. The probability distribution of (v, h) is defined as follows: 

                          (7) 

                            (8) 

where z is a normalization factor. Assuming there are m visible cells and n hidden 
units, in order to 2m + n calculations are needed for the normalization factor z. Even if 
we can get parameter w through the training model, but we still cannot figure out the 
distribution determined by the parameter w efficiently.  

Because there are only connections between the layer of visible and hidden va-
riables but no connections between two variables from the same layer. The hidden 
variables are independent given the state of the visible variables and vice versa [8], as 
in function (9) and (10). 

                (9) 

When a visible given node is determined, the activation probability of jth node in 
hidden layer is:   

                    (10) 
After obtaining all nodes in the hidden layer and based on the limitations of sym-

metrical structure of Boltzmann machine, the activation probability of visible node is 
calculated as: 

                    (11) 

where  is the sigmoid activation function. 

3.2 Learning Restricted Boltzmann Machines 

The task of learning restricted Boltzmann machine is to find the parameter θ (includ-
ing bi, cj, wij) to fit a given learning sample. The parameter θ is obtained by restricting 
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the maximization of log likelihood of Boltzmann machine on learning set (assuming 
the number of learning data is T)，the specific equation is as follows: 

                      (12) 

This paper calculates the optimal parameters by random rising gradient whose crit-
ical step is to calculate the partial derivatives with respect to each of the model para-
meters. 

             (13) 

Let θ denote a member of the parameter set, the log-likelihood function with  
respect to the gradient of θ is: 

          (14) 

where <·> p stands for the average about distribution p. p( h|v(t) ,θ) denotes the proba-
bility distribution of the hidden layer when the visible cells define the learning sam-
ples v(t). Therefore, the former part in equation (14) is relatively easy for calculation. 
p( h|v ,θ) prepresents the joint distribution of the visible and the unit cell in hidden 
layer. Because of the normalization factor z, the latter part in the equation (14) 
couldn’t be calculated. Therefore, we use to Gibbs sampling method to get an approx-
imate value. 

This paper employs contrastive divergence of learning algorithms to quickly train 
the corresponding parameters in RBM. Suppose there is only one training sample, data 
and model are used to mark the probability distributions of p( h|v(t),θ) and p( h|v ,θ) 
respectively. The partial derivatives of log-likelihood function with respect to the con-
nection matrix wij, the bias bi of visible layer node and the bias cj of hidden layer node 
are: 

                (15) 

              (16)       

       (17)     

The parameter wij is often updated in an optimized rule, as in function (18). 

                 (18) 

The constant ε is the learning rate and the term -η×w(t), called weight decay,  
penalizes the weights with large magnitude. The update rule can be further extended  
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by a momentum termΔwij
(t-1), weighted by the parameter λ. Using a momentum term 

helps against oscillations in the iterative update procedure and can speed-up the  
learning process as known from feed-forward neural network training [9]. The update 
rule can also be applied to bi and cj similarly. 

4 Experimental Results 

In this paper, the performance of algorithms is verified in iris databases CASIA V1.0 
and JLU 3.0. The CASIA V1.0 database consists of 108 iris images of 80 individuals 
with different grayness, and there are seven images for each eye with a total of 756 
[10]. Four images are selected from each set to construct training sets and the rest are 
testing sets. JLU 3.0 includes 1,800 left and right eye images from 30 individuals 
wherein each eye contains 30 images, with a resolution of 640×480 [11]. 5 images are 
selected from each category as training set and the rest are for test with specific  
parameters shown in Table 1. 

Table 1. Construction of the experimental iris databases 

Iris Databas-
es 

Resolution 
Normalization 

Size 
ROI 

Selection 
ROI 

Resizing 
Training 

Set 
Testing 

Set 

CASIA V1.0 320×280 512×64 
(256, 0, 
256, 20) 

256×32 4×108 3×108 

JLU 3.0 640×480 512×64 
(256, 0, 
256, 30) 

256×32 5×30 5×30 

 
Firstly, based on the experimental data, parameter optimization is carried out for 

multi-directional filter banks on a single scale. Then, the optimized filter banks are 
used for feature extraction of all ROI to obtain the characteristic matrix in size of 
32×216, shown in Fig. 3. Next, this matrix is transformed into a feature vector of 
1×6912, and function as input in visible layer of RBM network. Because the code 
length of EOF is only related to the size of ROI, the encoding length for CASIA V1.0 
and JLU 3.0 is 6912. The three most important parameters in constructing RBM net-
work are the numbers of nodes on visible layer and hidden layer nodes, and maxim 
number of training times. Due to the number of nodes on visible layer is determined, 
6192, the number of nodes on hidden layer can be approximated to one-third on visi-
ble one. Maximum number of training times can be obtained according to the refac-
toring error distribution curve, as shown in Figure 4. Therefore, as for iris bank in the 
same size of ROI, the basic parameters for building RBM in this design can remain 
unchanged. Thus the problems such as network reconfiguration and parameter  
adjustment resulting from the changing number of nodes in visible layer in construct-
ing RBM are avoided.  
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Fig. 3. EOF encoding 

 
Fig. 4. The curve of reconstruction error 

Finally, based on the trained network of RBM, test sets are then identified, and the 
specific training parameters are shown in Table 2. Note that this paper does not per-
form the classical binary recognition with SVM, instead, multi-class recognition cha-
racterized as fewer matching and faster recognition. Due to the number of samples 
identified by multi-class method is far less than those by binary methods, the recogni-
tion accuracy of the former is slightly lower than that of the latter. Therefore, recogni-
tion rates our proposed algorithm on iris banks CASIA V1.0 and JLU 3.0 are 98.15% 
and 98.67% respectively. It is enough to show this algorithm on a small sample set is 
of better versatility and higher recognition accuracy. 

Table 2. Parameters of the RBM 

Iris Databases Visible layer 
nodes 

Hidden layer 
nodes Max epoch No. of Error/ 

total CRR (%) 

CASIA V1.0 6192 2064 440 6/324 98.15 
JLU 3.0 6192 1935 460 2/150 98.67 

CASIA V1.0_1_1

CASIA V1.0_1_2

JLU V3.0_1_1

JLU V3.0_1_2

(a) ROI Image (b) EOF Matrix Image
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5 Conclusion 

Based on a detailed analysis of expression characteristics of 2D-Gabor construction 
method of RBM, this paper presents a multi-class iris recognition method that com-
bines the feature extraction of 2D-Gabor and classification of RBM model. This me-
thod greatly reduces complexity of designing RBM by determining nodes on display 
layer of RBM prior to the feature extraction. With this method, the correct recognition 
rate on CASIA V1.0 and JLU 3.0 are 98.15% and 98.67% respectively. This shows 
that the proposed method is feasible and effective on small sample set. 
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Abstract. Iris crack has the characteristics of minimum local gray value and re-
gional meoan gray value. Its gray value is lower than those of the surrounding 
area and from the edge to the inside the gray value is shown a trend of decline 
gradually. A method is proposed based on Minimum local Gray value and Di-
lating Window of Regional Mean Gray value. The initial starting point of the 
dilating window is determined by the minimum local gray value, and the dilat-
ing windows is configured with the regional mean gray value, and the areas of 
iris cracks will be found. Thirdly, the iris crack is segmented at the area accord-
ing to minimum local gray value again. Finally, the result is found with the 
connection and de-noising. Compared method with single minimum local gray 
value method and Gaussian filter method, this method has low misdetection rate 
and simple threshold selection, and can meet the expected requirement. 

Keywords: Minimum local gray value · Dilating window · Regional mean gray 
value · Iris crack 

1 Introduction 

The iris is one of the most common biometric identification and authentication, the 
rich texture of the iris has uniqueness and stability in a period, therefore, it is a valid 
individual feature for identification.  

Since iris recognition idea was developed, texture feature extraction has been one 
of the key issues. Three classic iris texture feature extraction methods included using 
multi-scale two-dimensional Gabor filter, using one dimensional wavelet zero method, 
and the Gaussian - Laplace filter method[1-3]. In recent years, two classes of   im-
provements have been developed[4].The first one employs the filter or signal trans-
formation to express iris texture. These techniques obtain the iris texture feature cod-
ing by analyzing the resolution or using signal transformation method. However, they 
can’t get the size or location information of the textures such as cracks and pigment 
spots. Therefore, this class of methods can’t be utilized in evidence examination such 
as identity authentication. In order to overcome the drawbacks of the first class  
methods, the second class methods detect texture information in spatial domain. 
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These methods can obtain iris texture features, the characteristics features with low 
gray values, and the gray value map. On the other hand, this class of methods lacks 
the pertinence of various textures. If a method can detect various iris textures and 
extract the characteristic features such as sizes, shapes and locations, to be used as 
fundamental parameters of the iris recognition, it will be very valuable complement to 
the existing iris texture feature extraction methods.  

In this study, according to the shapes, the iris textures are classified to four modes, 
i.e., crack, ring line, hole, and patch. The crack is used as the detecting object in the 
visible iris image. An innovative approach is proposed based on minimum local gray 
value and the average regional gray value. According to the shape and grayscale dis-
tribution of the crack, the crack area is initially positioned with the minimum local 
gray value, then a search window is constructed and image segmentation in the win-
dow is manipulated to examine the iris crack. 

2 Iris Crack Detection Method  

2.1 The Iris Crack Texture Feature Analysis 

Divided by the frill, the internal part of iris is pupil area, and the external part is colla-
rette area. The texture in collarette area can be classified as crack, ring line, hole, and 
patch.  

The iris crack is in wheel or radial shape, and it may cover the entire iris. The 
cracks appear in different colors, various lengths. The longest crack can cross over the 
pupil to the edge of the iris. In Fig. 1(a), where the arrow points is the crack. The 
Crack is zoomed in as shown in Fig. 1(b). Remarkable changes of the gray value are 
demonstrated in Fig. 1(c), which shows the crack’s gray level significantly lower than 
the surrounding area and its internal grayscale distribution is declined from the edge 
of the crack to the middle. Therefore, the crack has the minimum gray value, and the 
grayscale distribution of the iris is in a valley shape Fig. 1(d). 

 
 
 
 
 
 
 
(a) Original drawing (b) Enlarged crack (c) Three dimensional 

regional grayscale 
(d) Regional greyscale 

cross section 

Fig. 1. Characteristics of iris crack 

2.2 The Iris Image Preprocess 

Because the original cracks are radially distributed in the iris region, normalizing and 
unfolding processes can make them, distributed in vertical direction which will simpl-
ify the computation. The method in [5] is employed in this study to local iris, and 
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Fig. 6(a) shows the window for the common area, which is used in searching for 
the common area in the iris image except upper and lower edge. The dilating window 
is rectangular and divided into three segments: A, B and C. A is the center area and is 
the initial window, of which width and height are w and h respectively. B and C are 
squared extension window, of which edge size of. 

The starting point of the initial window (A) is located at the upper left corner with 
the pixel coordinate of (i, j). The unit of the dimensions is pixel, namely the range in 
the row direction is from row i to row i+h and in the column direction is from column 
j to column j+w.Window B is the bottom extension of the initial window, whose row 
range is from i+h to i+h+w , while column range is the same to A. Window C is the 
top extension window of A, whose row range is from row i-h to row i, and column 
range is the same to A and B. 

Because the cracks may appear in the top or bottom edge of the preprocessed iris 
image, the dilating window as Fig. 5(a) is modified to those in Fig. 5(b) and Fig. 5(c), 
aiming at the top edge and the bottom edges respectively. 

The mean grayscale of the center of the crack is smaller than both ends of the 
cracks according to the characteristics of the iris image gray spatial distribution. If the 
initial window A belongs to a part of the crack, the mean gray value of the window A 
is larger than it in B or C, that is the distribution of the grayscales of the initial win-
dow A, extension window B and extension window C should satisfy equation(3) or 
equation(4). 

. (3) 

. (4) 

In equation(3) and (4), μ
Ａ

, μ
Ｂ

, μC respectively refer to the mean gray value of the 
window A,B and C. The definition of μ

Ａ
, μ
Ｂ

, μC can calculated by equation (5),(6) 
and(7). In the equations, I(x, y)means the gray matrix of the preprocessed iris image. 

 . . (5) 

 . . (6) 

  . (7) 

(1) If the window A and B satisfy Eq.(3), merge A and B, to form a new initial 
window A, then create a new window B, and repeat this step. 

(2) If the window A and C satisfy Eq.(4), merge A and C to form a new initial 
window A, then create a new window C, and repeat this step. 

(3) When window A, window B and C don’t satisfy the Equations, this area 
don’t belong to no crack present in the area. 
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4 Experimental Comparison and Discussion 

4.1 Experimental Comparison 

Fig. 8 displays the results achieved by various methods.  
 

 
 
 
 

        (a) Gray iris image                   (b) Single local gray minimum method 
  
 
 
 
           (c) Gaussian filter method               (d)The proposed method in this study 

Fig. 8. Comparison with several methods 

The single minimum local gray value method missed several cracks and the shapes 
of the crack are not similar. While the threshold in the Gaussian filter method is diffi-
cult and need manually selecting threshold. 

Up to date, there are several types of technologies in the iris recognition, such as 
the CASIA, ICE, MMU and UBIRIS. However, these libs can't meet the demand of 
subject due to the inherent drawbacks. Firstly, the resolution isn’t enough. Iris texture 
detail information is very limited. Near infrared acquisition device is used in most of 
the libs. When the texture feature of the melanin formation under near infrared cannot 
be achieved, iris pigment can lead to better imaging result in visible light. SUT iris 
image lib is used to evaluate the proposed and published methods. Total 112 images, 
including 485 cracks, are examined, The new method correctly detected the in 447 
cracks, 28 cracks in errors, and missed 45 cracks. Table 1 lists the testing results. 

Table 1. Testing results. 

Method Detected rate Loss detection rate False detection rate 
The proposed method 92.2% 5.8% 9.3% 
Single MLG method 85.7% 11.3% 10.1% 

Gaussian filter method 91.3% 9.7% 9.8% 
 
In the table, the detection rate means that the percentage of the correctly detected 

cracks to the actual total cracks. Loss detection rate means that the percentage of un-
detected cracks to the actual total cracks. False detection rate means the percentage of 
wrongly detected cracks to the total. Table 1 evidences that the proposed method is 
superior in loss detection rate and the threshold selection to the Gaussian filter. 
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5 Conclusion 

This study proposed an innovative method that employs minimum local grayscale and 
average regional grayscale of dilating window to detect cracks. Experiment confirmed 
that this method can obtain high accuracy. Compared with the single local gray mini-
mum method and Gaussian filter algorithm, the method has lower loss detection rate, 
and easier threshold selection.   
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Abstract. Iris images have rich texture features and there are significant differ-
ences between inner and outer texture in the area of intestinal loop. The texture 
of intestinal loop dominated the whole iris images, and they are applied to iris 
recognition and evaluation of health. This paper presents a novel approach to 
extraction intestinal loop based on textures primitive. First, using texture primi-
tive to count rhythmicity of texture variation, then counting the frequency mod-
es in the windows by defining the boundary and non-boundary mode, and final-
ly to identify the specified window which containing the intestinal loop round 
to extract intestinal loop by frequency variation. Experimental results indicate 
that extraction with fuzzy textures which can effectively turn the IRIS intestinal 
loop, provide a favorable basis for application based intestinal loop. 

Keywords: Iris intestinal loop · Fuzzy texture · Primitive 

1 Introduction 

Iris images have rich texture features with different shapes such as block, strip, fleck, 
etc[1]. These textures are spread unevenly and people can see that there is a transition 
boundary from the vision. The boundary in Iris images is blurry for most people. The 
entire iris boundary is divided into inner and outer portions, the area from pupil to the 
transition boundary is called intestinal loop [2], as shown in Figure 1. There are sig-
nificant differences between inner and outer texture in the area of intestinal loop. 
While, the distribution and texture of Iris images’ intestinal loop region vary from 
different types of human. These differences dominated the whole iris images and they 
are applied to iris recognition and IRIS-based computer-aided diagnosis. 

In addition, the intestinal loop region of iris images is not sheltered from eyelid and 
eyelash when collecting information so that it is conducive to recognize information 
features in applications and extract them stably. 

In recent years, only few domestic scholars do some research about extracting out-
er boundary of intestinal loop. Xin guodong [3], who use gradient method of gray-
scale on the normalized iris image to search for the largest gradient gray-scale to  
extract the boundary. Yu Li, who use the improved method of snake to extract it [4,5]. 
The algorithms are all trying to detect boundary, but it is unsatisfactory for the large 
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3 The Outer Boundary of Intestinal Loop’s Extraction 

3.1 Extraction Principal 

3.1.1   Structure and Mode of Primitive 
Primitives are a basic unit for describing the gray level change between pixels of an image 
[11]. The structure of the primitives is defined by the horizontal direction of the center 
pixel and the adjacent 4 pixels. As shown in Figure 3. Where X represents the center pixel 
and 1,2,3,4 are defined the order of pixels in the primitives. In order to describe the extent 
of pixels’ gray change, the gray difference between each pixel and the center pixel of the 
pixel is calculated. According to the serial number of each pixel, the gray difference is 
recorded as qi(i=1,2,3,4). The absolute values of the difference between different thre-
sholds and qi(i=1,2,3,4) are defined as the primitive model. The primitive model is re-
garded as P={p1, p2, p3, p4}.pi(i=1,2,3,4) is set to 0, 1, 2. Where 0 means the absolute 
value of qi is not less than the threshold a. 2 means the absolute value of qi is less than the 
threshold b. 1 means the absolute value of qi is between a and b. 
 

1  2  X  3  4 

Fig. 3. The structure of the primitives 

3.1.2   Eigenvector of Image 
In order to count the frequency of each mode in the window, the number of each pri-
mitive mode is established. The number is defined as n=∑ipi×3i-1(i=1,2,3,4). The total 
of possible modes in the image is 34 , because pi is three possible values for 0, 1, 2 in 
the primitive model. The frequency of all modes in the window forms a vector. It is a 
eigenvector V={F(P(n))}, n=0,1,2,....34-1, where P(n) is a mode of n, F(P(n))is the 
frequency of P(n). To ensure feature vector the same length, the frequency mode did 
not appear in the image is represented by 0. 

3.2 Extraction Process 

The value of P={0,0,0,0} represents the gray level difference of the center pixel of the 
primitive and the other pixels is the maximum. This mode appears in the image edge. 
It named as boundary mode. The value of P={2,2,2,2} represents the gray level dif-
ference of the center pixel of the primitive and the other pixels is the minimum. This 
mode appears in the image edge. It named as non-boundary mode. Given an image, 
the frequency of the boundary mode is high, and the frequency of the non-boundary 
mode is low. It is represented by quotient of two modes. So we obtains the maximum 
value of quotient of the line. The center where the value of the window locates is the 
intestinal loop boundary points of the line. 

In consideration, using the quotient of two mode ({0000},{2222})frequency to de-
termine boundary is unitary. It cannot fully represent the boundaries. Several modes 
of the boundary and the non-boundary are also added. That is {2221} {2212} {2122} 
{1222} are represent the boundary and {0001} {0010} {0100} {1000} are represent 
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the non-boundary. We calculate the sum of the frequency of all the modes SBF, SNBF in 
the boundary range and the non-boundary rang. At last, we use the size of the quotient 
D to determine the boundary of a certain direction. 

3.3 Extraction Step 

As shown in Figure 4 of the normalized calculation window within a window of a 
certain size on the image characteristic values to determine the intestinal loop boun-
dary position. The steps are as follows: 

Step 1. Based on primitive is defined, calculate eigenvector of different scales 
within the window, and the quotient D. 

Step 2. Slide window in the row direction as shown. Calculated value of D of each 
window to obtain the maximum value of D of the line. The center where the value of 
the window locates is the intestinal loop boundary points of the line. 

Step 3. The window is moved downward one pixel, repeating steps (2), until you 
find the boundary points of all the lines. 

Step 4. Connect all boundary points which step (3) obtain in and this is the outer 
boundary of the iris intestinal loop contour line.  

                                

 
Fig. 4. Illustration of Searching Process 

4 Experiments Results and Discussion 

Ours iris image capture device uses a handheld iris instrument. This equipment can 
collect 24-bit color image. Image size is 800×600. In our paper, we randomly select 
300 samples (150 people, everyone has 2 samples). The iris images were taken from 
student volunteers at the Shenyang University of Technology. We named database 1. 
There are 220 samples taken from the Central Hospital Affiliated to Shenyang Medi-
cal College. We named database 2. 

4.1 Extraction Based on Primitive's Pattern Statistics 

4.1.1   Threshold Selection 
We make a threshold selection experiment in our database. When we select the thre-
shold a is too large, the boundary mode is less. When we select the threshold b is too 
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The experiment is realized by Matlab2011b and its toolbox on the PC of Window7. 
Figure 5 shows the relations between the window’s size and extraction’s time of the 
outer boundary of intestinal loop. The above data indicates that the extraction time 
increases as the window size .When the window size is 31×31, extraction time was 
111.301s. Figure 6 shows the relation between the window size and the outer boun-
dary extraction rate of correct of intestinal loop. Because this paper see the center 
point of the window as the detected outer boundary of the intestinal loop, then when 
the window is too large, the center position of window has great difference with the 
actual position, resulting in a lower accuracy rate; When the window is small, less 
involved in the statistics window and then affect its efficiency. Combining these re-
sults, the paper size is selected window 13×13. 

4.1.3   Extraction Results 
Intestinal loop extraction is performed in previously shown in iris pre-processing 
method of iris normalization image using the method proposed in this paper. In order 
to illustrate the whole extraction process, a line is used as an example. We calculate 
the sum of the frequency of all the modes SBF, SNBF and the quotient D according to the 
above definition of the basic element model in the size of 13×13. Slide window in the 
row direction and obtain a curve chart. The abscissa represents column coordinates 
for a row. The ordinate represents SBF, SNBF, D. 
 

 

 

Fig. 7. Frequency curve of a certain line boundary and non-boundary mode 

The center of the window where the maximum value locates is the intestinal loop 
boundary points of the line. Seen from the figure 7, the frequency SBF of the boundary 
mode is high, and the frequency SNBF of the non-boundary mode is low. The window 
is moved downward one pixel, and obtain in and this is the outer boundary of the iris 
intestinal loop contour line, shown in Fig. 8. 
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Fig. 8. Results of extraction 

4.2 The Comparison of Results of Extraction 

In order to further verify the effectiveness of the proposed algorithm, the comparison 
with the maximum gray gradient method is carried out. Our experiment begins with 
our database. The experimental results of the extraction of the outer boundary of the 
iris image are shown in figure 9. Fig. 9(a) is extraction results in this paper; Fig. 9(b) 
is extraction results the maximum gray level gradient method. The results can be seen 
that the gray gradient method for blur boundary extraction is not ideal, is unable to 
obtain the real intestinal loop position. 
 

                                    
         (a) The proposed algorithm      (b) The maximum gray level gradient method 

Fig. 9. Results of intestinal loop extraction 

It can be seen from Table 1 that recognition Rate is 86% by our method. The max-
imum gray level gradient method is lower than our method. 

Table 1. Experimental data of comparison of different method 

 Iris images Correctly extraction 
the number of images Recognition Rate（%） 

  
Gray  

gradient 
method 

The pro-
posed me-

thod 

Gray  
gradient 
method 

The  
proposed 
method 

Database 1 80 55 74 68.75 92.5 
Database 2 220 112 184 50.9 83.6 

total 300 167 258 55.67 86 

5 Conclusion 

This paper proposes that a feature extraction method based on texture primitive me-
thod for iris intestinal loop. In this method, the frequency of the boundary patterns 
and non-boundary patterns are statistically based on the texture primitives. The law  
of frequency variation reflects the fuzzy boundary, so the outer boundary of iris  
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intestinal loop is extracted. Our method is compared with the maximum gray level 
gradient method, can more accurately extract iris intestinal loop outer boundary. 
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Abstract. The iris image acquired under natural light may be degraded by non-
uniform illumination, which results in the iris texture’s low resolution and low 
contrast. The recognition accuracy may be affected. This paper describes a me-
thod for enhancing the iris textures on the V channel of HSV space. The en-
hancement has two steps. First, the image is divided into small blocks and lu-
minance enhancement is carried out in each block by using nonlinear transfer 
function and bilinear interpolation. Secondly, contrast enhancement by multi-
scale Gaussian convolution is applied to improve the quality of the image. We 
test the proposed method on UBIRIS.v2 database. Experimental results show 
that the proposed method has better texture enhancement performance and can 
achieve higher recognition accuracy. 

Keywords: Iris recognition · Natural light · Luminance enhancement · Contrast 
enhancement · Nonlinear transfer function · Gaussian convolution 

1 Introduction 

Among the biometrics traits, iris recognition achieves particularly high recognition 
accuracy. Most near-infrared illumination iris recognition systems may have heavy 
imaging constraints to get good quality images. These may bring inconvenience to 
users or limit the working distance. Recently, with the high resolution and high per-
formance of mobile imaging device or ordinary cameras, the iris image captured un-
der natural light or visible wavelength may be used for recognition. Natural light iris 
verification has drawn substantial attention due to the feasibility, convenience and 
acceptable performance. The iris image acquired under natural light may be degraded 
by some factors such as the light reflection from the eye’s surface, non-uniform illu-
mination, which results in the iris texture’s low resolution and low contrast. Texture 
enhancement can increase the availability of distinctive features needed for proper 
recognition and promote the recognition accuracy. 

Some enhancement techniques such as histogram equalization and contrast stret-
ching have been used in grey level iris images acquired under near-infrared illumina-
tion [1]. For color iris images acquired under natural light, methods should be differ-
ent with above. R. Szewczyk et al.[2] used histogram equalization procedure to  
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reduce the influence of illumination in R and G channel. Gil Santos et al.[3] and Ning 
Wang et al.[4] converted the RGB iris image to gray level and enhanced it by histo-
gram equalization. Aditya Nigam et al.[5] used the contrast-limited adaptive histo-
gram equalization to enhance the micro texture in the grey level of the image. Kwang 
Yong Shin et al.[6] and Chun-Wei Tan et al.[7] presented the Retinex algorithm to 
eliminate the illumination variation and perform the luminance enhancement and 
contrast enhancement. T. Tan et al.[8,9] adopted super-resolution of iris image se-
quences or multiple cues to get higher recognition result. 

Most of the image enhancement methods discussed above treat the input image 
globally by considering the global illumination. These methods may not achieve the 
best results since they didn’t consider the local information. In this paper, we propose 
a method for enhancing the iris textures on the value (V) channel of HSV space. We 
divide the image into blocks and utilize nonlinear transfer function and bilinear inter-
polation for luminance enhancement. Then multi-scale Gaussian convolution is used 
for the contrast enhancement.  

The rest of paper is organized as follows. In Section 2, we introduce the proposed 
method for iris enhancement. In Section 3, different enhancement methods are com-
pared and the experimental results are described. Finally, some conclusions are drawn 
in Section 4. 

2 Iris Texture Enhancement Method 

The illumination over the whole image is not uniform, some regions may be dark and 
some may be bright. So the image’s local information should be considered. Here we 
mainly do the process in the V channel of HSV space image. The image is divided 
into small blocks. Nonlinear transfer function is applied for each block to enhance the 
luminance. Then we also consider the local image and use multi-scale Gaussian con-
volution to realize the contrast enhancement. Fig.1 shows the block diagram of the 
proposed method. 
 

 
Fig. 1. Block diagram of the iris texture enhancement method 

2.1 Luminance Enhancement 

The luminance enhancement, also known as dynamic range compression, is applied to 
the V channel of the input image using specially designed nonlinear transfer function 
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[10]. Suppose that V1 (x,y) denote the normalized V channel in HSV space and V2 (x,y) 
be the transferred value by applying nonlinear transfer function defined below. 

                   (1) 

where z is the image dependent parameter and is define as follows. 

                        (2)                             

where L is the value level of V corresponding to probability distribution on cumula-
tive distribution function of 0.1 [11]. 

In Equation (1) the parameter z defines the shape of the transfer function or the 
amount of luminance enhancement for each pixel value. In most images the illumina-
tion in all regions are not uniform. So estimating the parameter z globally for transfer 
function can’t preserve the image details. 

To solve this problem we divide the V component image into equal sized small 
blocks and find the parameter z for each block. Again, to solve the problem of block-
ing artifacts and region transition we further subdivide the blocks into sub blocks and 
find the parameter z for each sub block by interpolating the previously calculated z for 
each block. Bilinear interpolation is used for interpolating the parameter z from blocks 
to sub blocks. We assume the parameter z as the center coordinate parameter value of 
the corresponding block. The four values of parameter z from neighboring blocks are 
taken and then interpolated for all the sub blocks inside the centre coordinate position 
of the neighboring blocks. Now the shape of transfer function for each sub block is 
different depending upon the value of parameter z of that sub block. 

2.2 Contrast Enhancement 

In order to improve the quality of the whole image, contrast enhancement is also ap-
plied after the luminance enhancement. In this process, the multi-scale Gaussian con-
volution using Gaussian function G(x, y) is carried out. The convolution can be ex-
pressed as:  

                  (3) 

The convolution result V3 contains the luminance information from the surrounding 
pixels. The amount of contrast enhancement of the centre pixel is now determined by 
comparing centre pixel value with the Gaussian convolution result. This process is 
described in the following equation: 

                       (4) 
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                           (5) 

where g is the parameter determined from the original V component image for tuning 
the contrast enhancement process. This parameter g is determined using following 
equation: 

                     (6) 

where σ denotes the standard deviation of the individual block of the original value 
component image. 

In the original implementation of this contrast enhancement [10], the standard dev-
iation is determined globally. The relationship between σ and g defined by Equation 
(6) is linear. Here again due to different illumination in different region of the input 
image, the same value of g for contrast enhancing each pixel of the input image is not 
appropriate. The image details may be distorted in some cases. To solve this problem, 
we apply the same procedure as described above by dividing the image into smaller 
block. Then we find the parameter g for each block of the image independently and 
perform the contrast enhancement procedure. 

For the better performance multi-scale convolution is carried out. If we take the 
small scale Gaussian function for convolution with input image, nearest neighbor 
pixel luminance information is considered. On the other hand, if we take the Gaussian 
function with large scale, whole luminance information is considered. The convolved 
images into multiple scales are collected and we calculate the average image as the 
final multi-scale result. 

3 Experiments and Performance Evaluation 

To evaluate the performance of the proposed iris image enhancement procedure, we 
test the iris images in UBIRIS.v2 database [12]. We select 200 degraded iris images 
to the test database which consists of 40 person and 5 samples for each. We enhance 
the images in V channel and restore them back to RGB. 

3.1 Block Size and Gaussian Parameter Selection 

The output image will lose some texture information and obvious edge may occur if 
the block is big. Fig.2 shows the enhancement results with different size of block. We 
can see that with the size of block getting bigger, the edge of the block is more clear. 
In order to preserve the details we divide the image into blocks with size 4×4. Then 
we find the value of parameter z used in luminance enhancement procedure, and the 
value of parameter g used in contrast enhancement procedure. Each block is further 
divided into 2×2 pixel size sub block and parameter z and g are interpolated for those  
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sub blocks. The interpolation procedure removes the problem of blocking artifacts 
and region transition as well as saves the computation time for finding parameter for 
each sub blocks individually. 

 

       
(a)                (b)                  (c)  

Fig. 2. Enhancement images with different size of block. (a) block size 20×20 and sub block size 
10×10 (b) block size 10×10 and sub block size 5×5 (c) block size 4×4 and sub block size 2×2 

For the better performance multi-scale convolution is carried out. The parameters 
of the Gaussian function include Gaussian random matrix M and standard deviation 
1. Here, we use 200×200 as the matrix size and 6 scale of the 1 from 10 to 60 with 
interval of 10. The multiple scales convolved images are collected and final average 
image is calculated. In the following process, we enhance the images in V channel and 
restore them back to RGB. Fig.2 shows the results of gray level image of the output 
RGB images using different Gaussian parameters and multi-scale convolution.   
 
    

 
 

(a)                   (b)             (c)               (d)                   
 
   

 
(e)                (f)              (g)             (h)   

Fig. 3. Enhanced images with different parameters. (a) original image (b)~(g) 1=10~60 with 
interval of 10 (h) result of multi-scale convolution  

To determine the quality of enhanced images with different 1, and image con-
volved by multi-scale Gaussian function, we use modified Banner operator as the 
quality evaluation. The operator is often used for image definition criterion. Lager 
value indicates better image quality. For an image f (x, y), which is M × N piexls, the 
modified Banner operator can be described as[13]: 

         (7) 

Table 1 shows the image quality results enhanced by different parameter of Gaus-
sian function. From Fig. 2 and Table 1 we can see the multi-scale Gaussian convolu-
tion has the highest performance. 

Table 1. Performance comparison of different Gaussian parameters 

1 10 20 30 40 50 60 multi-scale  
FBanner 0.07 0.10 0.16 0.19 0.23 0.27 0.31 

Banner ( 1, ) ( , ) ( 2, ) ( , )
M N M N

F f x y f x y f x y f x y      
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3.2 Image Quality Evaluation 

We compare the performance of the proposed method with Histogram equalization 
[3], Histogram equalization with RG components [2] and Retinex [6]. Fig.3 (a) shows 
an original iris image captured under visible light, which is highly degraded and the 
textural features are not clear. (b)-(e) shows the different enhancement results. In the 
output image of the proposed method in (e), we can see both local and global contrast 
increase well with preserving image details. 

 
 
 
  
       (a)              (b)                (c)               (d)                (e) 

Fig. 4. Result of image enhancement with different methods. (a) original iris image, (b)        
Retinex enhancement, (c) histogram equalization, (d) histogram equalization with RG compo-
nents, (e) proposed method 

Modified Banner operator can also be used to evaluate the output image quantifica-
tionally. We also use the image quality evaluation method Peak Signal to Noise Ratio 
(PSNR) [14] as the objective evaluation. The average result of all enhanced images is 
calculated. Table 2 shows the experimental result. We can see that the proposed me-
thod turns out to be the best performance. 

Table 2. Performance comparison using image definition criterion 

algorithm FBanner PSNR 
Original image  0.07 / 
Histogram equalization 0.21 10.3 
Histogram equalization (RG) 0.24 12.5
Retinex 0.15 9.6 
Proposed method 0.35 14.1 

3.3 Recognition Result Evaluation 

We also do the recognition to evaluate the enhancement result. First, we enhance the 
images using the proposed method. Then the iris images are located and normalized. 
Finally, we use 2D-Gabor [15] filters to extract features in gray level of output RGB 
images, and use Hamming distance for recognition. We draw the ROC curve which 
illustrates the verification performance of all the mentioned schemes and the proposed 
scheme for enhancement of degraded iris images respectively. Fig.5 presents the rec-
ognition results of different enhancement algorithms, The EER for original image is 
6.2%, for the proposed method is 2.9%. The proposed method turns out to be the best 
performance. 
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Fig. 5. Verification performance for enhanced iris images 

4 Conclusion 

In this paper, a strategy for image enhancement using degraded iris images acquired 
under visible lighting is presented. The method provides a process which combines 
nonlinear transfer function and bilinear interpolation for luminance enhancement and 
multi-scale Gaussian convolution for contrast enhancement. 

We compared our method with other algorithms both in image definition evalua-
tion and recognition. Experimental results show that our method has better texture 
enhancement performance and can achieve higher recognition accuracy. Future work 
should use more images acquired from different sensors under the natural light. 
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Abstract. Geometric variation is one of the important components
deteriorating the facial expression recognition performance. Aligning the
face image to a base shape is a commonly used preprocess step to allevi-
ate the variation. However, the assumption of single base shape can not
necessarily guarantee the best performance. In this paper, we propose for
the first time a facial expression recognition framework based on multiple
base shapes, which aims to minimize the geometric variation between face
images with the same facial expression and retain the geometric shape
difference between face images with different facial expressions. For a
new sample, a weighed vote based criterion is used to give the final pre-
dicted facial expression given multiple base shapes. Experimental results
on CK+ (Extended Cohn-Kanade) and JAFFE (Japanese Female Facial
Expression databases) show the effectiveness of proposed method.

Keywords: Facial expression recognition · Multiple base shapes ·
Hybrid feature · Weighted vote

1 Introduction

Facial expression is an effective way to express human emotion states, such
as anger, sadness and happiness, therefore perceiving facial expression can be
helpful to human interaction. With the development of artificial intelligence,
researchers pay more and more attention on automatic facial expression recog-
nition which plays an important role in human-machine interaction.

For two face images having the same facial expression, the differences include
varying identities, gestures, illuminations, geometric variation and noise which
is randomly distributed in face images. Geometric variation indicates that for a
specific expression, face component displacements are not the same for different
people, even for the same person at different time. Identity, geometric variation,
gesture and illumination are four components deteriorating the facial expression
recognition performance. Normally, noise is of small energy. In this paper, we
focus on the geometric variation.

Face alignment is widely used to alleviate the geometric variation. Face align-
ment has been one of the most hot issues for many years and there are a lot of
effective methods achieved so far [17]. When it comes to facial expression recog-
nition, a common way for face alignment is to normalize images to a canonical
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 383–392, 2015.
DOI: 10.1007/978-3-319-25417-3 45
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Fig. 1. The flowchart of our proposed method. ANG, CON, DIS, FEA, HAP, SAD and
SUR are the acronym of Anger, Contempt, Disgust, Fear, Happiness, Sad and Surprise
expressions.

template by an affine transformation. Particularly, face images are normalized by
keeping the distances between two eye centers the same for all images [3–5,13,16];
face images are aligned to the mean shape of all facial expressions [7,8,14] or a
fixed expression geometric shape with larger size in mouth/eyes regions [9].

To the best of my knowledge, all the current facial expression recognition
methods simply adopt one base shape to be the canonical template, such as
the mean shape of all facial expressions or a fixed expression geometric shape.
However, from another perspective, decreasing the geometric variation between
face images with different facial expressions can reduce the separability. In this
paper, we propose a novel facial expression recognition method based on multiple
base shapes aiming to decrease the geometric variation between face images
having the same facial expression and retain the geometric variation between
face images having different facial expressions. The generalized framework of
proposed method is illustrated in Fig. 1 (take CK+ (Extended Cohn-Kanade)
database [8] for example). It can be observed from the flowchart that each of
multiple base shapes is generated based on samples with the same expression.
In training phase, after aligned to its corresponding base shape, face image is
described by the hybrid feature combining geometric and appearance feature.
Then classifier is obtained based on SVM (Support Vector Machine) [18]. For
a new sample, how to classify it into one category of expression given multiple
base shapes? We will give a feasible solution to this question in the next section.
Our contribution in this paper is to propose for the first time an assumption of
one expression one base shape for facial expression recognition.
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2 Generalized Framework of Facial Expression
Recognition Based on Multiple Base Shapes

2.1 AAM Derived Representations

Representations derived from AAM (Active appearance model) [10] used in [7]
will be adopted in this paper. Here, we briefly explain these representations as
follows.

– Shape sss: the shape s of AAM is described by a 2D triangulated mesh. In
particular, the coordinates of the mesh vertices define the shape s (see Fig.
2(a)), which correspond to a source appearance image (see Fig. 2(d)).

– Base shape sss0: shape s can be described as a base shape s0 plus a linear
combination of finite shapes. Procrustes alignment [10] is used to estimate
the base shape sss0 (see Fig. 2(c)).

– Rigid normalized shape sn: sn gives the vertex locations after all rigid geo-
metric variation (translation, scale, rotation), relative to the base shape s0,
has been removed (see Fig. 2(b)).

– Rigid normalized appearance an: it represents the appearance after all rigid
geometric variation removed (see Fig. 2(e)) and is obtained by affine warping
pixels of the source appearance image into sn.

– Non-rigid normalized appearance a0: we can obtained a0 by affine warping
pixels of the source appearance image into s0 (see Fig. 2(f)).

Different from [7] using a single base shape s0, we propose a method based
on multiple base shapes, each of which is generated by the Procrustes alignment
from the shapes belong to the same expression (see Fig. 1). To emphasize the
different expressions, in this paper, we use sci , s

c
i,n, ac

i,n, ac
i,0, c = 1, · · · , C, to

indicate above mentioned AAM derived representations of sample i belonging to
expression c, and sc0 to indicate the base shape of expression c, where C is the
total number of expressions.

2.2 Hybrid Feature

In this paper, hybrid feature concatenating normalized geometric and appear-
ance feature is adopted to represent the facial expressions.

For the geometric feature, based on the assumption that a data can be locally
approximated by linear Euclidean subspace, Roweis et al. [11] present to describe
each data point by coefficients that linearly reconstruct the data point from its
neighbors, and they gave an algorithm to solve these linear coefficients. For an
face image i with rigid normalized shape si,n and the set of its neighbors NK

(K-nearest neighbors), the reconstruction error on the cth expression space is
calculated by

eci = minwc
i,j

||si,n −
∑

sc
j,n∈NK

wc
i,js

c
j,n||2 (1)

It is commonly used that image i is classified as class ĉ if ĉ = mince
c
i [3,4].

Therefore, we believe that wc
i = [wĉ

i,1, · · · , wĉ
i,K ]T satisfying equation (1) can
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(a) s (b) sn (c) s0

(d) Source image (e) an (f) a0

Fig. 2. AAM derived representations. (a)Face shape sss; (b)Rigid normalized shape sssn;
(c)Base shape sss0; (d)Source image; (e) Rigid normalized appearance aaan; (f) Non-rigid
normalized appearance aaa0.

Fig. 3. Appearance feature.

be taken as the geometric feature to describe the shape information of samples
belonging to expression ĉ.

For the appearance feature, according to the experimental results in [7], poor
performance was gained by using rigid normalized appearance, thus only non-
rigid normalized appearance is used in this paper. Considering that the micro-
texture information of eye, nose and mouth regions plays an important role in
facial expression recognition [9], patch-based local binary pattern histograms are
extracted and concatenated to a long feature to form the appearance feature (see
Fig. 3). As we know that LBP (Local Binary Pattern) [5] is an effective texture
descriptor, to improve the generalization of training model, we use an improved
version of LBP, DH-LBP (Dual Histogram Local Binary Pattern) [19], which has
lower feature dimensions and remains the discriminative ability of LBP. In this
paper, there are 36 + 35 = 71 subresions and each subregion has 16-dimensional
DH-LBP feature, totally 71 × 16 = 1136 dimensions.
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Fig. 4. Test phase of proposed method.

2.3 Classification Based on Multiple Base Shapes

Given multiple base shapes, we propose a weighted vote based criterion to fulfill
the classification of a new sample. The flowchart is illustrated in Fig. 4.

For a new sample, its shape st is firstly obtained by AAM fitting. Given the
multiple base shape {sc0}Cc=1 obtained in the training phase, st is aligned to each
of them. Then multiple groups of reconstruction coefficients {wc

t}Cc=1, reconstruc-
tion error {ect}Cc=1, geometric feature {fc

t,g}Cc=1, appearance feature {fc
t,a}Cc=1 and

hybrid feature {fc
t }Cc=1 are obtained. For each group of hybrid features, a pre-

dicted label pc is obtained by support vector machine with Radius basic function
kernel. Then the following weighted vote based criterion determines the finally
predicted class.

ĉ = argmaxl=1,··· ,C
C∑

c=1

exp(−ect) ∗ I{pc = l} (2)

where exp(−ect) is the weight, the smaller the reconstruction error is, the bigger
the weight. I(pc = l) is 1 if pc = l, else is 0. Equation (2) allows each base shape
contributes a weighted vote to a specific class l, l = 1, · · · , C, and the new sample
is assigned to the class with the most weighted vote.
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3 Experiments

3.1 Databases

Two commonly used databases for facial expression recognition, CK+ [8] and
JAFFE (Japanese Female Facial Expression) [20], are used in this paper.

CK+ database is the extended version of original CK (Cohn-Kanade)
database. Aside from six expressions in CK database: Anger, Disgust, Fear,
Happy, Sadness and Surprise, Contempt expression is added to CK+. There are
totally 593 sequences from 123 subjects. Image sequences vary in duration and
each sequence starts from the neutral face to peak frame of a specific expression.
In this paper, three peak frames of every sequence are used for our experiments,
and leave-one-subject-out cross-validation configuration is adopted. what’s more,
confusion matrix and recognition accuracy are uses as evaluation metrics, which
are consistent with the baseline of CK+ database [8].

JAFFE database contains 213 images with 256×256 pixels of 7 facial expres-
sions (6 basic facial expressions plus 1 neutral) posed by 10 Japanese female
models. Each subject has 3 or 4 images for each facial expression. 2 images from
each expression for each subject are selected in training step, and the rest of
images from each expression are used as test images [21].

3.2 Experimental Results

Experimental section consists of three parts: 1) the sensibility of proposed
method to the choose of nearest neighbors size K in equation (1). 2) Compari-
son with facial expression recognition based on single base shape. 3) Comparison
with the state-of-the-arts.

Firstly, we will demonstrate the sensibility of proposed method to the nearest
neighbors size K. The range of K is determined by the least number of samples for
each expression. For CK+, K ∈ [1, 54] and for JAFFE, K ∈ [1, 29]. Experimental
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Fig. 5. Sensibility of proposed method to the choice of nearest neighbors size K.
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results on two databases with step 5 are shown in Fig. 5. It can be seen that
proposed method is not sensible to the size K over a range of values. The result
is not surprising because the idea of reconstruction coefficients and errors comes
from [11], in which the authors have obtained the similar conclusion. In this
paper, considering both the recognition accuracy and computation complexity,
K = 12 is adopted in the following experiments.

Table 1 and Table 2 illustrate the confusion matrix on two databases. It
can be observed that proposed method achieves good performance on both two
public facial expression databases. However, recognition of Sadness expression
in CK+ database is still difficult because of the database characteristics.

Table 1. Confusion matrix of proposed method on CK+ database(%).

ANG DIS FEA HAP SAD SUR CON

ANG 94.07 2.96 0 0 0 0.74 0.22
DIS 2.96 96.05 0 0 0 1.09 0
FEA 5.33 0 81.34 5.33 4 2.67 1.33
HAP 0 0.96 0 99.03 0 0 0
SAD 10.71 5.95 0 0 78.57 1.19 3.57
SUR 0 0 0 0 0 98.90 1.20
CON 5.56 0 0 0 0 0 94.44

Average 93.37

Table 2. Confusion matrix of proposed method on JAFFE database(%).

ANG DIS FEA HAP SAD SUR

ANG 100 0 0 0 0 0
DIS 0 100 0 0 0 0
FEA 0 0 91.67 0 0 8.33
HAP 0 0 0 90.91 0 9.09
SAD 0 0 0 9.09 90.91 0
SUR 0 0 0 0 0 100

Average 95.38

Secondly, comparison between proposed method based on multiple base
shapes and method based on single base shape is performed. Single base shape
based method has only one base shape (mean shape) which is acquired accord-
ing to the Procrustes alignment based on all training samples. Given the same
facial expression representation and classifier training, recognition accuracies on
two databases are shown in Table 3. It can be observed that proposed method
based on multiple base shapes achieves better performance than the method
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based on single base shape. Therefore, retaining the geometric shape difference
between face images with different facial expressions is helpful to facial expres-
sion recognition.

Table 3. Compared recognition accuracies of method based on single base shape and
proposed method based on multiple base shapes(%).

Method CK+ JAFFE

Single base shape 90.32 93.33
Proposed method 93.37 95.38

Table 4. Compared accuracy with State-of-the-Arts.

Methods Class number Accuracy(%) Cross validation

Proposed method 7 93.37 leave-one-subject-out
Proposed method 6 94.31 leave-one-subject-out
Proposed method 7 96.22 10-fold
Proposed method 6 96.33 10-fold
Proposed method 7 95.82 5-fold
Proposed method 6 96.01 5-fold

Lucey[8] 7 88.33 leave-one-subject-out
Islam[12] 7 90.10 10-fold

Ptucha[13] 7 91.40 leave-one-subject-out
Shan[5] 7 88.9 10-fold
Shan[5] 6 92.6 10-fold

Sadeghi[9] 6 94.48 10-fold
Sadeghi[9] 6 94.16 5-fold
Jain[14] 6 95.79 4-fold
Khan[15] 6 95.3 10-fold

Table 5. Compared accuracy with State-of-the-Arts on JAFFE database.

Methods Class number Accuracy(%)

Proposed method 6 95.38
Sadeghi[21] 6 91.23

Lastly, compared results with the state-of-the-arts on two databases are given
in Table 4 and Table 5. For CK+ databse, to compare with existing methods,
proposed method is performed using different class numbers and cross valida-
tions. Class number is 6 means that all expressions except Contempt are involved
into the experiment. It is demonstrated in Table 4 and 5 that compared with
existing popular methods, proposed method obtains a comparable performance
given the same class number and cross validation. All the experimental results
illustrated above shows that our proposed method based on multiple base shapes
are effective.
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4 Conclusion

In this paper, we propose a novel facial expression recognition method based
on multiple base shapes. Compared with most existing methods utilizing single
base shape, this method performs face shape alignment on the assumption of
one facial expression one base shape. In the training phase, each of multiple base
shapes is generated based on the shapes with the same facial expression, which
can minimize the geometric variation between intra-expression face images and
retain the geometric shape difference between extra-expression face images. In
the test phase, a new sample are firstly aligned to all the base shapes respectively
and then weighted vote based criterion is used to determine the final predicted
facial expression. Experimental results on CK+ and JAFFE databases show
the effectiveness of proposed multiple base shape based method. However, this
method is not limited to facial expression recognition and will be applied to other
face attributes recognition in our next work, for example the age estimation.
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Abstract. In practice, the training data and testing data are often
from different datasets, which have an adverse impact on speech emotion
recognition rates. To tackle this problem, in this paper, a novel transfer
principal component analysis (TPCA) and sparse coding based speech
emotion recognition method is proposed. The TPCA approach is first
presented for feature dimension reduction, then the sparse coding algo-
rithm is introduced to learn the robust feature representations for both
labeled source and unlabeled target corpora. To evaluate the performance
of our proposed method, the experiments are conducted on two public
datasets. Experimental results demonstrate that our proposed approach
significantly outperforms the automatic recognition method, and obtains
better performance than the state-of-the-art method.

Keywords: Dimension reduction · Sparse coding · Transfer learning ·
Speech emotion recognition

1 Introduction

Speech emotion recognition is a hot research topic in affective computing and
speech signal processing fields, and its main task is to automatically recognize
emotions from speech. It can be applied in many fields [1], e.g., monitoring the
driver’s mood swings to avoid accidents in intelligent transportation systems,
helping diagnose the patient’s diseases in healthcare field, and managing the
customer’s moods in call centres.

Many studies have been done for speech emotion recognition during the last
decades. All kinds of classification methods, popular in pattern recognition and
machine learning fields, are employed for emotional label classification or pre-
diction [1], e.g., support vector machine (SVM), hidden Markov model (HMM),
Gaussian mixture model (GMM), neural network (NN) and some regression
methods. Recently, the deep learning techniques, successfully applied in speech
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 393–400, 2015.
DOI: 10.1007/978-3-319-25417-3 46
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recognition and image classification fields, are also introduced for speech emo-
tion recognition [2]. All these approaches can obtain satisfactory recognition
performance to some degree. However, they are carried out on single dataset. In
practical situations, it is too hard to collect a large emotional speech dataset,
and the training data and testing data are often from different corpora, this
discrepancy will obviously influence the recognition performance.

To realize the cross-corpus speech emotion recognition, some efforts have
been taken in recent years. Schuller et al. [3] conduct experiments on six differ-
ent datasets, and preliminary results show that the case using more datasets for
model training can improve the recognition rates. Zhang et al. [4] propose an
unsupervised approach for cross-corpus speech emotion recognition. Deng et al.
[5] present a domain adaptation method to reduce the discrepancy between the
training and testing datasets. These methods can achieve better performance
than traditional automatic recognition methods. However, they have some obvi-
ous shortcomings, e.g., most of the current methods do not take into account
the different distributions of different corpora, and the difference of the differ-
ent emotional datasets is always very large, which will significantly affect the
recognition performance [6].

Different from the above mentioned methods, in this paper, an efficient trans-
fer PCA and sparse coding approach is presented for cross-corpus speech emotion
recognition. First, a transfer PCA approach is proposed for dimension reduction.
Then, the sparse coding algorithm is introduced to obtain the robust feature
representations for source and target datasets, respectively. Finally, the learned
sparse features are adopted for emotion classification.

The subsequent paper is structured as follows. In Section 2 and Section 3, the
transfer PCA and sparse coding methods are given, respectively. In Section 4,
the experimental results and discussions are presented. Finally, the conclusions
and future work are discussed in Section 5.

2 Transfer Dimension Reduction

Feature dimension reduction is an important step for many pattern classification
problems. Many dimension reduction methods [7], e.g., PCA, linear discriminant
analysis (LDA), locally linear embedding (LLE), locality preserving projections
(LPP), have been employed for emotional feature dimension reduction. All these
algorithms can obtain satisfactory results to some degree. However, in prac-
tice, the training data and testing data are often from different datasets, in
which, the features follow different distributions, and will lead to a significant
drop of the recognition rates. In this paper, a novel transfer PCA algorithm is
presented for dimension reduction, in which the similarity of the feature distri-
butions of different corpora is considered when the PCA algorithm is conducted.

Let XS = [x1, x2, . . . , xnl
] and XT = [xnl+1, xnl+2, . . . , xnl+nu

] be the labeled
source and unlabeled target features, respectively, the PCA approach is chosen
for dimension reduction. Let X = [XS ,XT ] ∈ Rm×n, Y = 1− 1

n1 (1 is an n × n
matrix of ones, and n = nl + nu) be the centering matrix, and the covariance
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matrix be XY XT , the goal of PCA is to maximize the variance of the embedded
data via an orthogonal transformation matrix P as

max
PTP=1

tr(PTXY XTP ) (1)

where tr(·) is the trace of the matrix. Furthermore, to better perform dimension
reduction, the kernel PCA algorithm is further adopted. By introducing the
non-linear mapping function φ(X), the eq. (1) will become as

max
V TV=1

tr(V TKY KTV ) (2)

where K = φ(X)Tφ(X) is a kernel matrix, and V ∈ Rn×k is a transforma-
tion matrix for the kernel PCA. After dimension reduction, the optimal feature
representation is obtained as V TK.

It should be noted that, to cross-corpus speech emotion recognition, XS and
XT often have different distributions, which will influence the reconstruction
performance of the input features. In this paper, the similarity between the
distributions of XS and XT is considered, and the empirical maximum mean
discrepancy (MMD) [8] is used for the distance measurement. In the reproducing
kernel Hilbert space (RKHS) H, the distance between source and target feature
distributions is given as

D =

∥
∥
∥
∥
∥

1
nl

∑nl

i=1 V T ki − 1
nu

∑n
j=nl+1 V T kj

∥
∥
∥
∥
∥

2

H
= tr(V TKMKTV )

(3)

where M = [mi,j ]ni,j=1 is the MMD matrix satisfying

mij =

⎧
⎪⎨

⎪⎩

1
n2
l

if xi, xj ∈ XS

1
n2
u

if xi, xj ∈ XT
−1

nlnu
otherwise

(4)

In this paper, our goal is to make dimension reduction while minimizing the
distance D. By incorporating eq. (2) and eq. (3), the following optimization
problem will be obtained as

min
V TKYKTV=I

tr(V TKMKTV ) + λ‖V ‖2F (5)

where ‖ ·‖F is a Frobenius norm, and λ is a regularization parameter. The above
equation can be solved by the Lagrange function as

L = tr(V TKMKTV ) + λ‖V ‖2F + tr(I − V TKY KTV α) (6)

where α = [α1, α2, . . . , αk] ∈ Rk×k is a Lagrange multiplier matrix. By employing
the zero gradient condition, we will obtain the following equation as

∂L

∂V
= 2KMKTV + 2λV − 2KY KTV α = 0 (7)
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Then, the above equation can be expressed as a generalized eigen-
decomposition problem

(KMKT + λI)V = KY KTV α (8)

By computing the k smallest eigenvectors, the optimal matrix V can be easily
obtained.

3 Sparse Coding for Speech Emotion Recognition

Sparse coding has been successfully applied to many pattern classification and
signal processing fields [9]. Inspired by its recent progress, in this paper, we
introduce the sparse coding algorithm to learn the robust feature representa-
tions of labeled source and unlabeled target datasets. Given the features after
dimension reduction as Z = [z1, z2, . . . , zn] ∈ Rp×n, each feature vector can be
represented by a linear combination of basis vectors in the dictionary, and the
objective function of the sparse coding is written as follows

min
D,S

∥
∥Z − DS

∥
∥2

F
+ β

n∑

i=1

f(si)

s.t. ‖ dj ‖2≤ c,∀j = 1, 2, . . . , q

(9)

where D = [d1, d2, . . . dq] ∈ Rp×q is the dictionary, S = [s1, s2, . . . , sn] ∈ Rq×n

is the coefficient matrix, c is a constant, and f(·) is a function for the sparsity
measurement. To function f(si), a straightforward choice is adopting L0 norm,
in which the non-zero entries of S are counted. However, it has been proved to
be an NP-hard problem to compute the unknown parameters [10]. To solve this
problem, a common practice is to replace the L0 norm with L1 norm, so the eq.
(9) can be rewritten as

min
D,S

∥
∥Z − DS

∥
∥2

F
+ β

n∑

i=1

‖si‖1

s.t. ‖ dj ‖2≤ c,∀j = 1, 2, . . . , q

(10)

To better learn the sparse representations of the data, the graph regularized
sparse coding algorithm is adopted [10], in which the geometrical structure of
the data is considered. Given the data points z1, z2, . . . , zn, the graph G can be
constructed with each vertex referring to a data point. Let W = [wi,j ]ni,j=1 be
the weight matrix, if zi is among the N nearest neighbors of zj , then wij = 1,
otherwise, wij = 0. The degree of vertex zi is given as di =

∑n
j=1 wij , and D =

diag(d1, d2, . . . , dn). A reasonable criterion to describe the geometric structure
of G is to minimize

1
2

n∑

i=1

n∑

j=1

(si − sj)2wij = tr(SLST ) (11)
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where L = D − W is a Laplacian matrix. Integrating the eq. (11) with eq. (10),
the objective function becomes

min
D,S

∥
∥Z − DS

∥
∥2

F
+ β

n∑

i=1

‖si‖1 + γtr(SLST )

s.t. ‖ di ‖2≤ c,∀i = 1, 2, . . . , p

(12)

where β and γ are the regularization parameters. By employing the feature-sign
search algorithm [11], the above equation can be efficiently solved.

4 Experiments

4.1 Experimental Setup

To evaluate the performance of our proposed method, two popular corpora, i.e.,
Berlin dataset [12] and eNTERFACE dataset [13], are chosen. The Berlin dataset
is a pubic speech emotion corpus, it consists of 377 utterances with 6 basic emo-
tions, i.e., anger, disgust, fear, happiness, neutral and sadness. The eNTERFACE
dataset is another public audio-visual emotion corpus, it has totally 1287 video
samples with 6 basic emotions, i.e., anger, disgust, fear, happiness, sadness and
surprise. Two types of experiments are considered, in the first case, the lableled
Berlin dataset is chosen as the training corpus, and the unlabeled eNTERFACE
dataset is used as the testing corpus. While in the second case, the labeled
eNTERFACE dataset is chosen for training, and the unlabeled Berlin dataset is
used for testing. The common emotion categories, including anger, disgust, fear,
happiness and sadness, are chosen for evaluation.

The openSMILE toolkit [14] is chosen for feature extraction, and totally
1582 dimensional emotional feature set, which is the standard feature set of
Interspeech 2010 Paralinguistic challenge [15], is adopted for the experiments.
The popular SVM is employed for emotion classification, and the PCA algo-
rithm is used for dimension reduction. Four kinds of recognition methods are
compared, they are the automatic recognition method (PCA), in which the clas-
sifier trained in one corpus is directly applied to emotion recognition in another
corpus, the TPCA based recognition method (TPCA), the transfer component
analysis method (TCA) [16], our proposed TPCA and sparse coding based recog-
nition method (TPCA-SC), and the baseline method (Baseline), in which the
training and testing procedures are conducted on single corpus.

In our experiments, a 10-fold cross validation strategy is adopted to obtain
the optimal values of the parameters, e.g., λ, β, γ. Meanwhile, in the experi-
ments, each dataset is divided into 5 parts, among which random 4/5 are used
for training, while the others are for testing, and the experiments are repeated
20 times to cover all the possible cases in the training corpus.

4.2 Experimental Results

The average recognition results of our proposed TPCA-SC method and the other
four methods are illustrated in Table 1 and Table 2. As can be seen from the
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tables, the TPCA method can significantly outperform the PCA method. This
can be attributed to that, compared to the PCA method, the TPCA approach
makes the dimension reduction considering the distance between different feature
distributions of different corpora. It can be also noticed that, combining with
sparse coding algorithm can further improve the recognition rates. Meanwhile,
compared to the classic TCA approach, our proposed method always obtains
higher recognition rates. It can be concluded that our proposed TPCA-SC app-
roach is effective for cross-corpus speech emotion recognition.

Meanwhile, it can be also observed that the average recognition rates of our
proposed method in these two cases are 51.36% and 43.97%, while the recog-
nition rates of the corresponding baseline approach are 75.06% and 61.94%,
respectively. Although the proposed approach can achieve better performance
than the other methods, it is still far from satisfactory compared with the base-
line method.

Table 1. The recognition rates of different methods in the 1st case (eNTERFACE
dataset for training, Berlin dataset for testing).

Methods
Recognition rates (%)

Anger Disgust Fear Happiness Sadness Average

Baseline 73.05 81.67 68.73 52.65 79.23 75.06
PCA 31.24 52.72 17.13 19.86 47.52 34.13

TPCA 34.02 71.02 18.45 24.35 68.35 41.95
TCA 35.16 73.28 19.01 26.32 70.28 50.72

TPCA-SC 35.89 74.36 19.35 26.53 71.10 51.36

Table 2. The recognition rates of different methods in the 2nd case (eNTERFACE
dataset for training, Berlin dataset for testing).

Methods
Recognition rates (%)

Anger Disgust Fear Happiness Sadness Average

Baseline 74.48 55.29 53.89 60.02 61.09 61.94
PCA 37.72 19.14 18.02 27.26 28.35 22.95

TPCA 47.62 25.24 29.54 43.68 41.46 36.52
TCA 50.56 28.85 34.89 45.72 43.92 41.83

TPCA-SC 52.31 29.43 37.26 46.42 44.25 43.97

5 Conclusions and Discussions

In this paper, a new speech emotion recognition method using transfer PCA and
sparse coding is presented. First, the transfer PCA approach, which considers the
similarity between the distributions of source and target datasets, is proposed
for dimension reduction. Then, the graph sparse coding algorithm is employed to
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obtain the efficient sparse representations of source and target features. Finally,
the proposed method is evaluated on the public datasets, and preliminary exper-
imental results demonstrate the efficacy of our proposed approach.

It should be noted that there still exist many problems in current method,
e.g., the classifier is trained only using the labeled features of source dataset,
without considering the unlabeled information from the target dataset, and the
TPCA or sparse coding method may lessen the class discrimination of each
dataset. In the future, we will focus on addressing these problems.
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Abstract. Facial expression recognition has been widely applied in the field of 
medicine and civil, and is a very active research area. Gabor wavelet transform 
is a classical and effective method of expression feature extraction, but the orig-
inal facial expression images after the Gabor transform generate high dimension 
feature, which must be processed through effective feature fusion and selection, 
otherwise it will cause data redundancy. In this paper, in order to overcome the 
shortcoming of data redundancy of the traditional Gabor feature, sparse facial 
expression recognition algorithm based on integrated Gabor feature is proposed. 
Firstly, by means of two integration methods, mean fusion and differential bi-
nary encoding, the original Gabor feature images are integrated in a multi-scale 
and multi-angle way and 26 integrated Gabor feature images are obtained; then 
use feature selection method based on the facial expression recognition contri-
bution coefficient, selecting 4 images from 26 integrated Gabor feature images 
as the final feature vector. Finally, the feature vector is fed to sparse representa-
tion classifier for facial expression recognition. Experimental results indicate 
that sparse facial expression recognition algorithm based on integrated Gabor 
feature can separate and express the facial expression features facial features ef-
fectively, and reduce dimension and present expression data compactly, mean-
while the expressions are classified correctly. 

Keywords: Integrated gabor feature · Mean fusion · Differential binary  
encoding · Expression recognition · Contribution coefficient 

1 Introduction 

Facial expression contains rich personal emotional information, and plays an important 
role in daily communication. The research findings of facial expression recognition can 
explain and demonstration of new methods, new theories and new phenomena [1]. With 
the same characteristics of 2-dimensional reflex zone of simple cells in the human brain 
cortex, Gabor wavelet transform is a classic and efficient facial feature extraction me-
thod and are widely used in the field of computer vision and image analysis. However, 
the feature dimension of the original facial expression image after Gabor transform is 
very high, and the data redundancy of Gabor feature is caused without the reasonable 
feature selection.  

For the above problem, many researchers propose the improvement scheme. In ad-
dition to using traditional dimension reduction methods, Zavaschi Thiago H.H. and 
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Britto Alceu S. Jr. et al. use two kinds of feature sets, local binary pattern and Gabor 
feature, and search the combination mode with error minimization through multi-
objective genetic[2]; Shuaishi Liu and Yantao Tian et al. use Gabor multi-direction 
feature fusion method combined with block histogram to extract facial expression 
features, effectively give expression to the global image features, achieve good recog-
nition effect[3]; Ebenezer Owusu and Yonzhao Zhan et al. use Adaboost algorithm 
for feature selection from the Gabor feature, adding the processing link of discrete 
cosine transform [4].The above algorithms, on the basis of the original Gabor fea-
tures, add the other facial features and new process links. During the process, facial 
features newly added increases the number of features again; the contributions to 
expression recognition of different types of features are not clear, therefore it is still 
essential to design the improved scheme. 

In this paper, sparse facial expression recognition algorithm based on integrated 
Gabor feature is proposed. The main advantages of the algorithm: (1) Based on the 
grey value, the original Gabor features are integrated, and in the integration methods 
the whole operation process involves all pixels, including pixel location information, 
save the expression features and reduces the feature dimension effectively. (2) With a 
lot of experimental data as the basis, contrast the feature extraction results of the dif-
ferent integration methods; select the expression characteristics, which are the most 
beneficial for classification. 

The overall process of the proposed algorithm in this paper is as follows. (1) Image 
preprocessing. (2) Facial expression feature extraction. (3) Facial expression recognition. 

2 Image Preprocessing 

Japanese female facial expression database (JAFFE) is taken advantage of as the ex-
perimental object. First of all, make use of Adaboost face detection algorithm [5] for 
facial expression area segmentation, as shown in Fig. 1. Then the facial expression 
region image is converted into 100×100 gray level image. Finally, the histogram 
equalization is used to ray normalization. 

   
Fig. 1. Facial expression region segmentation 

3 Facial Expression Feature Extraction 

Firstly, extract multi-scale and multi-angle Gabor features of a pure facial expression 
image. Then integrate the original Gabor features using two kinds of integration  
methods，including mean fusion and differential binary encoding, to obtain 26 inte-
grated Gabor feature images. Finally take advantage of feature selection method 
based on the facial expression recognition contribution coefficient, select 4 integrated 
Gabor feature images for mosaic, and convert the mosaic image to a column vector, 
which is as the final feature vector. 



 Sparse Facial Expression Recognition Algorithm Based on Integrated Gabor Feature 403 

3.1 Gabor Feature Extraction 

As the different types of facial expressions need to use different-scale and different-
angle Gabor features for analysis, on the basis of the traditional Gabor feature extraction 
method [6], select 5 scales and 8 angles of 2D Gabor filter banks, and the convolution 
operation of the pure facial expression image in Fig. 1 and Gabor kernel function is 
carried out, whose result is complex number and the real part of complex number is 
taken as the Gabor feature of expression image. As shown in Fig. 2, 40 five-scale and 
eight-angle Gabor feature images. 

 

 
Fig. 2. 40 Gabor feature images corresponding to facial expression image  

3.2 Gabor Feature Integration 

Grouped by scale, 40 original Gabor feature images are divided into 5 groups, and 
each group includes 8 angle feature images, corresponding to a row of images in  
Fig. 2; grouped by angle, divided into 8 groups, each group includes 5 scale feature 
images, corresponding to a column of images in Fig. 2. 

3.2.1   Mean Fusion 
(1) Scale Mean Fusion 

Scale mean fusion is to fuse 8 angle Gabor feature images of the same scale into the 
corresponding scale mean fusion images following mean fusion rule. According to 
equation (1), the corresponding scale mean fusion image is constructed pixel by pixel. 
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where Gu,v is the u-scale and v-angle Gabor feature image, MFSu represents u-scale 
mean fusion image(u∈(0,…,4)) , and MFSu(x,y) is pixel value corresponding to(x,y). 

Through respectively fuse 8 angle Gabor feature images of the same scale, 5 scale 
mean fusion images MFSu, (u∈(0,…,4)) are constructed. As shown in Fig. 3, 0-scale,  
1-scale, 2-scale, 3-scale and 4-scale mean fusion images are arranged from the left to right.  
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Fig. 3. Scale mean fusion images 

(2) Angle Mean Fusion 
Similar to the scale mean fusion, angle mean fusion is to fuse 5 scale Gabor feature 
images of the same angle into the corresponding angle mean fusion images following 
mean fusion rule. In like manner, according to equation (2), the corresponding angle 
mean fusion image is constructed. MFA ,   ∑ , , , ∈ 0, … ,7 . (2) 

where Gu,v is the the u-scale and v-angle Gabor feature image, MFAv represents v-angle 
mean fusion image (v∈(0,…4)), and MFAv(x,y) is pixel value corresponding to (x,y). 

Through respectively fuse 5 scale Gabor feature images of the same angle, 8 angle 
mean fusion images MFAv(x,y)(v∈(0,…,4)) are constructed. As shown in Fig. 4, 0-
angle, 1-angle, 2-angle, 3-angle, 4-angle, 5-angle, 6-angle and 7-angle mean fusion 
images are arranged from the left to right.  

 

 

Fig. 4. Angle mean fusion images 

3.2.2   Differential Binary Encoding 
(1) Scale Differential Binary Encoding 

Regard the 8 angle Gabor feature images of the u scale, Guv(x, y)(u∈(0,…,4), 
v∈(0,…,7)), as the information source, and successively calculate the difference du,j(x, 
y) of pixel values corresponding to (x, y) in two adjacent Gabor feature images, where 
j∈(0,…,7),u∈(0,…,4)following the equation (3) and totally obtain 8 differences.  d , , , , , , , 0 7  , , , , , 7  (3) 

According to the equation (4), obtain binary encoding tu,j(x,y) corresponding to 
du,j(x,y), where u∈(0,…,4). t , , 1, , , 00, , , 0   ∈ 0, … ,7  (4) 

8 binary encoding tu,j(x, y)(j∈(0,…,7)) obtained by calculation are arranged in ac-
cordance with the ascending order of  ,occupying the binary digit from low to high, 
which generates the 8-bit binary number corresponding to pixel (x, y). Finally convert 
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the 8-bit binary number into a decimal number, as scale differential binary encoding 
value DCSu(x,y),according to the equation (5). , ∑ t , , 2 , ∈ 0, … ,4  (5) 

According to the above algorithm, 5 scale differential binary encoding images 
DCSu(u∈(0,…,4)) are constructed. As shown in Fig. 5, 0-scale, 1-scale, 2-scale, 3-scale 
and 4-scale differential binary encoding images are arranged from the left to right. 

 

 
Fig. 5. Scale differential binary encoding images 

(2) Angle Differential Binary Encoding 
Regard the 5 scale Gabor feature images of the v angle, Guv(x, y) (u∈(0,…,4), 
v∈(0,…,7)), as the information source, and successively calculate the difference  
di,v(x, y)of pixel values corresponding to pixel in two adjacent Gabor feature images, 
where i∈(0,…,4), v∈(0,…,7), following the equation (6) and totally obtain 5 differences.  d , , , , , , , 0 4 , , , , , 4  (6) 

According to the equation (7), obtain binary encoding ti,v(x,y) corresponding to 
di,v(x,y), where v∈(0,…,7). t , , 1, d , , 00, d , , 0   ∈ 0, … ,4  (7) 

5 binary encoding ti,v(x,y)i∈(0,…,4) obtained by calculation are arranged in accordance 
with the ascending order of , occupying the binary digit from low to high, and the remain-
ing binary digit positions are set to 0, which generates the 8-bit binary number correspond-
ing to pixel (x, y). Finally convert the 8-bit binary number into a decimal number, as angle 
differential binary encoding value DCAv(x, y), according to the equation (8). A , ∑ t , , 2 , ∈ 0, … ,7  (8) 

According to the above algorithm, 8 angle differential binary encoding images 
DCAv(x, y)v∈(0,…,7) are constructed. As shown in Fig. 6, 0-angle, 1-angle, 2-angle, 
3-angle, 4-angle, 5-angle, 6-angle and 7-angle differential binary encoding images are 
arranged from the left to right. 

 

 
Fig. 6. Angle differential binary encoding images 
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Through feature integration of 40 Gabor feature images, obtained 26 feature im-
ages, including 5 scale mean fusion images, 8 angle mean fusion images, 5 scale dif-
ferential binary encoding images and 8 angle differential binary encoding images, are 
collectively called integrated Gabor feature images. As shown in Table 1, grouping 
mechanism and serial number of 26 integrated Gabor feature images. 

Table 1. Grouping mechanism and serial number of 26 integrated Gabor feature images 

Group 
number 1 2 
name Scale mean fusion  Scale differential binary encoding 

Serial number 1 2 3 4 5 6 7 8 9 10 

Image MF  MF  MF MF MF DCS  DCS DCS DCS  DCS
 Group 

number 3 4 

name Angle mean fusion group Angle differential binary encod-
ing 

Serial number 11 12 13 14 19 20 21 22 

Image MFA  MFA  MFA MFA  DCA  DCA DCA  DCA  
Serial number 15 16 17 18 23 24 25 26 

Image MFA  MFA  MFA MFA  DCA  DCA DCA  DCA  

3.3 Feature Selection 

Since the feature number of the 26 integrated Gabor feature images is still large, it is ne-
cessary to conduct further feature selection. The proposed feature selection method based 
on facial expression recognition contribution coefficient is used for feature selection.  

Firstly, according to each integrated Gabor feature image’s recognition rate of 
each kind of expression and the average recognition rate, calculate Rn,c of each integrated 
Gabor feature image, and Rn,c represents recognition rate rank of c expression, where n is 
the serial number of integrated Gabor feature image and different value of c corresponds 
to different expression, c represents anger, disgust, fear, happiness, neutral, sadness, and 
surprise expression respectively when value of c is 1, 2, 3, 4, 5, 6 and 7. 

Table 2. The recognition effect of three kinds of selection schemes 

feature selection scheme Scheme 
number Selected reasons 

inner group selection scheme 1-4 the top 4 in descending order of   ERCC 
in the same group 

inter group selection scheme 5-10 
select arbitrarily 2 groups from 4 groups ,and 
select the top 2 in descending order of   ERCC 

in each selected group 

overall selection scheme 
11 the top 4 in descending order of ERCC 

12 the top 2 of each facial expression recognition 
rate 
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Then use the equation (9) to calculate the facial expression recognition contribu-
tion coefficient (ERCCn) of each integrated Gabor feature image, where n ((n∈
(1,...,26))is serial number of 26 integrated Gabor feature images. ERCC 210 ∑ ,  , ∈ 1, … ,26  (9) 

As shown in Table 2, according to ERCC  of 26 integrated Gabor feature images, 
combined with their grouping mechanism and serial number in Table 1, choose 4 
images from 26 integrated Gabor feature images.  

Finally, on the basis of 12 different feature selection schemes, select 4 integrated 
Gabor feature images for mosaic, and convert the mosaic image to a column vector as 
the final feature vector. 

4 Facial Expression Recognition 

Sparse representation classifier (SRC) [7] is used for facial expression recognition, 
and JAFFE is as experimental data, including 213 facial expression images of 10 
different women and each kind of expression contains 3 or 4 images. Over complete 
dictionary [7] of sparse representation classifier is composed of corresponding feature 
vectors of 140 training samples, including 7 expressions of 10 different women, 
where each expression contains 2 images.  Except for 3 images sampled repeatedly, 
training samples include 137 expression images, the remaining 76 images are test 
samples (10 anger, 11 disgust, 12 fear, 12 happiness, 10 neutral, 11 sad and 10 sur-
prised expression images). 
 

Table 3. The recognition effect of three kinds of selection schemes 

Scheme number Series number Average recognition rate 

1 4 5 3 2 84.48% 
2 8 9 7 6 85.97%
3 17 14 12 13 79.46%
4 25 22 20 21 88.25% 
5 4 5 8 9 87.06%
6 4 5 17 14 86.00%
7 4 5 25 22 85.74%
8 8 9 17 14 82.89%
9 8 9 25 22 80.84%
10 17 14 25 22 81.00%
11 25 4 17 22 80.89%
12 25 4 17 5 86.00%

5 Experimental Results 

The experimental platform is Microsoft Visual Studio 2012. The selection scheme infor-
mation and the recognition effect of these three kinds of selection schemes are shown in 
Table 3, where integrated Gabor feature images are arranged in accordance with descend-
ing order of ERCC from left to right and the highest average recognition rate is 88.25%.  
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Table 4. The comparison of recognition effect of the proposed algorithm and other algorithm 

Algorithm The proposed algorithm Gabor + SRC LBP + SVM 
Average recognition rate 88.25% 83.25% 71.04% 

6 Conclusions 

In order to solve the problem of data redundancy of Gabor feature, two kinds of Ga-
bor feature integration methods and feature selection method based on facial expres-
sion recognition contribution coefficient are proposed. Experimental results indicate 
that the proposed sparse facial expression recognition algorithm based on integrated 
Gabor feature, can separate and express the facial expression features facial features 
effectively, and reduce dimension and present expression data compactly; meanwhile 
the expressions are classified correctly. The focus of the subsequent work is to im-
prove the expression recognition rate, and attempt to use more efficient classifier. 

Acknowledgments. This work was sponsored by Natural Science Foundation of Liaoning 
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Abstract. Existing methods for gait recognition mainly depend on the appear-
ance of human. Their performances are greatly affected by variation outside of 
human body. To solve the problem, we proposed a collaborative representation 
classification (CRC) based approach by which gait under different condition is 
decomposed into normal gait ingredient and variant ingredient. An external va-
riant dictionary is constructed to linear represent variant. The normal gait ingre-
dient is directly classified by CRC. Experiments on CASIA gait database show 
that the proposed method achieves a satisfactory recognition result. 

Keywords: Biometric · Gait recognition · Collaborative representation · External 
variant dictionary 

1 Introduction 

Gait is an important biometric feature for human identification in video-surveillance 
based applications since it is difficult to conceal, imitate and perceived unobtrusively 
from a distance. Results from the field of psychology demonstrated that humans can 
be indeed recognized by their gait [1]. However, there are various factors significantly 
affecting recognition of gait, such as carrying bag, wearing a coat. A practical gait 
recognition system should be robust to these variations.  

The existing methods for human gait recognition fall roughly in two categories: 
model-based and appearance-based approaches. In model-based approaches [2,3], 
features of human is represented as model parameters, e.g. swing angle of leg, posi-
tion of gravity, stride length. However, they are sometimes difficult to obtain for self-
occlusion of body. In appearance-based approaches [4,5], features are extracted from 
gaits by different descriptors. Gait energy image (GEI) [6] is one of most widely used 
gait features, which also is adopted in this paper. GEI is defined as 
G(x,y)=∑i

NI(x,y)/N, where N is number of frames in complete cycle(s), and x and y 
are values in image coordinate. PCA and LDA are taken to reduce the dimension, by 
which probe GEI is represented as linear combination of eigen-vectors.  



410 W. Xu et al. 

Sparse representation (SR) based classification approaches seek to find a sparse li-
near representation for gallery sample. SRC [7, 12] was firstly employed successfully 
for robust face recognition. There were also some approaches based on SRC in gait 
recognition [5, 8, 9]. The work [8] divided GEI into three parts (upper, medium, low-
er). Each part was represented by corresponding dictionary. They recognized gait by 
minimizing sum reconstruction error. Zheng et al. [5] decomposed GEI as low-rank 
part and noise, then construct view transformation model to recognize gait. Xu et al. 
[9] proposed locality-constrained group sparse representation method to classify gait 
which incorporating locality-constraint and group information to get a high recogni-
tion rate. 

Pattern recognition based on SRC has achieved excellent results. However, Zhang 
et al.[10] pointed out that CR is more important than sparseness in classifying. And 
they proposed CRC to obtain a competitive recognition result. 

Gallery samples usually act as dictionary in SRC or CRC. However, because of ex-
ternal variant, probe sample may be too different from gallery samples to recover. 
Therefore, the recognition rates cannot achieve much improvement by SRC or CRC. In 
this paper, we add an external variant dictionary for representation of variant ingredient. 
Probe sample is recovered by combination of gallery samples and external variant dic-
tionary. Our method is robust to external variation (e.g. carrying and wearing).  

2 External Variant Dictionary 

2.1 Problem 

Denote the gallery samples as the matrix X=[X1, X2,…,Xc], where the vector Xi  
represent a training sample. Then a probe sample y can be rewritten as follow: 

y X    (1) 

where α is a linear combination coefficient of dictionary X, and ε is a noise term. 
However, some outer factors such as bag and coat are impossible to be composed as 
noise ε,since they lead to a great gap between gallery and probe samples.  

2.2 Proposed External Variant Dictionary 

Since the variation is not inherent in human being, we could work to get rid of them. 
In this paper, all of the variant factors are included in a dictionary. Then gaits under 
different conditions were decomposed into two ingredients: normal gaits and variant 
factors. For example, as shown in Fig. 1, gait under the condition of carrying bag 
consist two ingredients: normal gait and bag (similar to wearing condition).  

Let V be external variant dictionary, X be normal gallery set, a gait can be 
represented as follows: 

                                 VXy  (2) 

where ε is a noise term, and V usually represents bag carried, coat, hat and so on. 
Hence, α and β can be recovered simultaneously by L1-minimization. 
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Fig. 1. Gaits under carrying and wearing conditions are decomposed into two ingredients. 

2.3 Construction of External Variant Dictionary 

In this paper, the external variant dictionary is constructed by difference values of gait 
samples of same person under various kinds of conditions. Let us take, for example, 
the external variant of carrying bag and wearing coat. For subject i, d is dimension of 
vectorized GEI, a total of ni  normal gaits form matrix id nn m

iG   ; a total of mi 
gaits carrying bag form a matrix imdbg

iG  ; a total of li gaits wearing coat form a 
matrix id lc l

iG   . The external variant vectors can be obtained by subtracting the 
normal gait from other gait of the same class as following. 

indnm
c

bg
c

nmbgnmbg
bg GGGGGGV  ],...,[ 2211           (3) 

ildnm
c

cl
c

nmclnmcl
cl GGGGGGV  ],...,[ 2211            (4) 

Let columns of matrix )( ii nmdbg
iV   be pairwise difference vectors between 

the carrying bag samples and the normal samples of class i. The carrying variation set 
(the same to wearing variation set) could be constructed as follows: 

               i iinmdbg
c

bgbg
bg VVVV ],...,,[ 21               (5) 

              i iinldcl
c

clcl
cl VVVV ],...,,[ 21

                (6) 

In gait recognition problem, recognition performance is greatly affected by sha-
dow, carrying, clothing, wearing and other variants. The final dictionary V as follows. 

                              ],...,,[ shadowclbg VVVV   (7) 
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3 CRC with External Variant Dictionary 

3.1 Sparse Representation and Collaboration Representation 

Let all gallery samples form a dictionary matrix X=[X1,X2,…,Xc], , where each column 
of Xi is a sample of class i, a total number of c classes. 

Once a probe sample y comes, we code it based on sparse representation as fol-
lows: 

1
2
2 ||||||||minargˆ 


 Xy                 (8) 

where λ is a scaling factor. E.q (8) was improved [10] using L2-norm as follows. 

2
2
2 ||||||||minargˆ 


 Xy                  (9) 

E.q. (9) is solved by regularized least square as: 

                         1ˆ ( )T TX X I X y                             (10) 

Clearly, ( XTX+λ·I )-1XT can be pre-calculated as a projection. We can simply 
project y to get ̂ . Let î  be a coefficient vector to class i. Then, y is classified by 
minimum recover residual using sparse coefficients as following.  

                2ˆ( ) arg min || ||i ii
identify y y X                       (11) 

Table 1. Algorithm of CRC with external variant dictionary 

1) Input：a matrix X formed by all gallery samples, an external variant dictio-
nary matrix V , and a probe sample y. 

2) Dimension reduction and normalization by principal component analysis 

3) Solve the problem:      1
ˆ

( )ˆ
T TX V X V I X V y





 

   
 

 

4) Compute the residuals for each class i:
2

ˆ( )
( ) [ , ] ˆ

i
ir y y X V

 



 
   

 
 

5) Output: ( ) arg min ( )ii
identify y r y    

3.2 Algorithmic Process 

We extend CRC incorporating external variant dictionary to recognize gaits. After 
external variant dictionary is constructed as section 2, any probe gait is represented as 
a collaboration of gallery gaits adding a collaboration of variation. In the end, probe 
gait is classified by residual minimization.  

The proposed algorithm is summarized as shown in table 1. In first step, the exter-
nal variants of carrying bag, wearing coat, etc. are obtained by subtracting the normal 
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gaits from these abnormal gaits of the same class. These variants are gathered in a set 
then entire external variant dictionary is constructed. In Second step, PCA is used in 
this paper to reduce the dimension of gait feature. In the next few steps, CRC with the 
external dictionary V is employed to recognize the probe gait y. 

4 Experimental Results 

The CASIA gait database B [11] is used in our experiments. This database contains 
124 subjects from 11 views. There are six normal, two carrying and two wearing gait 
sequences for each subject from each view. The first 62 subjects’ normal, carrying, 
wearing sequences of each view are used to construct variant dictionary. The rest 62 
subjects’ sequences are used to evaluate. 

In our experiments, for a fair comparison, we have carried out experiments based 
on these methods and our proposed method on the same gallery and probe data sets. A 
comprehensive experiment is conducted to compare the performance of the proposed 
method (CRC-V) with that of NN, SRC [7], CRC [10], and SRC-V (SRC with exter-
nal variant dictionary). After tune, we set parameter λ as 0.001. 

4.1 Probe Gaits Under Carrying Bag Condition 

Table 2 enumerates the recognition rates for this experiment. Under each view angle, 
CR based approach (CRC and CRC-V) do better than corresponding SR (SRC and 
SRC-V), which explains collaboration work better than sparseness in carrying gait 
recognition.  

Table 2. Recognition rates of probe gaits under carrying bag condition 

Probe view 0° 18° 36° 54° 72° 90° 108° 126° 144° 162° 180° Avg 

NN 0.71 0.69 0.61 0.53 0.38 0.30 0.36 0.51 0.52 0.63 0.73 0.54 

SRC 0.56 0.44 0.35 0.41 0.35 0.34 0.36 0.34 0.42 0.49 0.55 0.42 
CRC 0.81 0.77 0.73 0.62 0.44 0.44 0.53 0.56 0.57 0.66 0.73 0.62 

SRC-V 0.85 0.78 0.78 0.70 0.70 0.60 0.65 0.62 0.74 0.81 0.83 0.73 
CRC-V 0.86 0.88 0.85 0.87 0.83 0.84 0.79 0.83 0.88 0.87 0.89 0.85 

 
SRC do worst from the table, which shows that sparsity is ill-advised in recogniz-

ing gaits carrying bag. SRC-V performs better than SRC, and our proposed method 
CRC-V performs better than CRC. This illustrates the external variant dictionary is 
useful in gait recognition. 
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4.2 Probe Gaits Under Wearing Coat Condition 

The result from Table 3 illustrates that the recognition rates of the four methods is too 
low to be unworthy to apply. Big coat shuts off some body parts which usually are 
useful in classification.  

Table 3. Recognition rates of probe gaits under wearing coat condition 

Probe view 0° 18° 36° 54° 72° 90° 108° 126° 144° 162° 180° Avg 

NN 0.11 0.15 0.21 0.16 0.10 0.12 0.10 0.12 0.14 0.10 0.10 0.13 

SRC 0.23 0.24 0.27 0.19 0.29 0.34 0.30 0.27 0.29 0.23 0.18 0.27 

CRC 0.26 0.20 0.26 0.31 0.25 0.28 0.29 0.23 0.22 0.19 0.23 0.25 

SRC-V 0.26 0.26 0.31 0.42 0.40 0.50 0.39 0.30 0.32 0.27 0.32 0.33 

CRC-V 0.58 0.73 0.67 0.76 0.85 0.83 0.63 0.58 0.60 0.57 0.60 0.67 
 
Though SRC-V get a higher average rate than NN, SRC and CRC, it is also too low 

to put into use. This indicates that sparsity is not that important in this problem. How-
ever, the proposed method (CRC-V) performs at relatively high level (recognition 
rates of each view are more than 57%), which indicate that both external variant dic-
tionary and CR play the vital role in this recognition. Under some view (e.g. 72° and 
90°), satisfactory results (0.85 and 0.83) is achieved by CRC-V. 

4.3 Computational Burden Analysis 

In the application of gait recognition, probe subject should be recognized in real time. 
In this section, we compare the time cost of proposed method. Probe view 90° is 
adopted in this experiment. All experiments are conducted with Matlab code on a HP 
4421s personal computer (2.4GHz CPU with 2G RAM).  

Table 4. Running time(in second) of NN, SRC,CRC,SRC-V and CRC-V on gallery carrying 
and wearing gaits. 

 
Probe Gait Wearing Coat Probe Gait Wearing Coat 

NN SRC CRC SRC-V CRC-V NN SRC CRC SRC-V CRC-V 
Construct Dictionary 

V 
- 1.20 - 1.24 

Recognition 0.04 20.22 0.10 26.02 0.24 0.03 20.79 0.10 24.53 0.25 
 
From Table 4, we observe that SR based methods (SRC and SRC-V) take more 

time than others. This is because l1 -norm based sparsity need iteration for a long time. 
Time of constructing external variant dictionary takes about 1.2 second. Once this 
dictionary is constructed, we will never speed time on testing. Our proposed method 
spends about 0.25 second in recognition, which can be implemented in real time. 
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5 Conclusion 

This paper proposes a robust method for human gait recognition, which uses collabor-
ative representation classifier incorporating external variant dictionary. External va-
riant dictionary is constructed by difference between normal gait and abnormal gait 
under conditions of carrying bag and wearing coat. The experiment results show that 
our method is robust to external variant factors (e.g. carrying, wearing) of human 
being.  
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Abstract. We present a facial expression recognition algorithm in this paper, 
which is based on a combination of the Gabor Feature and the Sprase Represen-
tation based Classification(SRC). First, improved Gabor filter is used to extract 
features. Then we use Principle Component Analysis (PCA) to reduce the di-
mension of Gabor feature to avoid redundancy. Finally, SRC is used to recog-
nize and classify facial expression. Experiments on facial expression database 
JAFFE and Cohn-Kanade show that our approach is effective for both dimen-
sion reduction and recognition performance. The proposed method achieve 
97.68% recognition accuracy on JAFFE. 

Keywords: Facial expression recognition · Gabor feature · Principle Compo-
nent Analysis(PCA) · Sparse Representation based Classification(SRC) 

1 Introduction 

Facial Expression Recognition (FER) is an important application of computer vision, 
which has been applied to many areas. The basic process of facial expression recogni-
tion is shown in Fig.1. The advantage of Gabor wavelet in expression feature extract-
ing has been proved by S.Bashyal in 2008[1], it is capable to detect multi-orientation 
and multi-scale’s texture changes, and little affected by light, while the Gabor feature 
impact the performance of face recognition algorithm as it needs large amount of 
calculation with high-dimension and information redundancy. Robust face recognition 
in [10] acquires better result by using sparse representation which represents the test 
sample in an over-complete dictionary whose base elements are the training samples 
themselves, and the represent is naturally sparse, but it is still  difficult to determine 
which feature is suitable for SRC.  

In order to make full use of the benefits of Gabor feature with sparse representa-
tion, we present a facial expression recognition based on combination of the Gabor 
Feature and SRC. First, we code the facial expression images by a multi-orientation, 
multi-resolution set of Gabor filters at some fixed geometric positions of the facial 
landmarks, then we use PCA to reduce redundant information of Gabor feature, the 
features after PCA are effective to classify 7 expressions based on SRC. 
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Fig. 1. Process of facial expression recognition 

2 Preprocessing 

An essential step of facial expression recognition is preprocessing, including face 
detection, face alignment, illumination processing, ect. 

First, we use Adaboost algorithm [3] and Active Shape Model (ASM) [4] to detect 
face and locate facial feature point respectively, and we implement geometry   norma-
lization and grey level normalization on the basis of eye coordinate which transform 
face to the same location and size. Each image has a fixed size of 105×105 in this 
paper. 

 

 

Fig. 2. Expression faces after preprocessing 

3 Gabor Feature 

A Gabor Wavelet filter is an essential tool for extracting local features both in spatial 
and frequency domain which can be applied on images to extract features aligned at 
particular orientations. Gabor filter is a linear filter used for edge detection. Frequen-
cy and orientations of Gabor filters are similar to those of the human visual system, 
they have been found particularly appropriate for texture representation and discrimi-
nation. In the spatial domain, a 2D Gabor filter is a Gaussian kernel function mod-
ulated by a sinusoidal plane wave. Simple cells in the visual cortex of mammalian 
brains can be modeled by Gabor functions [5]. Therefore, image analysis with Gabor 
filters is thought to be similar to perception in the human visual system. 

The Gabor Wavelets kernel can be defined by equation (1): 

 
2 2

22, , , , , , cos 2
x y xW x y e


      



 
    

 
   (1) 

The parameters  x′and y′can be defined by the following equations: 

Train 
samples 

Test 
samples 

Prepro-
cessing  

Feature 
extrac-

tion

Feature 
selection 

Classifi-
cation  



418 X. Lu et al. 




cossin
sincos
yxy

yxx



   (2) 

where (x,y) denotes the pixel position in the spatial domain, and there are five para-
meters that control the wavelet: θ specifies the orientation of the wavelet, λ represents 
the wavelength of the cosine wave. φ is phase offset. σ specifies the radius of the 
Gaussian and γ is spacial aspect ratio, most wavelets tested with the algorithm use an 
aspect ratio of 1.0. 

Gabor filter bank of various frequencies and orientations has been frequently used 
to extract features of face image[6,7]. In our work, a forty Gabor filter bank at five 
scales and eight orientation is used, where λ∈{4,4√2

___

,8,8√2
___

,16} ,and θ∈{0,π/8, 2π/8, 
3π/8, 4π/8, 5π/8, 6π/8, 7π/8 } with φ=0,γ=1,σ=λ. 

We improve the efficiency of Gabor filter by reducing the size of the Gabor kernel. 
We choose the center area of Gabor kernel rather than the complete one, which con-
tains 95% energy of the Gabor kernel, since the major energy of Gabor kernel is con-
centrated in the center area. 
 

 
Fig. 3. The image after Gabor filter 

4 Feature Selection 

4.1 Feature Selection Based on Sampling Point 

As is shown in section 4, we use Gabor filter bank at five scales and eight orientations, 
the dimension of Gabor feature is M×N×40, where M, N is the size of an image. We 
choose both M and N as 105, the dimension of Gabor feature is as high as 105×105×40. 
Considering the high correlation of adjacent pixels, and that the Gabor filter is not sensi-
tive to the position of the gray value, we extract the Gabor features of some fixed geo-
metric positions of the facial landmarks[8] as shown in  Fig.4, the Gabor features of 
each sampling point form feature vector with dimension 8×8×40=2560. 
 

 
Fig. 4. The distribution of the sampling points on face 



 Facial Expression Recognition Based on Gabor Feature and SRC 419 

4.2 PCA Feature Extracting 

After sampling, the dimension of Gabor feature vector has been significantly reduced, 
but is still quite high for recognition, the principal component analysis (PCA) finds 
orthogonal basis for data, sorts dimensions in the order of importance and discard low 
significance dimensions and has been used in many pattern recognition applications 
such as FER and face recognition[9,10]. So we use PCA to reduce the dimension of 
feature. 

Supposing there are N samples: xi (i =1,2,…, N)and each sample is T-dimensional, 
for the training data X , we firstly center the data: 

( ) /X X X D     (3) 

where, X is the mean of each feature, D is the covariance matrix of the data. The prin-
cipal components of training set can be calculated as following: 

UXXU TT )(    (4) 

Where Λ is the diagonal matrix of eigenvalues , U is corresponding eigenvectors of  
X XT, we sort feature values: λ1≥λ2≥…≥λN, the corresponding eigenvectors are  
Ui (i =1,2,…, N). 

The full principle components deposition of X can be given as: 

T
pcapca XWX     (5) 

where Wpca is a p-by-p matrix whose columns are the eigenvector of X XT, and p is the 
number of principle component. Feature set Xpca is the new training set, PCA reduces 
dimension from T to p , p can be decided by the cumulative energy content for each 
eigenvector: 
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where R∈[85%,95%], we choose R=95% in this paper. 

5 The SRC Algorithm 

The classification method based on (SRC) has been widely applied in many areas 
such as face recognition [11,12], and its basic idea is simple: in complex multidimen-
sional spaces, some data and feature may only be closely related to very tiny part of 
large number of potentially relevant data and features. This may make the sparse re-
presentation theory greatly simplify the process of facial expression recognition. 
When recognizing the expression of test image using the SRC framework, examples 
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of seven expression classes are available and used to construct a training set. Each 
example is Gabor feature extracted from the facial expression images. Assuming that 
the given training sample X=[X1,X2,...,Xk]∈Rｄ×

ｎ，where d is feature of each sample 
, n is the number of training samples, X i∈Rｄ×

ｎ
i represents ni training samples of ith

 
class, and n=∑i

k
=1ni. The test sample y∈Rｄ can be presented by sparse linear combi-

nation of training samples X: 

zXy      (7) 

where, α=[0,…,0,αi1,…,αin ,0,…,0]T ∈Rn

 
is coefficient vector whose entries are zero 

except those associated with the ith class, and ‖Z‖2≤ ε. Since the linear representa-
tion is sparse, which means that the α can be calculated by solving an l0 -minimization 
problem as shown in formation: 

  20
0 ||||..,||||min:)( Xytsl    (8) 

If the solution α sought is sparse enough, the solution of the l0 -minimization prob-
lem (8) is equal to the solution to the following l1 -minimization problem: 

   (9) 

The class of testing sample can be predicted from coefficient. The specific steps of 
SRC is given below: 
 
Algorithm. Sparse Representation-based Classification(SRC) 

Input:a matrix of training samples X=[X1,X2,...,Xk]∈Rｄ×ｎfor k class, a test 
sample y∈Rｄ. 

Output: class label of y. 
1: Normalize the columns of X to have unit l2-norm. 
2: Solve l1-minimization problem(9) to get coefficient vector α of y. 
3: Calculate the value of residual between y and Xδi(α): 

ri(y)=‖y - Xδi(α)‖2,i=1,...,k 
δi(α) is a new vector whose only nonzero entries are the entries in α that are 
associated with class i. 

4:The classification decision can be obtained  
i* = arg min ri(y). 

6 Experiment 

All the experiments are carried out in MATLAB R2014a environment running on a 
desktop with CPU Intel Core i5 3.10GHz and 4 GB RAM and conducted on the 
JAFFE and Cohn-Kanade database. JAFFE database contains 213 images of seven 
expressions for 10 Japanese female models, each female has two to four examples for 

  21
1 ||||..||||min:)( Xytsl ，
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each facial expression, and the size of each image is 256×256. Cohn-Kanade database 
includes 2105 digitized facial expression image sequences from 182 adult subjects. 
We choose the whole JAFFE database and part of Cohn-Kanade database to get the 
final results by using cross validation.  

Certain local binary patterns(LBP) are fundamental properties of local image texture 
and their occurrence histogram is proven to be a very powerful textual feature, but it is 
too local to be robust. The result based on LBP and Gabor feature is shown in Table 1. 

Table 1. Recognition rates of different features 

Feature 
Recognition rate(%) 

JAFFE databse Cohn-Kanade database 
LBP+PCA+SRC 81.19 88.45 
Block LBP+PCA+SRC 91.96 95.48 
Improved Gabor+PCA+SRC 97.68 99.12 

 
When the size of Gabor kernel is reducing, part of energy is lost, so the recognition 

rate of Improved Gabor feature is a little lower than original Gabor feature, but the 
speed is faster. The result is shown in Table 2. 

Table 2. Recognition rates of Gabor feature on JAFFE database 

Feature extracting Recognition rate/% Time /s 
Gabor feature 98.09 0.32 
Improved Gabor feature 97.68 0.13 

 
In order to demonstrate the efficiency of the combination of PCA with SRC, Table 

3 shows the results of different feature dimension reduction and classification me-
thods. From Table 3, it can be seen that our method outperforms other methods. 

Table 3. Recognition rate of different methods on JAFFE database 

Method  Recognition rate (%) 
Gabor+Adboost+SVM[9] 97.18 
Gabor+PCA-LDA[3] 92 
Ours 97.68 

Table 4. Recognition rate of each class of facial expression on JAFFE database 

Expression   Anger  Disgust Fear  Happy  Neutral Sadness  Surprise  
Recognition rate(%) 100   96.67 93.33 97.5 100 96.67 100 

 
The results of every class of facial expression are shown in Table 4, among which,  

the recognition rate of angry, neutral and surprise are highest, since these expressions 
are more different, but fear and sadness are similar sometimes and changed a little, so 
they are not easily identified. 
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7 Conclusion 

We proposed a method combining improved Gabor feature with SRC for facial ex-
pression recognition, which performs well on JAFFE and Cohn-Kanade database. 
Although Gabor feature is capable to detect multi-orientation and multi-scale’s tex-
ture changes, and little affected by light, but it needs large amount of calculation with 
high-dimension. The selection of sampling points and PCA reduce the dimension of 
feature greatly, and make the feature more suitable for SRC, then improve speed and 
accuracy of recognition. 
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Abstract. Feature extraction is an important step in facial expression recognition. 
A novel method is proposed based on feature fusion which combines gradient di-
rection and LBP features. Firstly, eyes are located through the integration projec-
tion method. And the operation of image rotating, cropping and normalizing is 
conducted based on eyes’ position. Secondly, the image is partitioned into nine 
non-overlapping regions with different weight, then the gradient direction and 
LBP features are extracted and fused. The fused features generated from each of 
the regions are concatenated to form the feature vector which represents the facial 
expression. Finally, K-nearest neighbor algorithm is performed for classification. 
Experiments on JAFFE and Cohn-Kanade facial expression databases show  
that the proposed method achieves better performance for facial expression  
recognition. 

Keywords: Facial expression recognition · LBP(Local Binary Pattern) ·  
Gradient direction · K-nearest neighbor algorithm 

1 Introduction 

As a kind of nonverbal communication, facial expression recognition is of great im-
portance in human communication and loaded with rich psychological and emotional 
information [1]. According to American psychologist Mehrabian [2], the contribution 
of verbal information in a face to face communication is usually limited to only 7% of 
the total information, whereas conventional signals such as voice contributes 38% and 
facial expression contributes 55%. With the development of human-computer interac-
tion system, the facial expression recognition has become a hot research topic as well 
as a difficult issue in the field of pattern recognition and artificial intelligence. Gener-
ally, a facial expression recognition system includes three parts: face detection, ex-
pression feature extraction and expression classification. Among them, expression 
feature extraction is the key to face recognition. An effective feature extraction me-
thod not only helps to simplify the classification of follow-up design, but also can 
enhance the recognition accuracy. 

At present, the main method of expression feature extracting are: Principal Com-
ponent Analysis (PCA) [3], Active Appearance Model (AAM) [4], Gabor wavelet [5], 
Local Binary Pattern (LBP) [6-7], etc. Among them, PCA utilizes only the holistic 
information of an image. Features extracted by AAM are relatively reliable and have 
a high recognition rate, but the disadvantages are that the calculation is complex and 



424 Y. Li and L. Zhang 

the initial parameters are difficult to obtain. The method based on Gabor wavelet 
extracts multi-scale and multi-direction information, while the time-consuming and 
large amount of memory-requiring make it difficult to establish an efficient human-
computer interaction system. Compared to Gabor wavelet features, the LBP-based 
method is well-accepted due to its low computational complexity yet powerful feature 
for analyzing local texture structures. It is invariant to any monotonic gray scale trans-
formation and is robust to illumination changes. However, it also has some deficien-
cies, such as rather long histograms, lower discrimination, and sensitivity to noise. 

Considering the deficiency of LBP operator, the researchers put forward a lot of 
improved LBP operators. In order to make LBP features more distinguishing, Zhang 
et al. utilize the Boosting algorithm [8] to select features. Tan et al. extended the orig-
inal LBP to a version with 3-value codes, which is called local ternary patterns (LTP) 
[9]. The LTP codes are more resistant to noise, but no longer strictly invariant to gray-
level transformations. More recently, Guo et al. proposed a complete LBP 
(CLBP)[10], which enhanced the capability of LBP operator to describe features. 
Another method is to combine Gabor wavelet with LBP [11], so as to solve the prob-
lem that the dimension of the Gabor wavelet features is too high. 

In this paper, a novel feature extraction method that fuses gradient direction and 
LBP features is proposed. Due to the influence of head deflection and illumination 
changes, face image is preprocessed firstly and partitioned into nine non-overlapping 
regions according to facial feature. Then, the gradient direction [12] and LBP features 
are extracted and fused. Histograms generated from each region are concatenated to 
form the feature vector. Finally, k-nearest neighbor (KNN) algorithm is performed for 
classification. Experiments on JAFFE and Cohn-Kanade (CK) facial expression data-
bases show that it is an effective method for facial expression recognition. 

The rest of the paper is organized as follows: Section 2 introduces the pre-
processing work; Section 3 describes the proposed method; Section 4 presents  
detailed experiments and results; and finally conclusions are given. 

2 Preprocessing Procedure 
In order to improve the efficiency of extracting facial features, face image must be 
preprocessed. The ideal output is to obtain pure facial expression images with norma-
lized intensity, uniform size and shape. 

As the image in the database is not completely aligned, the operation of angle nor-
malized is needed. So the method of horizontal and vertical integral projection are 
conducted on input images respectively to locate the eyes’ position, the angle between 
two eyes’ center and horizontal line is the degree the image should be rotated. Be-
sides, the areas, such as hair, ears, neck and shoulder, that are not useful for expres-
sion classification should be removed. If not, it will increase the amount of calculation 
and influence the recognition accuracy. According to the eyes’ position, the cutting 
rule is: set the distance between the two eyes’ center for d , and the image’s upper-left 
corner is the origin; the center point of the two eyes here we define as (xc, yc); the top-
left comer can be defined as (xc-0.9d, yc-0.5d) and the top-right comer can be defined 
as (xc+0.9d, yc-0.5d); the bottom-left and bottom-right corner here are (xc-0.9d, 
yc+1.5d) and (xc+0.9d, yc+1.5d) respectively. The last step is normalized the image to 
size of128×128pixe1s. Some sample images are shown in Fig. 1: 
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Fig. 1. The first level is original images, the second level is preprocessed images 

3 Feature Extraction 

Facial expression information mainly lies in the change of eyes, nose and mouth, so 
expression features should contain the texture’s direction information. A novel feature 
extraction method that combines gradient direction and LBP operator is proposed. 
LBP operator is used to describe the texture information and gradient orientation op-
erator is used to describe the change of texture’s direction. Fusion of the two features 
can effectively describe the expression information. 

3.1 Local Binary Pattern (LBP) 

LBP operator is a simple yet effective way to describe the local texture. It can de-
scribe as: each pixel is compared with its eight neighbors by subtracting the center 
pixel value; the resulting strictly negative values are encoded with 0, and the others 
encoded with 1. For each given pixel, a binary number is obtained by concatenating 
all these binary values in a clockwise direction, which starts from the one of its top-
left neighbor. The corresponding decimal value of the generated binary number is 
then used for labeling the given pixel. The binary number and decimal number can be 
obtained as shown in Fig. 2. 

A limitation of the original LBP operator is that it only covers a small neighbor-
hood area and can only get very limited local information. In order to obtain more 
local information by covering larger neighborhood area, and therefore to increase 
discriminative power of the original LBP, multi-scale LBP operator is applied by 
combining different LBP operators which use a circular neighborhood with different 
radius and different number of neighboring pixels. As illustrated in Fig. 3. 

Formally, the resulting LBP can be expressed in decimal form as follows: 

                                        (1) 

where gc and gp are, respectively, gray-level values of the central pixel and P  
surrounding pixels in the circle neighborhood with a radius R, and function s(x) is 
defined as: 

                                                         (2) 
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Fig. 2. The basic LBP operator 

 
Fig. 3. The LBP operator with different radius and the number of neighbors. 

The operator LBPP,R produces 2P different output values, corresponding to 2P differ-
ent binary patterns. For example: if P=8, the total patterns is 28=256; if P=16, the total 
patterns is 216=65536. However, too much kinds of pattern will make the data volumes 
too large and the histogram too sparse. Therefore, in order to reduce the dimension of 
original LBP patterns, one extension to the original LBP operator is the uniform LBP 
which contains at most two bitwise transitions from 0 to 1 or vice versa in a circular 
sequence of bits. Formally, the uniform LBP operator can be described as: 

     
(3) 

Through such improvement, uniform LBP owns only P(P-1)+3 possible patterns, 
the binary patterns are reduced greatly. Meanwhile, uniform LBP can well reduce the 
effect of noise and makes the extracted features more accurately. 

3.2 Gradient Direction (GD) Operator 

The gradient direction is about the ratio of the change in horizontal directions to that 
in vertical direction of an image. Which is computed as: 

                (4) 
For simplicity, is further quantized into T dominant orientations. Before the 

quantization, we perform the mapping: f:’  

                                            (5) 

                                          (6) 
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where∈[-/2, /2] and ’∈[0,2].The quantization function is then as follows: 

                  (7) 

For example, if T=8, these T dominant orientations aret=(t/4) (t=0,1,…,7).In 
other words, those orientations located within the interval [t-/T,t+/T] are quan-
tized tot. 

3.3 Features Fusion 

Firstly, the preprocessed image is partitioned into nine non-overlapping regions; 
Then, the LBP and gradient direction features are extracted respectively and fused; 
Finally, the fused feature generated from each of the regions are concatenated to form 
the expression feature vector. The detail process is shown in Fig. 4: 
 

 
Fig. 4. The process of feature fusion 

4 Experimental Results 

Experiments are performed on JAFFE and CK databases to testify the effectiveness of 
the proposed method for facial expression recognition. JAFFE database is a set of 213 
images of 7 different expressions (Anger, Disgust, Fear, Happy, Sad, Surprise and 
Neutral) posed by 10 Japanese females with 2-4 images for each expression. CK da-
tabase consists of 100 university students in age from 18 to 30 years, of which 65% 
were female, 15% were African-American, and 3% were Asian or Latino. Subjects 
were instructed to perform a series of 32 facial expressions with seven prototypic 
emotions; namely, Anger, Disgust, Fear, Happy, Neutral, Sad, and Surprise. In our 
study, six basic expressions (except for the neutral) of ten people from JAFFE data-
base are picked up. Then we select one image from each person's each expression as 
test samples, the others as training samples. In order to ensure that each image is used 
as a test, we run this experiment three times and take the mean value as the final rec-
ognition accuracy. For another, we choose 40 subjects of CK and select four images 
from image sequences per expression (except for the neutral), totaling 960 images. 
The same experiments are also done in CK database, and the only difference is taking 
the mean value of four experiments as the recognition accuracy. 
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Fig. 5. segmentation of face image 

Table 1. The relationship between the weights and recognition accuracy. 

The weights Recognition accuracy 
on JAFFE 

Recognition accuracy 
on CK 

{1,1,1,1,1,1,1,1,1} 90.89% 92.32% 
{3,1,3,2,1,2,1,3,1} 94.33% 97.15% 
{4,2,4,2,2,2,1,4,1} 94.54% 97.51% 
{4,2,4,3,2,3,1,4,1} 95.00% 97.74% 
{5,2,5,3,2,3,1,5,1} 96.67% 98.37% 
{5,2,5,3,2,3,1,5,1} 96.67% 98.91% 

 
In order to reduce the impact of non-expression factor on experiments, the image is 

preprocessed and normalized to size of 128128 pixels. In LBP feature extraction 
step, the common practice is to partition the image into several non-overlapping and 
equal-sized regions [13]. Individual LBP histograms generated from each of region 
are concatenated to form the feature vector. However, different parts like eyes, nose 
and mouth which does not contribute equally to facial expression recognition. So a 
novel partitioned method (see Fig. 5) is proposed and different weights are set for 
different regions according to their contribution to expression recognition. In our 
experiments, we adapt and the dominant orientation is set for 8. Table 1 
shows that the highest recognition accuracy is achieved when weights are{5, 3, 5, 3, 
2, 3, 1, 5, 1} .The final expression features are H={5*H1, 3*H2, 5*H3, 3*H4, 2*H5, 
3*H6, H7, 5*H8, H9},and Hi(i=1,…,9)is the ith regions’ histogram. In this paper, the 
total dimension of the facial expression feature vector is 603. In expression classifica-
tion step, a simple KNN method is adopted. The performance of KNN is close related 
to the value of k. It can be seen from Fig. 6 that the highest recognition rate is 
achieved at k=3 on JAFFE database and k=5 on CK database. 

From Table 2 we can visually see that the recognition accuracy improves a lot 
when the image is partitioned into nine regions. In the same 3×3 regions condition, 
LBP+GD features have higher recognition accuracy. Furthermore, regular partition 
way is easily distract the expression information of eyes、mouth and other important 
parts, so our method which adapts an irregular partitioned way and extracts LBP+GD 
features shows better recognition performance. 
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Fig. 6. The relationship between k and recognition rate 

Table 2. Experiments on different conditions 

method Recognition accuracy 
on JAFFE 

Recognition accuracy 
on CK 

LBP(11region) 76.11% 81.13% 
LBP(33regions) 85% 89.38% 

LBP+GD(33regions) 90.16% 94.55% 
Our method 96.67% 98.91% 

Table 3. Compare with other methods 

method Recognition accuracy 
LBP+DCT[14] 92.83% 
Gabor+LBP[15] 96.1% 
AAM 93.43% 
Our method 98.91% 

 
Table 3 shows that our method can classify six expressions with higher accuracy, 

compared with other methods. The main reasons are: 1) partition the image into nine 
regions and higher weights are allocated to the regions which contribute more than 
others in classification; 2) the features extracted by the proposed method both contain 
the texture information and texture’s direction information which can well describe 
the expression characteristics; 3) the dimensions of the expression feature vector are 
lower; 4) Due to convolving face images with multi-banks of Gabor filters in order to 
extract multi-scale and multi-direction coefficients, the computation of Gabor wavelet 
is both time and memory expensive; 5) AAM-based approaches can obtain more reli-
able facial feature parameters but have the drawbacks of complex computation and 
difficulties in obtaining initial parameters. 

5 Conclusion 

This paper proposed a novel feature extraction method to improve facial expression 
recognition. LBP operator can well describe the image texture information and  
gradient direction operator shows a good performance on describing the change of 
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texture’s direction. Hence the facial expression recognition system using fused LBP 
and gradient direction features can classify six expressions with higher accuracy and 
less computation. Facial expression recognition is a challenge task due to each ex-
pression has different emotional representations. Until now, the research on facial 
expression recognition still focuses on six universal expressions and there is still a 
long way to go in cognizing facial expression from the psychology and physiology. 

Acknowledgements. This work is jointly supported by National Natural Science Foundation of 
China (No.61179045). 
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Abstract. The cosine similarity scoring is often used in the i-vector model for 
its computational efficiency and performance in text-independent speaker rec-
ognition field. We propose a new Mahalanobis distance scoring with distance 
metric learning algorithm in this paper. The Mahalanobis metric matrix is 
learned using the KISS (keep it simple and straightforward!) method, which is 
motivated by a statistical inference perspective based on a likelihood-ratio test. 
After whitening and length-normalization, the i-vectors extracted from the de-
velopment utterances were used to train the metric matrix. Then, the score  
between the target i-vector and the test i-vector is based on the Mahalanobis 
distance. The results on NIST 2008 telephone data show that the performance 
of new scoring is obviously better than the cosine similarity scoring’s. 

Keywords: Speaker recognition · I-vector model · Mahalanobis distance ·  
Distance metric learning 

1 Introduction 

I-vector model [1] has become the state of the art technique for text-independent 
speaker recognition in recent years. The i-vector is a compact, low-dimensional repre-
sentation of any speech segment, which turn a complex high-dimensional speaker 
recognition problem into a low-dimensional classical pattern recognition one. First of 
all, different scoring approaches have been proposed in order to make decision from i-
vectors extracted from both training and testing utterances. Among these scoring ap-
proaches, we can differentiate the simple Cosine Similarity Scoring (CSS) [1] and 
derived distances to deal with score normalization [2] from more advanced Gaussian-
based scoring approaches like two covariance scoring [3], Mahalanobis scoring [4], 
and Gaussian Probabilistic Linear Discriminant Analysis (PLDA) [5], or from Heavy 
Tailed PLDA [6]. 

The basic speaker recognition task seeks to determine whether the test utterance 
and the target utterance are from the same speaker. In other words, the goal is to de-
termine the proximity between the test utterance and the target utterance are close 
enough or not. Thus we can view the speaker verification system as a distance metric 
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learning problem [7]: given speaker labels of training utterances, we aim to find a 
good distance metric that brings “similar” data points (belonging to the same speaker) 
close together while separating “dissimilar” data points (belonging to different speak-
ers) [8]. A particular class of distance functions that exhibits good generalization per-
formance for many machine learning problems is Mahalanobis metric learning. The 
goal is to find a global, linear transformation of the feature space such that relevant 
dimensions are emphasized while irrelevant ones are discarded. The metric adapts to 
the desired geometry by arbitrary linear rotations and scalings. 

Learning a Mahalanobis metric on a large scale dataset raises further issues on scala-
bility and the required degree of supervision. Kostinger propose a KISS (keep it simple 
and straightforward!) [9] learning algorithm, which is motivated by a statistical infe-
rence perspective based on a likelihood-ratio test. The resulting metric is not prone to 
over-fitting and very efficient to obtain. Compared to other approaches, it is not rely on 
a tedious iterative optimization procedure, and it is scalable to large datasets, as it just 
involves computation of two small sized covariance matrices. 

In the i-vector framework, we propose a new Mahalanobis distance scoring model 
with the metric matrix trained by the KISS learning algorithm. The classical CSS 
operates by comparing the angles between two i-vectors, and our method is based on 
the Mahalanobis distance. 

This paper is structured as follows: We review the i-vector model in section 2. We 
present our new Hahalanobis scoring model in section 3. Section 4 provides the re-
sults of our experiments on NIST 2008 telephone data. Finally, section 5 is devoted to 
the main conclusions and our future work. 

2 The I-Vector Model 

I-vectors, whether through the simpler CSS approach, or the more complex length-
normalized Gaussian PLDA (GPLDA) [1] approach are considered the state-of-the-art 
for speaker verification research. Such systems typically involve three phases:  
i-vector feature extraction, session variability compensation and scoring. 

2.1 I-Vector Feature Extraction 

In contrast to the separate speaker and session dependent subspaces of the previous 
state-of-the-art JFA [10] technique, i-vectors represent the GMM supervector using a 
single total-variability subspace. This single-subspace approach was motivated by the 
discovery that the session variability space of JFA contains information which can be 
used to distinguish between speakers. In an i-vector based speaker recognition system, 
the speaker and session dependent GMM supervector can be represented by 

 (1) 

where m is the speaker and session independent UBM supervector, T is a low rank 
matrix representing the primary directions of variation across a large collection of 
development data, and w is normally distributed with parameters N(0,I), and is the    
i-vector representation used for speaker verification. The supervector is assumed to be 

m Tw  



 A Mahalanobis Distance Scoring with KISS Metric Learning Algorithm 433 

normally distributed with mean vector m and covariance matrix T*TT. This model can 
be viewed like a principal component analysis of the larger supervector space which 
project the speech utterances onto the total variability space. The factor analysis plays 
the role of features extraction where we now operate on the total factor vectors. The 
details of the total-variability subspace training and subsequent i-vector extraction is 
given by Dehak et al. [1]. 

2.2 Inter-Session Compensation 

2.2.1   Linear Discriminant Analysis 
LDA [11] is used as session variability compensation technique, which attempts to 
find a reduced set of axes A that minimizes the within-class variability while max-
imizing the between-class variability through the eigenvalue decomposition of 

 (2) 

where the between-class scatter, Sb, and within-class scatter, Sw, can be calculated as 
follows, 

 
(3) 

 

(4) 

where S is the total number of speakers, ns is number of utterances of speaker s. The 
mean i-vectors, for each speaker, and , the mean across all speakers. 

2.2.2   Within Class Covariance Normalization 
WCCN [2] is then used as an additional session variability compensation technique to 
scale the subspace in order to attenuate dimensions of high within-class variance. The 
WCCN transformation matrix (B) is trained using the LDA-projected i-vectors from 
the first stage. The WCCN matrix is calculated using Cholesky decomposition of 
B·BT=W -1, where the within-class covariance matrix W is calculated using 

 

(5) 

The final subspace compensation is carried out through LDA followed by WCCN, 
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2.3 Cosine Similarity Scoring without Score Normalization 

The simple cosine similarity scoring [1] has been applied successfully to compare two 
i-vectors for making a speaker detection decision. Dehak [2] propose a scoring tech-
nique that combines the effects of z- and t-norm score normalization, and it does not 
require test-time score normalization compared to the classical cosine similarity scor-
ing. Given two i-vectors via the projection of two supervectors in the total variability 
space and the LDA-WCCN compensation for inter-session variabilities, a target wtarget 
from a known speaker and a test wtest from an unknown speaker, the cosine similarity 
score is given as: 

 
(7) 

where the mean of the impostor i-vectors. Cimp is a diagonal matrix that con-

tains the square root of the diagonal covariance matrix of the impostor i-vectors. 

3 The Mahalanobis Distance Scoring Model 

In the classical i-vector model, the cosine similarity scoring is used, and the scoring is 
based on the Mahalanobis distance in our model. After the i-vectors were extracted 
from the training utterances, a metric matrix M is trained using the KISS[9] learning 
algorithm on the whitened i-vectors. Finally, the score between two vectors is based 
on the Mahalanobis distance. 

3.1 Whitening and Length-Normalization 

The i-vectors from the extractor are to be normalized by a linear whitening and 
length-normalization [12]. A linear-whitened i-vector can be estimated as follows, 

 
(8) 

where Σ is a covariance matrix, estimated using development i-vectors. U is an ortho-
normal matrix containing the eigenvectors of Σ and d is a diagonal matrix containing 
the corresponding eigenvalues. The length-normalized i-vector feature wnorm, can be 
calculated as follows, 
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3.2 KISS Metric Learning [9] 

Learning a distance or similarity metric based on the class of Mahalanobis distance 
functions has gained considerable interest. In general, a Mahalanobis distance metric 
measures the squared distance between two data points xi and xj: 

 
(10) 

where M≥0 is a positive semidefinite matrix and xi, xj∈Rd is a pair of samples (i, j). 
Further, for the following discussion we introduce a similarity label yij, yij=1 for simi-
lar pairs, i.e., if the samples share the same class label (yi=yj) and yij=0 otherwise. 

From a statistical inference point of view the optimal statistical decision whether a 
pair (i, j) is dissimilar or not can be obtained by a likelihood ratio test. Thus, we test 
the hypothesis H0 that a pair is dissimilar versus the alternative H1:  

 
(11) 

A high value of (xi, xj) means that H0 is validated. In contrast, a low value means 
that H0 is rejected and the pair is considered as similar. In the KISS metric learning 
algorithm [9], the problem is casted in the space of pairwise differences (xij = xi – xj)  
with zero mean for the independent of the actual locality in the feature space.  

 
(12) 

where f(xij|θ0) is a pdf with parameters for hypothesis H1 that a pair(i, j) is similar 
(yij=1) and vice-versa H0 for a pair being dissimilar. Assuming a Gaussian structure of 
the difference space, the maximum likelihood estimate of the Gaussian is equivalent 
to minimizing the Mahalanobis distances from the mean in a least squares manner.  
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 (15) 

This allows us to find respective relevant directions for the two independent sets. 
Finally, the Mahalanobis distance metric can be obtained, which reflects the proper-
ties of the log-likelihood ratio test, M is a positive semidefinite matrix. 

 
(16) 

where 

 (17) 

3.3 Mahalanobis Distance Scoring 

Motivated by the distance metric learning algorithm, we use the Mahalanobis metric 
for the speaker scoring. If the distance between two i-vectors is smaller, the probabili-
ty that they belong to a unique class is higher. The scoring function between a target 
and test is the negative distance: 

 (18) 

This equation is Euclidean distance when M=I, and we will also compare their per-
formances. 

4 Experiment 

4.1 Set-Up 

The features were derived from the waveforms using 13 mel-frequency cepstral coef-
ficients on a 20 millisecond frame every 10 milliseconds. Delta and delta-delta coeffi-
cients were computed making up a thirty nine dimensional feature vector. And the 
band limiting was performed by retaining only the filter bank outputs form the fre-
quency range 300-3400 Hz. Mean removal, preemphasis and a hamming window 
were applied, and energy-based end pointing eliminated nonspeech frames. 

Our experiments were performed on the 2008 NIST SRE dataset. NIST SRE2004 
1side training corpus was used to train two gender-dependent UBMs with 512 Gaus-
sian components. The rank of the total variability matrix T was chosen to be 400. 
NIST SRE2004, SRE 2005, and SRE 2006 telephone datasets were used for estimat-
ing the total variability space, LDA transformation matrix, the WCCN transformation 
matrix and Mahalanobis metric matrix. For measuring the performance, we used 
equal error rate (EER) and the minimum decision cost function (DCF). 
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In the KISS learning algorithm, the input are similar pairs and dissimilar pairs of 
samples, but the NIST SRE provide the speech labels from the development dataset. 
So we need to construct the pairs of samples according the speech segment labels. A 
simple way is using utterance labels belonging to the same speaker construct the simi-
lar pairs with each other. For example, if one speaker has 10 utterance segments, we 
can get 109/2=45 similar pairs. For dissimilar pairs, we use the segment labels be-
longing to the different speaker, and the size of dissimilar pair dataset is very big. In 
our experiment, there are 61,625 similar pairs and 41,667,055 dissimilar pairs for 
female speakers, 47,182 similar pairs and 21,788,954 dissimilar pairs for male speakers.  

4.2 Results 

The experiment was run on the 1conv-1conv 2008 SRE core phonecall condition. The 
classical cosine similarity scoring, Euclidean distance scoring and Mahalanobis dis-
tance scoring were compared. Table 1 shows the results. We can see that the perfor-
mance of our new method is obviously better than the cosine similarly scoring’s. The 
performance of Euclidean distance model is worst, which can be predictable. 

In our experiments, learning the Mahalanobis metric matrix take about three hours 
for the large scale pairs on a dell server with one 4-core cpu using matlab. Compared 
to some minutes the LDA and WCCN used, that is time consuming. But in test phase, 
its computational efficiency is comparable with the classical cosine similarity scor-
ing’s because the matrix computations are also very efficient in the model. 

Table 1. Comparison results between the classical cosine similarity scoring and our Mahalanobis 
distance scoring. The results are on the female portion of NIST 2008 telephone dataset. 

Model EER(%) minDCF 
Cosine similarity 6.78 0.0342 

Euclidean distance 9.31 0.0436 
Mahalanobis distance 5.77 0.0287 

 
Table 2 show the performance of models on the male portion of NIST 2008 tele-

phone dataset. We can see that the performance of the new scoring is the best also. 

Table 2. Comparison results between the classical cosine similarity scoring and our Mahalano-
bis distance scoring. The results are on the male portion of NIST 2008 telephone dataset. 

Model EER(%) minDCF 
Cosine similarity 5.29 0.0262 

Euclidean distance 7.86 0.0356 
Mahalanobis distance 5.05 0.0246 
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5 Conclusions 

We propose a new Mahalanobis distance scoring with KISS metric learning algo-
rithm. The results on NIST 2008 telephone dataset show that our new method is better 
than the classical cosine similarity scoring. Many machine leaning algorithms heavily 
rely on the distance metric for the input data patterns. We will apply the others dis-
tance metric learning algorithms to speaker recognition in future. 
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Abstract. Based on students’ facial expressions, the teacher in class can know 
the students’ comprehension of the lecture, which has been a standard of teach-
ing effect evaluation. In order to solve the problem of high cost and low effi-
ciency caused by employing human analysts to observe classroom teaching ef-
fect, in this paper we present a novel and high-efficiency prototype system, that 
automatically analyzes students’ expressions. The fusion feature called Uniform 
Local Gabor Binary Pattern Histogram Sequence (ULGBPHS) is employed in 
the system. Using K-nearest neighbor (KNN) classifier, we obtain an average 
recognition rate of 79% on students’ expressions database with five types of 
expressions. The experiment shows that the proposed system is feasible, and is 
able to improve the efficiency of teaching evaluation. 

Keywords: Teaching effect evaluation · Facial expression recognition · 
ULGBPHS · Feature fusion 

1 Introduction 

Classroom teaching evaluation has been a hot spot in recent years. It has been widely 
used to promote the classroom teaching quality and teachers’ skills [1]. Students’ 
grasp of the lecture and students’ emotional involvement, both of which are indexes 
of the teaching effect evaluation, are correlated with their facial expressions. For in-
stance, students usually smile after comprehending the lecture and finding it interest-
ing, and they form negative expressions when they find that the content is too abstruse 
to understand. The research [2] indicated that facial expression ranks top of the mode 
of nonverbal communication, followed by body language, gestures and hands. Expe-
rienced instructors often adjust their teaching according to students’ expressions dur-
ing the lectures. Currently, the classical methods of instructional measurement like 
tests, exams, questionnaires, interviews, observations are applied in classroom teach-
ing evaluation. It is a common phenomenon that dozens of professors are invited 
every semester to form a supervision team to observe the classroom sessions of  
required and elective courses. After the observation, the feedback reports with the 
ratings and comments are written by the office and provided to the corresponding 
faculties within a few weeks. However, these manual evaluation methods often come 
with high cost and low efficiency [1, 2]. 
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As our research motivation is to realize evaluating classroom teaching effect auto-
matically, we conduct an exploratory research based on the recognition results of 
students’ facial expressions in class. Since the late 1990s, an increasing number of 
efforts toward automatic affect recognition were reported in literature [3]. AFER 
technology has been successfully applied in the areas such as human-computer inte-
raction (HCI), driver fatigue detection, e-learning, etc. [3]. Most of the existing facial 
expression recognition approaches are based on posed expression databases, like Jap-
anese Female Facial Expression (JAFFE) database, Cohn-Kanade (CK) database. Due 
to lack of facial expression database in pedagogical environments, the researchers in 
our college firstly built the students’ spontaneous expressions database in classroom 
teaching environments. Then, we propose a prototype system to automatically analyze 
students’ expressions in class. In this system, a fusion feature ULGBPHS is em-
ployed. K-nearest neighbor (KNN) method based on Euclidean distance is employed 
for classification. The proposed method obtains a high recognition rate of 96.7% on 
JAFFE database, which outperforms some existing methods, and a recognition rate of 
79% on self-build database. Furthermore, to the best of our knowledge, using the 
recognition results of students’ facial expressions in class for traditional classroom 
teaching effect evaluation is first proposed in this paper. 

The rest of this paper is organized as follows. Section 2 reviews the related work. 
Section 3 describes the self-build students’ expressions database and an overview of 
the proposed system is given in section 4. Details of the proposed system are pre-
sented in section 5, followed by the experimental results in section 6. In the last sec-
tion we conclude this paper with discussion. 

2 Related Work 

In this section, we offer an overview of some recent literature about facial expression 
recognition (FER) and some FER systems used in learning environments. Because of 
the importance of face in emotion expression and perception [3], extracting an effi-
cient representation of the face is a key step for successful FER [4]. There are two 
main streams in the current research of extracting features for facial expression rec-
ognition: geometric based methods and appearance based methods [4]. Geometric 
features contain information about the location and shape of facial features. In gener-
al, a shape model defined by 58 facial landmarks is used during the process of geome-
tric feature extraction, in which noise and tracking errors often decline the recognition 
performance. Appearance based features examine the appearance change of the face 
(including wrinkles, bulges and furrows) and are extracted by image filters applied to 
the face or sub regions of the face [3, 4]. Appearance based features are less reliant on 
initialization and can encode micro patterns in skin texture that are important for fa-
cial expression recognition. Gabor feature [6] and extended LBP feature [5] are wide-
ly used as appearance based features in facial expression recognition approaches. Hua 
Lu et al. [5] presented a method of divided local binary pattern (DLBP) and obtained 
a recognition rate of 95.7% on JAFFE database. Seung Ho Lee et al. [6] proposed a 
new sparse representation based FER method and got the highest overall recognition 
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rate of 94.7% on JAFFE database under their experimental scenarios, compared with 
SRC+LBP and SRC+ Gabor, where the recognition rate of the former is 90.30% with 
the latter 91.21%. Recently, deep learning technology has attracted many researchers’ 
interest. Ping Liu et al. [7] presented a novel Boosted Deep Belief Network (BDBN) 
framework for facial expression recognition, and obtained impressive recognition 
results. In their study, it took about 8 days to complete the overall training for 6 ex-
pressions in an 8-fold experimental setup on a 6-core 2.4GHz PC using Matlab im-
plementation.  

Some researchers have been focusing on facial expression and facial affect in the 
lab or wild [8]. In the lab environment, Whitehill et al. [9] used Gabor features with a 
SVM classifier to detect engagement as students interacted with cognitive skills train-
ing software. Labels used in their study were obtained from retrospective annotation 
of videos by human judges. While in the wild environment, Nigel Bosch et al. [8] 
collected the data of students’ facial expressions, including videos containing stu-
dents’ faces and affect labels in the real-world environment of a school computer lab, 
where the students were interacting with a game-based physics education environ-
ment called Physics Playground. 

3 Students’ Spontaneous Expressions Database 

Having enough labeled data of facial expressions is a prerequisite in designing auto-
matic facial expression recognition system [3]. The self-build facial expression data-
base in this paper contains the students’ spontaneous expressions [18], as opposed to 
posed expressions in current mainstream databases. Since we focus on the spontane-
ous facial behavior correlated to learning, we predefine the labels of expression as 
follows: joviality, surprise, concentration, confusion, fatigue. The corresponding face 
images are demonstrated in Fig.1. 

 

Fig. 1. Five types of facial expressions 

As [3] pointed out, current techniques for detection and tracking of facial expres-
sions are sensitive to head pose, clutter, and variations in lighting conditions. Thus the 
experiment of self-build expression database was conducted under controlled condi-
tion to get rid of some above mentioned variations, with 23 youthful college students 
from different majors invited to participate in the experiment. There were 17 partici-
pants wearing glasses. They received a short-term training that the behaviors like 
extreme pose or position, occlusions from hand-to-face gestures, and rapid move-
ments should be avoided during the process of experiment. All the participants sat on 
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the seats in a common classroom, where the light condition was normal. The task for 
them was to watch 6 short videos, which lasted about 15 minutes. A 1080p HD cam-
era was used for capturing their facial expressions. Another task for participants was 
to label their own expressions, respectively. 

4 System Overview 

In this paper, we propose a prototype system of AFER to analyze students’ expres-
sions for classroom teaching effect evaluation. The system consists of 5 modules: data 
acquisition module, face detection module, face recognition module, facial expression 
recognition module and post-processing module. The schematic diagram of the sys-
tem is demonstrated in Fig. 2. 

 

Fig. 2. Schematic diagram of proposed facial expression analysis system 

Data Acquisition: A full 1080p HD camera is configured at the front of the classroom. 
Using HD camera can ensure every student’s face enough resolution. 
Face Detection: We use AdaBoost method to detect faces. The face images are seg-
mented based on the location and size. We use canthi positions returned by the Struc-
tured Output Support Vector Machines (SO-SVM) [10] method to calculate the angle 
of tilt, which is used to normalize face rotation. Finally, the region of interest is 
cropped with geometry rules of face to remove background. We resize the cropped 
image region to 66 66 pixels. 
Face Recognition: The location and size of the face are used to speed up computation 
if the face is recognized in the current frame, instead of repeating face recognition for 
the same student in the next frame. Here, we use location and size feature, known in 
advance, of the faces to sort the detected faces for facial expression recognition. If 
and only if the face is verified, facial expression recognition will be conducted. Oth-
erwise, our system outputs an ‘Absent’ label. 
FER: In this paper, the fusion feature ULGBPHS outperforms onefold feature. The 
details of the facial expression recognition will be illustrated in section 5. 
Post-processing: In this stage, the results of facial expression recognition are used to 
evaluate classroom teaching effect, which will be analyzed in section 6. 
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5 Facial Expression Recognition 

In this section, two main parts of our expression recognition system, feature extraction 
and expression classifier, are described. Feature extraction aims to build derived values, 
which is informative, non-redundant, and facilitates the subsequent learning steps. Ex-
pression classifier identifies which of a set of classes a new observation belongs to, on 
the basis of a training set containing observations whose class is known. In this system, 
we employ fused feature based on Gabor [11, 13] and LBP [12, 14]. 
Gabor feature: Gabor features have been widely used in many pattern analysis appli-
cations. C.J.Liu et al. [11] pointed that Gabor feature performs the best in classifica-
tion of expression units. 2D Gabor filter is a Gaussian kernel function modulated by a 
complex sinusoidal plane wave [13], defined as: 

 .        (1) 

Gabor features with different orientations and scales are obtained by convolving the images 
with 2D Gabor filters. Due to limitations on space, we only list the kernel function in this 
paper. More details for Gabor feature extraction are presented in paper [13].The filters are 
more prominent at expression-rich positions like eyebrows, eyes, mouth and nose. 
LBP feature: LBP is firstly proposed by Ojala [14]. LBP is computational efficient 
and robust to rotation and light variations, and has been successfully used in many 
object classification and detection applications. The operator labels the pixels of an 
image by thresholding a 33 neighborhood of each pixel with the center value and 
considering the result as a binary number [5]. Given a pixel at (xc, yc), the resulting 
LBP can be expressed in decimal form as follows: 

        (2) 

where ic is the gray value of the pixel at (xc, yc), similarly, ip (p=0, ..., p-1) are the gray 
values of P equally spaced pixels on a circle of radius R. This operator was extended 
to use neighborhoods of different sizes and capture dominant features at different 
scales. A Local Binary Pattern is called uniform, which is defined in Eq. (3), if it con-
tains at most two bitwise transitions from 0 to 1 or 1 to 0 when the binary string is 
considered circular [12, 14]. 

         (3)  

where , F(z) is an in-

dex function. A spatially enhanced feature histogram of the image fl (x, y) is defined 
as follows: 

2
2 2 2 2( , , , ) exp( ( )) exp( 2 )

  cos sin
                      

sin cos

ff x y j fx

x x y
y x y

      


 
 

     

  
    

1

,
0

1       if 0
( , ) ( )2 ,     ( )

0       if 0

P
p cp

P R p c p c
p p c

i i
LBP x y S i i S i i

i i





       


, ,
2
,

( ( , ))                    if  ( ) 2,
( , )                                 ( ) [0, ( 1) 1], [0,255]

 ( 1) 2                         otherwise 

P R P R
u

P R

F LBP x y U LBP
LBP x y F z P P z

P P


    
  

1

, 1 0 1
1

( ) ( ) ( ) ( ) ( )
P

P R P c c p c p c
p

U LBP S i i S i i S i i S i i


 


       



444 C. Tang et al. 

                   (4) 

where L is the number of different bins produced by the LBP operator. Using uniform 
local binary pattern (ULBP) for a neighborhood where P=8, reduces the histogram 
from 256 to 59 bins (58 bins for uniform patterns and 1 bin for non-uniform patterns). 
Usually, images are divided into non-overlapping sub-regions {R0, R1, …., Rm-1} with 
the size of m. Then histogram for each sub-region is calculated and concatenated into 
a histogram sequence, which is Uniform Local Binary Pattern Histogram Sequence. 
ULGBPHS feature: The proposed system employs a fused feature called Uniform 
Local Gabor Binary Pattern Histogram Sequence (ULGBPHS), which has been 
shown to be very robust to illumination changes and misalignment. The winner of the 
FERA 2011 AU detection sub-challenge adopted this architecture [15-16]. Firstly, 
Gabor filtering is performed on target expression image. Secondly, LBP is employed 
to filter the magnitudes in face regions, and the output is called Uniform Local Gabor 
Binary Pattern (ULGBP) image. Thirdly, the ULGBP image is partitioned into non-
overlapping sub-regions. Then, histogram for each sub-region is calculated and con-
catenated into a histogram sequence, which is the fused feature ULGBPHS used in 
our system. The framework of ULGBPHS approach is demonstrated in Fig.3. 

 

Fig. 3. The framework of ULGBPHS feature 

Classification: Due to the high dimension O(105)of the fusion feature vector, the 
system applies two steps of dimension reduction, which are principal component 
analysis (PCA) and linear discriminant analysis (LDA) respectively. PCA is often 
considered as revealing the internal structure of the data in a way that best explains 
the variance in the data. LDA aims to find a linear combination of features that cha-
racterizes or separates two or more classes of data. It is proved that PCA + LDA 
based dimension reduction performs better than using PCA only [17]. The reduction 
step is defined as: 

                    ,                  (5) 

where x is fusion feature vector corresponding to feature extraction, z is final feature 
vector corresponding to feature selection, M is the number of samples. In our system, 
we classify the data of expression into 5 categories, thus the dimension of vector z is 
at most 4. Last but not the least, K-nearest neighbors algorithm (K-NN) is used as our 
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classifier. Given a test sample, K-NN firstly finds k closest training samples in the 
feature space, and then uses the class membership of these k training samples to vote 
for the class membership of the given sample. The distance measure is often calcu-
lated based on Euclidean distance. 

6 Experimental Results 

Firstly, we tested our algorithm on JAFFE database. The dataset contains ten females 
with six types of prototypical expressions (happiness, anger, sadness, fear, surprise, 
disgust) and a neutral expression. There are 213 pictures with each person having 2-4 
pictures of onefold expression. We selected 211 pictures which were labeled correct-
ly. These pictures were cropped and resized to the size of 6666 pixels for 3-fold 
cross-validation experiments. 2-3 pictures of each facial expression for each person 
were used for training and the remaining pictures were used as the test set. The inten-
sity of each picture in the experiment was normalized. The recognition rate was ob-
tained under person-dependent condition, as person-independent FER had not ob-
tained satisfied results compared with person-dependent FER. The recognition results 
of KNN (K=3) are demonstrated in Table 1. We performed the experiment on a 4-
core 3.2GHz PC with 16GB memory using Matlab implementation. As can been seen 
from the Table 1, the fusion feature outperforms onefold feature. 

Table 1. Comparisons of different methods with corresponding recognition rate on JAFFE 
database. Time represents time consumption while performing feature extraction on our 
experimental platform, Pro. MatPCA(95%)  and Pro. MatLDA are the projection matrixes for PCA 
and LDA, respectively. LBP operator means using only Eq.(2) method without histogram for 
extracting features,ULBPHS8x8 means that the partition grid for the image is 8x8 while 
extracting corresponding features, as well as ULGBPHS8x8, Gabor5x8 means calculating Gabor 
filter responses at five different scales and eight different orientations. 

Methods Recognition (%) Dimensions Time(ms)
Pro. Mat. 

PCA(95%) 
Pro.Mat. LDA 

LBP operator 75.2 4096 63.7 4096 121 121 6 
ULBPHS8x8 81.0 3776 23.8 3776 108 108 6 
Gabor5x8 95.2 174240 412.4 174240 65 65 6 
ULGBPHS8x8 96.7 151040 633.7 151040 115 115 6 

Table 2. The average recognition rate of 4-fold cross-validation (K=3) on self-build expression 
database (%) 

Methods Expressional     Labels  
 fatigue confusion concentration surprise joviality Mean 

LBP operator 
ULBPHS8x8 

60.0 
47.5 

57.5 
67.5 

47.5 
65.0 

50.0 
65.0 

82.5 
87.5 

59.5 
66.5 

Gabor5x8 72.5 72.5 60.0 72.5 95.0 74.5 
ULGBPHS8x8 67.5 80.0 72.5 82.5 92.5 79.0 
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Secondly, we performed the same methods on our self-build facial expression da-
tabase. Different participants have different feelings while watching the same video 
clip. Due to lack of expressional labels of some participants, we selected 10 qualified 
participants as our research objects. The participants’ expressions with peak frames 
were selected for expression recognition. Thus, the whole dataset size is 4510=200. 
Similarly, we used 3 pictures of each facial expression for each person to form train-
ing set, and the remaining samples for testing. The intensity of each picture in the 
experiment was normalized. The recognition rate is demonstrated in Table 2. 

In the comparison of 5 types of expressions, joviality expression has been classified 
with a higher accuracy, as there is a similar laugh among different persons, which has 
been proven by the well- known Facial Action Coding System (FACS). While fatigue 
expression has been classified with the lowest accuracy, for its intensity is relatively 
low. Besides, compared with the other expressions, it is related to head pose as far as the 
participants in our experiment are concerned and it changes from person to person. 

In the last stage, based on participants’ expressions changing slightly within 2-3 
seconds, the video frames are analyzed by the proposed system with a sampling ratio 
of 1:100, which also decreases the computational quantity. In this way, the system can 
analyze students’ expressions in class in a fair short time. 

7 Conclusion and Discussion 

Although AFER is widely used in e-learning currently, there are few systems for analyz-
ing students’ expressions in classroom teaching environments. In this paper, we firstly 
explore applying the results of AFER to traditional classroom teaching effect evaluation. 
Compared with manual methods of analyzing teaching effect, the computer-aided facial 
expression analysis system improves the efficiency of evaluation substantially. 

In this paper, we focus on improving the recognition rate of expression in class-
room environments, and the fusion feature ULGBPHS is employed. The proposed 
system gets higher accuracy compared with onefold feature at the cost of increased 
computational consumption. In the future, we would further improve the efficiency 
and accuracy of this expression recognition system, and collect more data of sponta-
neous facial expression in the real-world environment. Since deep learning has robust 
performance in many machine learning applications, we will also employing this hot 
technology in our system, thus increase practical value of our system in instructional 
evaluation. 
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Abstract. Gait is a kind of biometric feature to identify a walking person at a 
distance. As an important biometric feature, human gait has great potential in 
video-surveillance-based applications, which aims to recognize people by a se-
quence of walking images. Compared with other biometric feature identifica-
tions such as face, fingerprint or iris, in medium to long distance security and 
surveillance applications in public space, the most important advantage of gait 
identification is that it can be done at a distance. As gait images are complex, 
time-varying, high-dimensionality and nonlinear data, many classical pattern 
recognition methods cannot be applied to gait recognition directly. The main 
problem in gait recognition asks is dimensionality reduction. Marginal Fisher 
analysis (MFA) is an efficient and robust dimensionality reduction algorithm. 
However, MFA does not take the data distribution into consideration. Based on 
original MFA, a modified MFA is proposed for gait recognition. Firstly, the 
discriminant classification information is computed to guide the procedure of 
extracting intrinsic low-dimensional features and provides a linear projection 
matrix, and then both the between-class and the within-class scatter matrices are 
redefined by the classification probability. Secondly, through maximizing the 
between-class scatter and minimizing the within-class scatter simultaneously, a 
projection matrix can be computed and the high-dimensional data are projected 
to the low-dimensional feature space. The experimental results on gait database 
demonstrate the effectiveness of the proposed method. 

Keywords: MFA · Modified MFA · Gait recognition · Dimensionality reduc-
tion 

1 Introduction 

Gait recognition is a kind of foreground biometric feature recognition technology and 
has recently attracted much attention in many applications, such as video-surveillance-
related, medical diagnostics, biometric identification and forensics, pedestrian informa-
tion collection systems [1-3]. Compared with other biomechanics, such as fingerprint, 
palm print and iris requiring physical touch or proximal sensing etc., gait-based human 
identification is a challenging problem and has gained significant attention. Using gait 
feature i.e., walking posture, to recognize person does not need the user’s interaction 
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other than walking. Human gait is an important physiological biometric feature. The 
advantage of gait is that it does not require subject’s cooperation and can operate with-
out interrupting or interfering with the subject’s activity, which makes gait ideal for 
situations where direct contact or cooperation with the subject is not possible. Gait can 
be captured secretly at a distance, which naturally advances users’ acceptance. From the 
surveillance perspective, gait is the most attractive feature for human recognition at a 
distance. Furthermore, in the applications of biometric recognition, many biometrics can 
be obscured, altered or hidden, while human gait is usually visible, i.e., and people gen-
erally do not disguise or hide their gaits purposely. For example, the terrorists can 
change their appearance, but it is very difficult to change their gait. Whenever the police 
catch criminals, they could record the way they walk and put it into a database. The gait 
can be highly individual and recognizable. We can recognize a person by the way they 
walk a long time before they are near enough to recognize their face. Although gait 
recognition is noninvasive and effective from a distance, the performance of gait analy-
sis suffers from the high-dimensionality, nonlinear and low-resolution problems. More-
over, if the gait data are projected into a non-optimal low-dimensional subspace, the 
performance of gait recognition will decline. By now, numerous gait recognition me-
thods and technologies have been proposed for various applications, especially in video 
surveillance, human-computer interaction and medical diagnosis [4-6]. The subspace 
methods are widely used to reduce the high dimensionality of the gait data based on 
principal component analysis (PCA) and linear discriminant analysis (LDA), etc. [7-10]. 
A modified MFA algorithm is presented for gait data reduction [13]. In this paper, a 
new modified MFA algorithm is proposed and we will compare its performance with 
that of the PCA+LDA (linear discriminant analysis) [7], gait energy images (GEI) [11, 
12], and MFA [13], to verify the effectiveness of the method. 

The remainder of this paper is organized as follows: Section 2 introduces the MFA 
algorithm. We give a short introduction to modified MFA in section 3. In section 4, 
the proposed method is examined on the well-known databases to show its effective-
ness. The conclusions are presented in section 5. 

2 Marginal Fisher Analysis (MFA) 

The common supervised generic dimensionality reduction problem can be described 
as follows. A dataset of n data points xi

∈RD could be represented as a D×n matrix 
X={X1, X2, … , Xn} D nR  , ci is the class label of Xi, where D denotes the original  
dimensionality of any sample of the dataset. The goal of dimensionality reduction is 
to project the high-dimensional data into a low-dimensional feature space Rd, where 
d<<D. Then the corresponding set of n samples in the reduced subspace could be 
represented as Y={Y1,Y2,…, Yn} d nR  , where Yi is the low-dimensional representation 
of xi in Rd space Yi=ATXi, A is a transformation matrix. Then, the marginal Fisher 
analysis (MFA) method is introduced as follows [13]:  
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In MFA, two weighted adjacency graphs G1 and G2 are designed by using k nearest 
neighbor criterion to characterize the within-class G2 and the between-class G2,  
respectively. In G1, the vertex pair is connected if two points are the k1-nearest neigh-
bors and they belong to the same class. In G2, the vertex pair is connected if two 
points are the k2-nearest neighbors but they are in different classes. The within-class 
scatter matrix and between-class scatter matrix in MFA are defined as follows, 

 

 

 

2

2

n n
w

w ij i j
i j

n n
b

b ij i j
i j

S H Y Y

S H Y Y

 

 




  (1) 

where Hij
w and Hij

b denote respectively two neighborhood matrices with the following: 

1 1

2 2

1, if ( ) or ( )
0, otherwise

1, if ( ) or ( )
0, otherwise

i k j j k iw

ij

i k j j k ib

ij

X N X X N X
H

X N X X N X
H

 
 


 
 


                                 (2) 

where Nk1(Xi) is the set of the k1 within-class nearest neighbors of Xi, Nk2(Xj) is the set 
of the k2 between-class nearest neighbors of Xi. 

By some simple algebraic steps, we can get 
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where Dw and Db are two diagonal matrices with Dii
w =∑jHji

w, Dii
b =∑jHji

b, and  
Hw
=｛Hij

w}, Hb 
=

 {Hij
b}. 

MFA aims to find an optimal projection that optimizes the marginal Fisher crite-
rion, and the objection function is 

* ( )arg max
( )

T b b T

T w w TA

A X D H X AA
A X D H X A





                                       (4) 

3 Modified Marginal Fisher Analysis 

To improve the classifying performance of the classical MFA algorithm, we propose a 
modified MFA in this section. In this paper, we shall address the method of learning 
with local and global consistency. A classifying function is designed with respect to 
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discover the intrinsic structure collectively revealed by the known labeled points. A 
simple algorithm is presented to obtain such a smooth solution. In this section, a mod-
ified learning with local and global consistency is presented to make use of the label 
information and class prior knowledge for supervised learning.  

The graph-based supervised manifold learning methods model the whole dataset as 
a graph. Although constructing the graph is a main task of the graph-based methods, 
their construction has not been studied extensively. These methods are a promising 
family of the techniques based on Gaussian fields, which assume that nearest neigh-
bors(according to some similarity measure) in the high-dimensional input space will 
have similar ‘outputs’ or be close to each other in the low-dimensional manifold. 
Most of these methods adopted a Gaussian distance metric to calculate the edge 
weights of the graph. i.e. the edge links data Xi and Xj is computed as, 

2
exp( / )ij i jw X X                                             (5) 

Where β is an adjustment parameter. 
The range of the parameter β of the Gaussian function is from zero to infinity, so 

finding the best β is very time-consuming. The label and class prior information, 
which can be more beneficial to classification, is ignored. Though the labeled samples 
could be few, the label and the class prior information, as the prior knowledge, are 
very important to improve the classification efficiency. To address the above issues, a 
novel adaptive weight is proposed to add the label information and class prior know-
ledge. Zhu et al. [14] firstly advised to incorporate the class prior knowledge. Let c 
denote the label of any sample. To go from c to labels, the obvious decision rule is to 
assign label 1 to node i if c(i)>1/2, and label 0 otherwise. In terms of the random walk 
interpretation, if c(i)>1/2, starting at i, the random step is more likely to reach a posi-
tive labeled point before a negative labeled point. This decision rule works well when 
the classes are well separated. However in the real datasets, the classes are often not 
ideally separated, and using c tends to produce severely unbalanced classification. 
Assume the desirable proportions for classes 1 and 0 are q and 1-q, respectively, 
where these values are estimated from labeled data. Zhu et al. [14] adopt a simple 
procedure called class mass normalization to adjust the class distributions to match 
the priors. This method can extend naturally to the general multi-label case. In the 
following section, we make use of the prior label probability to improve the classifi-
cation performance of the dimensionality reduction. 

In traditional dimensionality reduction methods, data relation is often represented 
by their Euclidean distance. A shorter distance means a closer relationship between 
two data points. In some real datasets, most data points of the same class generally lie 
together. Therefore, we construct an adjacent neighboring matrix to demonstrate local 
property [15]. First we put edges between each data points and its k nearest neighbors. 
The weights of edges represent the similarity and correlation of the data pairs, which 
are defined as Eq. (5). Hence, the sum of k weights Dii=∑k

j=1wij provides a natural 
measure on the data points. The large Dii implies a high local density, which means 
the outliers on the edge of each class often have small Dii s and are prone to cause 
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misclassification. For each data class, we repeat the procedure above Nc times to ob-
tain all Dij as {D11, D22, …, DNcNc}.  

In our proposed modified MFA, we firstly try to minimize the maximum risk of  
error classification by setting high penalties to the noise points and outliers, and trans-
form {D11, D22, …, DNCNC} to{1/D11, 1/D22, …,1/DNCNC}, and normalize it to {p1

c, p2
c, …, 

pNc
c}, named as probability. Secondly, we use the probability to design two weighted 

adjacency graphs G1 and G2 by the k-nearest neighbor criterion. According to the 
probability, two weighted are defined as follows, respectively 
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In Eq. (6), the corresponding penalty is denoted as pi
c. It is obvious that the smaller 

Dii associate with heavier penalty when conducting the objective function which 
would be subjected to the heaviest penalty. Then the weighted between-class scatter 
and weighted within-class scatter matrix are redefined as that like the above Eq. (3), 
where the weighted values are replaced by Wij

w, Wij
b and the objection function like 

Eq. (4). 
Computing the eigenvector and eigenvalue for the generalized eigenvalue problem: 

( ) ( )b b w wT TE W E WX X a X X a                                     (7) 

where Ew is a diagonal matrix with Eii
w =∑jWji

w, Ww 
=｛Wij

w}, Eb is a diagonal matrix 
with Eii

b =∑jWji
b, Wb 

=｛Wij
b}. 

It has been proved that if Eb
-Ew is a nonsingular matrix, the ratio can be max-

imized when projection matrix A is constructed by the d column eigenvectors of (Eb
-

Wb)-1(Ew
-Ww), where the d generalized eigenvectors{α1,α2,…,αd}of Eb

-Wb and Ew
-Ww 

are selected according to the d largest generalized eigenvalues {λ1,λ2,…,λd}, 
A=[α1,α2,…,αd]. 

The low-dimensional representation of X in the subspace is defined as follows: 

TX Y A X                                                           (8) 

4 Experimental Results and Discussions 

A typical gait analysis laboratory has several cameras (video or infrared) placed 
around a walkway or a treadmill, which are linked to a computer [16]. The subject has 
markers located at various points of reference of the body (e.g., iliac spines of the 
pelvis, ankle malleolus, and the condyles of the knee), or groups of markers applied to 
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half of the body segments. The subject walks down the catwalk or the treadmill and 
the computer calculates the trajectory of each marker in three dimensions. A model is 
applied to calculate the movement of the underlying bones. In this section, the gait 
database CASIA-A is used to show the performance of the proposed algorithm. The 
dataset consists of the data from 124 subjects under 11 viewing angles. For each sub-
ject there are 10 walking sequences consisting of six normal walking sequences where 
the subject does not carry a bag or wear a bulky coat. The dataset also contains two 
sequences from each normal walking subject wearing overcoat or carrying a bag  
under one of the 11 viewing angle. We select some human subjects in the video  
sequences who do not carry handbag, nor wear large jacket. Since the complexity of 
recognition system becomes enormously increased as the number of subject increases, 
we divide the 80 subjects into eight different groups (each group with 10 subjects). 

Gait is sensitive to various covariate conditions, which are circumstantial and phys-
ical conditions that can affect either gait itself or the extracted gait features. Example 
of these conditions include clothing, surface, carrying condition (backpack, briefcase, 
handbag, etc.), view angle, speed, and shoe-wear type to name a few. We use the gait 
energy images (GEI) to overcome the noise and to conduct our experiments. GEI [12] 
is a gray level image which stores important spatiotemporal information in a gait 
cycle, which can be computed by Eq. (9). 

1

1( ) ( , , )
T

k
GEI B x, y f x y k

T 

                                              (9) 

where T is the number of frames in a complete gait cycle, x and y are the horizontal 
and vertical coordinates of the binary silhouette image respectively. Some examples 
of gait images and GEI are given shown in Fig. 1.  

 

      

                                       A. Gait image sequences                                     B. GEI 

Fig. 1. Gait image sequences of a period and responding GEI 

Based on above observation, the classifying feature selection method is developed 
to select the most informative gait features from the GEI. The GEI data are reduced 
by the proposed method.  

The correlation coefficient criterion can be used to classify issues. To classify an un-
known sample Y, compute the correlation coefficient betweenY and each known labeled 
samples from the training set, and makes decision that the class label of Y is the same as 
the class label of the known sample corresponding to the maximum coefficient. 

From above analysis, the gait recognition steps are listed as follows: 

(1) Gait image acquisition. 
(2) Image preprocessing, and image segmentation. 
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(3) GEIs are computed. 
(4) Dimensionality reduction by the modified MFA. 
(5) Statistical analysis. 
(6) Classification based the correlation coefficient. 

In gait recognition experiments, all GEI data are computed from the original gait 
sequences. GEI data are reduced by the proposed Modified MFA. The Leave One Out 
(LOO) classification method is adopted. By this method, one of the low-dimensional 
GEIs is left out and a model is fitted based on all but the left-out sample. The fitted 
model is then used to predict the left-out sample. This procedure is repeated for all the 
low-dimensional GEIs. A comparison of the classification performance of GEI [12], 
PCA+LDA [7] and Marginal Fisher Analysis(MFA)[13] are provided in Table 1. 
From Table 1, the proposed approach outperforms PCA+LDA and MFA. When the 
number of images is much smaller than image vector dimension, we can apply PCA 
preprocessing to avoiding the singularity of the objection function. 

Table 1. The gait recognition results and variances in CASIA-A gait database 

Method 0° 45° 90° 
GEI 97.51±2.05 96.23±4.03 96.40±4.19 
PCA+LDA 96.62±3.52 97.13±3.83 96.12±3.46 
MFA 96.15±4.11 97.72±4.34 96.28±4.30 
Modified MFA 96.78±3.73 98.33±3.92 96.37±3.66 

5 Conclusions 

There is a challenge to reduce the data dimensionality to study the gait recognition 
method. Marginal Fisher analysis (MFA) is an efficient and robust dimensionality 
reduction algorithm. But it does not consider the data distribution. In this paper, a 
modified MFA algorithm is proposed for gait data reduction. The method takes  
advantage of the label prior probability of each sample. Experimental results  
demonstrate the feasibility of the proposed approach. In future, we will analyze these 
problems and pay more attention to the feature space for describing and recognizing 
the human gait on the larger database of subjects. 
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Abstract. Human identification in a distance by the analysis of gait patterns  
extracted from video has recently become a research topic. In this paper, a  
feature fusion method is proposed for gait recognition. Firstly, four energy  
accumulation images of gait energy image (GEI), change energy images (CIE), 
are generated from a sequence of silhouettes of a gait cycle. Secondly, Ortho-
gonal locally discriminant projection (OLDP) is applied to four sequence of 
energy accumulation images and four low-dimensionality vectors are obtained, 
respectively. Thirdly, the classifying feature vector is established by fusing the 
four vectors. Then nearest neighbor criterion is employed to recognize gait. The 
experimental results on Chinese CASIA database A show the effectiveness and 
feasibility of the method proposed in this paper. 

Keywords: Gait recognition · Energy accumulation images · OLDP · Feature 
fusion 

1 Introduction 

Global security concerns have raised an important application of video surveillance 
devices. Intelligent surveillance systems aim to detect possible threats automatically 
and raise alerts [1-4]. Gait is an individual biometric feature determined by his or her 
weight, limb length, footwear, and posture combined with characteristic motion [5-8]. 
Hence, gait can be used as a biometric measure to recognize known persons and clas-
sify unknown subjects. Gait recognition is a method of identifying an individual based 
on his style of walking, which is considered to be unique among individuals. Gait 
recognition is attractive since it requires no subject contact, in common with automat-
ic face and fingerprint recognition and other biometrics. Unlike other biometrics iden-
tification methods, gait recognition is noninvasive and effective and can be obtained 
unobtrusively at a distance video, and may be performed at a distance or at low reso-
lution, while other biometric recognition needs higher resolution [9-12].  

There are two main methods to model human motion. The first one is model-based: 
after the human body model is selected, the 3-D structure of the model is recovered 
from image sequences with [13] or without moving light displays [14]. The second one 
emphasizes determining features of motion fields without structural reconstruction [15]. 
Ideas from human motion studies [16] can be used for modeling the movement of hu-
man walking. However, the methods of gait recognition will suffer in the low-resolution 
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(LR) case. Furthermore, when gait sequences are projected onto a non-optimal low-
dimensional subspace to reduce the data complexity, the performance of gait recogni-
tion will also decrease. In this paper, we introduce a gait feature fusion methods for gait 
recognition. 

2 Gait Image Preprocess 

To extract walking images from the background image, gait detection is the first step 
for gait recognition [4-6]. Change detection based on background subtraction is em-
ployed. The processing steps are given as (1) the background subtraction method is 
used to extract the moving object; (2) morphological operators are used to remove 
noise and small holes; (3) the images are normalized. The normalized size is 128×40. 
Fig. 1 shows an example of silhouette extraction processes. Fig. 1(c) is the results of 
silhouette extraction directly subtracting the foreground image from original image, 
and (d) is the amended silhouettes.  

 

        
(a) Original image  (b) Background     (c)Non-amended     (d) Amended ones 

Fig. 1. The example of silhouette extraction 

3 Gait Energy Accumulation Images 

To classify the different person by their gait easily, some kinds of gait energy accu-
mulation images (GAI) have been defined. In comparison to the gait representation by 
binary silhouette sequence, GAI not only saves storage space and computation time, 
but also is less sensitive to silhouette noise in individual frames. 

3.1 Gait Energy Image (GEI) 

The human gait is a broad form of periodic motion. Gait cycle is the time between the 
successive peak values of the width (height), which is one of features for the latter 
recognition. Based on gait sequences extracted from background and gait cycle esti-
mation T, GEI is computed as gait representation to characterize human walking 
properties for individual recognition by gait with the information in spatial and tem-
poral domain by averaging the silhouettes extracted over a complete gait cycle 
[17]. GEI is a gray level image which stores important spatiotemporal information in 
a gait cycle and GEI can be computed as follows 

                            (1) 
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where G(x, y, k) is the total gait image serial numbers representative, x and y are the 
horizontal and vertical coordinates of the binary silhouette image respectively. 

3.2 Average Gait Differential Image (AGDI) 

The difference between two adjacent gait silhouettes was accumulated to get the aver-
age gait differential image (AGDI) [18] which is used as the feature image of one 
walking. Suppose that G(x, y, i) and G(x, y, i+1) are two adjacent images aligned by 
the centroid; the gait differential image can then be defined as follows:  

                      (2) 

where G(x, y, i) is the frame number in the image sequence and x and y are values in 
the 2D gait image coordinate. 

By overlapping all the differential images in a gait cycle, AGDI is expressed as 

                               (3) 

where N is the number of frames in a complete gait cycle(s) of a silhouette sequence.  
Similar as GEI, AGDI is also a compact representation of gait (a gait cycle is 

represented by using a single image), which is easy to compute and insensitive to 
noise in silhouette extraction. 

Based on the above observation, the classifying feature selection method is devel-
oped to select the most informative gait features from the GEI and AGDI.  

3.3 Change Energy Images (CIE) 

To capture energy variations in the static and dynamic part in a gait sequence of a gait 
cycle, change energy images (CIE) is computed to extract discriminative feature val-
ues for gait recognition. Change energy images from pre-processed silhouettes for 
each gait cycle are generated as follows. Let G(x, y, k) (k=1,2,…,N) be the N sil-
houette images in a given gait cycle. For a gait cycles consisting of N silhouettes, a 
set of N -1 change energy images are obtained. Let CEI={CEI1, CEI2,…, CEIN-1,}be 
the set of change energy images, where, 
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3.4 Active Energy Image (AEI) 

When one is walking, the moving parts are external protrusions (such as the limbs) 
and the primary body (such as the trunk) is almost stationary relative to the centroid 
corresponding to the previous and the next frames. Active energy image (AEI)[19] 
not only concentrates on dynamic regions, but also eliminates or suppresses the  
impact of carrying bag and clothing variety. To solve the above problems, we  
introduce AEI in the following. Given a preprocessed binary gait silhouette sequence, 
ƒt (x, y) represents the tth silhouette and N is the number of frames in this sequence. 
We firstly compute the difference image between two adjacent silhouettes as follows: 

                         (5) 

From Eq. (1), it is found that Dt (x, y)is the difference between ft (x,y) and ft-1(x,y), i.e., 
Dt (x,y) is the active region in time t, and it is desirable to use difference image to  
extract the dynamic parts of the moving body. Then AEI is defined as follows: 

                            (6) 

AEI not only concentrates on the dynamic parts of the body, but also remains the 
walking information when the person is walking. The intensity of a pixel in AEI  
reflects the frequency (i.e., the energy) of active parts occurring in the position of this 
pixel in a walking procedure. 

4 Orthogonal Locally Discriminant Projection (OLDP)  

Ideal features should maximize inter-class variance and minimize within-class va-
riance. Orthogonal locally discriminant projection (OLDP) [20] is an effective mani-
fold learning method by combining neighbor information and class information, and a 
locality discriminant criterion is employed to find the projections that well preserve 
the within-class local structures while decrease the between-class overlap. OLDP is 
introduced as follows. 

Suppose X={X1, X2,…, Xn}  is n high-dimensional data points, C is the num-
ber of data sample classes, Ci is the class label of Xi, N(Xi) is the k nearest neighbors 
of Xi, A is a transformation matrix, and Yi=AT Xi is the mapping of Xj, define the intra-
class and inter-class weights respectively as follows, 
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For the purpose of classification, we try to find a projection A which will draw the 
within-class samples mapped closer together while simultaneously making the be-
tween-class samples mapped even more far from each other. From this point of view, 
a reasonable criterion for choosing a “good” projection is to optimize the two follow-
ing objective functions 

                            (9) 

Following some simple algebraic steps, Eq. (9) is transformed as 

                            (10)                         

where LI=DI
-WI, DI is a diagonal matrix with Dii

I=∑Wji
I, WI is the intra-class weight 

matrix with Wij
I; Dii

I measures the local density around Xi; LB=DB
-WB, DB is a matrix 

with Dii
B=∑Wji

B, and WB is the inter-class weight matrix with Wji
B. 

After the generalized eigenvalue equation is solved, we obtain a set of eigenvalues 
and eigenvectors that span the canonical space where the classes are much better se-
parated and the clusters are much smaller. Let {A1,A2,…,Ad} be the orthogonal basis 
vectors, define A(i-1)=[A1, A2,…, Ai-1]. The orthogonal basis vectors {A1, A2,…,Ad} can 
be computed by step-by-step procedure [12]. After calculating the projections 
{A1,A2,…,Ai-1}, the ith projection Ai is computed by solving the following optimization 
problem 

                         (11) 

Once A has been learnt, the projection of any new test point Xnew is projected by  

                                (12) 

where AÎR n×d, XnewÎRD, YnewÎRd, dD. 

5 Experimental Results and Discussions 

The motivation of this paper is to capture gait energy data in static and dynamic part 
in a gait sequence of a gait cycle by generating GEI, AGDI, CIE and AEI and to  
extract discriminative features for gait recognition. Input data is a sequence of  
silhouettes of a gait cycle. The process of the gait recognition is shown in Fig. 2. 
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Fig. 2. Gait recognition processes 

The Institute of Automation, Chinese Academy of Sciences (CASIA) provided a 
CASIA Gait Dataset A, which was created on Dec. 10, 2001, including 20 persons. 
Each person has 12 image sequences, 4 sequences for each of the three directions, i.e. 
parallel, 45 degrees and 90 degrees to the image plane. 

In this section, we conduct a set of experiments on the CASIA Dataset A to verify 
the effectiveness of the proposed method, and compare it with two representative 
dimensionality reduction methods PCA+LDA[12] and GEI [17] and two other dimen-
sionality reduction methods, average neighborhood margin (ANM) [20] and modified 
orthogonal discriminant projection (MODP) [21]. ANM, MODP and OLDP are three 
recently proposed supervised manifold learning methods. The input data of 
PCA+LDA are GEI. The input data of ANM, MODP and OLDP are GACA. 

The original gait images need to be preprocessed to segment, crop, align and resize 
the gait silhouettes before constructing templates and dimensionality reduction, be-
cause the closer the walking person gets to the camera, the bigger the gait silhouette 
image will be. We resize gait silhouettes so that all silhouettes have the same height, 
and then centralize each silhouette image according to the horizontal center Ci. Sup-
posed the number of the training samples per class is known, denoted as l, the number 
of nearest neighbor k can be set to k=l-1. The justification for this choice is that each 
sample should connect with the remaining l-1 samples of the same class. The justifi-
cation for this choice is that each data point should connect with the remaining l-1 
data points of the same class. The features GEI and GACA are matched by nearest 
neighborhood using the simple city block distance. The city block distance between 
the two gait feature vectors is defined as:  

                        (13) 

where F1, F2 are any two feature vector sequences, F1i, F2i is ith element of F1, F2, 
respectively, P is the dimension of F1, F2. 

Table 1. The recognition results on CASIA-A database 

Algorithm  
Recognition rate 

0° 45° 90° 
PCA+LDA 92.20±5.13 93.27±3.37 93.76±4.19  

GEI 91.32±2.64 92.01±3.62 92.84±3.26 
ANM 95.08±2.54 95.53±4.35 95.14±4.12 
MODP 96.53±2.38 96.84±2.63 96.48±4. 06 
OLDP 98.02±5.52 98.12±4.05 97.53±4.08 
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The results in Table 1 show that OLDP is superior to other methods and the reason 
is that OLDP considers not only the local neighborhood geometry structure and class 
labels, but also the reliability of the data and the orthogonal constraint. 

6 Conclusions 

The feature fusion of gait is promising in real world application because the gait im-
ages are quite different between gait sequences. So far, gait recognition research is 
still in the exploratory phase, rather than at an established one. Gait image analysis 
and recognition offers a rich avenue of research opportunity. In terms of technique, 
analysis of gait image sequences is at a very rudimentary stage, especially for the 
purposes of moving-feature extraction. As yet there are few techniques aimed pri-
marily to integrate the whole image sequence for the recognition. In this paper, a fea-
ture fusion based gait recognition method is proposed. Four energy accumulation 
image sequences are applied to gait recognition. OLDP is employed to reduce the 
dimensionality of the fusion feature vectors. The experimental results on CASIA da-
taset A show that the method is effective and feasible. In future, we will pay more 
attention to the feature space for describing and recognizing the gait on the larger 
database of subjects. 
 
Acknowledgments. The study uses the CASLA gait database collected by Institute of Automa-
tion. This work is supported by the grants of the higher education development special fund of 
Shaanxi Private (XJ13ZD01), basic research project of Natural Science of Shaanxi Province 
(2014JM2-6096),Tianjin Research Program of Application Foundation and Advanced Technol-
ogy 14JCYBJC42500,Tianjin City High School Science & Technology Fund Planning Project 
20140802, the young academic team construction projects of the 'twelve five' integrated in-
vestment planning in Tianjin University of Science and Technology and the 2015 key projects 
of Tianjin science and technology support program No.15ZCZDGX00200. 

References 

1. Yu, S., Tan, T., Huang, K., et al.: A Study on Gait-Based Gender Classification. IEEE 
Transactions on image processing 18(2), 1905–1910 (2009) 

2. Tanawongsuwan, R., Bobick, A.: Modeling the effects of walking speed on appearance 
based gait recognition. In: Proceedings of the 2004 IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition (CVPR 2004), vol. 2, pp. 783–790 (2004) 

3. Ben Abdelkader, C., Culter, R., Davis, L.: Stride and cadence as a biometric in automatic 
person identification and verification. In: Proc. Int. Conf. Automatic Face and Gesture 
Recognition, Washington, pp. 372–376 (2002) 

4. Tao, D., Li, X., Wu, X., Maybank, S.J.: General tensor discriminant analysis and gabor 
features for gait recognition. IEEE Trans. Pattern Anal. Mach. Intell. 29(10), 1700–1715 
(2007) 

5. Matovski, D., Nixon, M., Mahmoodi, S., et al.: The Effect of Time on Gait Recognition 
Performance. IEEE Trans. on Info. Forensics and Security 7(2), 543–552 (2012) 



 Gait Recognition Based on Energy Accumulation Images 463 

6. Han, J., Bhanu, B.: Individual recognition using gait energy image. IEEE Transactions on 
Pattern Analysis and Machine Intelligence 28(2), 316–322 (2006) 

7. Ali, H., Dargham, J., Ali, C., et al.: Gait Recognition using Gait Energy Image. Interna-
tional Journal of Signal Processing, Image Processing and Pattern Recognition 4(3), 141–
152 (2011) 

8. Lee, H., Hong, S., Kim, E.: An Efficient Gait Recognition with Backpack Removal.  
Hindawi Publishing Corp. EURASIP Journal on Advances in Signal Processing 1, 1–7 
(2009) 

9. Wang, L., Tan, T., Hu, W., Ning, H.: Silhouette Analysis-Based Gait Recognition for  
Human Identification. IEEE Trans. on Pattern Analysis and Machine Intelligence 25(12), 
1505–1518 (2003) 

10. Amin, T., Hatzinakos, W.: Determinants in Human Gait Recognition. Journal of Informa-
tion Security 3, 77–85 (2012) 

11. Hong, S., Lee, H., Nizami, I.F., Kim, E.: A new gait representation for human identifica-
tion: mass vector. In: Proc. IEEE Conference on Industrial Electronics and Applications, 
pp. 669–673 (2007) 

12. Cheng, Q., Fu, B., Chen, H.: Gait recognition based on PCA and LDA. In: Proceedings of 
the Second Symposium International Computer Science and Computational Technology, 
Huanshan, China, pp. 124–127 (2006) 

13. Okumura, M., Iwama, H., Makihara, Y., et al: Performance evaluation of vision-based gait 
recognition using a very large-scale gait database. In: Fourth IEEE International Confe-
rence Biometrics: Theory Applications and Systems (BTAS), pp. 1–6 (2010) 

14. Xu, D., Yan, S., Tao, D., et al.: Marginal Fisher Analysis and Its Variants for Human Gait 
Recognition and Content- Based Image Retrieval. IEEE Transactions on Image Processing 
16(11), 2811–2821 (2007) 

15. Wu, J.: Automated recognition of human gait pattern using manifold learning algorithm. 
In: 2012 8th International Conference on Natural Computation (ICNC 2012), pp. 199–202 
(2012) 

16. Wang, L., Tan, T.N., Hu, W.M., Ning, H.Z.: Automatic Gait Recognition Based on Statis-
tical Shape Analysis. IEEE Transactions on Image Processing 12(9), 1120–1129 (2003) 

17. Ali, H., Jamal, D., Ali, C., Moung, E.G.: Gait Recognition using Gait Energy Image. Inter-
national Journal of Signal Processing, Image Processing and Pattern Recognition 4(3), 
141–152 (2011) 

18. Chen, J., Liu, J.: Average Gait Differential Image Based Human Recognition. Hindawi 
Publishing Corporation e Scientific World Journal, 8 (2014) 

19. Zhang, J., Pu, J., Chen, C., Fleischer, R.: Low-resolution gait recognition. IEEE Trans. 
Syst. Man Cybern B Cybern. 40(4), 986–996 (2010) 

20. Wang, F., Zhang, C.: Feature extraction by maximizing the average neighborhood margin. 
In: IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2007, pp. 1–8 
(2007) 

21. Zhang, S.W., Lei, Y.K., Wu, Y.H., et al.: Modified orthogonal discriminant projection for 
classification. Neurocomputing 74(17), 3690–3694 (2011) 



© Springer International Publishing Switzerland 2015 
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 464–471, 2015. 
DOI: 10.1007/978-3-319-25417-3_55 

Speaker Verification Based on TES-PCA Classifier  
and SVM plus FCM Clustering 

Xing Yujuan(), Tan Ping, and Zhang Chengwen 

School of Digital Media, Lanzhou University of Arts and Science, Lanzhou 730000, China 
xyj19811010@126.com 

Abstract. Speaker verification is an important branch of speaker recognition. In 
this paper, a novel hierarchical speaker verification method based on TES-PCA 
Classifier and support vector machine plus Fuzzy c-means clustering was  
proposed for the sake of improving performance of speaker verification. In this 
algorithm, we utilized PCA and Fuzzy c-means clustering to select more  
discriminant and lower dimensional feature vectors firstly. And then, the trun-
cation error space(TES) was obtained from PCA transformation matrix. The R 
target speakers were selected fleetly from TES-PCA classifier. Finally, support 
vector machine was used to make final decision. The experimental results 
showed that our proposed method could improve recognition accuracy remark-
ably and the system has better robustness compared with traditional methods. 

Keywords: Speaker recognition · Support vector machine · Principal compo-
nent analysis · Truncation error space classifier 

1 Introduction 

Automatic speaker verification is a process which a machine authenticates the 
claimed identity of a person from his or her voice characteristic [1]. It has been a re-
search hotspot in the past decades. The key problems of speaker verification are the 
extraction of more discriminant feature vectors and the design of efficient recognition 
algorithm. 

In the feature extraction, principal component analysis (PCA) is a classical statis-
tics technique. It analyses the structure of covariance, which is generated by observ-
ing the multi-class statistics data, in order to present statistics data compactly with 
some principal components which could show the interdependence of the data. PCA 
transform is not only a data reduction method, but also a classifier. In [2], M A.  
El-Gamal et al utilized PCA to reduce the dimensions of feature vectors, and experi-
ments showed that PCA could reduce the computational complexity effectively. In 
reference [3], a speaker recognition system based on PCA classifier was proposed. 
Although the recognition accuracy was lower than traditional methods, PCA classifier 
carries out easily and fast. Also, Fuzzy c-means clustering technique is based on the 
concept of fuzzy C-partition. It is the best known and most widely used method to 
select training data. Hong-Jie Xing et al [4] applied FCM into several synthetic and 
real-world data sets, and good experiment results were achieved. 
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In the research of recognition algorithms, statistical methods are dominant ap-
proach in speaker verification because of their superior performance. Support vector 
machine (SVM)[5] has many desirable properties inherently, including the ability to 
classify patterns with least expected risk principle, to classify sparse data without 
over-training problem and to make non-linear decisions via kernel function. As a 
typical statistical analysis technique, it has been applied to solve many pattern recog-
nition problems and its good performances are available. Abderrahmane Amrouche[6] 
proposed a novel speaker recognition based on GMM-PCA-SVM. PCA was used as 
dimensionality reduction in the front-end process. SVM was adopted as final classifi-
er accordingly. The experimental results on TIMIT database showed that SVM had 
excellent classification performance. KAWTHAR YASMINE ZERGAT [7] investi-
gates on the influence of the dialect and the size of database on the text independent 
speaker verification task using the SVM and the hybrid GMM/SVM speaker model-
ing. John H.L. Hansen [8] focuses on determining a procedure to select effective neg-
ative examples for development of improved Support Vector Machine (SVM) based 
speaker recognition. However, with the increasement of samples, the training of SVM 
will become slow. Thereby, this problem will influence the performance of SVM. 
How to accelerate the training speed of SVM could make a better applied to speaker 
verification. 

Inspired by above related researches, we propose a hierarchical speaker verifica-
tion method based on TES-PCA classifier and SVM via FCM. The advantages of 
PCA and FCM clustering could reduce the dimension of input vectors and selected 
more discriminant features. The combination of them will help a lot in applying SVM 
to speaker verification. In addition, we design hierarchical classifier based on PCA 
and FCM clustering. We established the truncation error space classifier (TES-PCA) 
for each registered speaker according to their PCA transformation matrix firstly. And 
then, the R target speakers were selected fleetly from TESC. Finally, the coarse clas-
sification results are adopted as input of SVM to decide target speaker. By doing so, 
we expected that the training time of SVM would be shortened and system recogni-
tion performance also would be improved simultaneously. 

The reminder of this paper is organized as follows. In section 2, feature extraction 
based on PCA and FCM clustering was presented, followed by a hierarchical speaker 
verification based on TES-PCA classifier and SVM was proposed in section 3. Expe-
rimental evaluation and results are presented in section 4. Finally, conclusions are 
drawn in section 5. 

2 Feature Extraction 

To solve the problem that the training of SVM descends while the number of training 
samples increases, we utilized PCA and FCM clustering to obtain denoised, lower 
dimensional and more useful feature vectors.  
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2.1 Dimension Reduction 

Given a set of centered input vectors xt=(t=1,…, n), each of which is of m dimensions 
xt=(xt1, xt2,…, xtm)T (usually m<n), PCA linearly transforms each vector xt of m dimen-
sions into a new one yt of s dimensions (s<<m) by  

 
T

t ty U x   (1) 

where U is the mm orthogonal matrix whose ith column ui is the ith eigenvector of the 
sample covariance matrix 11/ l T

t tt x xC l  ,
1 2

( , , , )
s

T
t t t ty y y y  . 

Thus, we could conclude that PCA firstly solves the eigenvalue problem, and de-
scribe as following: 

 
, 1, ,u Cu i mi i i      (2) 

where i is one of eigenvalues of C, ui is eigenvector corresponding to i. We sorted 
the eigenvalues of C in descending order 12…m0, so the corresponding eigen-
vector also sorted in this order U=[u1, u2,…,um]. Based on the estimation of ui, the 
components of yt could be calculated as the orthogonal transformations of xt by the 
following formula: 

 
, 1, ,Ty u x i mt tii

     (3) 

We only used the first several eigenvectors (for example, first s eigenvectors) 
sorted in descending order of the eigenvalues; the number of principal components in 
yt can be reduced. This is the dimensional reduction characteristic of PCA. 

2.2 Data Selection 

Fuzzy c-means (FCM) clustering technique can get rid of the less important data and 
partition the whole training set into several clusters which has its own cluster center to 
constitute the input feature vector set.  

We suppose that the data set 1{ }n
i iX x  with xiRd represent the training samples 

of n register speakers, the FCM clustering algorithm minimizes the objective function 
below [9]. 
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where c is the scheduled number of clusters, and 1 2{ , , , }cM m m m  is the cluster 
centers of corresponding clusters. The fuzzy matrix ( ( ))j i c nU u x  makes up of the 
fuzzy memberships of the each training sample xi to each cluster mj. Moreover, 1b   
is the weighting exponent which is used to control the amount of fuzziness of the 
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resulting classification. 2 2|| ||ij i jd x m  is the square Euclidean distance between data 
object xi to center mj. By definition, each sample xi satisfies the constraint: 

 1
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 , 0 ( ) 1j ix    (5) 

The objective function (4) is minimized subjected to the constraint (5). This is a 
constrained optimization problem, which can be converted to an unconstrained opti-
mization problem using the Lagrange multiplier technique. 
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The data selection algorithm is described as follows: 

Step1: Determine the number of cluster c, choose the value of b (b=2), give con-
verging error  which is a small positive constant, and set t=0 to record the 
cluster centers. 

Step2: Initialize the centers t
jm , 1,2, ,j c  by random and initialize ( )t

j iu x ; 

Step3: Update t
jm and ( )t

j iu x ; 

          Step31: Compute new 1t
jm  using equation (6); 

          Step32: Compute new 1( )t
j iu x  using equation (7); 

Step4: If 1t tU U   then stop FCM, otherwise return to step3. 

3 Speaker Verification Based on TES-PCA Classifier and SVM 
Plus FCM 

Truncation error space (TES) was obtained by PCA transformation matrix. In stage of 
recognition, a novel TES-PCA classifier was proposed to make a coarse decision for 
the sake of selecting the R  possible target speakers firstly, and then the target speak-
er is finally found out from these R speakers by SVM classifier. The framework of 
our proposed hierarchical speaker verification is shown in figure 1. 
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Fig. 1. The system block diagram of our proposed speaker verification algorithm 

3.1 TES-PCA Classifier for Coarse Decision 

For each registered speaker, we selected first q eigenvectors to form principal compo-
nent space (PCS) after PCA transformation. The PCS was denoted as follows. 
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Accordingly, the rest of the eigenvectors that was not chosen as PCS would form 
truncation error space (TES): 
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After the input vectors were mapped to TES, truncation error of vectors was obtained 
as follows. 
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 m x is mean vector of the sth speaker. According to the definition 

of PCA transformation, speaker’s samples is closer to target speaker, truncation error 
( ) ( )s XTE  on TES is smaller. So, we computed truncation error on TES for each 

speaker, and sorted ( ) ( )s XTE  in ascending order 1 2( ) ( ) ( )NX X X  TE TE TE , 
we select speakers that are corresponding to first R ( ) ( )s XTE  as the coarse decision 
of TES-PCA classifier. 

3.2 Support Vector Machine for Final Decision 

Support Vector Machine (SVM), invented by Vapnik [10], is powerful tool for data 
classification. The new feature vectors of target speaker and imposters are used to 
train SVM, so the class decision function for each speaker can be obtained as follows. 
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where xiRn, i=1, 2, …, l  is a new training Fisher feature vector. Each xi belongs to 
one of two classes identified by the label yi{-1,1}.The coefficients i and b are the 
solution of a quadratic programming problem. i is non-zero for support vectors (SV) 
and is zero otherwise. K() is the kernel function. In this paper, we selected the Radial 
Basis Function (RBF) kernel which is more like GMM [11]. Radial Basis Function 
(RBF) kernel is described as follows. 

 

2 2( , ) exp( / 2 )i j i jK x x x x      (12) 

4 Experiments 

4.1 Experimental Database 

We performed our testing experiments on the TIMIT speech database [12] to verify 
the effectiveness and feasibility of our proposed method. This corpus contains broad-
band recordings of 630 speakers including 438 male and 192 female. And all speakers 
had 8 major dialects of American English. Each speaker was asked for reading 10 
phonetically rich sentences. The signal was sampled at 16 kHz, on 16 bits, on a linear 
amplitude scale. We combine 12 dimensional Mel-Frequency Cepstral Coefficients 
(MFCCs) and their first derivatives into 24 dimensional vectors as input vectors. In 
our experiment, the training set contains 5 utterances of each speaker that is randomly 
chosen from ten sessions, and the testing set contains the rest 5 utterances. The first-
order digital filter was H(z)=1-0.95z-1. We adopted equal error rate (EER) and mini-
mum decision cost value (minDCF) as metrics for evaluation. 

4.2 Experiment Results and Discussion 

Experiment 1: In this experiment, we compared different common kernel functions 
applied in our proposed hierarchical classifier, including radial basis function (RBF) 
kernels ( 0.6  ), polynomial kernels and linear kernels. By doing this, we expected 
to seek for kernel which performed very well.  

Table 1. Comparison of EER and minDCF for different kernels 

kernels %EER minDCF 

Linear kernels 10.14 0.0703 

polynomial kernels 8.22 0.0497 

RBF kernels ( 0.6  ) 5.02 0.0382 

 
As shown in table 1, the EER of RBF kernels is 5.02%, and minDCF is 0.0382. 

Obviously, comparing with the linear kernels and polynomial kernels, substantial 
reduction of RBF kernels is achieved in EER and minDCF. Compared with linear 
kernels, EER of RBF had gone down 5.12%, and minDCF had reduced 0.0321. 
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Meanwhile, compared with polynomial kernels, EER had gone down 3.2%, and 
minDCF had gone down 0.0115. So, we could easily conclude that the RBF kernels 
significantly outperform the other kernels. 
 
Experiment 2: In this experiment, we test the performance of our proposed hierar-
chical speaker verification method compared with GMM, TES-PCA classifier and 
SVM. In order to test the robustness of our proposed method, we also had corrupted 
the speech signal with “babble” noise extracted from the NOISEX database [13]. The 
experimental results were shown as table 2. 

Table 2. Comparison of EER and minDCF for Different classifiers  

classifier 
clean speech noise speech 

EER 
(%) 

minDCF RR(s) 
EER 
(%) 

minDCF RR(s) 

GMM 9.72 0.0836 3.04 9.93 0.0925 4.52 

SVM 5.04 0.0542 2.77 6.12 0.0668 3.18 

TES-PCA classifier 6.13 0.0601 1.53 7.33 0.0727 2.04 

hierarchical classifier 4.11 0.0443 1.86 4.83 0.0504 2.39 

 
From Table 2, we could get conclusions as follows. In the case of clean speech, 

SVM outperformed GMM with 4.68% lower in EER, 0.0294 lower in minDCF and 
0.27s improved in RR as illustrated in Table 1. Though the EER and minDCF of TES-
PCA classifier were higher than SVM, its RR had shortened 1.24s than SVM. This 
suggested that TES-PCA classifier had simpler computation than other classifiers, so 
it had shorter training time. The performance of our proposed hierarchical classifier 
was best. The EER, minDCF and RR of the hierarchical classifier were 4.11%, 
0.0443, 1.86s respectively. Compared with SVM, the EER, minDCF and RR of our 
method had reduced 0.93%, 0.0099, and 0.91s. Similarly, in the case of noise speech, 
our proposed method also performed very well both in EER, minDCF and RT. EER 
and minDCF of our method had approximately 2.5% and 0.0223 reduction respective-
ly compared with system based on TES-PCA classifier. In the same way, EER and 
minDCF of our method had approximately 1.29% and 0.0164 reduction respectively 
compared with system based on SVM. The EER of our method under clean speech 
was 0.72% lower than EER under noise speech. And the reduction of minDCF is 
0.0061. RR had shortened 0.53s. All in all, our proposed method was effective and 
high-powered, and had better robustness. 

5 Conclusions 

In this paper, a novel speaker verification method based on TES-PCA and SVM plus 
FCM clustering is proposed. With the aids of PCA and FCM clustering, the scope of 



 Speaker Verification Based on TES-PCA Classifier and SVM plus FCM Clustering 471 

speech recognition was narrowed and the number and dimension of input vectors 
were reduced. TES-PCA was designed based on truncation error space of PCA trans-
formation matrix to select possible R target speakers fleetly.  By doing so, it speeded 
up the training of support vector machine (SVM) and reduced the computational 
complexity. Simulation experiment results show that our method has good recognition 
performance. 
 
Acknowledgments. This paper is supported by Education Foundation of Gansu (2014A-125), 
China. 
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Abstract. Although speaker recognition technology has evolved into some new 
stages recently, GMM-UBM (Gaussian Mixture Model-Universal Background 
Model) has always been the base module for the newly developed methods such 
as SVM, JFA and i-vector. Because of its simplicity, flexibility and robustness, 
GMM-UBM has been used as a benchmark system for research reference. For 
traditional UBM construction, speech data from a lot of speakers other than the 
target speakers should be obtained, which means much cost of data collection. 
In this paper, we make preliminary exploration on a new approach to train the 
UBM, named as self-contained UBM, in which only the target speakers’ train-
ing data were used. We study several strategies of speaker selection for the  
self-contained UBM construction, gradually reduced from 50 to 3 speakers. Ex-
periments on MASC@CCNT show that our self-contained UBM obtain consi-
derable recognition rate compared with traditional UBM, while needing far less 
training data thus less training time. Furthermore, we find out that the obtained 
good ternary UBM speakers have an interesting characteristic of spanning a tri-
angle (UBM speaker triangle) after dimension reduction of MFCC features with 
PCA. 

Keywords: Speaker recognition · GMM (Gaussian Mixture Model) ·  
Self-contained UBM (Universal Background Model) · UBM speaker triangle 

1 Introduction 

In recent years, there have developed several novel speaker recognition methods, 
including SVM (Support Vector Machine), JFA (Joint Factor Analysis) and i-vector [1], how-
ever, GMM-UBM framework is still the basis for the above newly evolved models, 
which using Gaussian mixture model (GMM) for likelihood function, and a UBM 
(universal background model) for alternative speaker representation [3]. The UBM is 
a speaker-independent Gaussian mixture model trained with speech acoustic features 
from a large set of speakers to represent the general, speaker independent distribution 
of features and is assumed to be a very large GMM[3, 4]. As an important element, 
UBM construction is computationally expensive. Therefore, some work has been 
taken to reduce the UBM construction cost, including two approaches: one is order 
reduction to reach lower order UBM and then lower computing complexity [5],  
the other is data selection according to data variation, sub-sampling and speaker  
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variation[4]. It’s shown experimentally that increasing the inter-speaker variability in 
the UBM data while maintaining the overall total data size constant gradually im-
proves system performance [4]. 

In this paper, we propose a novel approach for UBM construction, i.e. self-
contained UBM, which utilizing only the training speech of the target speakers rather 
than other background speakers. This paper is organized as follows. Sec. 2 proposes 
our research motivation. The experiment setup is given in Sec. 3. The ternary UBM 
speaker sets are detailed in Sec.4. In sec.5, we further explore the interesting characte-
ristics of the ternary UBM speaker, i.e. UBM speaker triangle. Finally, conclusions 
are presented in Sec.6. 

2 Motivation 

GMM (Gaussian mixture model) is a stochastic speaker model to describe the target 
speaker’s feature distribution, treating the speaker as a random source producing the 
observed speech feature vectors [6].  

In terms of the parameters of an M-state statistical speaker model, the GMM pdf 
(probability density function) is  

 1
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The pdf for state i  as a function of the D-dimensional feature vector x is  
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where i is the state mean vector and i is the sate covariance matrix. =(pi, i, i), 
for i = 1, L, M represents the parameters of the speaker model and are obtained in an 
unsupervised manner by using the expectation-maximization (EM) algorithm[6]. 

In theory, to create a complete GMM for each speaker, the speaker’s training 
speech should cover all sorts of variabilities from phones, channel, environments, 
health and emotions etc. However, that’s impossible to reality. Adaptation of the 
acoustic model to a new operating condition is an effective and common means to 
deal with speech variability. In GMM-based speaker recognition, a speaker-
independent UBM is first trained with the EM algorithm from a large amount of 
background speakers’ speech to represent the general, speaker independent distribu-
tion of speech features [1, 3]. Each target speaker model is adapted from the UBM by 
the maximum a posteriori (MAP) method [3]. Therefore, the MAP-adapted model and 
the UBM are coupled and the model is commonly named as GMM-UBM. The match 
score depends on both the target model (

tar
 ) and the background model (

UBM
 ) via 

the average log likelihood ratio: 
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where  1 2 TX= x ,x ,L,x  is the test speech feature vectors. 
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A UBM is first trained with the EM algorithm from tens or hundreds of hours of 
speech data gathered from a large number of speakers. The general guideline for 
choosing UBM training speech is to select speech that is representative of the ex-
pected alternative speech to be encountered during recognition in the views of the 
type, quality and the composition of speakers. There are no objective measures to 
determine the right number of speakers or amount of speech to use in training a UBM. 
Empirically, no performance loss was observed using a UBM trained with one hour of 
speech compared to one trained with six hours of speech [6]. Since UBM is a large 
GMM trained typically with large amount of speech data thus requires extensive re-
source, there have been some works devoted to reduce the UBM construction cost. 
Except the direct UBM order reduction [5], the recent research is data selection ac-
cording to data variation, sub-sampling and speaker variation [4]. It’s shown experi-
mentally that the sub-sampling methods can retain the baseline EER (Equal Error 
Rate) using only 1% of the original UBM data and less than 30% of the original UBM 
speakers (60 and 100 speakers vs. original 320 speakers) [4]. 

Since the previous work [5,6] tell us that the UBM data is not so consuming as it 
seemed to be, we further consider the problems of UBM construction: What are the 
necessary and sufficient conditions for UBM construction? Is there least complete 
data set for UBM construction? Here, we research on a new UBM construction ap-
proach named as self-contained UBM, which means UBM training data is from the 
target speakers themselves without extra data requirement for other speakers. In our 
experiments, we gradually reduce the number of UBM speakers from 50 to 3 and find 
out that the recognition performance deteriorate most often but still remain the same 
level with such reduction for some special speaker groups. 

3 Experiments 

All our experiments are taken on the MASC@CCNT corpus [2], which contains 68 
speakers’ data, each speaker has five emotions including anger, elation, neutral, panic 
and sadness. For each speaker, we have collected 2 neutral paragraphs (18~25s) and 
20 utterances (1~5s) three times in the other 4 emotions. These materials cover all the 
phonemes in Chinese. The contents of utterances are: simple statements, a declarative 
sentence with an enumeration, general questions (yes/no question), alternative ques-
tions, imperative sentences, exclamatory sentences, special questions (wh-questions).  

In all the following experiments, the last 50 speakers’ utterances (the 19-68th 
speaker) of 5 emotions are used as the test data. The speech is pre-emphasized and 
framed with a 16 ms Hamming window. A 34-order MFCC feature is extracted and 
64-component GMM is trained. 

In the baseline experiment, the first 18 speakers’ two neutral paragraphs (the 1-18th 
speaker) are selected to train the UBM, and the remaining 50 speakers’ two neutral 
paragraphs are utilized to adapt their own target models from the UBM. We name the 
resulting system as Sbasic.  

 



 Preliminary Study on Self-contained UBM Construction for Speaker Recognition 475 

Firstly, we try to train a UBM by using the 19-68th speaker’s neutral paragraph da-
ta, and do the adaption and testing steps as the baseline experiment. In this way, we 
need no extra data to train a UBM and get a 19-68th speaker’s self-contained UBM. 
The system is called S50. Then we try two smaller UBM training datasets respectively, 
one containing only the 19-43th speaker’s neutral paragraphs data (first 25 speakers, 
f25 for short) and another containing 44-68th speaker’s neutral paragraphs data (last 
25 speakers, l25 for short). It can be seen as a simple binary partition of the whole 50 
speakers (19-68th). We named the two systems as Sf25 and Sl25 respectively. Table 1 
show the UBM training time, identification rate and equal error rate of the basic sys-
tem, S50, Sf25 and Sl25. 

Table 1. Training Time, Identification Rate (IR) and Equal Error Rate (EER) of Sbasic S50 Sf25 Sl25 

System UBM Training Time(s) IR(%) EER(%) 
Sbasic 29 51.89 18.45 
S50 83 50.61 19.39 
Sf25 39 49.44 20.15 
Sl25 41 51.55 19.30 

 
From Table 1, we can see that the recognition rates of new systems are a little bit 

lower than the basic system, and their EERs are higher than basic system. However, 
we can also see that identification rate of the Sl25 is very close to that of the basic 
system Sbasic, which is better than that of S50 and Sf25. In addition, we try a simple li-
near fusion of S50, Sf25 and Sl25’s and achieve 51.73% identification rate and 19.07% 
EER. We can make our first conclusion that our proposed self-contained UBM really 
work for speaker recognition, especially for speaker identification. From table 1, we 
can also get the conclusion that the selection of target speaker set may result in a big 
change on the recognition rate. Take Sf25 and Sl25 for example, both of them have 25 
training speakers which are exclusive to each other, but their performances have about 
2 points difference. And at the same time, the performance of difference system is not 
closely related to the capacity of the UBM training set because S50 has a lower recog-
nition rate compare to Sl25 and higher recognition rate toSf25. Based on such fact, we 
further consider the problem of least complete data set for UBM construction i.e. are 
there  such  minimum training UBM speaker sets, using which we could get compa-
rable performance with the baseline system Sbasic. Therefore, we’ll lay out the new 
UBM data selection by reducing speaker number gradually. 

4 The Ternary UBM Speaker Set 

In order to find the least complete UBM speaker sets, we next try to use a partition of 
ten and five of the whole 50 speakers to train the UBM. In each of the divided 5  
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system, there are 10 different UBM training speakers, and similarly each divided 10 
system has 5 extinct UBM training speakers. And both of the four systems’ UBM 
training speaker sets are selected at random. Table 2 and Table 3 show the results of 
those systems. 

From Table 2 and able 3, we can get the conclusion that 5 is a relative minimum 
volume of UBM training set. To move forward, we can change it lower from 5 to 1 to 
get a more minimum value. Then we take account of experiments in which we select 
randomly 1-5 speakers from the 19-68 speakers. Finally, we get the ideal number 3, 
which will have a better recognition rate than the basic experiment when chosen 
properly. The Table 4 lists some ternary UBM speaker set and their results, from 
which we can find out that some systems with ternary set trained UBM even obtain a 
higher identification rate than the basic system. Also, the UBM training time reduce 
from 29 seconds to 5 seconds, very close to six-fold reduction. 

Table 2. Training Time, Identification Rate (IR) and Equal Error Rate (EER) of partition 5 
systems 

System UBMTraining Time(s) IR(%) EER(%) 
Sbasic 29 51.89 18.45 
Sdiv5-1 16 47.71 19.50 
Sdiv5-2 15 48.87 19.47 
Sdiv5-3 16 47.65 21.30 
Sdiv5-4 16 50.58 18.89 
Sdiv5-5 17 51.45 20.50 

Table 3. Training Time, Identification Rate (IR) and Equal Error Rate (EER) of partition 10 
systems 

System UBM Training Time(s) IR(%) EER(%) 
Sbasic 29 51.89 18.45 

Sdiv10-1 8 47.35 19.83 
Sdiv10-2 9 47.33 20.67 
Sdiv10-3 7 48.60 19.41 
Sdiv10-4 8 49.03 19.81 
Sdiv10-5 8 47.14 21.66 
Sdiv10-6 9 45.90 21.31 
Sdiv10-7 8 50.88 21.93 
Sdiv10-8 7 44.71 21.81 
Sdiv10-9 7 49.22 19.95 
Sdiv10-10 9 52.11 21.22 

 
From Table 1 to Table 4, we can observe that there remain some good UBM 

speaker sets (highlighted in red), e.g. Sl25 (in Table 1), Sdiv5-5 (in Table 2), Sdiv10-10 (in 
Table 3), 66-58-65 (in Table 4), 59-50-28 (in Table 4). We can further conclude that  
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there do exist the least complete UBM speaker sets, which are named as the ternary 
UBM speaker sets and the set volume is three. Since different speakers play different 
roles in UBM construction, can we find some hints for finding those ternary UBM 
speaker sets? Thus, we then make shallow investigation on the characteristics on 
those speaker sets by feature visualization. 

Table 4. Training Time, Identification Rate (IR) and Equal Error Rate (EER) of ternary UBM 
speaker systems 

System UBMTraining Time(s) IR(%) EER(%) 
Sbasic 29 51.89 18.45 

66-58-65 5 52.45 20.58 
59-50-28 5 51.66 24.85 
66-23-62 5 50.98 20.62 
63-66-37 4 50.46 25.09 
52-45-61 5 49.14 23.72 
49-36-31 6 48.24 21.73 
59-49-58 4 46.63 22.01 
67-63-46 6 44.66 21.31 
60-24-51 5 42.70 25.51 
43-58-29 5 42.24 25.87 

5 UBM Speaker Triangle 

The ternary UBM speaker sets in the last section are selected at random. Now we 
could say that it does exist, but how can we find it before the model training? We do 
find some interesting phenomena on the different ternary speaker sets.  

We visualize the feature distribution of the three speakers in ternary set by PCA on 
their training paragraph speech features. And we found that speakers in the good ter-
nary sets are distribute as a triangle (ref. Fig. 1 (a) and (b)), while the bad ternary 
speaker sets always have overlapped speakers (ref. Fig. 1 (c) and (d)). Fig. 1 shows 
this interesting phenomenon: the obtained good ternary UBM speakers have an inter-
esting characteristic of spanning a triangle (UBM speaker triangle) after dimension 
reduction of MFCC features with PCA. 

We also reduce their features to three dimensions by PCA in order to get more in-
formation. But it shows the same results as in two dimensions. Furthermore, we try to 
get three speaker by their distribution which formed a triangle in two dimension PCA 
picture, but it is not always a good ternary set (refer to Fig. 1 (e) and (f)). That means 
UBM speaker triangle is an important characteristic for the good UBM speaker sets 
but not unique for them. 

Further work might be done by analyzing the KL divergence of the ternary set 
speakers or using the GMM token information to explore their dynamic relation. 
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            (a) 66-58-65(IR 52.45% )                        (b) 59-50-28(IR 51.66% ) 

 

   (c) 22-33-53(IR 45.17% )                      (d) 21-33-40(IR 44.61% ) 

 

    (e) 39-47-41(IR 47.92% )                     (f) 54-58-43(IR 44.9% ) 

Fig. 1. Feature distribution of different ternary UBM speakers after transformation by PCA  

6 Conclusions 

In this paper, we make preliminary exploration on a new UBM construction approach, 
i.e. self-contained UBM, in which UBM training data comes only from the target 
speakers compared with extra background speakers in the traditional approach. The 
experiments on the MASC@CCNT corpus show that the systems with our new UBM 
can retain their IR (Identification Rate) in spite of the reduction of the speaker  
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account from 50 to 3 with training time reduction by up to almost six-fold. We further 
make feature visualization and find out that the good ternary UBM speakers’ features 
constitute a triangle (UBM Speaker Triangle) after dimension reduction with PCA. 
Our preliminary study shows that our self-contained UBM is effective for speaker 
identification tasks and the good ternary UBM speakers present a distinctive characte-
ristic of triangle. More corpuses would be tested in the future. Applying the self-
contained UBM to speaker verification task and the problem of selection of the good 
ternary UBM speakers remain to be considered in our future. Also, extend this work 
to speaker gender recognition [7] is to be considered. In fact, our preliminary study is 
just the beginning for the problems of UBM construction: What are the necessary and 
sufficient conditions for UBM construction? The goal is to find the objective meas-
ures to determine the right number of speakers or amount of speech to use in training 
a UBM, which is still an open problem in the field of speaker recognition. 
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Abstract. With the rapid development of the civil aviation industry, the air traf-
fic flow is increasing greatly. At the same time, the expansion of telecommuni-
cation business has made the problem of electromagnetic interference more and 
more serious. Consequently, the communication between pilots and air traffic 
controllers may interfere by other signals, which poses a potential threat to 
flight safety. So we compare several denoise methods based on the original al-
gorithm in order to find which is optimal in noise reduction for air-ground 
communication. Comparison tests are performed on actual air-ground commu-
nication data, and the experiment results show the improved subtraction  
algorithm is optimal to reduce the noise interference effectively, while wiener 
filtering is worst. 

Keywords: Speech enhancement · Civil aviation air-ground communication · 
Improved spectral subtraction algorithm · Masking model algorithm 

1 Introduction 

VHF (Very High Frequency Communication), one of the most significant communi-
cation system used in the field of civil aviation, implements the communication be-
tween pilots and traffic controllers on the ground. It is an important way to know the 
position of planes and other basic information for ground crew. However, as the elec-
tromagnetic environment becomes more and more complex, the interference to civil 
aviation air-ground communication is increasing greatly. Though the device of re-
straining interference is equipped on the plane, the communication quality can not be 
protected effectively, especially during the thirteen minutes when an airplane just 
takes off or begins to descend [1]. Once the communication was interrupted and even 
lost, serious accidents may happen unexpectedly.  

As we all know, there are many interfacing source for civil aviation air-ground  
communication, but the main source comes from electromagnetic environment [2]. Unfor-
tunately, we can not find the right kind of noise to simulate this electromagnetic interfe-
rence, so it is impossible to use the traditional method of clean speech adding noise. In 
order to evaluate the effect of the usually used denoise algorithm, we use the actual air-
ground communication records collected from airlines directly in this paper. Quantita-
tive experiments are carried out to find out a suitable method for air-ground denoising. 
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In this paper, we first introduce the principle of four noise reduction methods brief-
ly and point out the using range of it. Second, denoising the speech records by using 
four different methods, we make some comparisons. Third, we draw a conclusion and 
give the future work for air-ground communication speech denoising and recognition. 

2 Principle of Algorithm  

2.1 Improved Spectrum Subtraction 

In the field of speech enhancement, spectral subtraction algorithm is widely used due 
to its simple principle. However, with the default of the narrow range of SNR, it 
greatly reduces the speech intelligibility [3] when the value of SNR is low. Besides, it 
creates “music noise” obviously at the time of reconstructing speech. So it limits the 
use of spectral subtraction to some extent. 

B.F.Boll put forward an improved spectrum subtraction algorithm [4] in 1979. In 
order to reduce the residual noise as much as possible, this algorithm retains the max-
imum of noise in the process of spectrum subtraction and reconstruction. Its principle 
is shown as: 

   (1) 

where |Xi(k)| is the value of noising speech spectral, D(k) is the value of noise spec-
tral,α is spectral subtraction factor,  is gain compensation factor.  can be valued 1 or 
2 ( = 1 equals to use of amplitude spectrum in spectrum subtraction,  = 2 equals to 
use power spectrum). 

The improved spectrum subtraction algorithm have two obvious advantages. First, 
the principle is very simple, we just need to estimate the value of noise. Second, it 
reduces “musical noise” obviously. So it is widely used due to its advantages above. 

2.2 Wiener Filter 

As the speech signal is not stationary, so the filter should be different for each frame 
signal. Therefore, wiener filter should be designed as: 

   (2) 

where |S(i, k)|2is estimated power spectrum of i-th frame speech signal, |D(i, k)|2 is 
estimated power spectrum of i-th frame noise signal. 

In order to ensure the speech signal between two adjacent frames can transit smooth, 
the estimated power spectrum of the i-th frame speech signal is defined as [5,6]: 
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   (3) 

where τ is an introduced smooth factor and the classic value is 0.85. H(i, k) is wiener 
filter designed as the principle above. For a noising speech Y(i, k), we can obtain a 
estimated value after the noising speech pass through this filter: 

   (4) 

The advantage of wiener filter is that it hardly produce “musical noise”. However, 
it does not consider the importance of the speech spectral component to human hear-
ing, so this algorithm has some distortion to speech signal.  

2.3 MMSE Algorithm 

Expressions of noisy speech is generally shown as: y(n)=x(n)+d(n), where y(n) is 
noisy speech, x(n) is clear speech and d(n) is noise signal. Frequency spectral compo-
nents of y(n) and x(n) is shown as:  

       (5) 

Assume that each spectral component is statistical independent, we can obtain es-
timated value Âk of Ak by Bayes formula readily 

    (6) 

As the speech and noise are random signals and difficult to get their statistical dis-
tribution, Yariv and David proposed a STSA-MMSE approach [7]. Assume that the 
noise signal is statistical independence of zero mean Gaussian process [8].  

   (7)  

   (8) 

where s(k) = E[|S(k)|2] and d(k) = E[|D(k)|2] are the k-spectrum component of speech 
and noise respectively, taking Eq. (7) and Eq. (8) into Eq. (6), we can obtain: 
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where Âk is the estimated value of noisy speech after reduction, we can obtain the 
enhanced signal after adding the phase of noising speech to it. Г(·) is gamma function 
and Г(1.5) = , M(a, b, c) is superfluid function [9,10]. vk is shown as: 

   (10) 

where ξk = s(k)/d(k) is priori SNR, k = Rk
2/d(k) is posteriori SNR. 

2.4 Masking Model Combined with Spectral Subtraction 

Unlike traditional methods, auditory masking model considers both improving SNR 
and the effect of masking to noise when design gain function. Since the late 90s, more 
and more scholars begin to import auditory masking model into speech enhancement 
[11-13]. Virag combined masking model and traditional spectral subtraction together, 
then he proposed a new speech enhancement method [14]: 

   (11) 

where X’(k) is the valued spectrum of clear speech, Y(k) and N(k) are spectrum of 
noisy speech and noise respectively, α is spectral subtraction threshold and increase 
this coefficient will improve SNR, while it will also damage the speech signal at the 
same time. β is noise spectral subtraction coefficient, whose role is to mask the resi-
dual musical noise by adding a little background noise. Increasing β will reduce musi-
cal noise, but it will make the energy of background noise increase and decline the 
value of SNR. 

It is not ideal when fix spectrum subtraction coefficient in noise reduction process. 
Therefore we need adjust spectrum subtraction coefficient α and β dynamically in 
order to match different speech frame: 

       (12) 

where T is the masking threshold of each critical band, Tmax is the maximum masking 
threshold and Tmin is the minimum masking threshold.αmax, αmax, max, and max are ceil 
and floor of two coefficient, and they are known. 

3 Experiments and Analysis 

The following result of simulations are based on MATLAB platform. Speech samples 
are real recordings from an airline, we choose 50 samples with clear noise from nearly 
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600 recordings for comparison tests. Qualitative experiments and quantitative expe-
riments are both carried out in order to compare the four algorithms. 

For qualitative analysis, the waveforms of the 50 samples are produced by the four 
different denoising algorithms. Take one recording for example, Fig. 1 shows some 
processed waveforms of recording civil aviation speech. The first one is the original 
waveform of the recording, the others are the waveforms which are produced by the 
four noise reduction algorithms respectively.  

 

 

 

 

 

 
Fig. 1. Waveforms produced by four speech denoising algorithms 
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From Fig. 1, we can see that wiener filter reduces more noise than any other me-
thods. However, speech distortion is obvious. We can hardly obtain any useful infor-
mation from processed speech signal. It means that the distortion from denoisng 
beyond the original noise impact to speech. As to auditory masking model, we can 
observe that it save more residual noise than other three algorithm. Therefore, the 
background noise makes speech intelligibility decrease obviously, so its noise reduc-
tion effect is not good. From Fig. 1, we also get that the improved spectrum subtrac-
tion is similar to the result of MMSE algorithm. 

In order to evaluate the four algorithms quantitatively, SNR value of the denosied 
samples are calculated. Because the real air-ground communication recordings are 
used in the experiments, the ideal noise power can not be computed. So the theory of       
spectrum subtraction principle is employed and the noise power is estimate through 
the recording dops without speech communication. The experiment results are dem-
onstrated in Fig. 2 and Table 1.  

 
Fig. 2. SNR of the 50 Denoised Recording smaples by four algorithms 

Fig. 2 shows the SNR of each sample after denoising. From Fig. 2, we can easily 
see that SNR of the improved subtraction algorithm is super to other algorithm, al-
most all of the SNR value is higher to other three algorithm. SNR of MMSE algo-
rithm and masking auditory is stable, while the worst result is wiener algorithm due to 
is low SNR and unsteadiness. 

Table 1. Average SNR value of 50 Recording samples Denoised by four algorithms 
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Table 1 shows the average SNR of the 50 samples after denoising. From Table 1, 
we can observe a quantitative evaluate of these four algorithm. Through the compari-
son of the SNR displayed in the Table 1, we can clearly see that SNR of the improved 
subtraction algorithm is super to other methods, and the speech intelligibility is good. 
The effect of MMSE algorithm is near to masking auditory, while wiener filter is 
worst among these four algorithms. From the experimental results, we can draw the 
conclusion that the improved subtraction algorithm can be applied to civil aviation 
air-ground communication enhancement. 

4 Conclusion and Future Work 

In this paper, we introduced four different methods that usually used in the field of 
air-ground speech enhancement. In order to find the optimal denoised algorithm for 
real air-ground communication environment, qualitative and quantitative experiments 
were both conducted, and the results demonstrated that speech denoising based on 
improved spectrum subtraction algorithm can obtain the best enhancement perfor-
mance. However, this experiment still has much room for improvement, so in the next 
step, we also need to extract the characteristic parameters for recognition in order to 
verify if the improved subtraction algorithm is the best method for air-ground en-
hancement and recognition. 
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Abstract. Medical trials show that individuals with Wilson disease develop re-
currently a distinctive golden brown pigmentation around their corneas. This 
characteristic sign is known as Kayser-Fleischer ring (K-F ring). The purpose of 
this article is carrying on the detection method of K-F ring by image analysis. 
Our research has an important significance in screening and diagnosis of WD. 
Firstly, extracting the ROI region of iris image by pretreatment. Secondly, lo-
cate the boundary of K-F ring by the integral optimal of gradient algorithm and 
boundary tracking algorithm. Finally, detect the K-F ring of the image by color 
features which we defined in this paper. Experimental results show the validity 
of this approach. 

Keywords: K-F ring · Wilson’s disease · Image processing 

1 Introduction 

Wilson’s disease (WD) is an inherited disorder of copper metabolic disturbance. It an 
abnormality of human copper metabolism, copper in blood will deposit in the cornea, 
liver and brain [1-2]. The cornea is a layer of transparent film in front of the lens. The 
function of Corneal is to provide the majority of refractive power for the eyes and 
protect interior tissue. Moreover, many individuals with Wilson disease develop 
Kayser-Fleischer (K-F) ring in their eyes. It is a distinctive golden brown pigmenta-
tion with outer circle shape which affects the patient cornea. K-F ring can be used as 
important adjunct in the diagnosis of WD. The WD is mainly occurs in 6~20 year 
olds. When patients with WD often show signs of abnormal behavior, slow, depres-
sion and anxiety, if the patients not have treatment timely will lead to life-threatening 
[3-5]. The symptoms of people is quite obvious before they went to the hospital.  
Unfortunately, most of patients have missed the best treatment time. In order to con-
firm the suspicion, magnetic resonance imaging of brain is suggested to understand 
the real origin of disease. Moreover, blood or urine tests allow physician to estimate 
the amount of copper in body. Finally, genetic test is performed to detect the defected 
gene [6-7]. Because the image of K-F ring can be acquitted by noninvasive way, Im-
age-based K-F ring detection method is of great significance to discover and diagnose 
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WD. In 2013, the scholar Rosario Morello in Italy give a K-F ring detection method 
based on JSEG segmentation algorithm and design a K-F ring detection system ap-
plied in mobile application [8-10]. The performance of this method is affected if the 
boundary of K-F ring is not clear enough or the K-F ring is covered by the eyelids. In 
our country, Yuan Weiqi [11] and Chang le proposes a K-F ring detection method 
based on HSI color space in 2013, this method used the fixed area to detect target and 
have higher percentage of false accepts rate. The main purpose of this study gives a 
robustness detection method of K-F ring. 

2 Image Acquisition and Preprocessing 

2.1 Image Acquisition 

Because the eyes are sensitive to the outside environment especially the changes of 
light, it has brought difficulties to the image acquisition. There are many kinds of 
image acquisition equipment shown on the market, these devices capable of acquiring 
iris image clearly. In order to collect enough images for testing our algorithm, our 
research groups cooperate with Shenyang Medical College Fengtian Hospital assis-
tance. All images are collected by noninvasive way and participant ‘eyes are opened 
naturally. We collected more than 2234 iris images, and the size of each image is 
600×800 pixels. The database contains 40 images with K-F ring. 

2.2 Iris Preprocessing 

K-F ring is mainly on the outer boundary of the iris, because the iris usually covered 
by the eyelids when people’s eyes are opened naturally. In order to detect the K-F 
ring accurately we need to preprocess the image and extract the detection area of the 
image, which mainly consists of two steps: location and segmentation 

(1) Location  
This paper used the method describe in reference [12] to locate the iris. The specif-

ic steps are as follows: first of all, we need to find a point P in the pupil by gray pro-
jection operator. Secondly, locate other three edge points of the pupil named A, B, C 
by horizontal gradient template and vertical gradient template. Finally, get the center 
of the pupil O through A, B and C. 

(2) Segmentation 
From the beginning of the point O, by using horizontal gradient template we get 

another two iris outer boundary points E, F. As shown in Fig. 1, assuming that R1 is 
the distance of EO, R2 is the distance of FO and R is the radius of the pupil. The area 
we used to detect the K-F ring includes two regions S_L and S_R. The height of each 
region is 2*R, the width of the region d=max(R1,R2)-R. 
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Fig. 1. Iris color image with K-F ring and the detection area of K-F ring 

3 The K-F Ring Detection Method 

3.1 Image Representation and Boundary Analysis 

Many methods have been used in edge detection of color image. In HSI color space, 
the image F can be described as follows: 

 kyxIjyxSiyxHyxF ),(),(),(),(    (1) 

The equation of H (x, y) represents the H component of the color image F, the  
S (x, y) represents the S component of the color image F and I (x, y) represents the I 
component of color image F.  

In order to detect the inner and outer boundary of K-F ring accurately, we analyzed 
the horizontal gradient distribution of the boundary in HSI space and RGB space.  
Fig. 2 (a) shows that the segmentation results of the iris image and the analyzed area 
we selected in left ROI area. 

 

 
(a) The segmentation results of the iris image with K-F ring  

   

(b) The horizontal gradient distribution of 
analyzed area in RGB space 

(c)The horizontal gradient distribution of 
analyzed area in HSI space

Fig. 2. The distribution of K-F ring RGB and HSI space 
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boundary of the K-F ring has obvious characteristics of max-value in the H compo-
nent. In horizontal gradient distribution space, we can detect the outer boundary of the 
K-F ring by calculate the min-value of the pixel in G or B, and we can also detect the 
inner boundary of the K-F ring by calculate the max-value of the pixel in H compo-
nent or I component. 

From the analysis above, we know that at least one of the three components in 
RGB horizontal gradient distribution space can be used to detect the outer boundary 
of K-F ring. At least one of the three components in HSI horizontal gradient distribu-
tion space can be used to detect the outer boundary of K-F ring. Unfortunately, the 
components we choose are not the same about different images. To solve this prob-
lem, based on reference [13] we proposed a common model named the integral op-
timal of gradient algorithm. 

3.2 The Integral Optimal of Gradient Algorithm 

The integral optimal of gradient algorithm includes the following steps: 

(1) Vector projection 
Assume the vector μ=n1i+n2j+n3k is a unit vector, its means |μ|=1。The operation 

of the vector projection can be achieved by equation (2). W(x,y) represent the projec-
tion of the F(x,y) in the unit vector μ. 

  1 2 3( , ) ( , ) ( , ) ( , ) ( , )W x y F x y n H x y n S x y n I x y       (2) 

According to the equation (2), the different selection of vector μ will get different 
results. The boundary of the K-F ring is mainly in the vertical direction. We defined 
an optimal function of gradient integral named M(x, y). 

     
(3)

 

Our purpose is finding a unit vector μ to make the maximum of function M(x, y). Be-
cause M(x, y) is a quadratic form, we need to calculate the maximum eigenvalue and 
corresponding eigenvector of the coefficient matrix A. The coefficient matrix V is 
shown in equation (4).  
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By using the integral optimal of gradient algorithm, the inner boundary of the K-F 
ring in our database is shown an obvious maximum distribution. By using our method 
in RGB space, the outer boundary of the K-F ring is shown an obvious maximum 
distribution. 

(2) The gradient filter design 
Due to the influence of iris texture, there are still some noises exist in W(x,y). The 

gradient filter and filtered results of W(x,y) as shown in Fig. 3. 
 

 
(a) The gradient filter we used in our method 

 

 

 (a) Filtered results of W(x,y) in RGB space  (b) Filtered results of W(x,y) in HSI space 

Fig. 3. Filter and Filtered results of W(x,y) 

(3) The edge tracking  
The tracking steps are as follows: firstly, find the starting position. Because the 

bottom of the edge point is not interfering by eyelid, we defined this point as starting 
position of tracking. Subsequently, by calculating the maximum of three candidates 
point shown in Fig. 4 then determine the next edge point. Thirdly, repeat the step 2 
until to the first line of the image. 

 

   
Fig. 4. Tracing template and tracking results of K-F ring 
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3.3 Quantization and Algorithm Evaluation 

By analyzed, the influence of light to H channel and S channel is smaller than I, the 
proportion of I reached 72.21%. By using H channel and S channel to extract the K-F 
ring can reduce the effect of illumination effectiveness. The quantization result R can 
be calculated by equation (7):  

  

K

yxSbyxfyxHa
R yx
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)),(),(),((
  (7) 
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The function H(x,y) is the H values of selected iris area, S(x,y) is the S values of se-
lected iris area, function f(x,y) is used to detect the color information. hmin and hmax is 
the minimum and maximum values of the K-F ring color information. Because the 
color of K-F ring is mainly distribute from seven o'clock to eleven o'clock in color 
template, so hmin =0.547, hmax =0.708. Experiment results shown this value can locate 
the K-F ring area effectively. a, b are the weights of H(x,y) and S(x,y), a+b=1. 

The evaluation index of proposed method includes: False Acceptance Rate (FAR), 
False Rejection Rate (FRR) and Correct Rate (CR). 

FAR=A/N, FRR=R/N, CR=1-(A+R)/N, A is the number of samples for error iden-
tification, R is the number of samples for error rejection, N is the number of total 
samples.  

4 Experiment Results and Analysis 

To test the proposed tracking method, 2234 visual light iris image in our database are 
used, 40 images with K-F ring. Finally, 2151 images are tracking correctly and 83 
images are tracking wrong by our method and the correct rate is 96.3%. There are  
 

 
          (a) The K-F ring                         (b) The normal image 

 
        (c)Error location         (d) Eyelid occlusion    (e) double spot effect 

Fig. 5. The tracing results of part image in database 
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three main reason of error for our method: error location, eyelid occlusion and double 
spot effect. 61 images failed in locating, 14 images are failed for eyelid occlusion. 
The tracing results are shown in Fig. 5. 

In order to verify the effectiveness of the proposed K-F ring detection method, The 
quantization result R are used to decide weather the tracing results has the K-F ring or 
not. Two different methods are used in same database to compare with our method. 
The experimental results are shown in Table 1. 

Table 1. The comparison of different algorithms 

Method False accept FAR False reject FRR CR 

Our method 96 4.3% 0 0.0% 95.7% 

Reference [11] 188 8.4% 2 0.1% 91.5% 
Reference [8] 164 7.3% 0 0.0% 92.7% 

5 Conclusions 

In this paper, we propose a K-F ring detection method aimed at screening and diagno-
sis of WD timely. The experimental results reasonably demonstrate the effectiveness 
of proposed method. From all 2234 iris images only 40 iris images have K-F ring, the 
scale of the database still needs to be increased. Because all images are collected 
while the participant’s eyes are opened naturally, proposed method still not perfor-
mance well if the image has the characteristic of Corneal Arcus, error location, eyelid 
occlusion or double spot effect. These issues will be the main content of our future 
research. 
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Abstract. This paper proposes a new video stitch method based on
the exposure adjustment and nonlinear fusion. To solve the challenging
problem of exposure difference between cameras, we propose the expo-
sure adjustment method to deal with luminance difference among images
in the YCrCb color space; As for the ghosting problem in the video
stitch, we propose a nonlinear fusion algorithm based on, which achieves
a much better performance than traditional linear fusion method, espe-
cially when there is a big disparity between cameras. The proposed
method is real-time and efficient for a video surveillance system.

Keywords: Panoramic video · Image stitching · Image registration ·
Image fusion · SIFT

1 Introduction

Panorama, as an new technology, can expand view and display a wider range
of scenarios at the same time [1]. The traditional video surveillance systems
are generally using the fixed cameras with limited range of view, which can only
monitor a fixed angle of space in front of the camera, thus fail to deal with all the
events occurring within the range of around 360◦. Currently, static panoramic
image systems, except for a few applications using ultra-wide-angle lens or fish-
eye directly, mainly use software methods such as image stitching and fusion
algorithms. In contrast, Dynamic video systems are largely rely on specific hard-
ware: one solution is to use fast ball system, using a high-speed moving ball to
capture a wide range of scenarios. But due to the limitation of rotational speed,
it inevitably exists blind areas. Another approach is to use professional cam-
era system equipped with panoramic cameras, but such systems are expensive,
complicated to use and cannot be extended. In recent years, panoramic video
surveillance system has aroused great attention [2][3]. Panoramic video surveil-
lance system can simultaneously monitor all targets within the range of 360◦ at
any time, and virtually eliminates monitoring blind spots and areas.

This paper focuses on the static monitoring system, and we briefly review the
existing image stitching and fusion technologies [4][5], which can be used to show
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 499–507, 2015.
DOI: 10.1007/978-3-319-25417-3 59
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the dynamic scene of a large-scale view in real time. The technology of stitching
and fusion firstly conduct registration of a sequence of images which have over-
lapping regions between each other capturing by several cameras. And then those
images are fused into a wide view mosaic image containing all the information of
the image sequences, the so-called panoramic video. We do this from two images
in the image registration process by extracting feature points in the overlap-
ping region. Through matching the corresponding points, we can estimate image
transformation relationship between them, and then do coordinates alignment
according to the transformation. And after the boundary smooth transition of
the jointing image, we form a confluent image containing the information of two
images. The technology is different from the panoramic video technology using
special instruments and PTZ video surveillance technology, which combines the
advantages of both, thus it is of significant practical significance.

The rest of the paper is organized as follows, in section 2, we give a brief
overview of our system, including the hardware components, the framework of
our system and the specific algorithms we use for each step; in section 3, we
briefly introduce the image stitching method used in our system, in section 4,
we give some results to show the effectiveness of our system.

2 The Proposed Panoramic System

This paper designs a system which consists of several cameras with fixed instal-
lation in the relative positions, and the adjacent lens have certain overlapping
scenes, so we can get multi-channel video streams at the same time. We discuss
the process of the flow of camera video mosaic. The input is the four separate
video cameras used to capture videos; the captured videos can enter the PC
through the USB port for further processing, and then the wide-angle video will
be displayed on the PC screen in real-time. Cameras used in the experiment are
fixed on a tripod, the angle and direction of each camera can be adjusted within
a certain range.

Fig. 1. The framework of camera video mosaic

The framework of our method is shown in Fig. 1, and each part will be
descried in details as shown in the following subsections.

2.1 Image Preprocessing Based on Exposure Adjustment

In the process of the video acquisition and transmission, the image quality of
the video is often affected by many unexpected factors. For example, the minor
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differences between two machines or the discrepancy in light, results in the differ-
ence among the several collected videos in terms of brightness and chromaticity;
most of these noises are a random distribution. The existence of the above prob-
lems will not only affect the image matching precision in the process of image
stitching, but also make the result of video stitching unsatisfactory. They can
result in the discontinuity of the joint video images on both sides, and make the
picture not clear enough to be seen. The image preprocessing is very necessary
before jointing two images together to guarantee the quality of the video image
stitching. The commonly used methods for preprocessing are histogram equal-
ization, or other filter-based methods. In this paper, we propose to preprocess
the image based on Exposure Adjustment method in the YCrCb color space.

Supposed there are two images, one is the standard image img0, another
is to-be-adjusted image img1. Different from direct calculation of the mean of
luminance Y for each image, we firstly divide the image into three blocks of
different size, and then get the overall brightness mean Iavg Y 0, Iavg Y 1 in
different weightings of each block and the standard deviation std Y 0, std Y 1.
And then we calculate the average exposure Savg Y 0, Savg Y 1 of the two images
according to formula(1). Y curr is the current brightness value of img1, Y new
refers to the new brightness value. The methods are shown in following equations.

Savg Y =
−(log

255
Iavg Y −1.0)
std Y

, (1)

Y new =
255

1 + exp(−std Y 1 × S curr)
, (2)

S curr =
−log

255
Y curr −1

std Y 1
+(avg Y 0−avg Y 1)×(1+

sign × (Iavg Y 1 − Y curr)
255

)

where

sign =

{
1 if(Savg Y0 − Savg Y1 ≥ 0)
−1 otherwise .

(3)

To illustrate the effectiveness of the proposed method, we show samples as
in Fig. 2.

(a) (b)

Fig. 2. (a) The pictures before preprocessing (b) The pictures after preprocessing
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It can be seen from the pictures, the exposure difference between two images
decreased significantly after preprocessing. And thus we lay a good foundation
for the following steps.

2.2 Image Registration

Image registration [6] is one of key steps of image mosaic. The current generic
image registration methods can be divided into three categories: the image
registration algorithm based on pixel values; based on transform domain, or
feature-based image registration algorithm [7]. Considering that the geometric
relationships between multiple cameras only need calibration once in the begin-
ning step, we can adopt the methods with higher alignment accuracy. Among
existing video mosaic methods, the SIFT algorithm based on multi-scale space
theory is widely used. The SIFT method has a good robustness of translation,
rotation, scale change, illumination change and so on [8], and enables our method
handle images with varying orientation and zoom. Note that this is impossible to
use traditional feature matching techniques such as correlation of image patches
around Harris corners [9], Ordinary (translational) correlation. The reasons lie in
that they are not invariant under rotation, or not invariant to changes in scale.
Once features have been extracted from all images (number is n, with linear
complexity), they must be matched. Since multiple images may overlap a single
ray, each feature is matched to its k nearest neighbours (we use k = 2). This
can be done in O(nlog n) time by using a k-d tree to nd approximate nearest
neighbours [10]. If the ratio of the closest distance(d1) verse the second-closest
distance(d2) is less than 0.4, we call that these matching is an inlier(correct
matches) and preserve these matching. On the contrary, it will be called outlier
(false matches) and discard these matches. The next step is to use the matched
points to calculate the transformation matrix H which can warp from image I
to image I ′.

2.3 Robust Homography Estimation Using RANSAC

RANSAC(random sample consensus) [11]is essentially a sampling approach to
estimating H. It is a robust estimation procedure that uses a minimal set of
randomly sampled correspondences to estimate image transformation parame-
ters, and nds a solution that has the best consensus with the data. In the case
of panoramas we select sets of r = 4 feature correspondences and compute the
homography H between them using the direct linear transformation(DLT) [12]
method. We repeat this with n = 500 trials and select the solution that has
the maximum number of inliers (whose projections are consistent with H within
tolerance pixels). Given the probability that a feature match is correct between
a pair of matching images (the inlier probability) is pi, the probability of finding
the correct transformation after n trials is

p(H is correct) = 1 − (1 − (pi)r)n , (4)
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(a)

(b)

Fig. 3. (a) The results of SIFT feature detection (b) The results of Harris corner
detection

then

n =
log(1 − p)

log(1 − (1 − pr
i ))

. (5)

The image matching results in Fig. 3 show that the SIFT algorithm can well
adapt to various circumstances, despite a few false matching points, it has a
good robustness of translation, rotation, scale change, illumination change and
so on. Finally, after calculating a best-fit image transform from image feature
correspondences using RANSAC, we finally get the perspective transformation
matrix H. With the matrix H, we get the warp image.

2.4 A Non-linear Algorithm for Image Fusion

Images sampling in different time, under different light intensity could result in
obvious seam in overlap on the stitched images. Fusion strategies should meet
the requirements of two aspects: boundary transition should be smooth and can
eliminate split seams to achieve seamless splicing; as far as possible to ensure no
loss of original image information due to the split processing. Commonly used
fusion algorithms include average fusion, linear fusion, multi-resolution fusion
[13], etc. Our system adopts a kind of nonlinear fusion method, and the results
show it can effectively eliminate the image ghosting caused by luminance differ-
ence and movement objects in the images.

Ioverlap(x, y) = α(x, y) × I1(x, y) + (1 − α(x, y)) × I2(x, y) . (6)
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(a) (b)

Fig. 4. (a) The changing curve of Non-linear fusion (b) The changing curve of Linear
fusion

There are two cases for α(x, y) ,when we align the left image to the right,

α(x, y) =

{
1 if min(x, y, |x − W |, |y − H| > T )
cos(π·(min(x,y,|x−W |,|y−H|)

T −0.5))+1

2 otherwise
,

(7)
else, when we align the right to the left,

α(x, y) =

{
1 if min(x, y, |x − W |, |y − H| > T )
sin(π·(min(x,y,|x−W |,|y−H|)

T −0.5))+1

2 otherwise
,

(8)
where W and H represent the width and height of the original frame, T is
the width of the nonlinear transition region, here it refers to the width of the
overlapping area, as shown above. Since the non-overlapping area does not need
to be weighted, we will resize the registrated weight templates according to the
shape of the overlapping region, so that the weighting function only applies to the
overlapping region. The value of a remains the same in the center of the frame,
when getting closer to the boundary, namely into transition region of T, it will
decline rapidly in a nonlinear form, and the decreasing rate can be controlled by
the parameter T. We call this fusion method as nonlinear fusion. The comparison
results of traditional linear method and our nonlinear method are as Fig. 5.

From the results under various situations as shown above, we can see that
linear fusion algorithm contains ghost and fuzzy phenomenon in the overlap-
ping region when there is large parallax between two images or moving objects,
but the non-linear algorithm proposed in this paper, keeps the clarity of the
main content of the scene, and greatly reduce the movement ghosting and fuzzy
phenomenon.

3 The Image Stitching Method in Real-Time

The video surveillance system with multiple cameras needs some certain overlap-
ping region between each camera. Under the circumstance of a few cameras, we
usually use the method of frame-to-frame to calculate the transformation rela-
tionship between each two cameras and all the image sequences will be aligned
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(a)

(b)

Fig. 5. (a) The results of Non-linear fusion (b) The results of Linear fusion

to one reference frame according to the transformations. But in the case of the
system with large number of cameras, registering a large set of images introduces
difficulties. In this paper, we adopt a method that combines the frame-to-mosaic
and mosaic-to-mosaic methods to stitch video sequences of multiple cameras.
Assume that there are some images Ci (i = 1,..., 4) captured by four cameras,
we select one of the images (such as C1) as a reference frame, and align C2 to
C1, thereby generating a temporary stitching image M. Then align image C3 to
M, and update M using the C3, and deal with C4 the same way, in the end, we
can get all the image alignment parameters.

In addition, an important element of a video surveillance system is to ensure
its real-time performance, The SIFT features this paper choose has a good
robustness of translation, rotation, scale change, illumination change, but the
obvious disadvantage is its slow calculation speed, in order to overcome the
shortcomings of slow calculation while maintaining precision of the SIFT fea-
tures, this system learn to determine the homographic matrixes between each
camera only using a few frames in the beginning, and once established, they
will no longer change, then we project the video sequences onto global coor-
dinate system using these alignment parameters, finally the small view video
sequences can form a large view video sequence, so as to realize the real-time
video processing.
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Fig. 6. Real-time panoramic video of three camera

4 The Results and Conclusion

This paper designed and implemented a panoramic video surveillance system
based on image stitching technology, the experimental results are shown in
Fig. 6. By stitching and fusing the videos fixed in certain angle, we can finally
get the output of 360◦ panoramic video images in real-time, and the generated
panoramic images have high resolution, good visual effect and can guarantee
high clarity of the scene. The light system is robust with high integration, easy
to apply to financial systems, warehouses, prisons, mobile monitoring and many
other occasions, especially suitable for indoor and outdoor monitoring system.
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Abstract. This paper introduces the establishment of a high resolution thermal 
infrared face database and presents a new thermal infrared face recognition me-
thod based on the Edge Multidirectional Binary Pattern. The high resolution 
thermal infrared face database is captured by Testo 890-1 High-end infrared digi-
tal camera with the image resolution 1280×960 pixels through the Super Resolu-
tion Technology. The database collects images from 60 persons, and each person 
has seven images with variations of poses. A new thermal infrared face recogni-
tion method based on Edge Multidirectional Binary Pattern (EMDBP) is also pro-
posed, which fully considers the directional information of the image, and extracts 
more edge directional information. Experimental results show the new method 
achieved better performance compared with traditional methods. 

Keywords: High resolution thermal infrared face database · Edge Multidirectional 
Binary Pattern · Thermal infrared face recognition 

1 Introduction 

Face recognition [1] is one of the most popular biometric recognition technologies 
because of its characteristics of intuitive, non-invasive and non-contact. And it is 
unsurprising that it continues to be one of the most active research areas due to its 
wide range of applications. The key issue of a face recognition system is adapting to 
the changes of face due to the environmental changes in practical applications. After 
decades of development, visible-spectrum face recognition has made great achieve-
ment, but it still faces enormous challenges in lighting conditions, face posture 
changes, facial expression, makeup, photo fraud and other influencing factors 
[2].Among various approaches which have been proposed in an attempt to overcome 
these limitations, the use of infrared imaging has emerged as a particularly promising 
research direction. Thanks to the price of thermal cameras has decreased significantly, 
and their technologies have improved, obtaining better resolution and quality infrared 
images became easier, the infrared face recognition has attracted increasing interest in 
recent years. Infrared Face Recognition [3] is independent of the light source, and not 
susceptible to camouflage, skin color, facial expression and posture of influence, 
which can effectively avoid the lack of visible-spectrum face recognition. So it has 
become an important research direction of biometrics recognition technology. 
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Face database is the basis for face recognition research and performance evalua-
tion. Any proposed methods need the help of face database to evaluate their perfor-
mance. Because of the long terms research of visible-spectrum face recognition, there 
are many international standard visible-spectrum face databases. Such as ORL, 
YALE, FERET [4], and AR [5].While infrared face recognition is still a new field, at 
present, there is no standard database for the research. One of the most famous infra-
red face databases is the "Human Identification at a Distance" database [6], collected 
by Equinox Corporation, which has been the most used data set for the evaluation of 
infrared based face recognition. However, it is not freely available for downloading 
now. 

In the development of infrared face recognition, a lot of methods have been pro-
posed with good performances. Ross [7] is the first researcher who applied Eigenface 
method for infrared face recognition, and the experimental results show that it 
achieved better performance on infrared face database than on visible-spectrum face 
database. Wu et al. [8] proposed a blood perfusion model based on thermodynamics 
and thermal physiology, which uses the more stable blood perfusion data for infrared 
face recognition. In order to extract the local features of the infrared face, Li [9] pro-
posed an infrared face recognition method based on the local binary pattern ( LBP), 
which can extract a wealth of local texture information efficiently. Buddharhaju [10] 
used the blood vessel information for infrared face recognition. His methods tried to 
extract the distribution information of face blood vessels to identify the infrared face 
image. In our previous research [11], we proposed a new method based on the mod-
ified blood perfusion model and the improved Weber Local Descriptor. However, all 
of the methods are based on the low resolution infrared face databases. 

In order to improve the performance of the infrared face recognition, we try to use 
the high resolution infrared face databases for recognition, and our biometrics team 
purchased the thermal infrared face image capture device, the testo 890-1 High-end 
infrared camera with digital camera. This device is capable of capturing high-
resolution thermal infrared face image with 1280 × 960 pixels through the super reso-
lution technology. The database collects images from 60 persons, and each person has 
seven images with variations of poses. This is the four times of the resolution of the 
existing databases. Besides, due to the LBP operator simply describes the difference 
between the pixel and its neighboring pixels, but it does not take the edge directional 
information of image into account. This paper proposed a new thermal infrared face 
recognition method based on Edge Multidirectional Binary Pattern (EMDBP), which 
can describe the directional information of a thermal infrared face image better. 

The structure of the paper is arranged as follows: The second section introduces the 
high-resolution thermal infrared face database; the third section describes a new edge 
multi-directional binary pattern method for thermal infrared face feature extraction; 
the fourth section shows the experimental results; and the fifth section gives the con-
clusion. 
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2 High Resolution Thermal Infrared Face Database 

2.1 Thermal Infrared Face Image Acquisition Equipment 

The acquisition equipment of our high resolution thermal infrared face image is the 
testo 890-1 High-end infrared digital camera, as show in Fig. 1, which can capture 
high quality thermal infrared images and visible-spectrum images at the same time.  

 
Fig. 1. Testo 890-1 

The technical data of infrared image output captured by testo 890-1 High-end 
infrared digital camera is shown in Table 1. The infrared images are captured with 
high quality Wide-angle lens 42° x 32°, and the resolution of the infrared images is 
640 × 480 pixels, which can be upgraded to 1280 × 960 pixels with the Super Resolu-
tion Technology. Its Spectral range is 7.5 µm~14 µm, and thermal sensitivity is less 
than 40 mK at +30 °C. 

Table 1. Technical data of infrared output image  

Infrared resolution 640 x 480 pixels 
Spectral range  7.5 µm~14 µm 
SuperResolution (Pixel) 1280 x 960 pixels 
Focus auto / manual 
Image refresh rate 33 Hz 
Field of view 42° x 32° 
Thermal sensitivity < 40 mK at +30 °C 

2.2 Establishment of Database 

By using the testo 890-1 High-end infrared camera with digital camera introduced in 
Section 2.1, we collected a high resolution thermal infrared face database of 60 per-
sons. In the process of collecting images, the volunteers are asked to sit half meter 
away in front of the camera, when the volunteers look straight at the camera, the front 
images of the volunteers were collected. Then, behind the camera, we set up several 
signs to tell the volunteers turn around to the direction of left 45°, left 30°, left 15°, 
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right 15°, right 30° and right 45°.So it will help the camera to capture images of the 
side faces with seven directions of left 45°, left 30°, left 15°, right 15°, right 30° and 
right 45°. With the variation of poses, 7 infrared images of each person were collected 
finally. The collected high resolution thermal infrared face images for one person is as 
shown in Fig. 2.The High Resolution Thermal Infrared Face Database contains im-
ages from 60 person, each contributing 7 images of different poses, in total, 420 im-
ages were collected in the database. All the images of the database are captured in the 
same acquisition environment. 

 
Fig. 2. Sample images of the high resolution thermal infrared face database with one person 

3 Edge Multidirectional Binary Pattern (EMDBP) 

LBP operator [9] describes the differences information between the center pixel and 
its surrounding pixels, but it does not take the edge directional information of image 
into account. Considering that the thermal infrared images is more blurred than the 
visible face image, and extracting the edge directional information of the infrared 
images, which can describes the local detail changes. So this paper presents a thermal 
infrared face recognition method based on Edge Multidirectional Binary Pattern 
(EMDBP). 

Inspired by the edge direction detection operator Krisch [12], which contains eight 
templates to detect edge direction of the image, EMDBP describes the edge direction-
al information of neighboring pixels in eight directions 0 degrees, 45 degrees, 90 de-
grees, 135 degrees, 180 degrees, 225 degrees, 270 degrees and 315 degrees. The spe-
cific steps of EMDBP are as follows: 

The first step is to calculate the intensity variations between each pixel and its pre-
ceding pixel in the given eight directions as shown in the Fig. 3. The results reflect the 
edge gray value differences of the image in eight directions. 
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Fig. 3. The calculation of intensity variations in 8 directions 

The second step is binarization, which utilizing intensity variations of neighboring 
pixels to express edge directional texture information as a binary pattern. When its inten-
sity variations is greater than or equal to 0, which is set to 1, otherwise, it is set to 0. Then 
the EMDBP values of different directions are the decimal values of the binary strings. 
For example, the calculation of EMDBP value in 0 °direction is shown in Fig. 4. 

 
Fig. 4. The calculation of EMDBP in 0 °directions 

The third step is to rank the eight EMDBP values of eight directions, and the final 
value of EMDBP is the median value of the eight EMDBP values of eight directions. 
Setting the median of eight EMDBP values as the final value of EMDBP is effective 
for noise suppression nonlinear processing technology, which is based on the theory 
of order statistics, the median filter can smooth noise well and protect the signal edge 
information not to be fuzzy. 

Compared with LBP, more surrounding pixels are taken into consideration in cal-
culating the image local detail changes of eight directions in EMDBP, so EMDBP can 
extract more spatial information than LBP. Meanwhile, EMDBP described edge di-
rectional information of pixels around the center pixel in different directions, which is 
very important to describe the local detail of a blurry thermal infrared face image. 
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The framework of thermal infrared face recognition method based on EMDBP is 
shown in Fig. 5. Firstly, we divide the face image into sub-regions for processing. In 
the second step, we do the feature extraction by the MDBP operator in each block 
sub-region. For each block, we get an EMDBP feature matrix, and then all of the sub-
region feature matrix are connected together to get the whole feature matrix. In the 
third step, PCA [13] with the contribution rate of 95% is applied to reduce the dimen-
sion of features. For example, a sub-region of the images with 160 x 120 sizes has the 
dimension of 19200, after the dimension reduction by PCA, the dimension is reduced 
to 320, which effectively improve the efficiency of the recognition system. In the 
fourth step, face image is matched by ELM. We use the Extreme Learning Machine 
(ELM) [14] to classify the features and get the recognition result. 

 
Fig. 5. The framework of face recognition system 

4 Experiments 

To test and evaluate the performance of this new method in infrared face recognition, 
we carried out experiments on our high resolution infrared face database. At the same 
time, we compared the proposed method with some traditional local feature extraction 
methods, and our previous method. 
 
Experiment 1: Choice of the best image partition mode 
In order to investigate the effect of blocking mode on the recognition performance, 
we tested the different blocking modes to find the optimal one. In this experiment, the 
partition modes are: 1x1 (non-partition), 2x2, 4x2, 4x4, 8x4 and 8x8. We selected 6 
images as training images, the other 1 image as a test image. The experimental results 
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are shown in Fig. 5. From the figure, we can see that, the recognition rate is 96.77% 
without image partition, while the recognition rate is improved in different partition 
modes with image partition. When the partition mode is 4x2, 4x8 and 8x8, we ob-
tained the highest recognition rate. For simplicity, we choose the partition mode 4x2 
as the best one. 
 

 
Fig. 6. Recognition rate of different partition mode 

Experiment 2: Recognition performance comparison of different methods 
In this experiment, we applied some local feature extraction methods to the new high 
resolution thermal infrared face database, testing the performance of different me-
thods on this database, For each method, we selected N (N=1, 2,…, 6) images as 
training images, then the rest 7-N images as test images, the recognition rate of each 
method are shown in Table 2. As we can see, with the same numbers of training sam-
ples, the recognition rate of the EMDBP is better than the traditional methods LBP 
and LGP. Our previous work, namely Improved WLD [11], is also applied on the new 
database, and the highest 92.50% is better than LBP and LGP. 

Table 2. Recognition rate of different blocking modes 

 LBP[9] LGP[15] Improved 
WLD[11] 

EMDBP 

N=1 0.6426 0.6420 0.5944 0.7528 
N=2 0.8056 0.7830 0.7267 0.8533 
N=3 0.8792 0.8458 0.7625 0.9125 
N=4 0.9056 0.8833 0.8333 0.9444 
N=5 0.9083 0.9083 0.8750 0.9583 
N=6 0.9167 0.9167 0.9250 0.9837 

5 Conclusions 

This paper introduces the establishment of a high resolution thermal infrared face 
database which contains totally 420 images from 60 persons, and each person has 7 
images with variation of poses. It is the highest resolution thermal infrared face data-
base so far. A new thermal infrared face recognition method based on EMDBP is also 
proposed, which fully considers the directional information of the image, and extracts 
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more edge directional information. Experiment results shows that the new method is 
able to achieve better recognition performance than traditional methods on the high 
resolution thermal infrared face database. 
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Abstract. Iris and face are two very popular biometrics features used for per-
sonal identification, and to acquire images of good quality is vital to assure the 
reliability of the recognition. It is especially challenging to acquire good-quality 
iris images in real time. We propose an innovative iris acquisition system to 
tackle some of the major difficulties in practice. The proposed multi-mode bio-
metrics image acquisition (MMIA) system uses a single camera to capture the 
whole face image of the user, and then extracts the iris images. Thus it is able to 
provide images for both face and iris recognition. Meanwhile, in comparison to 
some commercial systems, MMIA system increased the working distance and 
capture volume, greatly reduces the user cooperation. Experiments show that 
MMIA provides satisfactory image quality and very quick corresponding speed. 

Keywords: Biometrics · Iris recognition · Iris image acquisition · Face  
recognition · Eye detection 

1 Introduction 

With the ever growing requirements for reliable and stable security systems, various 
biometrics-based recognition and identification equipment receives more and more 
attention, and many commercial devices have been launched to the market. Among 
the biometric recognition techniques, human face and iris are especially popular in 
practice.  

The uniqueness of iris patterns across humans makes it one of the most reliable and 
accurate biometrics methods[1,2,3], which is further favored due to its stability and 
the non-intrusiveness to acquire. It is now used in places such as custom clearance, 
airport boarding, congregation entrance etc.  

However, there is one disadvantage of iris recognition system: the iris image acquisi-
tion is challenging. To ensure the patterns of an iris is sufficiently conveyed in a image, 
ISO iris image format standard noted that the accepted iris diameter is 150 pixels or 
more [4]. Considering the diameter of a typical iris is only around 11-12mm, taking an 
effective photo of the iris is not easy. In practice, many products on the market work at 
very close range, and they often require users to actively adjust the physical position of 
the eyes to suit the machine. It could take a long time to capture a good enough image. 
In comparison, the face recognition is much less demanding in image acquisition, and 
the device normally could response more quickly. Such inconvenience has become a 
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drawback for iris recognition system. To make iris recognition(IR) systems more con-
venient to use, an IR system should be able to work at a longer distance, and adjust itself 
automatically to suit the user. Many people have worked on it and some prototypes of 
IR systems at a distance have been developed.  

In this paper, we present an innovative design of iris acquisition system, which 
consists a lot of new features to ensure a very user-friendly experience, while a very 
high recognition rate is still maintained. 

The rest of the paper is organized as follows. In Section 2, we introduce the major 
research and development trend for iris image acquisition. In Section 3, some of the 
commercial IR devices and some of the difficulties we aim to tackle are listed. In 
Section 4 we introduce the system structure and its processing algorithm of the pro-
posed system respectively. The experimental results of our system is presented in 
Section 5, and Section 6 concludes this paper. 

2 The Evolution of Iris Image Acquisition Systems  

Iris has been the focus of research interests for a long time. As early as in 1991, an iris 
recognition system has been implemented by Johnson[5]. Later, more prototypes of IR 
systems by Daugman [6] and Wildes [7] are documented. At this stage, the systems 
relies on the users to position themselves to put the eyes in the proper region in front of 
the cameras. More and more commercial iris image acquisition platforms are seen in the 
market later [8,9]. Their platforms could be based on PC, or embedded systems for oth-
ers. Most of the systems have mechanism to guide the users to adjust their eyes so that a 
good iris mage could be taken. This often defects the user experience and sometimes it 
could take a long time for the user to adjust their position[10]. In general, these systems 
work in a short distance and needs the users’ active cooperation.  

An iris acquisition system is similar to a typical digital camera: it has optical lens, 
illuminator, and image sensor. A control unit is normally added to help detect and 
adjust the users’ position to make sure the eyes are within the proper region. A signal 
processing unit makes use of the iris image to perform the recognition algorithm and 
make the pass/fail decision.  

The lens choice is made based on the imaging geometry. The depth of field, field 
of view and focal length are the major factors to consider when building an iris acqui-
sition system. The magnification of the iris image depends on the focal length of the 
lens [11]. Fixed focus lens is used in some iris acquisition products[12,13]. In such a 
design, the users have to locate their eyes within the very limited depth of field. Ob-
viously, this defects the convenience of the usage. Some other devices choose to use 
fully automated lens[8,14,15] so it is quicker to finish the acquisition.  

Near-infrared LED is a common choice of illumination for commercial IR prod-
ucts. Illumination helps to improve the iris image quality, and it is also vital for users 
with dark eyes. The intensity of the lighting should be kept within the limit to assure 
the safety of the users[16]. Researches on various wavelength of the illumination light 
have been seen[17]. It is showed that different iris textures could be revealed under 
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different wavelength of light. Various lights other than NI LED are tested in  
researches, but not adopted in any commercial products[18].   

Like in most digital cameras, image sensors used in IR systems are CCD or 
CMOS[19,20]. Together with the lens, an image sensor of proper resolution and size 
acquires the iris image at designed working distance. To ensure the quality of the iris 
is good enough for recognition, the resolution of the sensitivity must match the choic-
es of the lens and illuminators.   

Finally, we need some processor to run the recognition algorithm. With the devel-
opment of the semi-conductor techniques, the processing unit tends to be imple-
mented on a embedded system, or a very compact system. An ARM based IR system 
was proposed by Wang et al[21], and an iris biometric system based on DSP was 
presented by Zhao and Xie [22]. Processing units implemented on GPU [23] or 
FPGA[24] are also reported in literature. They have also been seen working on “mo-
bile personal-computer” [25]. Commercial mobile phones with iris recognition system 
are also seen on the market [26].  

A good iris acquisition unit is important for reliable iris recognition. Yet this is a 
challenging job due to the position and size of the iris. A lot of research has been 
performed in the past years, and a lot of new techniques are seen in labs and commer-
cial devices.  

3 Current Products for Iris Image Acquisition 

As described in the above section, the main drawback of IR as a biometrics algorithm 
is the inconvenience for acquiring a good iris image. Such inconvenience comes in 
several ways. In this section, we go through the current development of the IR prod-
ucts, and show how such difficulties in acquiring iris image causes inconvenience, 
and what we need to do to improve it. 

3.1 Typical Commercial Iris Imaging Systems 

The iris recognition has been developed for many years and many commercial IR 
devices have been launched by companies such as Panasonic [8], OKI, LG[9], Sar-
noff[12,13], Aoptix[29], etc.. Most of them are designed to be non-contacting and can 
acquire iris images at a distance. These systems vary substantially in design styles and 
demonstrate different performances. In Table 1, we list their performances. 

In the table, the “Capture Volume” refers to the volume of space in front of the iris 
acquisition system within which the iris can be recorded by an image of accepted 
quality for recognition. For most of them, the “Operating range” of typical commer-
cial iris acquisition systems are less than 1 meter, 2 of them are over 2 meters. Auto-
focus lenses are adopted by the few cameras with a long operating range. Embedded 
system is the main type of the signal processor to ensure a compact product. From the 
operating range, it can be seen that the depth of field is generally very small. NIR 
illumination is widely adopted by all of them.  
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3.2 Major Difficulties to Tackle for Improving Iris Imaging Systems 

As can be seen from Table 1, because of the special features of human irises, the iris 
image acquisition systems tend to have some features that could cause inconvenience 
to the users, or could be improved[28], 

 The acquisition volume is small and the working distance is short. This would re-
quire the users to cooperate with the device to position the eyes within a relatively 
small range, which could be time consuming or even cause the recognition to fail. 

 2 cameras are needed for recording 2 iris images. If this can be done using only 1 
camera, then the corresponding speed could be greatly improved.  

 The illumination mode can be improved.Using different wavelength of light could 
reveal different features of the iris, thus a more reliable recognition could be developed.  

 
Some other issues, such as processing time, adaptive to different user height, system 
compactness etc, should be considered too.  

Table 1. Performance comparison of typical commercial iris image cameras.  

System type Capture 
volume 
(cm3) 

Operating 
Range (m)

Illumination Iris camera Processing Type 

IrisAccess 3000 \ 0.08-0.25 2 NIR LED auto-focus PC 
IrisAccess 4000 \ 0.26-0.36 2 NIR LED auto-focus, two 

cameras

Embedded system 

IrisAccess 7000 \ 0.31-0.35 2 NIR LED auto-focus, two 

cameras

Embedded system 

BM-ET300 \ 0.30-0.40 NIR LED fix-focus, two 

cameras

Embedded system 

BM-ET200 \ 0.30-0.40 NIR LED fix-focus, two 

cameras

Embedded system 

IOM PassPort™ 50x50x20 3 NIR LED Fix-focus,four 

cameras 

PC 

IOM RapID-

Cam™ II 

\ 0.30-0.45 NIR LED \ wireless Embedded 

system 

IOM N-

Glance™ 

13x10x28 0.53-0.80 NIR LED \ Embedded system 

InSight™ SD 100x75 at 

2m 

1.5-2.5 850nm LED auto-focus PC 

InSight® Duo 100x75 at 

2m 

1.5-2.5 850nm LED auto-focus, two 

cameras 

PC 

IKEMB-100 \ 0.22-0.4 NIR LED Fix-focus,two 

cameras 

Embedded system 
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4 The Multi-Mode Image Acquisition (MMIA) System  

Taking the above analysis into consideration, we propose an innovative design of a 
Multi-Mode Image Acquisition (MMIA) system. The MMIA system adopts a differ-
ent design to reduce the user cooperation during the recognition process, and enables 
a much quicker response.  

Furthermore, since MMIA records a series of pictures of the whole face and then 
relies on automatic eye detection to extract the iris images, it could then easily record 
the human face image for recognition purpose. This enables the device to be used for 
multi-mode recognition, in which the recognition accuracy could be substantially 
improved by cross checking different biometrics features.  

4.1 The Structure of the MMIA System  

The primary aim of MMIA system design is to increase the operating range of the IR 
system to be larger than 30cm, and the imaging range covers more than 30cm(vertical)  

40cm(horizontal).  
 

    

Fig. 1. The diagram and photo of Front Panel of the MMIA system. 

For this purpose, the system provides an embedded iris recognition equipment, 
which consists front panel, optical lens, camera module, processor board, memory, 
power input and network interface. The processor board is connected to the camera 
module, memory, power supply. A set of automatic filter lenses are installed on the 
upper part of the front panel, between the user and the camera. The effective record-
ing range of that camera is between 450mm and 600mm, with a tilt-flaw adjusting 
mechanism, which helps to adapt to users of different height.  

Figure 1 shows the front panel of a MMIA system. A distance detecting module is 
installed in the front of the panel, together with distance light and a speaker. The dis-
tance detecting module feeds the detected results to the processor, which then controls 
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the lights and speaker to feedback the instructions to the user for cooperation and 
recognition result information.  

Two groups of NIR LED lights are installed on both sides of the camera, each giv-
ing NIR illumination of 700nm~980nm. They are both set to be installed at fixed 
angle to make sure that the users’ both eyes are lit with evenly spread light, so that 
spectacles do not affect the iris image quality. 

An output signal to the Access Control device is provided. Other features include 
LOGO light for power indication, data output interface, reset button, etc.   

 

Fig. 2. The modules of the MMIA system. 

Figure 2 shows the diagram of the components of a MMIA system, and illustrates 
the connecting relationship of the various modules. In practice, these modules are all 
installed underneath the front panel.    

4.2 The Working Process of MMIA  

When a person of interest stands in front of a MMIA system, the distance detection 
unit measures the distance between the person and the camera unit. Through the lights 
and speaker, instructions are given back to the user to make sure the person stays 
within the capture volume. Then the human-machine interface mechanism starts to 
automatically adjust the tilt-flaw unit to aim the camera at the subject person. In  
comparison to the previous systems, MMIA enables a longer working range, and  
a complete automatic targeting and focusing process, thus greatly reduced the user 
cooperation.  

Unlike other IR systems described in earlier Sections, MMIA system only has a 
single camera unit, yet it aims at acquiring the iris images from both eyes of the per-
son of interest simultaneously. The camera takes a series of successive images that 
records the whole face region, and then detects the eyes within the picture to extract 
the iris image.  
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Fig. 3. The Image Acquisition of MMIA system. 

The processing unit goes through the series of images and selects frames of good 
quality for Iris or face recognition. The detailed frame selection and iris extraction 
algorithms are going to be described in different literature.  

4.3 Design of the Optical Unit  

The optical part is vital for good image quality. It must be able to acquire both the 
face and the iris of the person of interest, while making sure the iris part is still of 
enough resolution. The required focal length of the lens can be calculated from the 
magnification M,  

 . (1)

where hi is the required image size, and ho is the typical human iris; n is the number of 
pixels required for iris image, and p is the pixel size of the CMOS unit. Once the 
magnification is obtained, the focal length can be calculated with equation (2),    

. (2)

where D is the distance from the front of lens to the subject person. Our target per-
formance for MMIA system is to increase the operating range of the IR system to be 
larger than 30cm (45-60cm), and the capture volume is around 30cm(vertical) 40cm 
(horizontal) 15cm.  

5 Experiments and Results 

The proposed MMIA system is implemented and experiments have been run on it.  

5.1 Image Quality  

Image quality is a major performance to be tested for an iris acquisition system.  
We developed an iris image database of 86 subjects using the MMIA system, and a 

12
pn

h
hM

o

i 


1



M

DMf

Output of face region Output of Iris Image 



 A Multi-model Biometric Image Acquisition System 523 

conventional close range device. Since MMIA records a series of images each time, and 
the quality of the images could vary substantially. We picked images only within stable 
time-slots, during which a subject faces the camera in a relatively stable manner. We then 
fed the images from both devices to the same iris recognition algorithm (the software is 
provided by Eyesmart Technology Ltd) to compare the difference in recognition results. 
According to the image quality, the series of images from MMIA is then classified into 3 
sets, A(good), B(pass) and C(poor). Set A is good for effective and accurate recognition, 
while set C does not provide acceptable iris image for the recognition algorithm. Set B is 
in between, it indicates the right subject, but only with marginal difference.  

Table 2. Recognition rates of different image sets.  

System type 
Close Range 
Good Images 

MMIA 
Image Set A 

MMIA 
Image Set B 

MMIA 
Image Set C 

Frame Set  
Percentage 

93% 88-89% 9-10% 1-2.5% 

 
As shown in Table 2, the results show that the difference between the good image 

rates from the two databases is below 5 percentage points. With nearly 90% of the 
frames to be of good quality, the IR system could perform the algorithm and make 
very reliable Pass/Fail results. This clearly shows the MMIA acquires enough good 
quality images for commercial IR devices.  

5.2 System Performance  

Another feature we are interested in is the system usage convenience. This mainly 
involves the capture volume and recognition time. We list our system with some other 
commercial systems in Table 2. Some of the values in the table are obtained from 
literatures.  

Table 3. Comparisons of some IR systems’ performance . 

System type 
Capture volume 
(W×H×D)(cm) 

Standoff 
distance (m)

Average recognition 
time (s) 

LG-3000 2 × 2 × 10 0.10 2 
IG-H100 5 × 5 × 15 0.4 2 

BM-ET300 10 × 5 × 10 0.35 4 
IOM system 20 × 40 × 10 3.0 3 
IrisPass-WG 18 × 55 × 30 0.45 7 

MMIA 40 × 50 × 15 0.45 <1 
 

It can be seen the MMIA shows a reasonably good capture volume and process 
range. On the other hand, MMIA has a very compact design, and the all the 
processing algorithms are well optimized and they perform on a single DSP chip. 
Here MMIA shows a very quick corresponding tine. 
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6 Conclusion 

Biometrics recognition has attracted a lot of interest in both industry and academic 
field. In this paper, we present a innovative multi-mode biometrics image acquisition 
system. The system uses a single camera to capture the whole face image, and two iris 
images, providing information for different biometrics recognition algorithms. It also 
greatly increases the capture volume, reduces the user cooperation, allowing outstand-
ing user experience. Experiments show that the proposed system gives satisfactory 
recognition rate and an outstanding corresponding speed.  
 
Acknowledgments. The authors would like to thank the Eyesmart Technology Ltd for provid-
ing the database and relevant software.  
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Abstract. Automated biometrics identification using finger vein images has  
increasingly generated interests among researchers with emerging applications 
in human biometrics. Prior efforts in the biometrics literature have only investi-
gated the near-infrared finger patterns which only consist of finger vein  
patterns. This paper investigates the possible usage of finger patterns to which 
finger dorsal texture information is added i.e. hybrid patterns. Including both 
the information of finger vein and finger dorsal textures, the hybrid patterns can 
be used as independent biometric patterns. A completely automated approach 
for the hybrid finger patterns is developed with key steps for region of interest 
segmentation, images normalization, feature extraction and robust matching. 
This paper also introduces an available hybrid finger pattern database from 126 
different subjects. The efforts to develop automated hybrid finger pattern 
matching scheme achieve promising results and provide new insights on the 
finger pattern identification. 

Keywords: Finger-vein identification · Hybrid infrared finger pattern · Vascular 
biometrics · Finger dorsal textures 

1 Introduction 

Automated identification of humans using biometrics has been increasingly investi-
gated because of the tremendous growth in various security applications. Using the 
near-infrared biometrics recognition technology, the pattern recognition based on 
finger vein has emerged as a promising component of biometrics study, due to its 
higher security and recognition rate, friendly acquisition process, etc. Miura proposed 
two classical methods of person identification based on finger-vein patterns, i.e. re-
peated line tracking [1] and maximum curvature [2]. Finger dorsal texture images 
have also been researched widely using various patterns. Yang [3] presented a multi-
modal personal identification system using finger vein and finger dorsal images with 
their fusion applied at the feature level. 

As Fig. 1(a) shows, on account of the abundant textures of finger vein viewed  
from the inner side of the finger(Fig. 1(a)) and finger dorsal surface (Fig. 1(b)), great 
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efforts have been put into the research of personal identification using traits from 
either or both of the features extracted from them. However, to the best of our know-
ledge, there are no known efforts to exploit the finger image which consists of numer-
ous finger vein and finger dorsal textures simultaneously, as (Fig. 1(c)) shows. 
 

 
Fig. 1. (a) is the traditional inside near-infrared view of finger vein, (b) is the traditional finger 
dorsal texture, (c) is our new near-infrared view of finger vein 

Key contributions from this paper can be summarized as in the following: 
 

a) This paper investigates on the possibility of using image which contains hybrid 
finger vein and finger dorsal textures and this hybrid kind of patterns in one image 
prove effective in biometric identification, which provides a new perspective in the 
field of finger vein identification. 

b) This paper provides a new database consisting of the mixture of finger vein and 
finger dorsal texture patterns in one image, from 126 different subjects. According-
ly, a new set of device using the infrared technique is designed. In the best of our 
knowledge, this will be the first finger vein database with hybrid finger patterns 
and help to advance further research in this area. 

c) This paper uses 4 classical and improved algorithms to test the effectiveness of the 
new finger database, and contrasts it with the result of the traditional finger pattern 
database acquired in the same condition. The result shows that the patters in our 
new database are more unique and therefore it performs better in distinguishing 
different finger patterns. 
 
The rest of this paper is organized as follows. Section 2 describes our acquired da-

tabase with hybrid finger patterns using the infrared technique. Section 3 details the 
steps in constructing this database, including the image acquisition device and region 

(a) (b) (c)  
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of interest extraction method. Section 4 shows the experiments and results using the 
classical algorithms including local binary patterns (LBP) [4], gabor competitive cod-
ing (GCC)[5], local maximum curvature (LMC)[2] and vein location and direction 
coding (LDC)[10] on the database proposed in this paper. Finally, the key conclusion 
from this paper are summarized in section 5. 

2 Database Description 

In our newly established database, 21 people are invited in the experiment. The im-
ages of index, middle and third fingers of left and right hand are collected. Using the 
device detailed in section 3, we acquire a database containing 126 different outside 
finger images using the infrared technique, the purpose of which is to provide an in-
depth experimental set of realistic finger vein and finger dorsal textures captured in 
one image simultaneously. Each of the infrared finger dorsal image is taken twice, 
one for train set and the other for test set. For comparison, a traditional database is 
established, which includes the near-infrared images as shown in Fig. 1(a). The two 
databases both contain 252 images, 126 for train set and the other 126 for test set 
respectively. The images in the databases show a range of variation, including finger 
rotation, translation, as well as the change of luminance etc. This variation makes the 
database closer to the application situation. 

3 Database Acquisition Process 

3.1 Image Acquisition Device 

Fig. 2 (a) shows our newly designed finger vein and finger dorsal texture imaging 
device which consists of a black JAI camera based on CCD image sensor and one 
rectangular near infrared illuminant. The principle is that infrared light penetrates the 
finger and those passing through the veins will be absorbed by the hemoglobin in the 
blood to some extent, so the part of images where the vein is will be darker than other 
places. Fig. 2 (b) shows the transmission principle in detail. 
 

 
Fig. 2. (a) is our newly designed image acquisition device, (b) shows the transmission principle 

(a) (b) 
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3.2 Region of Interest Extraction 

Since further experiments are done on the preprocessed images, region of interest 
finger extraction plays a really important part in the whole identification procedure. 
This procedure consists of 3 steps concretely as the following. 

 
Fig. 3. (a) is the raw image, (b) is the vertically truncated image based on (a), (c) is the 
horizontally extracted image, (d) is the final ROI image 

a) Fig. 3(a) shows the raw image we acquire with our device. It can be seen that the 
part of the finger nail is very bright, so we first consider to truncate the image in  
the vertical direction roughly by hand. In other words, 200th to 600th pixels in the 
vertical direction are extracted in this first step. 

b) As we can see in Fig. 3(b), the vertical edges of the finger has a clear brightness 
jump, so here we use an extension of sobel gradient operator [10] to detect the 
boundary. The result is shown in Fig. 3(c), in which the region of uninterest is shown 
in complete black color and this gradient based operator is concretely described in 
Fig. 4. This template is convoluted with the original image to detect the edges. The 
convolution result of the pixel higher than the threshold is marked as the edge pixel. 
 

 
 

Fig. 4. (a) is the template to detect the left edge of the finger pattern image, and (b) is the 
template to detect the right edge of the finger pattern image 

(a) (b) (c) (d) 

(a) (b) 
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c) Last but not least, we expand the region of interest to a 200×100 rectangle using 
linear interpolation, and normalize the brightness as follows. 

^ ^ ^

( , ) *( ( , ) )I i j m I i j m                              (1) 

In the above equation, I, m, σ and I
^

, m
^

, σ
^

respectively represent the brightness, mean 
and deviation of the image before and after preprocessing. The final result after pre-
processing is as Fig. 3 (d) shows. 

4 Experiments and Results 

In this section, experiments on our newly established database with hybrid finger pat-
terns and the results are described. This database includes 126 finger samples from male 
and female volunteers. For comparison, corresponding 126 finger vein images (tradi-
tional database) are also acquired with the same device, which help to demonstrate the 
effectiveness of our newly established database of mixture of finger vein and finger 
dorsal images viewed from the outer side. 4 algorithms mentioned in the section 1 are 
respectively tested on each of them on matlab platform with 3.30 GHz CPU. 
 

 
Fig. 5. The upper row includes the experiment results on the traditional inside near-infrared 
finger vein view, the lower row includes the experiment results on the new established outside 
near-infrared finger pattern view 
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Fig. 5 shows the feature extraction results of different algorithms. The upper row is 
based on the traditional inside finger vein database, and the lower is based on our 
newly established hybrid finger pattern database. It can be seen that with the finger 
dorsal texture information added, there appears more horizontal textures in the final 
feature images and the features extracted become more complicated and therefore 
unique on the whole, which helps to improve the identification result. 

Furthermore, experiments on the two whole databases are conducted and the  
results of different algorithms are shown in Table 1. 

Table 1. The final experiment results of LBP, GCC, LMC and LDC on the two database 

  LBP GCC LMC LDC 
Traditional 
Database 

Accuracy(%) 90.48 91.27 93.65 94.44 
EER 0.079 0.064 0.055 0.063 

Established 
Database 

Accuracy(%) 96.83 96.83 99.21 100 
EER 0.032 0.030 0.008 0.008 

 
As is shown in Table 1, every algorithm performs better on the newly established 

database in identification accuracy and equal error rate (EER). The best performance 
on the traditional database i.e. 94.44% identification accuracy of LDC can not even 
come up with the worst performance on our newly established database i.e. 96.83% 
identification accuracy of LBP. Since the two databases are acquired with the same 
device and in the same condition, they are comparable to each other. The result re-
veals that experiments conducted on the newly established database, with extra finger 
dorsal textures information, tends to show a higher identification accuracy and a low-
er EER in every algorithm tested. 

5 Conclusion and Further Work 

The main contribution of this paper can be summarized as follows. Firstly, we provide 
a novel way for the finger vein based biometric identification i.e. hybrid infrared fin-
ger pattern images, which adds extra finger dorsal textures. Secondly, a database with 
126 ROI extracted hybrid finger pattern images is published. Thirdly, to test the supe-
riority and reliability of the newly published database, we use 4 classical finger pat-
tern texture extracting algorithms to compare it with the traditional inside database, 
and the result shows our newly published database performs better. 

However, there is also a lot of space to improve. For instance, the hybrid finger 
vein and finger dorsal textures were acquired in single session and therefore the fea-
ture extracted in the database lacks the verification for stability. 

Although much work remains to be done, the results presented in this paper indi-
cate that the human identification using the hybrid near infrared image of finger vein 
and finger dorsal textures can constitute a promising addition to the biometrics identi-
fication. 
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Abstract. For recognition tasks with large amounts of data, the nonlinear dis-
criminant feature extraction technique often suffers from large computational 
burden. Although some nonlinear accelerating methods have been presented, 
how to greatly reduce computing time and simultaneously keep favorable rec-
ognition result is still challenging. In this paper, we introduce parallel compu-
ting into nonlinear subspace learning and build a parallel nonlinear discriminant 
feature extraction framework. We firstly design a random non-overlapping 
equal data division strategy to divide the whole training sample set into several 
subsets and assign each computational node a subset. Then we separately learn 
nonlinear discriminant subspaces from these subsets without mutual communi-
cations, and finally select the most appropriate subspace for classification. Un-
der this framework, we propose a novel nonlinear subspace learning approach, 
i.e., parallel nonlinear discriminant analysis(PNDA). Experimental results on 
three public face and handwritten digit image databases demonstrate the effi-
ciency and effectiveness of the proposed approach. 

Keywords: Parallel nonlinear discriminant feature extraction framework · 
PNDA · Face and handwritten digit recognition 

1 Introduction 

Supervised subspace learning is an effective feature extraction technique for face and 
handwritten digit recognition application, since it utilizes class information to extract 
discriminative features. Linear discriminant analysis (LDA)[1] is a representative 
supervised subspace learning method, which calculates the projective subspace by 
maximizing the between-class scatter and simultaneously minimizing the within-class 
scatter. To improve the performance of LDA, many methods have been addressed, 
such as discriminative orthogonal neighborhood-preserving projection[2] and L1-norm 
maximization based LDA[3]. 

Due to the non-linear nature of most real-world image data, many nonlinear  
discriminant subspace learning methods have been developed, such as kernel  
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discriminant analysis (KDA)[4], rank-one based kernel Foley-Sammon optimal 
discriminant vectors[5] and quasiconformal kernel common locality discriminant 
analysis[6]. 

However, these nonlinear methods usually suffer from huge computational burden 
when encountering the recognition tasks with large amounts of data. Thus, some non-
linear accelerating methods have been presented, which can be roughly divided into 
four types: 

(1) Some methods express nonlinear projective vectors using a part of mapped 
training samples that are selected by a designed criterion, such as accelerated kernel 
feature analysis (AKFA)[7] and fast kernel-based nonlinear discriminant analysis for 
multi-class problems[8]. 

(2) Some methods learn the nonlinear subspace by avoiding the eigen-
decomposition of kernel matrix. For example, spectral regression KDA (SRKDA)[9] 
casts discriminant analysis into a regression framework by using spectral graph analy-
sis, which can keep the classification accuracies of KDA. 

(3) Some methods attempt to study large-scale nonlinear learning problem, such as 
random Fourier and Binning features based kernel learning[10] and sparse approxima-
tion and boosting learning based kernel machine[11]. 

(4) Some methods are not specifically designed for distributed computing or paral-
lel computing, but they can be used in distributed or parallel cases. For instance, dis-
tributed kernel Fisher discriminant (DKFD)[12] is presented for multi-class discrimi-
nation problem, and also can be realized by distributed computing. 

1.1 Motivation 

The above accelerated or nonlinear accelerating methods have following drawbacks: 
(a) The first type of methods cost much time in selecting the appropriate mapping 
samples. And their classification accuracies are often worse than those of unaccele-
rated nonlinear methods like KDA. (b) The second and third types of methods often 
cannot hold favorable accelerating capabilities especially for recognition applications 
with large amounts of data. (c) The fourth type of methods also just holds limited 
accelerating capabilities when they are run by the way of distributed computing. 

When we study the nonlinear discriminant feature extraction technique for face and 
handwritten digit recognition, an important problem is: how to greatly improve com-
putational efficiency and simultaneously keep favorable recognition rates? In this 
paper, we try to design a parallel nonlinear discriminant subspace learning frame-
work. Under this framework, we solve three concrete problems that are how to divide 
the sample set, design parallel nonlinear discriminant subspace learning algorithm and 
effectively combine multiple obtained nonlinear subspaces. 

1.2 Contributions 

We summarize the contributions of this paper as follows: 
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(1) We introduce the parallel computing into nonlinear subspace learning and build 
a parallel nonlinear discriminant feature extraction framework for face and handwrit-
ten digit recognition. We design a random non-overlapping equal data division strate-
gy and perform the nonlinear feature extraction by using a nonlinear discriminant 
subspace selection strategy. This framework can not only improve computational effi-
ciency, but also keep favorable recognition results for nonlinear learning methods. 

(2) Under the built parallel framework, we propose a novel nonlinear approach that 
is parallel nonlinear discriminant analysis (PNDA), and analyze the time complexities 
of PNDA and related methods. 

(3) In the experiments, we establish a parallel computing environment and employ 
two large-scale handwritten digit databases and a large-scale face database as the test 
data. Experimental results demonstrate PNDA can significantly improve the computa-
tional efficiency of nonlinear learning tasks and effectively keep the recognition rates 
of corresponding non-parallel KDA method. 

2 Parallel Nonlinear Discriminant Subspace Learning 
Framework 

In this section, we build a parallel nonlinear discriminant feature extraction framework, 
which contains three parts: random non-overlapping equal data division based on 
classes, communication-free parallel nonlinear feature extraction and nonlinear dis-
criminant subspace selection. 

2.1 Random Non-overlapping Equal Data Division Based on Classes 

Given a parallel computing environment that contains U  nodes (i.e., computers) with 
the same configuration, we need to divide the sample sets into U subsets with the 
same sample number, so that the computing time of all nodes is basically same. Sup-
pose that X={x1, x2,...,xN} denotes the original training sample set with the size of N, 
xi∈ Rd, c denotes the number of classes in X, and ni denotes the sample number of 
class i. We randomly divide X into U non-overlapping subsets X1, X2,..., XU, where Xj 

is assigned to the jth node, Xj contains Nj training samples, and Nj=N/U. Note that in 
order to guarantee the distribution of each subset is similar to that of the whole train-
ing sample set, there are ni/U  training samples from class i in Xj  for i=1,2,...,c  and 
j=1,2,....,U. 

2.2 Communication-Free Parallel Nonlinear Feature Extraction 

Given a group of divided subsets from the original dataset, we separately map these 
subsets into nonlinear spaces, and independently extract nonlinear features on each 
node without communications with other nodes. Let φ: Rd→F denote a nonlinear 
mapping. X j (j=1,2,...,U) is projected into  F by φ: xji→φ(xji), where xji denotes the ith 
training sample in X 

j, and we obtain a set of mapped training samples Ψ 
j={φ(xj1), 

φ(xj2),..., φ(xjN
j)}. Then we construct a symmetric kernel matrix Kj with its element 
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mn jm jnK k x x m N n N       (1) 

where k(. , .) is a kernel function. According to the kernel reproducing theory [13], the 
projective transformation Wjψ in F  can be linearly expressed by using all mapped 
training samples in the jth  subset: 
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where αj=[α1
j, α2

j,..., αNj
j]T is a coefficient matrix. After we get the optimal solution αj* 

by using a specific feature extraction method (e.g. the following PNDA approach), we 
can extract nonlinear features Z j as 

 * * *j j T j j T jT j j T jZ W K


        (3) 

2.3 Nonlinear Discriminant Subspace Selection 

Now we obtain the optimal coefficient matrices α1*, α2*,..., αU* and the nonlinear fea-
ture sets Z1, Z2,...,ZU. As we know, these coefficient matrices or feature sets cannot be 
simply combined, since they may have different dimensionalities. For a testing sam-
ple y , how can we do recognition? 

To solve the above problem, we design a nonlinear discriminant subspace selection 
strategy. Different nonlinear feature sets Z1, Z2,..., ZU are intrinsically laid in different 
nonlinear subspaces. We separately project y into U nonlinear subspaces, and extract 
nonlinear features according to Formula (3). For the jth  nonlinear space, we achieve 
the nonlinear feature vector Z jy of y  as 

 * * *( ) ( )jy j T j T jT j T jyZ W y y K


        (4) 

where Kjy is a vector and its element Km
jy=k(xjm, y). Then we calculate the cosine dis-

tance between Z j y and each feature vector in Zj . 
We compute the cosine distances between the feature vector of y and each feature 

vector in Z j  in a parallel manner, where j=1,2,...,U. If the maximal distance appears 
in the subspace spanned by αk*, we select the kth nonlinear discriminant subspace and 
feature set Z 

k. Then, we determine the class label of y by using the nearest neighbor 
classifier with the cosine distance to classify Z 

ky in Z 
k. 

2.4 Parallel Nonlinear Discriminant Analysis (PNDA) Approach 

In this section, we propose parallel nonlinear discriminant analysis (PNDA) approach 
under the designed framework. 

The original training sample set X={x1, x2,..., xN}is divided into U non-overlapping 
subsets X1, X2,..., XU by using the random equal data division strategy described in the 
designed framework. For the jth nonlinear mapped subset Ψ 

j={φ(xj1), φ(xj2),..., φ(xjN
j)}, 

PNDA defines the nonlinear Fisher criterion as 
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where Sb
jφ and Sw

jφare the between-class scatter matrix and within-class scatter matrix 
of Ψj, respectively. Substituting Formula (2) into Formula (5), we have 
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where M and W are constant coefficient matrices. The optimal solution αj* is constructed 
by the eigenvectors corresponding to nonzero eigenvalues of (KjWKj)-1KjMKj. 

After obtaining α1*, α2*,..., αU* in parallel, we can extract nonlinear features for all 
subsets and realize recognition. 

3 Time Complexity Analysis 

We use the term flam [14] to measure the time complexity, which is a compound 
operation consisting of one addition and one multiplication. Table 1 shows the time 
complexities of KDA [4], AKFA [7], SRKDA [9], global DKFD (G-DKFD)[12] and 
our approach, where l  denotes the number of nonlinear projective vectors in AKFA. 
Due to Table 1, our approach can achieve lower time complexity than other methods, 
when U  is not too small. 

Table 1. Time complexities of all compared methods. 

Method Complexity Method Complexity Method Complexity 

KDA 2 31 19
2 3

N d N  AKFA 2 21 7
2 4

N d N l SRKDA 2 31 1
2 6

N d N  

G-DKFD 
2 376

3
N d N
U Uc

  PNDA 
2 3

2 3
19

2 3
N d N
U U

    

4 Experiments 

4.1 Database Introduction and Experimental Setting 

To evaluate the recognition performance of our approach, we employ three public 
large-scale databases, including the USPS [15] and MNIST [16] handwritten digit 
databases and the extended Yale face database B [17] (abbreviated to ExYaleB). The 
USPS database contains 9298 image samples, each with the size of 16×16. Pictures 
represent digits from 0 to 9 collected from handwritten postcodes. The MNIST data-
base contains 10000 handwritten digit image samples, each with the size of 28×28. 
The ExYaleB database contains 16128 face image samples of 28 people with pose 
and illumination variations. We crop the facial region from an original image and 
resize the cropped image to 32×32. Histogram equalization is used to preprocess the 
samples. In USPS, MINST and ExYaleB databases, we randomly select 700, 800 and 
350 samples per class for training, and use the remainders for testing. 
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We establish a parallel computing environment, which contains 12 computers with 
the same configuration (CPU: 2.93GHz and RAM: 4GB). To construct the environ-
ment, we set up a local network by connecting all computers with a switch, and use 
the parallel computing toolbox of Matlab R2009b to realize our approach. 

In the experiment, we take KDA[4], AKFA[7], SRKDA[9] and G-DKFD[12] as 
the compared methods. The Gaussian RBF kernel is employed for all nonlinear me-
thods. For our approach, the subset number  U is determined by using K-fold cross 
validation. To control the computational cost of parameter choice, we set K=5 and 
search U in the set {4,5,6,7,8,9,10,11,12}. U=8 is selected as the optimal number of 
subsets on three databases. 

4.2 Evaluation of Recognition Performance 

Fig. 1 shows the computing time of our approach on three databases when U  varies 
from 1 to 12. Note that when U=1, PNDA is equivalent to KDA. We can see that when U 
changes from 1 to 4, PNDA dramatically lessens the computing time. We do not provide 
the comparison about testing time, since the testing time of all methods is similar.  

Table 2 shows the average recognition rates and average training time of all com-
pared methods across 20 random runs on three databases, where U=8. Here, G-DKFD 
randomly divides all cost-normalized KFD units into U groups with the same unit 
number, and assigns each computational node a group. Obviously, PNDA can greatly 
reduce the average computing time as compared with other methods. And it can keep 
and even improve the recognition rates of KDA. 
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Fig. 1. Computing time of our approach with different number of subsets. 

Table 2. Average recognition rates (%, with standard derivations) and computing time (s) of all 
methods. 

Method 
USPS MNIST ExYaleB 

Recognition 
rate  

Time 
Recognition 

rate 
Time 

Recognition 
rate 

Time 

KDA 98.41±0.24 
2663.5

4 
97.34±0.37 

5606.1
3 

97.96±0.44 7463.82 

AKFA 96.58±0.31 304.13 93.45±0.36 683.49 91.82±0.37 822.64 
SRKDA 98.38±0.22 153.76 97.53±0.30 285.60 97.84±0.31 518.16 

G-
DKFD 

97.99±0.27 173.27 96.93±0.35 282.91 98.31±0.35 477.70 

PNDA 98.42±0.19 9.41 97.47±0.28 11.30 99.50±0.24 23.59 
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5 Conclusions 

In this paper, we build a parallel nonlinear discriminant subspace learning framework 
for face and handwritten digit recognition. Under this framework, we propose a novel 
nonlinear learning approach called PNDA. By analyzing the time complexity, we 
show the superiority of our approach in comparison with several related methods. In 
the experiment, we establish a parallel computing environment to simulate the real-
world applications, and evaluate the proposed approach on three public large-scale 
image databases. Experimental results demonstrate that our approach can greatly im-
prove the computing speed and effectively keep or improve the recognition rates of 
KDA. And PNDA outperforms several related subspace learning methods. 

It is noticed that besides the conventional KDA method, the built parallel nonlinear 
discriminant subspace learning framework can be used for other nonlinear discrimi-
nant subspace learning methods. 
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Abstract. Human identification at a distance remains a challenging
problem. Two biometric sources that are available in such situations
are gait and face. In this paper, we present a new approach that uti-
lizes and integrates information from frontal gait and face at the feature
level. A novel kernel coupled mapping method is introduced to project
both the gait features and the face features into a unified subspace where
the heterogeneous modalities are transformed into the homologous fea-
tures naturally. Moreover, the proposed feature level fusion scheme is
compared with the match score level fusion schemes (Sum, Max and
Product rules) and two feature level fusion schemes. The experimental
results demonstrate that the proposed feature level fusion scheme out-
performs the match score level and the other two feature level fusion
schemes.

Keywords: Gait recognition · Multi-biometrics · Information fusion

1 Introduction

Biometrics is a fast developing field for human identification based upon intrinsic
physical or behavioral traits. Vision-based human identification from a distance
is a promising technology for access control and crime prevention in security-
sensitive environments such as secret department, banks, and airports. At a
distance, many typical physiologic features, such as iris, fingerprint and DNA,
are obscured or cannot be obtained at all. By contrast, both gait and face can
usually be obtained from most video surveillance systems.

In practice, the performance of the automatic face recognition system is lim-
ited by the factors like low resolution, varying illumination, multiple poses and
blur or occlusion. Similarly, the performance of the automatic gait recognition
system may be limited by the covariate factors such as variations of viewing
angle, clothing, shoe types and carrying condition. In the task of human recog-
nition at a distance, it is a potential approach to fuse face and gait which can be
acquired from the same camera. As such, we combine physiologic and behavior
based features together. Moreover, these two traits may be complemented for
recognition since face is robust to covariates that affect gait recognition, such

c© Springer International Publishing Switzerland 2015
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as walking surface, clothing and carrying condition; while gait is less sensitive
to the factors which affect face recognition, such as low resolution and varying
illumination.

Compared with human identification based on the face or gait from a larger
distance, study on the fusion of face and gait is still at its early stage. Most
of the existing fusion schemes have focused on the fusion of gait and face at
the match score level [1–7]. For example, Zhou et al. [5] proposed to perform a
score-level fusion of gait silhouette and enhanced side face image (ESFI) from the
video sequences taken by a single camera. Geng et al. [6] proposed an adaptive
score-level fusion scheme by claiming that the reliability of face and gait varies
with different subject-camera distances. In their scheme, the weights of the face
score and gait score are distance-driven. Hofmann et al. [7] proposed to use the
alpha matte preprocessing to segment gait and face images with improved quali-
ties before score-level fusion. Experimental results have demonstrated improved
performance after fusion.

Fusion of face and gait at the feature level is a relatively understudied prob-
lem because of the difficulties in practice. The modalities of gait and face have
incompatible feature sets and the relationship between the feature spaces of gait
and face are usually unknown. Moreover, the concatenated feature vectors may
lead to the problem of curse of dimensionality which leads to a decrease in the
performance of the classifier.

However, it is believed that pattern recognition systems integrate information
at an early stage of processing are more effective than those systems that perform
integration at a later stage. Thus, although it is not easy to achieve in practice,
fusion of face and gait at the feature level has drawn more attention in recent
years. For example, Zhou and Bhanu [8] conducted feature concatenation after
dimensionality reduction by the PCA and LDA combined method to fuse face
and gait information at the feature level. They further proposed a new feature
level fusion scheme to fuse information from side face and gait, where LDA is
applied after the concatenation of face and gait features [9]. They found that the
new scheme allows the generation of better discriminating features and leads to
the improved performance.

In this paper, we propose a novel feature level fusion scheme to fuse infor-
mation related to the frontal face and gait for human recognition at a distance
in a single camera scenario. We introduce a kernel coupled mapping method to
project the heterogeneous modalities (e.g. face and gait) into a unified space.
In this common space, the heterogeneous modalities are transformed into the
homologous features naturally. Therefore, we can combine the face features and
the gait features without normalization which must be performed before feature
fusion in the traditional feature level fusion methods.

The rest of the paper is organized as follows. Section 2 presents the kernel
coupled mapping algorithm and our feature level fusion scheme. Experimen-
tal results are compared and discussed in Section 3. Section 4 concludes the
paper.
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2 Kernel Coupled Mapping for Feature Fusion

2.1 Problem Statement

Given two sets of heterogeneous sample points X = {xi ∈ R

Dx , i = 1, . . . , N},
Y = {yi ∈ R

Dy , i = 1, . . . , N} and a similarity constraint set S in the form of
two-tuples for the data points having similarity relation across heterogeneous
sets. Thus, if xi ∈ X has the same class label with yj ∈ Y , then (i, j) ∈ S.
We consider the problem in the feature spaces F1 and F2 induced by some
nonlinear mapping φ : R

Dx → F1; RDy → F2. For a proper chosen φ, the
inner product 〈, 〉 can be defined on F1 and F2 which makes for a so-called
reproducing kernel Hilbert space (RKHS). Specifically, 〈φ(xi), φ(xj)〉 = K(xi, xj)
and 〈φ(yi), φ(yj)〉 = K(yi, yj) hold where K(·, ·) is a positive semi-definite kernel
function.

The objective of kernel coupled mapping is to learn a couple of mappings
Px and Py in the feature spaces to projective the heterogeneous data sets into
a unified space, where the point pairs in the similarity constraint set S are
as close as possible. So that the corresponding face and gait features which
have heterogeneous attributes (e.g. different dimensions and different physical
meanings) of one subject turn into homogeneous features in such a common
space. Kernel coupled mapping seeks the optimal projective matrices by solving
the following optimization problem:

argmin
Px,Py

J(Px, Py) =
∑

i

∑

j

‖ PT
x φ(xi) − PT

y φ(yj) ‖2 Sij (1)

where S is a N × N similarity matrix that denotes the similarity constraint set
S, defined as:

Si,j =

{
1 if (i, j) ∈ S
0 otherwise

. (2)

2.2 Optimization Solution

Using some deductions of linear algebra, we can rewrite the objective function
(1) into a new form as (3).

J(Px, Py) = Tr

{[
Px

Py

]T[
Φ(X)

Φ(Y )

](

D −
[

0 S
ST 0

])[
Φ(X)

Φ(Y )

]T[
Px

Py

]}

(3)

where Φ(X) = [φ(x1), φ(x2), · · · , φ(xN )], Φ(Y ) = [φ(y1), φ(y2), · · · , φ(yN )]. Let

W =

[
0 S

ST 0

]

, then D is a diagonal matrix whose entries are row sums of

W . Let Px = [p1x, p2x, · · · , pmx ] and Py = [p1y, p
2
y, · · · , pmy ]. By the representer

theorem, we know that pix can be linearly expanded by pix =
∑N

j=1 αi
jφ(xi).
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Similarity, we have piy =
∑N

j=1 βi
jφ(yi). Let A = [α1, α2, · · · , αm] ∈ R

N×m,
where αi = [αi

1, α
i
2, · · · , αi

N ]T ∈ R

N×1 and B = [β1, β2, · · · , βm] ∈ R

N×m,
where βi = [βi

1, β
i
2, · · · , βi

N ]T . It is easy to show:

Px = Φ(X)A (4)

Py = Φ(Y )B (5)

Substituting Eqs. (4) and (5) into Eq.(3), it can be proved that the objective
function (3) is equivalent to:

J(A,B) = Tr

{[
A
B

]T[
Kx

Ky

](

D −
[

0 S
ST 0

])[
Kx

Ky

]T[
A
B

]}

(6)

where Kx and Ky are kernel matrices, Kx(i, j) = K(xi, xj) and Ky(i, j) =

K(yi, yj). Let P =

[
A
B

]

, K =

[
Kx

Ky

]

, W =

[
0 S

ST 0

]

, and D is a diagonal

matrix whose entries are row sums of W . Consequently, we obtain a concise
form as

J(P ) = Tr

{

PTK(D − W )KTP

}

(7)

Finally, we add a constraint PTKDKTP = I to remove an arbitrary scaling
factor in the embedding. It is easy to see that the above optimization problem
has the following equivalent variation:

P ∗ = argmin
PTKDKTP=I

Tr

{

PTK(D−W )KTP

}

= argmax
PTKDKTP=I

Tr

{

PTKWKTP

}

(8)
The optimal P can be obtained by solving the maximum eigenvalue eigen-
problem:

(KWKT )P = (KDKT )PΛ (9)

P is composed of the eigenvectors corresponding to the first m largest eigenvalues
of Eq. (9). Clearly, A = [α1, α2, · · · , αm] ∈ R

N×m corresponds to the 1-st to N -
th rows of the matrix P , and B = [β1, β2, · · · , βm] ∈ R

N×m corresponds to the
(N + 1)-th to 2N -th rows of P .

2.3 Feature Fusion in the Kernel Coupled Space

To eliminate the heterogeneous attributes between the face and the gait features,
we project them into the kernel coupled subspace. Suppose the training datasets
of face and gait are denoted as X ∈ R

Dx×N and Y ∈ R

Dy×N , respectively. The
projective point sets Xp ∈ R

m×N and Y p ∈ R

m×N in the unified kernel subspace
can be computed as follows:

Xp = PT
x Φ(X) = ATΦ(X)TΦ(X) = ATKx (10)
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Y p = PT
y Φ(Y ) = BTΦ(Y )TΦ(Y ) = BTKy (11)

where we have used Eqs. (4) and (5). The coefficient matrix P =

[
A
B

]

is com-

puted by Eq. (9). Since the objective function of our kernel coupled mapping
enforces the projective point pairs (e.g. face and gait features of one subject) to
be as close as possible in the kernel coupled subspace, it is reasonable to fuse
each point pair from the two training datasets together by simply computing the
mean of two projective points. We can obtain the fusion training set Z ∈ R

m×N

by:

Z =
1
2
(Xp + Y p) (12)

Suppose the test sets of face and gait are denoted as Xt = {xt
i ∈ R

Dx , i =
1, · · · , Nt} and Yt = {yt

i ∈ R

Dy , i = 1, · · · , Nt}, respectively. According to a
similar process as in the training phase, Xt and Yt can be coupled into the
common kernel subspace by:

Xp
t = PT

x Φ(Xt) = ATΦ(X)TΦ(Xt) = ATKt
x (13)

Y p
t = PT

y Φ(Yt) = BTΦ(Y )TΦ(Yt) = BTKt
y (14)

where Kt
x and Kt

y are kernel matrices, Kt
x(i, j) = K(xi, x

t
j) and Kt

y(i, j) =
K(yi, yt

j). The fusion test set Zt ∈ R

m×Nt can be calculated by:

Zt =
1
2
(Xp

t + Y p
t ) (15)

Finally, we can use the fusion training set Z, class label l of the corresponding
training set and any supervised learning algorithm to train a supervised classifier
f̂ . For test sets Xt and Yt, we first compute the fusion test set Zt using Eqs.
(13)∼(15), and then predict their class labels by f̂(Zt).

2.4 Computational Complexity Analysis

The complexity of our method is composed of three parts: learn the coefficient

matrix P =

[
A
B

]

, couple the heterogeneous sets X and Y into the same unified

space: Xp = ATKx and Y p = BTKy, and compute the fusing training set:
Z = 1

2 (Xp + Y p). The coefficient matrix P can be derived from Eq. (9). The
computational complexity of the eigen-problem described in Eq. (9) is O(N3).
In the second part, the complexity of coupling X and Y into the unified space
is O(mN2). In the third part, the computational complexity of computing the
fusing training set (Eq. (12))is O(mN). Therefore, the total time complexity of
the proposed feature-level fusion algorithm is: O(N3 + mN2 + mN).
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3 Experimental Results

In this section, we investigate the performance of our proposed feature fusion
scheme in the application of access control at a distance. For non-intrusive access
control systems, cameras are generally placed in narrow spaces such as corridors
where people are in a frontal position. Information from frontal face and gait
are utilized and integrated for human recognition at a distance. After feature
fusion, the nearest neighbor classifier is used for all the methods.

3.1 Simulated Data

To verify the proposed approach, we construct an experimental database con-
taining data from the CASIA gait database B [10] and the ORL face database
[11]. The constructed experimental database includes 40 subjects from these two
databases. Each subject consists of six gait sequences and six face images.

Gait Database. The normal walking sequences in frontal view from the first 40
subjects of CASIA gait database B are considered to test the algorithm. Under
near frontal view (e.g. 0o or 18o), each person contains six sequences in normal
walking. For each individual, Ntr(= 1, 2, 3) sequences from the 0o viewing angle
are randomly selected as training samples, and the rest sequences from the 18o

viewing angle are used for testing, since, in practice, the test view may not be
equal to the training view exactly. The gait energy image (GEI) [12], which is
used to characterize human walking properties, is generated as the gait feature
representation. We normalize and crop each GEI to 64 × 64 pixels.

Face Database. The ORL (Olivetti Research Laboratory) face database is con-
sidered to test the proposed method. It has 40 persons and 10 images per person.
The images were taken with a tolerance for some tilting and rotation of the face
up to 20 degrees. To test the proposed algorithm, the first six images of each
person are used in our experiments. For each individual, Ntr(= 1, 2, 3) images
are randomly selected as training samples. Each training image is normalized
and cropped to 64 × 64 pixels. To simulate the low-resolution test face image at
a distance, the rest 6−Ntr images are first blurred and then down-sampled into
12 × 12 pixels.

3.2 Compared Algorithms

Ten algorithms are compared in our experiments. These algorithms belong
to three schemes: single biometric scheme, match score level fusion scheme,
and the feature level fusion scheme. Among the single biometric algorithms,
‘Gait Baseline’ simply performs recognition in the original 4096-dimensional
image space;
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‘Gait PCA+LDA’ applies LDA to the PCA features of the gait energy images.
‘Face Baseline’ first restores the low-resolution test images by bicubic interpola-
tion and then performs recognition in the original 4096-dimensional image space;
Similarly, ‘Face PCA+LDA’ first restores the low-resolution test images and
then applies LDA to the PCA features of the face images. ‘Match Score Sum’,
‘Match Score Max’ and ‘Match Score Product’ are the match score level fusion
algorithms using Sum, Max and Product rules as explained in [5]. We also com-
pare our proposed kernel coupled mapping based feature level fusion algorithm
(‘Feature level Kcm’) with the other two feature level fusion algorithms ‘Fea-
ture level 1’ and ‘Feature level 2’, which are proposed in [8] and [9], respectively.
Gaussian RBF kernel is selected for building kernel representation in our algo-
rithm. To determine proper parameters for kernels, we use the global-to-local
search strategy [13]. After globally searching over a wide range of the parameter
space, we find a candidate interval σ ∈ [0.1, 20] where the optimal parameters
might exist. Then, we find the optimal kernel parameters within these intervals
and the best result is reported.

Table 1. Comparison of the average accuracy (followed by the corresponding standard
derivations inside the parentheses) for the task of human identification at a distance.
The highest recognition rate of different methods is boldfaced.

Methods Ntr=1 Ntr=2 Ntr=3

Gait Baseline: 68.65(9.04) 73.933(6.56) 76.78(3.47)

Gait PCA+LDA: 68.65(9.04) 82.13(4.95) 88.00(4.33)

Face Baseline 54.25(7.03) 69.50(5.96) 80.75(3.56)

Face PCA+LDA 54.25(7.03) 76.81(3.53) 85.25(2.67)

Match Score Sum 75.45(2.65) 89.75(2.54) 93.08(2.06)

Match Score Max 69.60(8.36) 82.94(4.61) 88.33(3.93)

Match Score Product 74.10(2.67) 89.25(2.55) 92.83(2.45)

Feature level 1 77.25(3.83) 88.31(3.52) 93.67(1.58)

Feature level 2 78.70(3.49) 90.19(3.33) 94.17(2.39)

Feature level Kcm 79.00(3.31) 92.06(1.95) 97.58(1.44)

3.3 Results

The recognition accuracies of different algorithms are reported in the Table 1.
For each Ntr, we average the results over 10 random splits and report the mean
as well as the standard deviation. Fig. 1 shows the recognition rate with dif-
ferent feature dimensionalities of different algorithms. Table 1 and Fig. 1 reveal
a number of interesting facts: (1) Generally speaking, the algorithms combine
both gait and face features perform better than the single biometric algorithms
(‘Gait Baseline’, ‘Gait PCA+LDA’, ‘Face Baseline’ and ‘Face PCA+LDA’). (2)
Feature level fusion scheme (e.g. ‘Feature level 1’, ‘Feature level 2’ and ‘Feature
level Kcm’) usually performs better than the match score level fusion scheme
(e.g. ‘Match Score Sum’, ‘Match Score Max’ and ‘Match Score Product’).
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Fig. 1. Recognition results with different dimensionalities when the number of training
samples Ntr = 3 for each subject.

(3) Among the match score level fusion algorithms, ‘Match Score Sum’ per-
forms better than the others. (4) Among the feature level fusion algorithms, our
proposed ‘Feature level Kcm’ performs the best of all.

4 Conclusion

In this study, we propose a novel feature level fusion scheme to integrate infor-
mation from frontal gait and face for recognizing individuals at a distance in
the video. Unlike the traditional feature level fusion algorithms which have to
normalize the individual gait features and face features to have their values lie
within similar ranges, we introduce a novel kernel coupled mapping method to
project the heterogeneous features into a unified space. In this common space, the
individual gait features and face features tend to be as close as possible. There-
fore, we can fuse the mapping gait and face features using weighted averaging
in this unified space. Experimental results show that our method outperforms
previously published fusion schemes at the match score level [5] and the feature
level [8,9]for face and gait-based human recognition at a distance in the video.

Acknowledgments. This work was supported by the Postdoctoral Sustentation Fund
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Abstract. A finger has three modalities, fingerprint (FP), finger-vein (FV) and 
finger-knuckle-print (FKP). Taking these finger traits as a whole for recognition 
is a very natural maneuver. Granular computing can effectively solve a fusion 
problem using knowledge from multiple levels of information granularity. 
Viewing finger-based recognition as a multi-granularity problem, a multimodal 
finger feature tolerance granular space model (MFTGSM) is proposed to  
implement feature fusion of FP, FV and FKP. Granular space is constructed in 
bottom-up manner, and a sliding window scheme is adopted for processing a 
multilevel granular partition with suitable overlapping. For saving computation-
al cost, based on MFTGSM, the recognition process is implemented using a 
coarse-to-fine granular matching strategy. Experiments are performed on a self-
built database with the three modalities. And the results demonstrate that the 
proposed method achieve good results in identification performance with higher 
reliability and accuracy. 

Keywords: Multimodal feature fusion · Granular computing · Fingerprint (FP) · 
Finger-Vein (FV) · Finger-Knuckle-Print (FKP) 

1 Introduction 

With the increasing demand of accurate authentication, biometric-based technology 
has been proved to be an effective method in guaranteeing information security. In 
some real applications, compared with iris and face, finger has an inherent advantage 
in convenience. So finger-based recognition method, such as fingerprint (FP), finger 
vein (FV) and finger-knuckle-print (FKP), has been widely studied in the biometric 
community. Compared with FP, FV and FKP are two new biometric features that 
have been paid more attentions recently. A lots of researches demonstrates that  mul-
timodal biometrics are more effective than single modal [1-3]. Therefore, fusing these 
three traits together should be more robust in solving a person recognition problem. 
Importantly, these features can be captured simultaneously from one finger without 
difficulty. Moreover, the three modalities are all ridge texture images [4-7]. These 
characteristics show that fusing these modalities together for recognition is feasible 
both in theory and practice.   
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Traditionally, fusion of multimodal biometrics can be performed in four levels, that 
is pixel level, feature level, matching score level and decision level. Among these 
levels, feature level fusion has been expected to provide the best recognition results 
since the discrimination is directly determined by features. Unfortunately, many re-
searches demonstrated that it is very difficult for implementing feature fusion  effec-
tively and reliably. 

Granular computing (GrC) is a new information processing approach, which can 
deal with problems using knowledge from different levels of information granularity. 
Since Zadeh firstly proposed the notion and principle of information granulation in 
1979 [8], GrC has rapidly permeated abundant information processing fields [9-12]. 
In recent years, Rizzi utilized GrC for image classification [13], Zheng proposed  
tolerance granular space model and applied it to image segmentation and recognition 
[14,15], Shi measured similarity between image regions based on GrC [16], Chan 
detect pedestrian by granulation method [17], Bhatt applied granular feature to face 
recognition [18]. These researches indicate that image analysis and recognition is a 
new stage for GrC in computer vision. 

In this paper, a finger-based trait is composed of FP, FV and FKP. Based on tradi-
tional GrC theories, we propose a multimodal finger feature tolerance granular space 
model (MFTGSM) to solve finger feature fusion and recognition problem. First, the 
three modality images are respectively normalized for eliminating the scale variations. 
Then, the ordinal measure proposed in [19-20] is used for extracting ordinal features 
of three modalities. The obtained ordinal feature images are respectively partitioned 
into rectangle regions, which form the original-layer granules by fusing corresponding 
regions from three modalities. Third, by overlapping sliding a window, the original 
granules are combined level-wise to construct coarse-granules in bottom-up manner. 
For reducing computational cost, a top-down scheme is adopted for doing recognition 
process. Finally, experiments are implemented to validate that our method performs 
reliable and precise in feature fusion and personal identification. 

2 Multimodal Finger Feature Granulation and Recognition 

GrC can analyze features from different granularities as humans, so the multi-
granularity analysis makes feature fusion more compatible and effective. Thus, in this 
paper, we introduce multimodal finger feature tolerance granular space model 
(MFTGSM) to fuse FP, FV and FKP images. The model is described by a triplet [21], 
Where OS denotes an object set system, and NTC denotes a nested tolerance covering 
system. 

2.1 Original Object Set System Construction 

OS is a kind of hierarchical structure, which has a strong capacity in knowledge  
representation. An object set system can be formalized as: 

0 1{{ { }} { { }} ... { { }}}nOS O O O                           (1) 

where∪{O0} denotes the original domain of the three finger modalities.  
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In order to improve the compatibility of the three modalities and prepare for  
subsequent granulation processing, the images of FP, FV and FKP are respectively 
normalized to165×165, 90×210 and 90×210. Feature extraction is very important for 
original domain construction. Ordinal feature [22,23], invariant feature for image 
under illumination variation, used here is shown in Fig. 1. 

 

 

Fig. 1. Ordinal feature images. 

A granule can be formalized as a 2-tuple G=(IG,EG), IG is the intention of G, 
which denotes the general features of all the elements in a granule, and the extension 
of G(EG) is a set of all the elements in a granules.  

2.2 Feature Fusion and Granulation 

In order to fuse the features of three image modalities and obtain basic granules  
effectively, the ordinal FP, FV and FKP images are respectively divided into blocks. 
The fusion process is shown in Fig. 2. 
 

 

Fig. 2. Partition of three ordinal feature images and fusion of histogram feature. 

Then, a predefined sliding window of 3×3 blocks is used to construct the second, 
third and fourth layer granules. The hierarchical granulation process is illustrated in 
Fig. 3. In each high-layer granules construction process, the window sliding has 1/3 
overlapping, which can further conquer the rotation and translation of image to a  
certain extent. Thus, we can obtain 7×7 blocks after first window-sliding, 3×3 blocks 
after second window-sliding and one block after final window-sliding. 
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Accordingly, from the first layer to the fourth layer, their tolerance covering is  
sequentially defined as G1, G2, G3, G4, and we obtain the nested tolerance covering 
(NTC) as NTC={ G1, G2, G3, G4}. By this step, MFTGSM has been established. 

 

 

Fig. 3. The proposed bottom-up granulation process of finger ordinal feature image. 

2.3 Recognition 

From Fig. 3, we can see that dealing with problems in the coarse (up) granule-layer is 
able to narrow the scope of problem solving and accelerate calculating speed. Howev-
er, much useful information may often be attenuated by granulation in the coarse 
granule-layer. Therefore, the unsolved problems in coarse granule-layer may be ans-
wered using the granule matching in the lower granule-layer. Thus, a top-down granu-
lar recognition process is adopted here. 

The histogram of the mth granule in the zth layer (HGz
m) is named as granular de-

scriptor, HGz
m=(hz

m1, hz
m2,…, hz

mH), z=1,2,3,4, m=1,2,…,Mz, where Mz is the number 
of granules in the zth granule-layer.  

For two finger images (P and Q) to be matched, the similarity in the zth granule-
layer is defined as: 

2 1/2

1 1

1 ( ( ) )
zM H

mi mi
z zP zQ

m iZ

Sim h h
M  

                        (2) 

where M1=15×15, M2=7×7, M3=3×3, M4=1×1. 
If Simz≤Tz (Tz is the threshold in the zth granule-layer, z=1,2,3,4), the two finger im-

ages are similar in the zth granule-layer. Because the top layer granules are extremely 
coarse as shown in Fig. 3, a successful matching behavior in the high granule layer 
cannot ensure that the two finger images are from the same individual. Then, we need 
further conduct granule matching in the next granule-layer.  

3 Experiments and Analysis 

In this paper, a self-built database that contains 600 finger-vein images, 600 finger-
print images and 600 finger-knuckle-print images from 60 individuals is used in the 
experiments.  
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The ROC curves are usually used as a standard evaluation of the biometric system 
performance. Hence, ROC curves are selected to make a comparison between different 
algorithms. To prove the feasibility and effectiveness of our algorithm, we conduct 
several experiments described as follows: 

1) Different Fusion Method: As mentioned above, three modalities fusion is very 
important for finger feature recognition, here three fusion methods are used to fusion 
the feature of FP, FV and FKP. In the first fusion method, we concatenate the histo-
gram feature IGlFP

kl, IGlKV
kl and IGlFKP

kl to form multimodal granular feature IGl
kl (l=1, 

2, 3, 4) (MGF-C). In the second fusion method, we obtain IGl
kl by viewing IGlFP

kl, 
IGlKV

kl and IGlFKP
kl as a whole (MGF-W). The third fusion method is using the aver-

age value of IGlFP
kl, IGlKV

kl and IGlFKP
kl, as multimodal granular feature (MGF-A). The 

recognition results of three methods in each layer are shown in Fig. 4. From Fig. 4, 
we can see that the first fusion method can reach a best recognition performance. One 
possible reason is that feature concatenation can more fully consider the resolution of 
each modal than the other two fusion methods. So MGF-C is selected as the fusion 
approach in the following experiments. 
 

 

 
 

Fig. 4. Comparison of different fusion methods. (a)Results in first granule-layer, (b)Results in 
second granule-layer, (c)Results in third granule-layer, (d)Results in fourth granule-layer. 

2) Window with No-Overlapping and overlapping: When we use window of 2×2 
blocks with no-overlapping (WNO-2) and window of 3×3 blocks with no-overlapping 
(WNO-3) to construct the coarse granules, the recognition results in second granule-
layer are shown in Fig. 5. Fig. 6 shows the comparative results of MGF-C in different 
granule-layer. We can see from Fig. 6 that the recognition performance of fine granule-
layer is better than coarse granule-layer on the whole. However the second-layer gra-
nules have much better discrimination than first-layer granules. Fig. 4 illustrates that we 
can obtain a better recognition performance when we construct the granules using win-
dow with overlapping than that using window with no-overlapping. The reason is that 
the granules that construct by sliding-window with overlapping have more abundant 
information and more robust to image rotation and translation. So, in the following  
experiments, we just consider the granule matching in second-layer, third-layer and 
fourth-layer. That is, if Sim4≤T4, Sim3≤T3 and Sim2≤T2 are satisfied at the same time, 
we believe that the two finger images are from an identical individual. 

(a) (b) 

(c) (d) 
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Fig. 5. Comparision of window with no overlapping and overlapping. 

  

(a)                                 (b) 

Fig. 6. Comparision of different granule-layer. (a)Results in different granule-layer (1), (b) 
Results in different granule-layer (2) 

3) Different Combinations of Image Modalities: Based on FP, FV and FKP, four  
fusion combinations, FP+FV, FP+FKP, FV+FKP, and FP+FV+FKP, are used for 
recognition. The recognition results of these combinations in 2-Layer are shown in 
Fig. 7. From Fig.7, we can see that three-modal has the best performance.  

 

 
Fig. 7. Comparision of different combinations of image modalities 

Table 1. Recognition perfomance 

Recognition method Performance 
Time Cost (s)  EER (%) 

MGF-C 4-layer  0.3319 1.67 
MGF-C 3-layer  2.3183 0.481 
MGF-C 4-layer and 3-layer  1.1205 0.481 
MGF-C 2-layer  17.0983 0.037 
MGF-C 4-layer, 3-layer and 2-layer 9.52 0.037 
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4) Multi-granularity Recognition: The experiments above all only use a single gra-
nule-layer for recognition, then experiments about the coarse-to-fine multi-granularity 
method as mentioned above are conducted. For some experiments, the matching time 
of a finger image is listed in Table 1. It shows that the recognition accuracy of multi-
granule-layer and sole granule-layer is almost the same. However, multilayer-granular 
recognition can reduce the time cost since the non-matched  granules in the high 
layer are neglected for granule matching in the low layer.  

4 Conclusion and Future Work 

In this paper, a new multimodal biological recognition method based on three finger 
traits is proposed. We use granular computing to address multimodal feature fusion 
problems, and construct a bottom-up granular model. Based on a self-built database 
we conduct several experiments, the results show that finger recognition based on 
granular computing can obtain a good identification performance with higher relia-
bility and accuracy. However, the algorithm still has much room for improvement, 
such as, a proper size of sliding window to construct granules and a more appropriate 
feature extraction method.  Nevertheless, as the database is not big enough, our me-
thod need further verification in large database and we also need to find a more effec-
tive recognition approach. 

Acknowledgements. This work is jointly supported by National Natural Science Foundation  
of China (Nos.61379102, U1433120) and the Fundamental Research Funds for the Central 
Universities (No. 3122014C003). 
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Abstract. The robust-feature extraction has been an important problem in biome-
trics research. This issue is especially important for finger-based recognition me-
thod since the finger is prone to vary in pose during imaging. To reliably represent 
the multimodal finger-based biometric features, this paper proposes a novel fea-
ture extraction method based on the Gabor ordinal measure (GOM). Firstly, to ob-
tain the illumination invariance feature of three modalities, finger print (FP), fin-
ger-vein (FV) and finger-knuckle-print (FKP), of a finger, the feature maps are re-
spectively obtained using GOM. Secondly, the finger feature maps are granulated 
hierarchically in a bottom-up manner by varying granularity. The intension of 
each granulation is represented by Gabor-Ordinal-based Local-invariant Gray 
Features (GOLGFs). Finally, the experimental results show that the proposed me-
thod can achieve higher accuracy recognition in a large homemade database. 

Keywords: Gabor ordinal measure · Fingerprint · Finger-vein · Finger knuckle 
print · Rotation invariance 

1 Introduction 

Nowadays, an uni-modal finger-based biometrics for personal identification usually is 
far from perfect in many real applications, so multimodal biometrics has become a 
research topic in personal identification[1,2]. In this paper, the used multimodal bio-
metric trait contains fingerprint [3,4], finger-vein[5] and finger-knuckle-print[6,7]. 
The feature analysis has been a key step in the processing of fusing the multimodal 
feature together. 

Recently, many feature analysis methods have been proposed. Daugman [5] pro-
posed 2D Gabor filter which can exploit the image information in multi-scale and 
multi-orientation. Chai et al. [8] proposed a GOM descriptor which combined Gabor 
wavelets and ordinal filters. It has more robustness under the condition of illumination 
variation. However, the above two feature analysis methods are sensitive to the fin-
ger-pose variation. Fan.B et al.[9] proposed a multisupport region rotation and inten-
sity monotonic invariant descriptor (MRRID) which is effective in rotation variation. 
However, it still has two drawbacks in the application of describing multimodal finger 
feature. First, due to the small number of interest points in finger images, extracting 
interest points is not suitable for finger feature analysis. This inevitably impairs the 
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accuracy of finger-based recognition. Second, the MRRID has rotation invariance 
only in describing local image feature. 

In order to effectively overcome the above limitations and solve the issue of  fin-
ger-pose variation, we present a new descriptor in finger-feature analysis which 
named Gabor-Ordinal-based Local-invariant Gray Feature(GOLGF). Firstly, a bank 
of even-symmetric Gabor filter with eight orientations is used to exploit the magni-
tude features in FP, FV, FKP , then they are encoded by ordinal measure. Secondly, 
we select the original feature object set on the basis of the GOM feature maps, each 
original feature object is granulated into non-overlapping rectangle granules in a bot-
tom-up manner to construct the multilevel feature granules(FGs). Third, the intension 
of each FG is described by improved MRRID. The experimental results show that the 
proposed method has a good robustness to better effect in the issue of finger-pose 
variation and yields higher identification accuracy in finger-based recognition. 

2 The Proposed Method 

2.1 Multimodal Finger Image Acquisition 

To obtain multimodal images of a finger, we have designed a homemade imaging 
system, which can capture three modality images automatically and simultaneously 
when a finger is available, as shown in Fig. 1(a). To acquire the reliable finger-
feature, double spectral in different bands was used [10]. Due to the scale variation of 
uni-modal ROI images, FP, FV, FKP images are respectively resized in 160×160, 
96×208, 96×208, as shown in Fig. 1(b). 

2.2 GOM Feature Extraction 

The GOM is a descriptor on ordinal coding derived from Gabor features of images, 
and it has a good robustness against illumination. Firstly, the magnitude information 
with eight orientations [11] is extracted by Gabor filter in the FP, FV, FKP images. 
Then, the ordinal measures of three modal are respectively conducted with the multi-
channel Gabor magnitude features to get the ordinal feature-maps. In [9], the differ-
ence filter is defined as 

2 2

2 2
1 1

( ) ( )1 1exp[ ] exp[ ]
2 22 2

p nN N
pi nj

p n
i jpi njpi nj

X X
MLDF C C

 
   

   
        (1) 

here ω is the central position, δ is the scale of ordinal filter. Np is the number of posi-
tive lobes, and Nn is the number of negative lobes. Constant coefficients Cn and Cp are 
used to keep the balance between positive and negative lobes. To satisfy CpNp = CnNn, 
we assume Cp=1, Np=2; Cn=2, Nn=1, since the difference filter with three lobes is 
more stable. The GOM feature maps of three modal are shown as Fig.1(c).  
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Fig. 1. A homemade imaging device and finger feature extraction results 

2.3 Feature Granulation 

In order to overcome the MRRID limitation which only has rotation invariance in 
local feature analysis, the GOM feature maps of three modal respectively are divided 
into rectangle blocks with different scales. Moreover, to effectively improve the 
matching rate, we adopt a bottom-up method to construct the multilevel blocks based 
on GOM, and each of these rectangle blocks represents a feature granule [12], as 
shown in Fig. 2.  
 

 
 

Fig. 2. The 3-layer bottom-up granulation process 

2.4 Feature Granule Intension Description 

Due to the small number of interest points in GOM finger-feature images, we have a 
corresponding improvement on MRRID which viewed each pixel as an interest point.  

Firstly, for each feature granule (FG), the local gray feature vectors are generated 
as the following procedure: 
Step 1: gray-based grouping.  

The intensities of pixel points are sorted in non-descending order. According to the 
number of the pixels, this sequence is divided into k groups [10]. The parameter k is 
determined by the scale of each FG. 
Step 2: calculating the gray vector.  

We extract its eight nearest neighboring points regularly for each pixel. By com-
paring the gray of opposite adjacent points, we get a 4-bin binary vector. A local gray 
feature vector can be obtained by mapping the 4-bin binary vector into 16-bin binar 

       1-layer          2-layer         3-layer 
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Secondly, all the vectors of every gray-based group are accumulated. Then, the ac-
cumulated vectors are concatenated together to represent each FG, and the constructed 
intension descriptor of each FG is called GOLGF. All uni-modal FGs of every level are 
concatenated together to represent uni-modal GOLGF. Finally, the three modal 
GOLGFs of each level are fused using a feature series connection strategy. 

3 Experiments and Analysis 

To evaluate the rotation invariance of GOLGF descriptor, a homemade database 
which totally contains 3000 sets of FP-FV-FKP images with pose variations is used in 
this experiment. This database has two characteristics, one is that the ROI images 
based on same finger are collected in different time, the other is that multimodal im-
ages of a finger are obtained at the same time. 

3.1 GOLGF Poses Reliability Analysis 

In order to verify that the proposed GOLGF descriptor can effectively deal with the 
issue of pose variation, four FV images with pose variation of a same individual are 
selected in homemade database, as shown in Fig. 3. 
 

 
Fig. 3. The variable pose of FV images (a)the exacted images from a homemade imaging sys-
tem(b)the extracted ROI images 

Here, the method in [13] is used to measure the similarity of ROIs variable in pose. 
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                  (3) 

where D(m1,m2) denotes the histogram euclidean metric of two matching images, L is 
the dimension of histogram. M is the number of pixels in each row, N is the number of 
pixels in each column. 

From Table 1, we can see that GOLGF descriptor has better rotation invariance. 
This shows that can effectively deal with the problem of finger-pose variation. 
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Table 1. The euclidean metric of histogram 

Labeled matching image GOLGF GOM 
Improved 
MRRID 

①—② 0.4240 0.5944 0.5421 
①—③ 0.4991 0.7009 0.6445 
①—④ 0.4774 0.6909 0.6025 
②—③ 0.4735 0.6435 0.5857 
②—④ 0.4894 0.7370 0.6162 
③—④ 0.5432 0.7714 0.7129 

3.2 GOLGF Parameter Selection 

To determine the parameter k of gray groups, the Gabor-Ordinal-based images in 
three levels are tested by different k. In this experiment, we use the 1000 sets of three 
modals. Fig. 4 shows the comparison of different k in three levels. From Fig. 4 we can 
clearly see that the finger-feature recognition performs better in k=5, 8, 10 respective-
ly in three levels. 
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Fig. 4. The comparison of different k in three levels 
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Fig. 4. (Continued) 

3.3 Recognition Results 

Here, we use the ROC curves to test the performance of the proposed method. The 
proposed algorithm is implemented using MATLAB R2010a on a standard desktop 
PC which is equipped with a Quad-Core, CPU 3.3GHz and 4GB RAM. The identifi-
cation result is shown in Fig. 5. From Fig. 5 we can see that the GOLGF descriptor 
has the best performance with a bottom-up manner based on granulates. Further, Ta-
ble 2 and Table 3 list the matching performance of the different intension description 
method. From Table 2 and Table 3, we can see that the GOLGF descriptor has better 
performance in finger-based feature recognition both in efficiency and accuracy. 

Table 2. Matching results from GOM 

Granular level 3 2 3-2 1 3-2-1 
EER (%) 3.408 2.230 2.222 1.126 1.111 

Matching time(s) 0.028 0.074 0.056 0.257 0.129 

Table 3. Matching results from GOLGF 

Granular level 3 2 3-2 1 3-2-1 
EER(%) 2.148 0.415 0.422 0.215 0.207 
Matching 
time(s) 0.020 0.038 0.030 0.100 0.060 
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Fig. 5. The identification results 

4 Conclusion 

To deal with the problem that a finger is prone to vary in poses during imaging, a new 
intension description method of feature granules (FGs) is proposed in this paper. The 
obtained finger features are called Gabor-ordinal-based Local-invariant Gray Features 
(GOLGFs). First, the FP, FV, FKP images were respectively processed by Gabor filter 
with different parameters to obtain Gabor magnitude feature, and then they were re-
spectively encoded by ordinal measure. Second, to describe the local gray feature of 
finger-based images, the three modal features were granulated at three levels of in-
formation granularity in a bottom-up manner based on granulates of scale variation. 
Then, the intension of each FG was described by improved MRRID. It could improve 
intension description robustness of finger-based FG. Finally, to describe a total finger 
feature, these three modal features were fused using a feature series connection strate-
gy. The experimental results showed that the proposed method had a superior perfor-
mance in improving the finger-feature recognition accuracy as well as efficiency.  
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Abstract. With the wide use of cell phones and tablets, large amounts
of private data are stored on mobile devices and personal information
security has become a growing concern. Biometrics is able to provide
encouraging personal recognition solutions to strengthen the security.
This paper proposes a multimodal biometric system for mobile devices
by fusing face and iris modalities. Face images are aligned according to
eye centers and then represented by histograms of Gabor ordinal mea-
sures (GOM). Iris images are cropped from face images and represented
by ordinal measures (OMs). Finally, the similarity scores produced by
face and iris features are combined in the score level. Experiments are
conducted on the CASIA-Mobile database which includes 1400 images of
70 Asians. The proposed system achieves impressive results and demon-
strates a promising solution for personal recognition on mobile devices.

Keywords: Face recognition · Iris recognition · Multimodal biometric ·
Near-infrared · Mobile devices

1 Introduction

Mobile devices such as cell phones and tablets have been widely used for social
communication, online shopping and banking. Unprecedented amounts of per-
sonal data are stored on mobile devices and facing serious security challenges.
It is urgent to build reliable and friendly personal recognition systems for sen-
sitive data protection. While traditional passwords and personal identification
numbers (PINs) are easy to crack by guessing or by dictionary attacks, biomet-
rics provides encouraging personal recognition solutions with benefits of its high
universality and distinctiveness. Fingerprint recognition is currently available
on many mobile devices such as Apple iPhone 6 and Huawei Ascend Mate 7.
A number of face recognition applications have been released on line. However,
fingerprints left on screens can be easily replicated for spoof attacks and the
accuracy of visible light face recognition drops dramatically in complex illumi-
nation environment. Fusion of face and iris biometrics using near-infrared (NIR)
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 569–578, 2015.
DOI: 10.1007/978-3-319-25417-3 67
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images will overcome these limitations. Firstly, iris imaging does not require
contact so that irises are difficult to be replicated. Secondly, NIR illumination
is robust to visible light variations and reduces intra-class differences. Finally,
face and iris images can be captured simultaneously and possess complementary
identity information that will improve the accuracy of a single modality after
fusion.

Table 1 summaries recent work on face and iris recognition on mobile devices.
Most existing work is based on visible light imagery [1–5]. Marsico et al. [1] imple-
ment an embedded biometrics application by fusing face and iris modalities at
the score level. After that they build a visible wavelength iris image database
named MICHE-I using three different mobile devices under uncontrolled set-
tings [2]. The database collects 3732 images from 92 subjects and has been
tested by several algorithms, including spatial histograms [3] and deep sparse
filtering [4]. In [4], Raja et al. release a small iris images dataset which consists
of 560 images from 28 subjects. Santos et al. [5] build an iris and periocular
dataset using four different mobile devices for cross-sensor recognition. All the
subjects in the above datasets are Caucasians whose iris texture is clearly dis-
played under visible light. But as shown in Fig. 1, Asian irises reveal rich texture
features only in NIR light due to high density of melanin pigment. Park et al. [6]
use a NIR illuminator and a NIR pass filter for iris imaging on mobile phones.
400 face images of 100 subjects are captured in the experiment but not released
to the public. In addition, the face information is ignored during recognition.

Table 1. Related work and the corresponding databases.

Contributors Database Devices Illumination Subjects Year

BIPLab
[2]

MICHE
iPhone5;
SamsungGalaxyS4;
SamsungGalaxyTab2

visible light
92 Caucasians
3732 images

2015

NISlab
[4]

VSSIRIS
iPhone 5S;
Nokia Lumia 1020

visible light
28 Caucasians
560 images

2015

Santos et al.
[5]

CSIP
Sony Ericsson Xperia
Arc S; iPhone 4; ThL
W200; Huawei U8510

visible light
50 Caucasians
2004 images

2015

Park et al.
[6]

Not released Samsung SPH-S2300 NIR light
70 Asians
30 Caucasians
400 images

2008

In this paper, we fuse face and iris biometrics on mobile devices for higher
security and ease of use. A portable NIR iris imaging module is connected to
mobile devices via micro USB to capture rich texture features of Asian irises.
The module can capture face and iris images simultaneously and enable us to
fuse these two modalities. Face and iris images are first aligned and normal-
ized, and then represented by histograms of Gabor ordinal measures (GOM) [7]
and ordinal measures (OMs) [8] respectively. Their similarity scores are added
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(a) visible images (b) near-infrared images

Fig. 1. Comparison of visible and near-infrared light iris images. The texture of NIR
images is much richer than that of visible images.

together to make the final decision. In order to test our algorithm, the CASIA-
Mobile database which consists of 1400 images from 70 Asians is constructed and
will be released to the public in the near future. The remainder of this paper
is organized as follows. In Section 2, the technical details are described. The
experimental results are presented in Section 3. Finally, Section 4 concludes this
paper and outlines the future work.

2 Technical Details

2.1 The NIR Iris Imaging Module

The NIR iris imaging module we employed composes of a NIR camera and several
NIR illuminators. It is small (about 5cm × 2cm × 1cm in Width × Height ×
Thickness) and therefore can be conveniently attached to a mobile phone through
micro USB. The module captures valid images at about 25cm standoff distance.
The resolution of the whole image is 1080×1920 while the diameter of an iris is
about 110 pixels. A face image and two iris images cropped from the face image
have been shown in Fig. 1(b).

2.2 Image Preprocessing

In order to reduce the intra-class differences caused by pose variations, face
images are cropped and downsampled to 128 × 128 pixels by transforming eye
centers to (22, 36) and (108, 36) with similarity warp. The eye centers of face
images are determined by eye detection and iris segmentation. First, the coarse
eye regions are detected by Adaboost eye detectors [9]. Then the eye centers and
iris boundaries are accurately localized by our previous method [10]. Fig. 2 shows
some examples of face alignment. The NIR illuminators are mainly used for iris
imaging so that mouths are darker than noses. Only the eye and nose regions
are retained to reduce the effects of uniform illumination and barrel distortion.
Afterwards, the circular iris is unfolded from polar coordinates into a 70 × 540
rectangle using the rubber sheet model [11].
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Fig. 2. Examples of face alignment.

2.3 Face Feature Analysis

The method we use for face feature extraction is local feature descriptor, which
can extract the detailed information that facilitates the recognition. Two most
popular local image descriptors: Gabor filters [12] and OMs are used. The defini-
tion of Gabor filter is shown in Eq. (1). The OMs can be expressed as Multi-Lobe
Differential Filters (MLDF), which is shown in Eq. (2).

G(x, y) = exp(−1
2
(
x2

σ2
x

+
y2

σ2
y

)) · exp(−2πj(μ0x + ν0y)) (1)

where (μ0, ν0) is the center frequency and σx, σy is the standard deviation of x
and y direction.

MLDF =Cm

Nm∑

i=1

1√
2πδmi

exp[
−(X − μ2

mi)
2δ2mi

] − Cn

Nn∑

j=1

1√
2πδni

exp[
−(X − μ2

nj)
2δ2nj

]

(2)
where μ and δ are used to describe the size of each lobe. Nm and Nn is the
number of positive and negative lobe, respectively.

The Gabor filter has the advantage in distinctiveness and the ordinal mea-
sures have the merit of robustness. Therefore, we integrate these two filters
together to achieve a better recognition result. Face images are represented by
GOM. Firstly, multi-channel Gabor filters are applied on the normalized face
images. Five frequencies and eight orientations Gabor filters are used. Therefore,
forty Gabor feature images are generated. Subsequently, four di-lobe and four tri-
lobe ordinal measures, whose orientation values are 0◦, 45◦, 90◦, 135◦, are used
on the phase, magnitude, real and imaginary parts of the Gabor images, respec-
tively. There are totally 5760 dimensional GOM for each feature map block. It
is necessary to reduce the feature dimensionality. The widely used linear dis-
criminant analysis (LDA) approach is applied in our paper. LDA is a supervised
method aims to find a linear combination of features that best explains the data
and can be used for dimensionality reduction. The main idea of LDA is finding a
line to project the data that maximizes the between class distance and minimizes
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the within class variance. The optimal objection function of LDA is shown in
Eq. (3).

J(ω) =
ωTSBω

ωTSwω
(3)

where SB is between class scatter matrix and Sw is within class scatter matrix.
The goal is to maximize the J(ω) .

2.4 Iris Feature Analysis

The robust local image descriptor OMs are used for iris feature extraction, which
are widely used in iris recognition [13]. The OMs have many parameters, which
differ in scale, orientation, location, lobe numbers, distance, etc. After compre-
hensive consideration, the di-lobe and tri-lobe ordinal filters are jointly used.
Totally, there are 830 various OMs.

In order to get more texture information, the normalized iris image is divided
into multiple regions. Usually, the regions adjacent to pupil contain more tex-
ture information than other regions. Therefore, various regions of the iris image
should be treated differently. In our study, feature extraction is implemented on
different regions with various filters. In total, 47,089 regional OMs are extracted
to form a huge feature pool.

Taking the time cost into consideration, feature selection is necessary. The
number of selected features is usually much smaller than the huge number of
candidates, which can speed up the recognition processes. Choosing the distinc-
tive features manually is time-consuming and usually is not the optimal option
for a certain database. AdaBoost is used in this paper. Compared with other fea-
ture selection methods, AdaBoost has the advantages in high speed, simplicity,
classification and feature selection at the same time, etc. AdaBoost algorithm
chooses a complementary ensemble of weak learners in a greedy way. It selects
a new feature on the reweighted samples. The reweighting strategies are that
gain weight of the misclassified examples and lose weight of the correctly classi-
fied ones. In this way, future weak learners pay more attention to the examples
that are misclassified by previous weak learners. In training process, AdaBoost
selects only those features known to improve the predictive power of the model.
Thus, it can reduce feature dimensionality. Among the AdaBoost algorithms,
GentleBoost outperforms others in that it is more robust to noisy data and less
emphasis on the outliers [14]. GentleBoost is used in this paper.

The most distinctive features are obtained on the training dataset using the
GentleBoost algorithm. Based on our previous study [15], the recognition perfor-
mance increases as the number of features increases from zero. However, when
the feature number reaches 15, the performance achieves stability. Therefore, in
our study, 15 regional features are selected from 47,089 OMs candidates. Subse-
quently, only the selected 15 regional features are extracted and evaluated on the
testing dataset. Thus it can save time and improve the recognition performance.
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2.5 Score Level Fusion by the Sum Rule

The cosine similarity is computed to generate matching scores of two face tem-
plates (x1 and x2). The equation is shown in Eq. (4).

cosθ =
∑n

k=1 x1k · x2k
√∑

x2
1k · √∑

x2
2k

(4)

The matching score of two iris codes is calculated by hamming distance (HD).
The HD is transformed to similarity at first and then fused with the cosine
similarity using the sum rule. Finally, the matching score is normalized to [0,1].
The score level fusion by the sum rule is shown in Eq. (5).

FS = (cosθ + 1 − HD)/2 (5)

where FS denotes fusion score. HD is the matching score of two iris codes.

3 Experimental Results

We verify our method on the new built CASIA-Mobile database. At first, face
recognition and iris recognition experiments are performed separately. Subse-
quently, score level fusion of the two modalities is performed.

3.1 CASIA-Mobile Database

In order to promote the face and iris recognition research on mobile phones, we
build the CASIA-Mobile database, which will be provided freely for the public.
The CASIA-Mobile database includes 1400 face images and 2800 iris images
from 70 Asians. There are 40 males and 30 females. The age of the subjects
ranges from 22 to 64, among which less than 30 account for 67% proportion.
The gender and age distributions can be seen in Fig. 3. For each subject, 20 face
images are captured. The left and right irises can be detected and segmented
from one face image.

The features of the CASIA-Mobile database are as follows: it is the first
public near-infrared mobile database as far as we know. Besides, all the subjects
are Asians. Furthermore, the acquisitions of face and iris images are at the same
time, which are convenient and beneficial to use more information and perform a
bimodal recognition. The challenges of this database include specular reflection
of wearing glasses, low resolution images, illumination variation, occlusions of
eyelashes and eyelids, etc.

3.2 Face Recognition

The face images of the first 25 subjects are used for training. Each subject
has 20 face images. Therefore, there are altogether 500 images for training. 900
face images from the rest 45 subjects are used for testing. There are totally
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8550 intra-class matching and 396000 interclass matching. Receiver operating
characteristic (ROC) curve and equal error rate (EER) are used for performance
measurements. The smaller EER is, the better the performance is. The ROC
curve of the face recognition of the CASIA-Mobile database is shown in Fig. 4.
The vertical axis is false reject rate (FRR) and the horizontal axis is false accept
rate (FAR). The EER is 0.0313.

Fig. 3. The gender and age distributions of the subjects in the CASIA-Mobile database.

Fig. 4. The ROC curve of the face recognition.

3.3 Iris Recognition

The iris images of the first 25 subjects are used for training. 10 images are chosen
for each iris. Therefore, there are altogether 500 images in the training phase.
1800 iris images from the rest 45 subjects (20 images for each iris) are used for
testing. In the GentleBoost based feature selection part, there are 2250 intra-
class matching scores as positive samples and 4900 inter-class matching scores
as negative samples.

The experiments are performed on left and right iris separately. Afterwards,
the left and right matching scores are fused by sum rule for better recognition.
The EER results are listed in Table 2. The ROC curves of the three experiments
are drawn in the same figure, as is shown in Fig. 5.

From the EER results and the ROC curves, it can be concluded that: 1) after
score level fusion of the left and right iris, the EER decrease about 50% of the
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Table 2. The EER of the iris recognition, where ‘Iris LR fusion’ represents the score
level fusion of left and right iris by the sum rule.

Method EER

Right iris 0.0757
Left iris 0.0536

Iris LR fusion 0.0389

Fig. 5. The ROC curve of the iris recognition, where ‘Iris LR fusion’ represents the
score level fusion of left and right iris by the sum rule.

EER of right iris images; 2) the performance of both the left and right iris are
worse than the face recognition result. That is because the iris images are low
in resolution. The quality of the captured face images is better than that of the
iris images.

3.4 Score Level Fusion

The iris LR fusion experiment is performed at the previous study and achieved
better result than the separate iris. In order to further improve the performance,
score level fusion of face and iris biometrics experiment is conducted and the
sum rule is applied. The EER results are listed in Table 3. The ROC curves of
the iris LR fusion, the face and the score level fusion of face and iris biometrics
are drawn in the same figure, as is shown in Fig. 6.

Table 3. The EER of the iris and face fusion, where ‘Face and iris fusion’ represents
the score level fusion of face and iris biometrics by the sum rule.

Method EER

Iris LR fusion 0.0389
Face 0.0313

Face and Iris fusion 0.0076
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Fig. 6. The ROC curve of iris and face fusion, where ‘Face and iris fusion’ represents
the score level fusion of face and iris biometrics by the sum rule.

From the EER results and the ROC curves, we can draw conclusions that: 1)
the EER of the left and right iris fusion is similar to the face recognition result,
but the ROC curve is still worse than that of the face recognition; 2) after
score level fusion of face and iris biometrics, both the ROC curve and the EER
are improved dramatically. It can be inferred that the face and iris modalities
have some complementary information and via simple fusion better result can
be achieved.

4 Conclusions

In this paper, we have proposed a multimodal biometric system for mobile
devices by fusing face and iris modalities. There are three major contributions.
First, a portable module has been employed to capture NIR face and iris images
simultaneously. Second, an efficient and effective recognition algorithm has been
presented. Taking the limited source of mobile devices into consideration, fea-
ture dimensionality reduction and feature selection approach are applied to find
a small number of features. Face recognition and iris recognition are performed
separately and then fused at the score level. Third, a near-infrared database
named CASIA-Mobile has been built to promote face and iris recognition algo-
rithm development on mobile devices. After fusion of face and iris modalities,
an impressive EER of 0.76% is achieved on the CASIA-Mobile database, which
proves the feasibility of our system.

The proposed system can be improved further. The accuracy of iris recogni-
tion in our experiments is far from satisfactory due to the low resolution of iris
images. The quality of iris images will be improved by better imaging modules
and image enhancement algorithms. Apart from the score level fusion, we will
also consider other levels of fusion in our future work.

Acknowledgments. This work is supported by the National Natural Science Founda-
tion of China (Grant No.61403389) and the Beijing Nova Programme (Number Z14110-
1001814090), China.
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Abstract. This paper proposes a boosting-like deep learning (BDL) framework 
for pedestrian detection. The fusion of handcrafted and deep learned features is 
considered to extract more effective representations. Due to overtraining on the 
limited training samples, over-fitting and convergence stability are two major 
problems of deep learning. We propose the boosting-like algorithm to enhance 
the system convergence stability through adjusting the updating rate according 
to the classification condition of samples in the training process. We theoretically 
give the derivation of our algorithm. Our approach achieves 15.85% and 3.81% 
reduction in the average miss rate compared with ACF and JointDeep on the 
largest Caltech dataset, respectively. 

Keywords: Pedestrian detection · Boosting-like · Feature learning · Feedback 
propagation 

1 Introduction 

Pedestrian detection has an important significance in real life, which has been widely 
used in intelligent control systems, traffic safety assist systems, robotics research and 
other fields. It attracts more and more attention, and a variety of feature extraction and 
classification methods have been proposed. Two major strategies are hand crafted 
extraction and automatic learning. The commonly used handcrafted methods are HOG 
[1], Haar-like [2], 3D geometric characteristic [3], and so on. With the computer de-
velopment and data scale increasing, automatic learning methods are gradually put 
forward. Sermanet et al. [4] propose the ConvNet combining unsupervised and super-
vised methods to train multi-stage automatic sparse convolution encoder. UDN [5] is a 
joint deep neural network model combined with deformation and occlusion model, 
which achieves a lower miss rate on ETH [6] and Caltech [7] datasets. The manual 
extraction has a superior description of pedestrian, but it can’t learn the essential cha-
racteristics and shows poor adaptability. The latter can automatically extract pedestrian 
features by methods such as feedback propagation. But it requires abundant training 
samples and takes a lot of time. What’s more, it has a higher hardware requirement.  
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Based on the characteristics, we propose a novel pedestrian detection framework. It 
combines manual method with deep learning model to extract more rich features. We 
introduce the boosting idea into deep framework by gradually adjusting sample weights 
in feedback propagation. Our method can not only improve detection performance, but 
also strengthen the stability of the network. In addition, our input features are inspired 
by [8], but we regularize them in order to improve the detection rate. Our deep structure 
adopts a concise convolutional neural network (CNN) [9] including two convolutional 
layers to access to higher level feature representations. The final classifier we adopt is a 
simple single neural network. The main contributions of this paper are as follows: 
firstly, the fusion of handcrafted features and learning-based features improves the 
system performance; secondly, the proposed boosting-like algorithm enhances the 
convergence stability. 

The remainder of this paper is arranged as follows: in section 2, our pedestrian de-
tection structure is described, including the input channel features and deep learning 
structure. In section 3, the boosting-like algorithm that we propose is elaborated. In 
section 4, experimental results are presented and analyzed. In section 5, we conclude 
the paper. 

2 Pedestrian Detection Framework 

2.1 Input Channel Features 

In this paper, we extract the low-level channel features inspired by [8] including three 
color channels LUV, one gradient magnitude channel |G|, and six gradient oriented 
channels G1~G6. Then，each channel is processed to be zero mean and unit variance. 
The gradient magnitude Gx,y multiply with indication function Ix,y of , we get the 
gradient oriented channels Gx,y 

 , , · ,   (1) 

Fig.1 shows the visualizations of ACF and normalization. The results demonstrate 
that normalization not only significantly enhances the image resolution, but also high-
lights pedestrian details. 

 

 
Fig. 1. Comparison of channel features 
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2.2 CNN Structure 

CNN is the neural network including multilayer, whose depth and width should be 
designed in views of different recognition tasks and dataset scales. The fundamental 
CNN structure we use is shown in Fig.2. 

 
Fig. 2. Deep convolutional structure 

 
Fig. 3. The first row is the visual maps of C2 kernels, and the second row is the visual maps of C4 
kernels. It can be seen that the filter kernels of the second layer mostly contain edges, lines 
features, while the fourth layer mainly consists of corner information. Deep network extracts 
more and more essential features of pedestrian with layers increasing. 

A1 contains a low-level feature maps with size w×h. C2 includes  p convolution 
maps, where kernel size is set to i×i. In this paper, we randomly initialize the kernel 
parameters nk. The convolutional feature maps can be calculated as: 

 Ckl ∑ ∈   (2) 

here Ik represents the feature maps of the kth channel. F is the activation function. In 
this paper, C2 layer uses sigmoid function and C4 layer employs hyperbolic tangent 
function. S3 is the sub-sampling layer, and  is scalar parameter. This paper uses 
mean-pooling =1/m. The operation of the sub-sampling can be expressed as： 

 Sk
l ∑ ∈    (3) 

Through cascading feature maps in C4 layer we obtain the convolutional features. 
CNN classifier used in this paper is a single fully connected neural network. When we 
use Caltech to train our network, the visualization of the partial kernels in C2 and C4 
layer are shown in Fig.3. 
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3 Boosting-Like Deep Learning 

As we all know, the training method of CNN primarily uses back propagation. The 
network convergence stability and speed are common problems in training process. If 
the learning rate is too large to gain a fast convergence speed, it is easy to fall into local 
minimum and cause the network to oscillate. Otherwise, it takes more time to update 
the learning parameters, although the network is relatively stable [10]. We need to find 
a strategy to strengthen the convergence stability without affecting the speed. There-
fore, we consider the boosting algorithm, which adjusts the updating rate according 
to the classification condition of samples in the training process. It prevents network 
over-fitting and makes the network more stable. The overall detection framework with 
boosting-like algorithm is shown in Fig.4. 

 

 
Fig. 4. Our pedestrian detection framework 

If the squared-error is the loss function, we consider the nth sample error E with c 
classes. It is expressed as  

 ∑   (4) 

here  denotes the kth dimension of the nth sample label, and  is similarly the kth 
output layer unit in response to the nth sample. The input uj of the j layer and output 
xj-1 of j-1 layer have the following linear relationship. 

  ,      (5) 

where wj denotes output layer weight and bj denotes the bias,  is the penalty weight, 
and f is the excitation function. Then the output layer sensitivity is 

   (6) 

The derivative of error E against weight wj is expressed as      

   (7) 

Finally, the delta updating rule is applied to each neuron to gain the new weights. 
The equation is given by 

    (8) 
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here  is the learning rate, thus we can obtain the weight w updating method. Actually, 
the convolution neural network itself can be seen as several cascaded feature extrac-
tors. The features extracted are from low-level to high-level, and the results have 
a mutual suppression, that is to say that a classifier output not only has a relationship 
with the previous layer but also the next one. According to equation (8), we distribute 
the feedback weights of right and wrong classification samples, which is feedback 
propagated from the last layer to the beginning layer. 

 
 ,  0.5 , 0.5  (9) 

where Odt is the output error, Ot is the actual detection value of the network, and Yt  is 
the sample target value. Meanwhile Odt is the output layer sensitivity  in our network. 
r and w represent the penalty coefficients of right and wrong classified samples, 
respectively. When the sample output is different with its label, the penalty weight 
should be increased. On the contrary, it should be decreased when it is the same.  

The solving process of r and w is very important. In this paper, the adaptive pa-
rameter selection method is employed. According to samples’ new classification re-
sults, there will be a new redistribution Wi of sample weights. The concrete solving 
process is as follows. 

If the initial sample weight distribution is W1= (w11,, w1i, ,w1N) where w1i = 1/N, 
i=1,2,,N, and training iterations m1,2,,M, we use samples with weight distribution 
Wm to train the classifier Fm(x). The classifier error rate on the training data set is 

 ∑   (10) 

where I(x,y) is the indicative function, wmi is the weight of the current sample. The 
classification performance m is calculated as 

   (11) 

here m is a factor which indicates the classification performance. The new distribut- 
ion Wm+1=(wm+1,1, ,wm+1,i, ,wm+1,N). It can be expressed as 

 , , 1,2, ,   (12) 

  ∑    (13) 
here Nm is a normalized factor. During the training process, we use the sample weight 
distribution Wm+1 to update the parameters r and w of our network. 

4 Experiment 

Our pedestrian detection framework is evaluated on the challenging Caltech test, which 
is the largest among commonly used. It covers diverse complicated scenes includ-
ing occlusion, illumination, deformation, and so on. In the experiment, we use 
set00~set05 to train our model. There are about 60000 training samples, which include 
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about 4000 positive ones. Set06~set10 are adopted as test sets. Usually sliding win-
dows are used to traverse the pedestrian image in the detection stage. It is well known 
that the feedback process in the deep learning network structure takes a lot of 
time. Therefore, we use the strategy similar to UDN [5] to prune candidate detection 
windows to save computation. These candidate windows have a high recall rate, and 
certainly contain a lot of false positive windows.  

4.1 Illustration of Stability 

Fig.5 shows the comparison of whether using boosting-like algorithm on Caltech. The 
curve is relatively stable and volatility is smaller when using the algorithm. While it is 
poor in stability and volatility is large. The proposed algorithm achieves 0.48% per-
formance gain. This algorithm can not only enhance the convergence stability, but 
also slightly improve detection accuracy without reducing the convergence speed. 
 

 
Fig. 5. The abscissa represents epoch numbers, and the ordinate denotes the miss rate which is 
tested by every trained model on Caltech-test dataset. This log-average miss rate is evaluated by 
the unified criteria proposed in [7]. 
4.2 Results 

The evaluation method proposed in [7] is used to check detection performance of our 
framework. We evaluate the detection performance in the reasonable subset which is a 
commonly used pedestrian set. It includes pedestrians more than 49 pixels in height, 
and the occluded portions are less than 35%. We compared with the popular public 
approaches related to our method: ConvNet [11], ACF [8], JointDeep [5], HOGCSS 
[5]. The ACF is our low-level handcrafted channel features, and this paper uses 
HOGCSS prune candidate windows. Jointdeep also adopts low-lever channel features 
and CNN structure. Our experimental method is denoted by BDL. 
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(a)                                   (b) 

Fig. 6. (a) Comparison of log-average miss rate vs. false positives per image (FPPI) between our 
approach BDL and related methods on Caltech dataset. (b) Result of input channels design.  

 

Fig. 7. Samples of pedestrian detection results on Caltech dataset 

Fig.6 (a) shows the miss rate of BDL is 35.51%. It can be seen that our approach gets 
15.85% and 3.81% performance gains compared with ACF and Joint Deep on Caltech 
test, respectively. Fig.6 (b) the experiment results of the influence of input channels in 
Section 2.1. When the input channel only has first L-channel, the miss rate is 51.36%. 
The introduction of |G| and G1~G3 reduces the miss rate by 6.82%. Our method (BDL) 
uses 10 channels. It should be noted that complicated operations such as deformation, 
occlusion and context information are not employed in our framework. Fig.7 shows 
some detection results of pedestrian on Caltech. 
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5 Conclusion 

In this paper, we propose a simple but effective pedestrian detection framework. The 
boosting-like algorithm is proposed to train the network which not only improves the 
system stability but also reduces the average miss rate. It achieves 15.85% and 3.81% 
performance gains compared with the corresponding methods on the largest Caltech 
dataset, respectively. Finally the experimental results demonstrate the validity and 
stability of our model. If measures such as multi-scale, deformation model and context 
are carried out by our structure, the system performance will further enhance. 

Acknowledgments. We acknowledged the support of the Natural Science Foundation of China, 
under Contracts 61272052 and 61473086, and the Program for New Century Excellent Talents of 
the University of Ministry of Education of China. 

References 
1. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: IEEE 

Conference on Computer Vision and Pattern Recognition, pp. 886–893. IEEE Press, San 
Diego (2005) 

2. Viola, P., Jones, M.J., Snow, D.: Detecting pedestrians using patterns of motion and ap-
pearance. In: Proceedings of Ninth IEEE International Conference on the Computer Vision, 
pp. 53–161. IEEE Press, Nice (2003) 

3. Hoiem, D., Efros, A.A., Hebert, M.: Putting objects in perspective. J. International Journal 
of Computer Vision 80, 2137–2144 (2006) 

4. Sermanet, P., Kavukcuoglu, K., Chintala, S., Lecun, Y.: Pedestrian detection with unsu-
pervised multi-stage feature learning. In: IEEE Conference on Computer Vision and Pattern 
Recognition, pp. 3626–3633. IEEE Press, Rhode Island (2012) 

5. Wanli, O.Y., Xiaogang, W.: Joint deep learning for pedestrian detection. In: 14th IEEE In-
ternational Conference on the Computer Vision, pp. 266–274. IEEE Press, Sydney (2013) 

6. Ess, A., Leibe, B., Gool, L.V.: Depth and appearance for mobile scene analysis. In: Pro-
ceedings of 11th IEEE International Conference on the Computer Vision, pp. 1–8. IEEE 
Press, Rio de Janeiro (2007) 

7. Dollár, P., Wojek, C., Schiele, B., Perona, P.: Pedestrian detection: An Evaluation of The 
State of The Art. J. IEEE Transactions on Pattern Analysis and Machine Intelligence 34, 
743–761 (2012) 

8. Dollar, P., Appel, R., Belongie, S., et al.: Fast Feature Pyramids for Object Detection. J. 
IEEE Transactions on Pattern Analysis and Machine Intelligence 36, 1532–1545 (2014) 

9. LeCun, Y., Bottou, L., Bengio, Y., et al.: Gradient-based Learning Applied to Document 
Recognition. J. Proceeding of the IEEE 86, 2278–2324 (1998) 

10. Chen, Y.N., Han, C.C., Wang, C.T., et al.: The application of a convolution neural network 
on face and license plate detection. In: Proc. 18th Int. Conf. Pattern Recognition,  
pp. 552–555. IEEE Computer Society Press, Hong Kong (2006) 

11. Sermanet, P., Kavukcuoglu, K., Chintala, S., et al.: Pedestrian detection with unsupervised 
multi-stage feature learning. In: IEEE Conference on Computer Vision and Pattern Recog-
nition, pp. 3626–3633. IEEE Press, Rhode Island (2012) 



© Springer International Publishing Switzerland 2015 
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 589–596, 2015. 
DOI: 10.1007/978-3-319-25417-3_69 

Human Behavior Recognition Based on Velocity 
Distribution and Temporal Information 

Manyi Wang, Yaling Song(), Xiuxiang Hu, and Liang Zhang 

Tianjin Key Lab for Advanced Signal and Image Processing of Civil Aviation,  
University of China, Tianjin, China 
songyaling1990@163.com 

Abstract. Traditional temporal template method can recognize actions which 
have different speed, because of loss of speed information. On the other hand, 
this method will mix up the action which has the similar shape and different 
force. To solve this problem, a temporal template representation method is 
proposed to perfect the description of the motion which combines the 
MOFI(maximal optical flow image) and MHI(motion history image). In this 
paper, MOFI represents the distribution of the maximal optical flow. The optical 
flow is calculated by Farnebäck algorithm. The direction of movement is 
represented by different colors. The value of the speed is indicated by shades of 
color. Then, the maximal optical flow image is obtained. After calculating the 
wavelet moments of the maximal optical flow image and motion history image, 
we get feature vectors which are rotation, translation and scale invariant. Expe-
riments based on UT-interaction dataset verify the effectiveness of the proposed 
method. Our method can distinguish similar actions, for example “hitting” and 
“patting” or “handclapping” and “handwaving”. 

Keywords: Human behavior recognition · The Maximal Optical Flow Image · 
Motion History Image · Wavelet moments · SVM(Support Vector Machine) 

1 Introduction 

In recent years, human behavior recognition remains a serious concern which is 
widely used in intelligent monitoring, human-computer interaction, motion analysis 
and virtual reality. The human body is non-rigid so that motion has a certain degree of 
freedom. Different people do the same action also has a big difference, therefore the 
recognition of human behavior is full of challenge. 

So far, temporal template method based on vision is one of the commonly used me-
thods to describe the body movement. This method is both simple and robust. A series 
of video frames are represented by a two-dimensional image. Behavior recognition 
based on temporal templates has many excellent researches, and has been used in many 
fields. LanChao [2] et al and Timotius [7] et al apply motion history images to gesture 
recognition. In [2], motion history image and pyramid histogram of oriented gradients 
are combined to identify hidden dangers during driving, such as smoking and calling. 
Timotius [7] et al use motion history image to recognize gestures on a simple  
human-computer interaction system. Chen [3] et al apply the temporal template method 
to facial expression recognition by combining the MHI-HOG (motion history  
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image- histogram of oriented gradient) and the Image-HOG of the face and body 
movements. In [5], temporal template method is applied to a kind of biological recogni-
tion technology--gait recognition. After single frame gait silhouettes are extracted and 
colored, the spatio-temporal gait images are obtained. The main task of intelligent mon-
itoring is finding the abnormal behavior and eliminating hidden safety trouble promptly. 
This method is used for the detection of abnormal behavior by [11]. For the number of 
old people who live alone increasing, Julia[6] et al put forward using motion history 
image to observe the old people who live alone in order to find out whether they need 
help or not. In [14], 3VMHI (3 views motion history image) is proposed to identify the 
body posture. First they project depth images onto three orthogonal planes. Then they 
calculate motion history image of each orthogonal planes. Pyramid Histogram of 
Oriented Gradients is used to extract the features of the 3VMHI. In order to solve the 
self-occlusion problem, multi-direction motion history image (Directional Motion His-
tory Image) is proposed by Ahad [8,9] et al. For the repetitive action, Gupta[13] et al 
proposed RGB-motion history image. Dan [10] et al proposed multi-decay motion his-
tory image. This action representation method can make the decay parameter adaptive 
and make a series of continuous movement from some motion history images. In this 
paper, we propose an improved temporal template motion representation method com-
bines the representation of speed and movement patterns to make up for the motion 
history image and motion energy image lack of speed information. 

In 1962, M.K.Hu constructed 7 invariant moments with translation, rotation and 
scaling invariant. Bobick and Davis extract temporal templates’ features by HU mo-
ment. According to this, they develop a virtual sport device to observe person’s mo-
tion and react. In recent decades, with the development of wavelet, wavelet moments 
achieved more research and be widely used in image description. In this paper, the 
clustering result is compared to choose which should be used for feature extraction in 
color images. The article is divided into 4 parts: Section 2 forms motion history im-
ages and motion energy images. Section 3 calculates their HU moments and wavelet 
moment to compare the distance between them and clustering centers in order to 
know which one describe the motion better. Section 4 proposes the definition of 
maximal optical flow image(MOFI). Section 5 uses the SVM(support vector machine) 
method to train classifier and estimate MOFI’ classification result.  

2 Temporal Templates 

2.1 Motion History Image 

MHI convert image sequences to a 2-dimantional static image. The brightness of pixel 
and its appearance time are in proportion. The pixel which comes first is 255(white). 
The pixel which comes last is 0(black). The update function (x, y) shows whether 
there is a movement in current frame or not. Fig. 1. is the MHI in different time.  

if ( , , ) 1
( , , )

max(0, ( , , 1) ) otherwise
x y t

H x y t
H x y t



 



   

             
(1)

 

where (x, y) and t show the pixel’ position and time,  is duration,  is the decay pa-
rameter. 
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Fig. 1. MHI of two actions in different time 

2.2 Motion Energy Image 

The MEI is the cumulative binary motion image, which can describe where a motion 
is in the video sequence, computed from the start frame to the final frame. Let I(x, y, 
t) be an image sequence. Then the binary MEI E(x, y, t) is defined as follows  

1 f (x, y, t) 0
( , , )

0 otherwise
i H

E x y t 



 


                      (2) 

 

Fig. 2. MEI of two actions in different time 

Corresponding to the Fig.1, Fig.2 shows the MEIs in different time. 

3 Clustering Result Estimation 

3.1 HU Moments 

The regular moment mpq is defined as follows: 

( , )p q
pqm x y f x y dxdy                             (3) 

( ) ( ) ( , )p q
p q x x y y f x y dxdy     \eta.                (4) 

The symbols x  and y are the centroid of the original image, where
10 00 01 00,x m m y m m  . p+q is the central moments, and p+q is defined as the 

normalized central moments for p+q. When p+q  3, 7 invariant moments are ob-
tained by p+q, the 7 moments are called HU moments. HU moments are rotation, 
scaling, translation invariants. 
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3.2 Wavelet Moments 

Although wavelet moment invariants are rotation invariant naturally, translation inva-
riant and scaling invariant are achieved by using a normalization base on regular mo-
ments. Translation invariant is achieved by transforming the original image into a new 
one whose first order regular moments, m01 and m10 are both equal to zero. This is done 
by transforming the original image to a new one ( , )f x x y y  .  

Scaling invariant can be achieved by transforming the original image f(x, y) to a new 
function f(x/a, y/a), where 00a s m , S is the expected size of the image. Therefore, 
the original images can be normalized according to the following transformation: 

( )

( )

x x x a
y y y a

  
        

                             (5) 

After normalization, wavelet moment has not only rotation, shift, scale invariants, 
but also has multi-resolution characteristic of wavelet. It is not sensitive to noise. It can 
extract image local features and global features so that it can describe the image com-
prehensively. In this paper, the wavelet moments of MHI and MEI are used as the 
templates. 

After polar coordinating, the regular moment mpq changes to 

( , ) ( ) jq
pq pF f r g r e rdrd                            (6) 

where Fpq is the order moment, p+q is the kernel function of radial variable r, p and q 
are integer parameters, ejq is the kernel function of angle variable. Equation (6) can be 
rewritten as Fpq= Sq(r)gp(r)rdr, where Sq(r)=  f(r,) ejqd. 

We use wavelet basis function , 1 ( )a b r b
aa

  
 instead of gp(r), where a=0.5m, 

b=n*a, m=0,1,2,3, n=0,1,2,…,2m-1, andm,n=2m/2(2mr-n). The expression of wavelet 
moment is ‖Fm,n,q‖=‖ Sq(r)m,n(r)rdr‖. The discrete wavelet moment is 

1 2

, , ,
0 0

(r, ) (r) e jq
m n q m n

r
F f r






 
 

                      (7) 

We choose the cubic B-spline wavelet as wavelet basis function 
1 2

0 2

4 (2 1)( ) cos(2 (2 1))*exp( )
2 ( 1)2 ( 1)

n

w
w

rr f
nn

   


 
  


              (8) 

where n=3, a=0.697066, f0=0.409177, w
2=0.561145. 

3.3 Clustering Result Estimation 

In this paper, HU moments and wavelet moments are used as classified examples in the 
K-means algorithm [15] respectively. Then the clustering centers are obtained. Eucli-
dean distance is the estimation standard of distance between samples and centers. 

Firstly, we define k categories (in this section, we use Weizmann Dataset, so k=10). 
The samples are classified into k categories, then the clustering centers can be obtained. 
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The average distance between the same kind samples and the clustering center is cal-
culated by Euclidean distance and normalized. Finally, the degree of clustering of two 
kinds of moments can help us to find which one should be used to describe the motion. 

Table 1. The Degree of the Clustering 

Action No. HU moments Wavelet moments 
bend 0.23242 0.10287 
jack 0.13912 0.19495 
jump 0.70881 0.52795 
pjump 0.61104 1.00000 
run 0.82492 0.45455 
side 1.00000 0.66772 
skip 0.32846 0.19229 
walk 0.60740 0.17050 
Wave1 0.22562 0.16524 
Wave2 0.28407 0.11153 
Average 0.49618 0.34898 

 
The smaller the distance, the better clustering result. As Table1 shows, the clustering 

result of wavelet moments is better than HU’s. So, in the next study stage, we will use 
wavelet moments as the features of the motions. 

4 A New Descriptor of Motion 

To some similar actions, it’s difficult to recognize by MHI only. Adding the speed 
information to the motion descriptor will make the descriptor more comprehensive. 
Optical flow has excellent spatial-temporal characteristic which includes instantaneous 
moving velocity and direction of pixels. The maximal optical flow image (MOFI) is 
obtained by calculating the maximal optical flow in the video and coloring. We use the 
Musell color system to represent color [16]. Different colors represent the moving 
direction, and its different intensity represent the speed. It shows the image at time t. 

( , ) ( , ) ( , )( 1)
max

( , )( 1)

if
otherwise

x y t x y t x y t

x y t

F F F
F

F




 


                 (9) 

where F(x, y)t is the optical flow in (x, y) at time t. After comparing the optical flow at 
every moment, we get the maximal optical flow. 

The optical flow can be used to represent the spatial-temporal characteristics of ac-
tions, but it is susceptible to environmental disturbances. We should extract foreground 
before computing the optical flow. In this paper, Gaussian Mixture Model is used to 
extract foreground. Moving region usually account for about 40 percent of the whole 
picture. Calculating optical flow of foreground can accelerate the operation.  

We calculate optical flow by Farnebäck Algorithm. The size of feature window is 
mm. In this paper m is set to 5. Assuming that the optical flow of pixels in the window 
is roughly the same. Polynomial expansion is used to approximate the neighboring 
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pixels. Every feature window is approximated by f(x)=xTAx+bTx+c, A1(x), b1(x) and 
c1(x) are the first image’s polynomial parameters, A2(x), b2(x) and c2(x)are the second 
image’s polynomial parameters. 

1 2
2 1

( ) ( ) 1( ) , ( ( ) ( ))
2 2

A x A xA x b b x b x
                (10) 

Then the equation is obtained.           
( ) ( ) ( )A x d x b x                         (11) 

Supposing that the shift of pixels between two frames is slow. 
2( ) ( ) ( ) ( )

x I
w x A x x d x b x x

 

                    (12) 

where w(x) is the weight function of points around thepixel. We give the most weight 
to the center point and let the weights decrease radially. The minimum is obtained by 
d(x)=(wATA)-1wATb. 
 

    extraction before  (a) extractionafter (b)

 

Fig. 3. The maximal optical flow image before and after extracting the foreground 

5 Experiment 

The MOFI is a RGB-image. For R-channel、G-channel and B-channel image, wavelet 
moments are calculated.UT-interaction dataset is used to evaluate the effectiveness of 
the method. UN-interaction dataset includes 6 interaction actions.  
 

ShakingHand Hugging PushingPuchingPointingKicking

 
Fig. 4. UT-interaction dataset 

Fig.4 shows every action in the UT-interaction dataset, these are handshaking, 
hugging, kicking, pointing, punching and pushing. Every action is done by different 
people in different scene. The gender, clothing and age of the person who does these 
actions are different. The MHIs and the MOFIs of theseactions are shown in Fig.5, and 
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the first column and the third column represent theMHIs of actions, the second col-
umn and the forth column represent the MOFIs of actions. 

It can be seen that the MHI of the two actions are very similar in Fig. 6. But their 
MOFIs are different because of the different force. 

SVM is utilized to classify the actions. The leave-one-out method is used as the 
evaluation method. Assuming that there are K samples in the dataset. Cycle test is 
conducted for K samples to ensure that each sample is tested at least once and, simul-
taneously, other K-1 samples are considered as training samples. The average of the 
recognition accuracy shows the classifier’s performance.  

The recognition rate of this method is represented by confusion matrix. The ele-
ments in the main diagonal are the correct recognition rate. The other elements are the 
wrong recognition rate. UT-interaction dataset’s average recognition rate is 89%. 

 

 

Fig. 5. The MHIs and MOFIs of UT-interaction Fig. 6. The MHI and the MOFI of pat-
tingand punching 

Table 2. The confusion matrix of UT-interaction dataset 

Action A1 A2 A3 A4 A5 A6 
A1 0.8 0.1 0.1    
A2 0.05 0.9 0.05    
A3 0.1 0.1 0.8    
A4    1   
A5     0.9 0.1 
A6     0.1 0.9 

6 Conclusion 

A temporal template representation method is proposed to perfect the description of the 
motion which combines the MOFI and MHI. MHI show how the motion move. MOFI 
include the whole moving region and emphasize the speed information. To get a feature 
vectors as the motion’s feature, we calculate and compare the spatial-temporal de-
scriptors’ wavelet moments and HU moments. Finally the wavelet moments are chosen 
to represent the motion. We train a SVM to do classification. The experimental results 
prove this method’s effectiveness and robustness both on the single behavior and 
interaction behavior.  
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Abstract. Aiming at the high demand of the background environment and the 
user, this paper designs a real-time human static gesture recognition algorithm 
based on the depth information of Kinect. The localization of the joint points of 
the hand is realized by using the Kinect skeleton. The depth image is acquired 
by the depth sensor, and the joint points of the hand are tracked continuously; 
After locating the position of the hand, the region of interest is intercepted, and 
the depth threshold is set up to segment the hand from the depth image; The 
segmentation image is processed by morphology, and the circular rate, filling 
rate, perimeter rate, convex hull, convex defect, Hu moments of the hand con-
tour are 9 kinds of features; Six kinds (0 to 5) of gesture are recognized using 
SVM method. Recognition rate and robustness of gesture recognition experi-
ments are conducted in static and dynamic environment respectively. The expe-
rimental results show that the proposed algorithm can achieve better recognition 
result in a variety of environments. 

Keywords: Kinect · Depth data · Multi-feature · SVM 

1 Introduction 

Gesture recognition is a kind of human-computer interaction technology. Compared 
with the traditional keyboard and mouse, it's more natural, intuitive and easy to learn.  

The limit method is limited by wearing the logo with color or using the background 
with fixed color, so that we can segment the gesture from the special color. [1] This 
method reduces the freedom of the gesture. The color detection method based on the 
color space distributes the color of the image to the corresponding color space for the 
threshold separation. Using skin detection method can isolated skin color regions direct-
ly from the image, but current technology mainly gets following problems: easy 
to influenced by complex background and light conditions; can not overlap with the face 
and other position that are similar with skin color, can not wear non skin gloves etc.  

Aiming at the high demand of the background environment and the user, the sys-
tem locates the hand joint by using Kinect skeleton. Segmenting the hand area com-
bined with the depth image. Then extracting the features of hand contour, recognizing 
the gesture by using SVM classifier. This method overcomes the influence of com-
plex background and light changing efficiently. The user doesn’t need to wear any 
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device to operate system. In this way, the system reflects the convenience of human-
computer interaction. The experimental results show that the proposed algorithm can 
achieve better recognition result in a variety of environments. 

2 Human Static Gesture Recognition System 

2.1 Whole System 

This paper proposes a hand gesture recognition system based on Kinect depth data. 
It’s more efficient to take advantage of depth data for overcoming the influence of 
complex background and light changing. It’s more convenient for user to operate the 
system because there is no need to wear any device. First the localization of the joint 
points of the hand is realized by using the Kinect skeleton. The depth image is ac-
quired by the depth sensor, and the joint points of the hand are tracked continuously. 
After getting the three-dimensional coordinate of hand, the ROI is intercepted and the 
depth threshold is set up to segment the hand from the depth image; Extracting feature 
of the segmented gesture and recognizing the gestures by using the SVM classifier. 
Fig. 1 is the process of gesture recognition system. 

 

 
Fig. 1. Process of gesture recognition system. 

2.2 Gesture Contour Acquisition Based on Depth Data 

In this paper, we obtain the human skeleton map with Kinect. After hand location, we 
intercept a ROI of 140×140 pixels that contains the hand image. Then double thre-
shold is set to segment the hand. In this way we can remove the influence of fore-
ground and background efficiently. Fig. 2 is process of gesture acquisition. 

 

 
Fig. 2. Process of gesture acquisition. 
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2.2.1   Human Skeleton Map and Hand Locating and Tracking 
Kinect can provide depth image using the depth camera. [2][3] Pixel of the image 
records the calibration depth. This depth camera can eliminate the background noise 
and extract the information of the people. Shotton labeled various parts of the charac-
ters’ body in the picture. [4] Using large, rich and varied training data, he ensures the 
decision tree classifier assessing the various parts of the body is not misclassified no 
matter different individuals, clothing and posture. After the division of the body parts, 
the 3 dimensional position of the body joints can be predicted. [5] In the process of 
recognition, a depth map is required to identify the 3 dimensional positions of the 
individual joints, as shown in Fig. 3.  

 

 
Fig. 3. Process of human body joints recognition. 

After the human skeleton recognition, we map the three-dimensional coordinate on 
the depth image. Then obtaining the real-time 3D gesture information to achieve the 
gesture tracking. 

2.2.2   Intercepting the ROI and Hand Segmentation 
1)   Intercepting the ROI 
According to the coordinate X and Y of the hand, intercepting a 140×140 pixels (ac-
cording to the experience) ROI which includes the hand image part. In this way we 
can prevent the influence of the object in the same depth plane. 
2)   Hand segmentation 
①  depth theory 
The Z coordinates of the hand position represent the relative distance between the 
hand and the Kinect. The general depth value is represented by 12bit, that is, the max-
imum is 4095. If the depth data we collected need to be expanded to a gray-scale fig-
ure, it should multiplied by a factor 255/4095. 
②  threshold segmentation 
The threshold range is T: 

]5(255/4095)[5]-(255/4095)[Z  ZT                  (1) 

The contour of the hand is determined according to the depth information of the 
hand. Then binaryzation and filtering of the contour are processed. In Fig. 4, A is 
gesture segmentation sketch map and B is a gesture contour segmentation graph. 
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                  A                      B 

Fig. 4. A) gesture segmentation sketch map  B) gesture contour segmentation graph. 

2.3 Feature Extraction 

After preprocessing, the binary image, edge image and contour matrix of gesture can 
be obtained. Commonly used feature extraction methods are Hu moment [6], Zernike 
moment [7], Fourier contour moment [8] and wavelet moment [9] and so on. In view 
of the characteristic of the image extraction, the features of the translation, rotation 
and scale invariance are selected. They are circular rate, filling rate, perimeter rate, 
convex hull, convex defect, Hu moments of the hand contour. These features can 
effectively reflect the characteristics of gesture images. Fig. 5 is the calculation of 
rectangle and circle of six kinds of hand contour. 
 

 
Fig. 5. Rectangle and circle of six kinds of hand contour. 

2.3.1   Circular Rate, Filling Rate, Perimeter Rate 
In this paper, we take the circular rate, the filling rate, the perimeter ratio of contour 
as features. Collecting 100 frames of each gesture with the method in 2.2 to analysis 
the feature. Table 1 is the average value of the circular ratio, filling ratio and perime-
ter ratio of 6 kinds of gestures. 
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Table 1. Circular ratio, filling ratio, perimeter ratio of 6 kinds of gestures. 

 Zero One Two Three Four Five 
Circular ratio 1.66 2.75 3.49 4.25 5.33 5.94 

Filling ratio 0.70 0.50 0.62 0.52 0.48 0.44 

Perimeter 
ratio 0.73 0.83 1.09 1.17 1.45 1.61 

 

1)  Circular ratio 
The circular ratio is the degree of the similarity between the contour and the circle. 
The ratio is close to 1, and the contour is close to the circle. L is the circumference of 
the contour and A is the area of the contour. 

A
ltiocircularra
4

2

                       (2) 

2)  Filling ratio                 
The filling ratio is the ratio of the contour area to the rectangular area of the gesture. 
The larger the ratio, the more square the contour is. A is the contour area and R is the 
outer positive rectangular area. 

R
Aiofillingrat                          (3) 

3)  Perimeter ratio 
The perimeter ratio is the ratio of hand contour and perimeter of minimum circum-
scribed circle. The larger the ratio, the more open the gesture is. L is perimeter of the 
contour and C is the perimeter of the minimum circumscribed circle. 

C
latioperimeterr                       (4) 

2.3.2   Convex Hull and Convex Defect 
The convex hull and the convex defect of contour are used to describe the shape of the 
object. The convex hull and the convex defect of the gesture can better reflect the cha-
racteristics and status of the the gesture. The main idea of gesture convex hull points and 
convex defect points extraction is using Douglas Peucker algorithm to simplify the con-
tour. Draw the outline of the simplified contour after the treatment, and then calculate 
and draw out the convex hull and convex defect points of the contour. Fig. 6 is convex 
hull points and convex defect points of six kinds of hand contour. 
 

 
Fig. 6. Convex hull points and convex defect points of hand contour. 
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2.3.3   Hu Moment 
In this paper, the Hu moment is chosen as the feature of gesture. The Hu matrix is a 
set of moment invariant which is composed of the nonlinear combination of moments. 
They well resolved the scale changing, image shifting, coordinate conversion and 
rotation changing during the process of feature matching. 

7 invariant moments of Hu are composed of two order and three order central  
moment. The most useful information of the gesture image is contained in the low 
order moment. High order moments are complicated and noisy. In order to overcome 
the effects of noise and reduce the amount of computation, we choose the top four 
feature vector as the feature parameters of gesture image. 

02201                         (5) 

11
2

02202 4)(                   (6) 

Using 2.2 method, gesture images of 100 frames are obtained. The average Hu   
moment parameter of each gesture is calculated. Table 2 is the average value of the 
first four invariant moments of the six gestures. 

Table 2. The average value of the first four invariant moments. 

 Zero One Two Three Four Five 

 0.1876 0.2683 0.2621 0.2376 0.2297 0.2207 

 0.0076 0.0343 0.0256 0.0171 0.0098 0.0022 

 0.0003 0.0056 0.0010 0.0007 0.0009 0.0008 

 0.0001 0.0038 0.0021 0.0005 0.0002 0.0003 

2.4 SVM Classifier 

The SVM classifier is based on the theory of VC dimension and the least structural 
risk of statistical learning. In order to obtain the best generalization ability, SVM 
Seeks the best compromise between the complexity of the model and the ability to 
learn according to the limited sample information. 

Considering the limitation of the sample and the accuracy of the recognition, this 
paper uses the SVM classifier to recognize the gesture. 
  1) In the training phase we extract the gesture contour using 2.2 method, and extract 
100 frame images respectively for six different gestures. 
  2) Filter out the bad sample in the image and save the sample contains the complete 
gesture contour. 
  3) Extract features of the sample images and feature vector is sent to SVM training 
to construct the training parameters file. 
  4) In the testing phase we obtain real-time gesture contour and extract features by 
using the method in this paper. SVM classifier is used to test and then returns the 
recognition results. 

Fig. 7 is the process of training and testing of SVM classifier. 

1

2

3

4
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Fig. 7. Training and testing of SVM classifier 

3 Experiment and Analysis 

3.1 Gesture Recognition in Dynamic Environment 

3.1.1   System Robustness Experiment 
In addition to the normal environment, the system can still achieve good recognition 
results in a complex environment. According to the algorithm proposed in this paper, 
a series of experiments are carried out in the dynamic environment: the condition of 
complex background; the changing of environmental light conditions; gestures for 
rotation; the condition of multiple human interference. From Fig. 8 the correspon-
dence of recognition results five and color image gesture, we can be see that the per-
formance of the proposed algorithm is good in dynamic environment, and it shows 
strong robustness. 
 

 
Fig. 8. Gesture recognition effect in dynamic environment. 

3.1.2   Running Time Experiment 
The recognition time of the system in this paper is tested in a complex background. 
The test set is 100 frames each gesture in SVM training stage. From the gesture detec-
tion to recognition, the average time of the system is 0.05s. Compared with other hand 
gesture recognition system [10][11][12], ours has a large advantage and is more suita-
ble for online real-time gesture recognition applications. 
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Table 3. Comparison of system recognition time. 

System Paper [10] Paper [11] Paper [12] This paper 
Time 0.4s 0.09-0.11s 0.1333s 0.05s 

3.2 Gesture Recognition in Static Environment 

3.2.1   Fixed Distance Gesture Recognition Experiment 
In the static environment, gesture recognition experiment is carried out in a complex 
background with same light condition. The official recommended distance of Kinect 
camera is between 1.2 meters to 3.8 meters. Experiments were conducted by 10 oper-
ators at a fixed distance of 1.5 m. The operator makes 0-5 six gestures 10 times re-
spectively (guaranteed gestures are within the range) to calculate the recognition rate 
of gestures by using the proposed algorithm. Table 4 is the average recognition rate 
for each gesture in a static environment. 

Table 4. The average recognition rate for each gesture. 

Gesture Zero One Two Three Four Five 
Recognition 

rate 97% 93% 96% 94% 94% 98% 

 
From the table 4, the recognition rate of gesture zero and gesture five is higher and 

other hand gesture recognition rate is relatively low. The analysis is: 
  1) Human gesture is a flexible object and there is not a standard for gestures. The 
recognition error is caused by the randomness of the operator's finger. 
  2) The features of gesture zero and gesture five are more obvious than other ges-
tures and the recognition rate is higher than other gestures. 
  3) Gesture recognition is carried out by using depth image. The operator need to 
locate the palm facing the camera in order to acquire a completed gesture image. 
When the operator’s gestures have bias, the recognition rate will be affected. 

3.2.2   Changing Distance Gesture Recognition Experiment 
Gesture recognition experiments are conducted at different distances. From 0.5 me-
ters, 10 operators test 5 times every 0.25 meters for the same gesture. Experimental 
results are shown in Fig. 9. The results show that when the distance between the cam-
era and operator is 1.2-1.5 meters, recognition rate is the highest. When the distance is 
less than 0.5 meters, the system cannot obtain complete gesture image to recognize. 
When the distance is larger than 2 meters. The depth resolution is lower so that some 
information of the hand is lost and the recognition rate drops. 
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Fig. 9. Recognition results of different distance. 

4 Conclusion 

This method overcomes the influence of complex background and light changing 
efficiently. The experimental results show that the proposed algorithm can achieve 
better recognition result in a variety of environments. 

At the same time, this system has some disadvantages, and it is also the research 
direction in the future. 

1) Enrich the static gesture library by defining more gestures to improve the type of 
static gestures; 

2) Try other feature extraction methods and classification. Different features,  
classification and recognition methods will get different recognition effect. Try new 
combination to improve the recognition rate; 

3) Add gesture control function. Using the static gesture to control picture zoom, 
the start and stop of program and the game control. Enhance the practicality. 
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Abstract. In this paper, a nerves segmentation algorithm is presented based on 
the combination of hessian matrix and random walk techniques. We used hes-
sian matrix to enhance the nerve area, then used morphological operations for 
nerve skeleton extraction and got the seed for random walk. Our algorithm has 
three phases, enhancement of nerve area on hessian matrix, extraction of skele-
ton points on enhanced area, finally segmentation of nerves. The experimental 
results show that the proposed method works well in segmentation of the nerve 
in NMR images with high accuracy. 

Keywords: Nerve segmentation · Hessian matrix · Random walk 

1 Introduction 

Reliable and efficient facial nerve localization and segmentation are essential for diag-
nosis of maxillofacial diseases, treatment planning, and image-guide interventions. Tu-
mors of the salivary glands represent 3%-10% of all head and neck neoplasms [1]. 
Among these neoplasms, 75%-85% occur in the parotid gland, from which 70%-80% 
are benign [2]. They include various lesions, the most common being pleomorphic ade-
noma, followed by adenolymphoma [3]. Today, surgery resection for benign parotid 
tumors has emerged as a procedure describable as both practical and safe. 

Customarily, benign parotid tumors were often treated by total conservative parati-
dectomy (TCP), decreasing the risk of recurrence. Nevertheless, the main disadvan-
tage of TCP is that the branches of the facial nerve may be injured, which is as a re-
sult of the contiguous adjacent relationship between the parotid gland and the facial 
nerve. Hence, partial superficial paratidectomy (PSP) combining with facial nerve 
dissection is considered as the standard method of choice. Most authors have drawn 
the conclusion that the cervical branch causes less damage than other branches from 
the study on facial nerves contrary dissection in parotid gland surgery [4,5].  

During the facial nerve contrary dissection, the apriority distance from cervical 
branch to mandible angle is purposed to guide doctors to locate the facial nerve. 
However, as a result of the complexity adjacent relationship mentioned before, part of 
the tumor tissues constantly shoving the facial nerve, cause facial nerves displace-
ment, which generates the inaccurate localization during the surgery. In the case of 
tumor tissues clinging to facial nerves, doctors attempt to avoid the planted recurrence 
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caused by tumor rupture, as well as protect the facial nerve from damaging. Conse-
quently, accurate localization and segmentation of cervical branch preoperatively are 
of significance on decreasing the incidence of facial nerves dysfunction. The applica-
tion based on the proposed method is widely used ranging from the image guide of 
parotid tumor resection to other maxillofacial surgery, including the SMAS rhytidect-
omy and platysma myocutaneous flap separation. The methodology proposed herein 
is of extreme help in increasing the successful rate and improving the prognosis of 
submandibular disease. 

Hessian-based methods have been widely used in vessel enhancement, because 
Hessian matrix is able to retrieve directional and dimensional information of vessels 
from images [6-9]. Koller et al. presented the eigenvectors of Hessian matrix for ves-
sel direction estimation and applied a matching filter along the vessel direction to 
detect vessel presence [10]. Sato et al. described a multi-scale line enhancement filter 
for the segmentation of curvilinear structures in medical images, which is based on 
the directional second derivatives of smoothed images using Gaussian kernel using 
multi scales with adaptive orientation selection using the Hessian matrix [11]. Com-
pared to other famous Sato filter and Lorenz filter, a method developed by Frangi in is 
a representative method and produces much better results in practice [12,13]. In this 
paper, we used hessian matrix to enhance the nerve area, because the nerves have 
similar directional and dimensional information to vessels. The result shows that Hes-
sian based nerve enhancement methods have been successful in segmentation of cer-
vical branch of facial nerve.  

2 Algorithm 

2.1 Hessian Matrix 

For an image I, we can regard the image I(x,y)as the three-dimensional surface which 
is composed of the two-dimensional coordinates of pixels, as well as grayscale value 
corresponding to the pixel. Coordinates of the three-dimensional surface can be  
expressed as: 

)},,(|),,{( yxIzzyx                                  (1) 

where (x,y) is the pixel location coordinates, I(x,y) is the image gray value. Hessian 
matrix can be used to represent the curvature of the surface, which is defined as fol-
lows: 
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where Ixx(x,y), Ixy(x,y), Iyx(x,y), Iyy(x,y) denote the four second-order partial derivative 
of two-dimensional images I(x,y) 

There are two eigenvalues λ1, λ2(|λ1|≦|λ2|) of Hessian matrix, which can be used to 
construct the enhancement filter. 
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Table 1. Possible patterns in 2D images, depending on the value of eigenvalues 

Object shape λ1 λ2 
Tubular structure (bright) L H- 
Tubular structure (dark) L H+ 

Circular structure (bright) H- H- 
Circular structure (dark) H+ H+ 

 
Because of the facial nerve has a higher intensity than background, the Hessian-

based enhancement filter which was defined by Frangi for 2D vessel detection is: 
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where β and c are thresholds which control the sensitivity of the line filter to the 
measures RB, S. The details about the hessian matrix based method are illustrated in 
Table 1. According to equation (3), the filter output will be the best when the width of 
facial nerves matches to a suitable scale factor σ. In the multi-scale vessel enhance-
ment algorithm, f(x,y) is calculated in different scale factor σ at each pixel, then take 
the maximum as the final filter output. 

  ).,(max)(  xfxF                             (6) 

Frangi filter alone is not capable of completely segmenting the facial nerves from 
complex background. Hence, we need to further process the output of Frangi filter. 

2.2 Random Walk 

Grady [14] proposed an interactive algorithm for image segmentation based on the 
use of random walk. The main idea is as follows: a set of seed pixels are first speci-
fied by the user. For all the other pixels, using an efficient process, we determine the 
probability that a random walk starting at that pixel first reaches each particular seed, 
given some definition of the probability of stepping from a given pixel to each neigh-
bour. The segmentation is formed by assigning the label of the seed first reached to 
the non-seed pixel.  

The segmentation is formulated on a weighted graph [15, 16], where each node 
represents a pixel or voxel. A graph is a pair G=(V, e, W). An edge e spanning two 
vertices, vi and vj, is denoted by eij. A weighted graph has a value (typically nonnega-
tive and real) assigned to each edge called a weight graph. The weight of edge eij,  
is denoted by W(eij)or Wij. The degree of a vertex is di=∑Wij for all edges eij incident 
on vi. 
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Given a weighted graph, a set of marked nodes VM, and a set of unmarked nodes 
VU, such that VMUVU=V and VM∩VU=Ø, we would like to label each node vi∈VU. 
With a label from the set G={g1, g2,..., gk} having cardinality k=|G|, we term a node 
vi∈VU, as free because its label is not initially known. Assume that each node vj∈VM 
has also been assigned a label yi∈G. 

The random walk approach to this problem given in [15] is to assign to each node 
vi∈VU, the probability xi

s that the random walk starting from that node first reaches a 
marked node vj∈VM assigned to label gs. The segmentation is then completed by as-
signing each free node to the label for which it has the highest probability, i.e. 
Vi=maxsvi

s. Note that the values for yi, if vj∈VM, are given by user-interaction.  
It is known that the minimization of 

ssT
spatial LxxE                                 (7) 

For a n×1, real-valued, vector xs, defined over the set of nodes yields the probability 
xi

s, that a random walk starting from node vi, first reaches a node vj∈VM with label  
gs(set to xj

s=1), as opposed to first reaching a node vj∈VM, with label gq≠s(set to jx =0 ), 
where L represents the combinatorial Laplacian matrix defined as 
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The notation Lvivj is used to indicate that the matrix Lvivj is indexed by vertices vi 
and vj. By partitioning the Laplacian matrix into marked (i.e. pre-labeled) and  
unmarked (i.e. free) blocks 
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And denoting an|VM|×1indicator vector f s, as 
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The minimization of equation (7) with respect to xU
s is given by 

     ss
UU BfxL                               (10) 

This is a sparse, symmetric, positive-definite, system of linear equations. 

3 Experimental Results and Analysis 

3.1 Experimental Data 

In order to verify the effectiveness of the algorithm, we applied the algorithm on the 
data including 16 cases which are provided by First Affiliated Hospital of Tianjin 
University of Traditional Chinese Medicine Radiology Department. The images are 
clear and voxels of each image are isotropous, which ensure the accuracy of the seg-
mentation. 
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3.2 Extraction the Seeds 

Skeleton extraction has been an indispensable and important part of medical image 
processing for a very wide range of applications, first proposed by Blum et al. We use 
skeleton extraction to get the skeleton of facial nerves and other tubular structures 
which are filtered by Frangi filter. 

According to our analysis, we found that the skeleton extracted from the facial 
nerve is longitudinal in coronal or sagittal MR images. Therefore, using the longitu-
dinal direction filter for filtering skeleton, we can remove the tubular structures in 
other directions from the image. 

After the longitudinal direction filter, there are still some other tissues around the 
facial nerves not being removed. The manually marked point is the only one interac-
tive action by a radiologist. Radiologists select a point P manually around the facial 
nerve. Some ray casting lines are used to extract the skeleton of facial nerves which is 
the nearest to the point P. 

Then we extract skeleton of facial nerves spaced points as target points, and two 
points by the two sides of each target point as background points. These points are 
used for the random walk segmentation. 

3.3   The Segmentation results 

The original images on three different facial nerves are shown in Fig. 1. We can see 
that the facial nerves’ shape is very like the vessels. So this paper presents the hessian 
matrix to enhance the nerves. 
 

 
Fig. 1. The original images. 

 
Fig. 2. The process of the segmentation for Fig.2 (b). 

From the figure we can see that the seeds are the endpoint and bifurcation. 

(a) (b) (c)
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3.4 Discussion 

In order to put the quality of our method into perspective, we compared the method 
proposed herein to ACM and Level Set for segmenting the facial nerves, which used 
the same set of NMR images to make the comparison fair and comparable. Fig.3. 
shows the segmentation results of these methods. Image (a) presents the original im-
age. In image (b), we show the result of ACM. It is obviously to discover that the 
segmentation of facial nerve is incomplete, that only parts of the object region can be 
marked. The segmented image (c) corresponds to the result conducted after Level Set. 
The result points out a low astringency, which reduces the accuracy of the segmenta-
tion. We notice that our method result, presented in image (d), does better in both 
continuity and astringency. The high accuracy makes our method more competitive. 
Furthermore, the initial value affects the result seriously both in ACM and Level Set, 
while our method shows better.  
 

 
Fig. 3. The segmentation results of facial nerves in different algorithms. 

Due to the highly accurate segmentation result, this method can be useful as an im-
age-guide intervention tool for maxillofacial surgery, indicating the location of facial 
nerves that always need to be protected. Regarding the medical field, we hold the 
view that our works lie in developing a method which improves the treatment and 
prognosis of the submandibular surgery. In the field of engineering, we develop a 
methodology which is easy, convenient to apply and promising with techniques that 
have been described above. Furthermore, the proposed method is able to run on sim-
ple computers, which is available in hospital as a financially attractive solution. 

4 Conclusions 

In this work, we have proposed an automatic segmentation algorithm based on ran-
dom walk to extract the facial nerve. Our design with the hessian matrix enhances the 
facial nerve from the other organizations. In the proposed facial nerves detection me-
thod, the seed information is extracted by using the skeleton extraction method, which 

(a) (b) (c) (d)
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is obtained by using hessian matrix enhancing the facial nerves area. And then, we 
improved the accuracy of facial nerves segmentation. The detected results have 
shown the superiority of the proposed method, which improve the correct rate of fa-
cial nerves segmentation. This methodology contributes to diagnosis of maxillofacial 
diseases and is able to be an essential component in image-guide intervention for 
specialist who is attempting to detect facial nerves. 
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Abstract. Hand-crafted descriptors are widely used for human action
recognition in video at present. However, they are not optimized and
may lack discriminative information. To compensate this drawback, this
paper presents a learning-based 3D compact binary descriptor (3D-CBD)
for human action video representation. The proposed descriptor is a 3D
extension of the compact binary face descriptor (CBFD). Given a video
sequence, we first extract pixel difference vectors (PDVs) in local vol-
umes and then learn a feature mapping to project these PDVs into low-
dimensional binary vectors. Finally, we cluster and pool these binary
codes into histogram feature as the representation of the video sequence.
Experimental results on two action datasets (KTH and WEIZMANN)
demonstrate the effectiveness of the proposed descriptor.

Keywords: Action recognition · Binary descriptor · Feature learning

1 Introduction

Human action recognition in videos is one of the most active research areas in
the past few years. It is essential for several applications including video index-
ing/browsing, video summarization, human-computer interfacing and smart
home. However, it remains a challenging problem due to background clutter,
occlusion, viewpoint changes and illumination changes.

Currently, hand-crafted features have shown excellent results for action
recognition[1]. Calculation of these local features involves two steps: 1) inter-
est point detection, which aims to find the informative regions for action under-
standing; 2) local feature representation, whose goal is to describe the patterns of
extracted regions. Recently, many interest point detectors and descriptors have
been proposed. Interest point detectors include detectors based on Gabor fil-
ters [2,3], Harris detector[4] and dense trajectories[5]. Feature descriptors range
from optical flow, gradient information to spatio-temporal extensions of image
descriptors such as 3D-SIFT[6] and HOG3D[7].

However, hand-crafted features usually require strong priors to engineer
them by hand[8], which are simple but not discriminative enough. For exam-
ple, HOG[9] descriptor quantizes gradient vectors into only 8 orientations and
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 615–623, 2015.
DOI: 10.1007/978-3-319-25417-3 72
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HOG3D descriptor quantizes them into 20 orientations. Large amounts of contex-
tual information may be lost in the quantization step in hand-crafted descriptors.
In order to compensate the drawback of hand-crafted descriptors, we attempt
to obtain video descriptors by a learning process for human action recognition.

In this work, we present a new learning-based descriptor to address the
human action recognition problem in video. This new descriptor is inspired by
the compact binary face descriptor (CBFD)[8] which is a learning method for
still face image representation. We explore the idea of CBFD and extend it into
3D space to learn our descriptor which is termed as 3D Compact Binary Descrip-
tor (3D-CBD). More specifically, for each human action video sequence, we first
extract pixel difference vectors (PDVs) in local volumes and then learn a feature
mapping to project these PDVs into low-dimensional binary vectors. Finally, we
cluster and pool the binary codes into histogram feature as the representation
of the video sequence. Our 3D-CBD contains much compact and discriminative
information by an effective learning process and could provide more reliability
for action recognition compared with existing hand-crafted descriptors.

Extensive experiments are conducted on two human action datasets, includ-
ing KTH [10] and WEIZMANN [11]. The results show that our learning-based
3D-CBD descriptor is more effective for video sequence representation in human
action recognition.

2 Proposed Descriptor

2.1 Compact Binary Face Descriptor

In this work, the idea of compact binary face descriptor (CBFD) [8] is employed
to learn our descriptor in 3D space. In this section, we first briefly review the
CBFD learning method.

The CBFD is utilized to describe still images and its overall learning frame-
work is shown intuitively in Figure 1. In this framework, for each pixel in an
image, its neighbors in a (2R + 1) × (2R + 1) space are identified first. Then we
compute the difference between the center point and neighboring pixels as the
pixel difference vector (PDV). For each training image, we extract all the PDVs
and learns a feature mapping to project each PDV into low-dimensional binary
codes.

Specifically, given a training set containing N samples denoted by X =
{x1, ..., xN}, where xn ∈ R

d is the nth PDV. K hash functions are learned
to map each training sample into a binary vector bn = [bn1, ...bnK ] ∈ {0, 1}1×K .
We denote wk ∈ R

d as the projection vector of the kth hash function, bnk as the
kth binary code of xn, and we can map each sample xn into a binary code as
follows:

bnk = 0.5 × (sgn(wT
k xn) + 1) (1)
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Fig. 1. The CBFD learning framework.

CBFD formulates the following optimization objective function in order to
make bn discriminative and compact:

min
wk

J(wk) = J1(wk) + λ1J2(wk) + λ2J3(wk)

= −
N∑

n=1

‖(bnk − μk‖2 + λ1

N∑

n=1

‖(bnk − 0.5) − wT
k xn‖2

+ λ2‖
N∑

n=1

(bnk − 0.5)‖2

(2)

where μk is the mean of the kth binary code of all the PDVs, λ1 and λ2 are
parameters to balance the effects of J1, J2 and J3. The first term J1 in Eq.(2)
is to maximize the variance of the learned binary codes. The second term J2 in
Eq.(2) is to minimize the quantization loss. The third term J3 in Eq.(2) is to
ensure that feature bins in the learned binary codes distribute evenly, so that
they are more compact and discriminative.

After obtaining the projection matrix, we can map each training sample
xn into binary codes, then a codebook is learned from the binary codes by
clustering. Therefore, for a test image, the PDVs could be first extracted and
encoded into binary codes by the learned feature mapping. Then the histogram
of the binary codes is calculated as the representation of the image under the
learned codebook.

2.2 3D Compact Binary Descriptor

CBFD is a learning-based binary feature descriptor, which is more discriminative
and more compact than the hand-crafted descriptors. However, it is designed for
still images and cannot be directly applied to describe video sequence. There-
fore, we extend it into 3D space and propose a 3D compact binary descriptor
(3D-CBD).
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Fig. 2. The pipeline for PDV extraction from video sequences.

PDV Extraction. The proposed 3D-CBD is used to describe a local region
in a video. Commonly, local regions are determined by using an interest point
detector or by dense sampling of the video [7]. In this work, we use the Har-
ris3D detector [4]. Because the interest points detected by Harris3D detector
are sparsely distributed so that the selected local volumes will not be highly
overlapped, which can reduce the redundancy of the training data.

In [9], the size of the selected local volumes(Δx,Δy,Δt) is given by Δx,Δy =
2kσ,Δt = 2kτ . But we use a fixed size in our work for simplicity. For each pixel in
the local volumes, we identify its neighbor in a (2R+1)×(2R+1)×(2T +1) space,
then we compute the difference between the center point and the neighboring
pixels as the PDV, which is similar to the CBFD. Finally, we combined the
PDVs in each local volumes as an unoptimized representation of the video. The
overall process is shown in Figure 2.

The Training Process. After all the PDVs are extracted, we can get a training
set X = {x1, x2, ..., xN}, where xn ∈ R

d is the nth pixel difference vector (PDV).
Then we follow the step in CBFD[8] to learn the projection matrix W and
codebook D. We denote the projection matrix as W = [w1, w2, ...wK ] ∈ R

d×K .
For each sample xn, we can obtain a binary vector:

bn = 0.5 × (sgn(WTxn) + 1) (3)

Then Eq.(2) can be re-written as

min
wk

J(wk) = J1(wk) + λ1J2(wk) + λ2J3(wk)

= − 1
N

× tr((B − U)T (B − U)) + λ1‖(B − 0.5) − WTX‖2F
+ λ2‖(B − 0.5) × 1N×1‖2F

(4)

where B = 0.5 × (sgn(WTX) + 1) ∈ {0, 1}K×N is the matrix of all the binary
codes and U ∈ R

N×K is the mean matrix of the binary vectors obtained from the
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training samples. According to the mathematical derivation in [8], the objective
function in Eq.(4) can be re-written as

min
W

J(W ) = tr(WTQW ) + λ1‖(B − 0.5) − WTX‖22
− λ2 × N × tr(11×KWTX1N×1)

subject to: WTW = I

(5)

where

Q � − 1
N

× (XXT − 2XMT + MMT ) + λ2X1N×111×NXT (6)

The constraints, WTW = I are used to make W to be orthogonal projections,
and M ∈ R

N×d is the mean matrix of all the PDVs.
We follow the step in [8] to update B with a fixed W and update W with

a fixed B iteratively. The process is repeated until convergence and we can get
the solution of W . Then we project each PDV into a binary feature vector and
apply K-means method to learn a codebook from the training set.

3D-CBD Representation. After the projection matrix W and codebook D
are learned in the training process, given a set of video sequences, we first follow
the PDV extraction step as mentioned above to get the unoptimized representa-
tion Xi = {xi1 , ..., xin}, where Xi denotes the extracted PDVs of the ith video.
Then the PDVs are mapped into binary code by the learned projection matrix.
Finally, we calculate their distribution according to the learned codebook as a
histogram feature descriptor of the video sequences. The proposed descriptor is
availably utilized to represent the video sequences, which is more discriminative
and compact than the hand-crafted video descriptors.

3 Experiments

3.1 Datasets

KTH Dataset. The KTH dataset[10] contains six human action classes (see
Figure 3) performed by 25 subjects in 4 different scenarios (outdoors, outdoors
with scale variation, outdoors with different clothes and indoors). In total, the
data consists of 599 video clips (160 × 120 pixels).

WEIZMANN Dataset. The WEIZMANN dataset was provided by Blank
et al.[11] in 2005. It contains 93 low-resolution (180 × 144 pixels) video clips
of 9 different people. WEIZMANN dataset contains 10 different actions (see
Figure 3). The length of each video clips is about 2 seconds and the camera
setting is fixed.
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Fig. 3. Example frames from KTH dataset (top), WEIZMANN dataset (middle and
button).

3.2 Experimental Settings

For the KTH dataset, we followed the setting of Laptev et al.[12] and divided the
video sequences into test set (9 people) and training set (the remaining 16 peo-
ple). For the WEIZMANN dataset, we choose Leave-One-Out-Cross-Validation
(LOOCV) as suggested by Scovanner et al.[6].

For the proposed 3D-CBD, in the PDV extraction step, we empirically set
Δx,Δy = 18,Δt = 14, R = T = 3. The parameters λ1 and λ2 was simply set as
0.001 and 0.0001 as suggested by Lu et al.[8]. We optimized binary code length
L and the codebook size S and observed that the best result was obtained when
L = 15 and S = 1500.

For classification, we use a linear support vector machine in the publicly
available machine learning library LIBLINEAR[13].

3.3 Results and Analysis

In this section, we compare our 3D compact binary descriptor (3D-CBD) with
other widely used hand-crafted video descriptors on KTH and WEIZMANN
datasets. The confusion matrices of the proposed 3D-CBD are shown in Figure
4 and the results of different descriptors are all reported in Table 1.

For the KTH dataset, it is evident that the proposed 3D-CBD performs much
better than most of the other hand-crafted descriptors in Table 1, e.g. 3D-CBD
achieves 3.1% improvement over HOG3D, 10.5% improvement over HOG, 5.5%
over Cuboid, and 1.7% over 3DGrad, respectively. These results highlight the
effectiveness of the proposed descriptor. Furthermore, Table 1 also shows that
our descriptor has a competitive performance with HOF descriptor. The result
of [2] on KTH is not reported in Table 1, since this method uses more training
data and is not comparable to ours.
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(a) (b)

Fig. 4. Recognition performance of our 3D-CBD method using confusion matrices:
(a) KTH dataset, accuracy: 92.1% (b) WEIZMANN dataset, accuracy: 96.8%

Table 1. Comparison with other hand-crafted descriptors on the KTH and WEIZ-
MANN datasets.

Methods KTH WEIZMANN

3D-CBD 92.1% 96.8%
HOG3D[7] 89.0% 84.3%
Cuboid[3] 86.6% 87.3%
3DGrad[14] 90.4% 92.3%
HOG[9] 81.6% -
HOF[9] 92.1% -
Local Jets[10] 71.7% -
Gradients+PCA[15] 86.7% -
3D SIFT[6] - 82.6%
Spin Images[16] - 74.2%
ST Features[16] - 68.4%
Clouds of STIP[2] - 96.7%

For the WEIZMANN dataset, it is clear that the 3D-CBD gives a significant
improvement over the vast majority of other descriptor in Table 1. More specif-
ically, the precision rate is 96.8% for 3D-CBD, versus 84.3% for HOG3D, 87.3%
for Cuboid, 92.3% for 3DGrad, 82.6% for 3D SIFT .The advantage of 3D-CBD
for human action recognition is demonstrated once again. From the Table 1, we
can see that the performance of Clouds of STIP is closed to our descriptor. This
is because the descriptor uses a feature selection method after feature extraction,
it has a superior performance as well.

Moreover, we evaluate the transfer learning performance of 3D-CBD. Table
2 shows that our 3D-CBD learned from KTH gives a comparable result with
the default 3D-CBD setting on WEIZMANN. But the performance of the 3D-
CBD learned from WEIZMANN falls by 6.5% on KTH. That’s because KTH
(599 video clips) contains a greater variety of data than WEIZMANN (93 video
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Table 2. Evaluation on transfer learning performance of 3D-CBD

WEIZMANN→
KTH

KTH→ WEIZ-
MANN

Recognition Rate 85.6% 96.8%

clips), which helps improve the generalization ability of 3D-CBD. This transfer
learning properties make it possible to use non-target data to train 3D-CBD
when we don’t have enough target data.

4 Conclusion

In this paper, we have proposed a learning-based 3D compact binary descriptor
(3D-CBD) for human action recognition in video which is a 3D extension of
compact binary face descriptor (CBFD). Given a video sequence, we first use a
Harris3D detector and extract PDVs from the local volumes of interest points,
then we follow the step of CBFD method to quantize PDVs into compact binary
code and calculate the histogram feature. Experimental results on the KTH
and WEIZMANN datasets show that our 3D compact binary descriptor is more
discriminative than other hand-crafted video descriptors.
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5. Wang, H., Kläser, A., Schmid, C., Liu, C.L.: Action recognition by dense trajec-
tories. In: 2011 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 3169–3176. IEEE (2011)

6. Scovanner, P., Ali, S., Shah, M.: A 3-dimensional sift descriptor and its appli-
cation to action recognition. In: ACM International Conference on Multimedia,
pp. 357–360. ACM (2007)

http://arxiv.org/abs/1505.04868


Learning 3D Compact Binary Descriptor for Human Action Recognition 623

7. Klaser, A., Marsza�lek, M., Schmid, C.: A spatio-temporal descriptor based
on 3d-gradients. In: BMVC 2008–19th British Machine Vision Conference,
pp. 275:1–275:10. BMVA (2008)

8. Lu, J., Liong, V.E., Zhou, X., Zhou, J.: Learning compact binary face descriptor
for face recognition. IEEE TPAMI (2015)

9. Laptev, I., Marsza�lek, M., Schmid, C., Rozenfeld, B.: Learning realistic human
actions from movies. In: 2008 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 1–8. IEEE (2008)
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Abstract. In this paper, we introduce an adaptive medical image segmentation 
algorithm based on salient region detection. By implementing Gaussian Mixture 
Models and classifying the output in correlation comparison, our method is  
capable to localize the Region of Interest in multi-scales without adjusting any 
parameters. Two different types of medical image datasets, containing different 
scales of medical images are used for evaluate the method, comparing the other 
six general segmentation algorithms. Experiments prove that our method can 
self-adapt for different images, and outperform the other algorithms in all of the 
global, regional and vessel scales. 

Keywords: Medical image segmentation · Salient region detection · Gaussian 
mixture models 

1 Introduction 

In bio-medical image processing, precise image segmentation would aid doctors 
greatly in providing visual means for inspection of anatomic structures, identification 
of disease and tracking of its progress, and even in surgical planning and simulation. 
In medical image analysis, low contrast and resolution greatly increase the difficulty 
in designing an effective segmentation algorithm. Moreover, background noises,  
instrumental limitations of reconstruction algorithms and body movements of the 
patient increase to the complexity of the task. Although there have been quite a lot of 
research on medical image segmentation [1][2][3][4], few algorithm can deal with 
general kinds of medical image with a precise segmentation at the same time. In gen-
eral, most of the current medical image segmentation methods share a high strong 
pertinence and can be divided into two categories: one is based on prior knowledge of 
pathology, the other is taking advantage of the strong features of the image processing 
without the prior knowledge. 

Medical image segmentation based on prior knowledge mainly utilizes the organ 
anatomical and morphological information, as well as the geometry and topology 
relation, to construct a model for rough image segmentation. This kind of method is 
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particularly suitable for segmenting the organs with certain shapes, such as the left 
and right atria. [1] presents an improvement to the watershed transform that enables 
the introduction of prior information in its calculation, then applies this algorithm to 
knee cartilage and gray matter/white matter segmentation in MR images. [2] models 
with organ shape exhibiting better performance than other existing methods on 2D 
prostate localization and 3D prostate segmentation in MRI scans. 

Algorithms, without using prior information but depending on the strong image 
features, require the image containing obvious boundary or strong color contrast. The 
traditional edge detection methods such as gradient based operators like Sobel,  
Prewitt, Robert，cannot output precise edges in medical image with strong noise. 
Considering these difficulties, [3] proposes a method called as Active Contour  
method capturing edge for brain MRI images. For the image with strong color  
contrast, the segmentation based on threshold is usually taken into consideration to 
extract the region of interest from background. [4] proposed a threshold segmentation 
method to extract the cerebral vessels in MRA images. 

Once medical images neither contain strong feature nor clear prior information, de-
signing a feasible method turns to a process of guessing out the parameters in the 
existing methods. Such guessing is a time-consuming and blind process. A potential 
solution is to find a segmentation method which simulates human vision to extract the 
salient regions, which is the region of interest in an image and determined by visual 
attention mechanism. The main contribution of the paper is to introduce a self-adapted 
segmentation method to extract salient region and prove the feasibility of the em-
ployed method in segmenting medical image at multi-scales. Comparing with the 
other six general methods for segmentation, the method we present proves to be more 
effective to variety medical images in multi-scales.   

2 Algorithm Presentation  

This paper presents a self-adaptive image segmentation method based on salient re-
gion extraction inspired by [10]. This emerging topic on visual attention mechanism 
has been widely studied since the concept on salient region is proposed.   

Our method can effectively discover the global salient regions by considering the 
appearance similarity and spatial distribution of each image pixel. In order to get an 
abstract global representation, we cluster image colors and represent them using 
Gaussian Mixture Models (GMM). Each pixel color Ci is represented as a weighted 
combination of several GMM components, and the probability of each pixel belong to 
a component m as following: 

(C | , )(m | C )
(C | , )

m k m m
k

m m k m m

Np
N

 
 



   

where ωm , μm and Σm, represent respectively the weight, mean color, and covariance 
matrix of the thm component. We run color quantization in RGB color space with 
each color channel in to 12 uniform parts and choose the most frequently occurring 
color.  

(1) 
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Generally speaking, the regions with high contrast compared to other region, is  
attached to great importance. So the contrast of GMM component mi is defined as: 

2

(m ,m )
(m ) exp( ) || ||

j i j
i j

i j
i m m m

m m

D
T   



   
  

where D(mi, mj) is the spatial distance between the two GMM components mi and mj, 
and we use σ2=0.4 in the experiment. 

While direct GMM will ignore the valuable spatial correlations in images, we plan 
building the correlation between each two GMM components to discover the spatial 
correlations. The correlation of two GMM components mi and mj is defined below: 

  
min(p(m | C ), p(m | C ))
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By computing the correlation of each pair GMM components, the correlation  
matrix is obtained, which can be considered as the similarity measurement for the 
components. Then we cluster the GMM components based on the matrix using  
method[13], thus the probability of each pixel color Ck belonging to each cluster S is 
the sum of its probabilities for belonging to all GMM components m in the cluster: 

(S | C ) (m | C )k k
m S

p p


   

We adopt the method suggested in [11] to compute the color spatial distribution. 
Referring to[11], the distribution of each cluster component can be compute by com-
bining the horizontal and vertical spatial variances together. The horizontal variance 
of each cluster S is defined as: 

21(S) (S | C ) | x (S) |
| |h k h hk

S

V p M
K

    

1(S) (S | C )
| |h K hk

S

M p x
K

   

where xh is the x-coordinate of the pixel k, and |K|s=ΣkP(S|Ck). The vertical spatial 
variance Vv(S) can be computed similarly. So the spatial variance of a cluster S is  

(S) V (S) V (S)h vV    

The appearance similarity and spatial distribution are the two saliency detectors, 
and each of them is a complementary to each other. Combing the two saliency detec-
tor through the measure[14], we can achieve the final saliency map. 

3 Experiments 

In this section, we evaluates our method on two different types of medical image  
datasets, and compared it with 6 alternate methods, which are Otsu[5], Cell segmenta-
tion(Cellseg), Graph based image segmentation(Graseg)[8], Fuzzy logic edge  
detection(IFDedge)[6], K-means[7] and segmentation using Particle Swarm Optimi-
zation(PSO)[9]. In the experiments, the breast image dataset was obtained from the 
BI-RADs[12], and tested in global scale. The cervical spine dataset is gathered by the 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 
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clinic doctors. Three groups of experiments are respectively employed in global scale, 
the regional scale and the vessel scale. We compute the average IoU and the image 
precision with a given IoU for each methods in every image dataset for measurement. 
The IoU, intersection-over-union, is determined as N seg∩gt / N seg∪gt, where N seg∪gt and 
N seg∩gt are the pixel numbers of the intersection and union of the segmentation result 
and the ground truth segmentation, respectively. The image precision is defined as the 
ratio of number of the images that are above the given IoU and the number of the 
whole image dataset.  

3.1 Evaluation on Breast Image Dataset 

In the breast image dataset, the salient regions, which is the part been highlighted, are 
defined as the breast regions after removing the fat and ectopectoralis. The images in 
the dataset are captured in different shapes, sizes, and brightness, and are difficult to 
segment accurately. Figure 1 gives a visual comparison of different methods. Our 
result shows a more accurate region than others. Table 1 and Figure 2 are average IoU 
and image precision results 

     
         (a)      (b)     (c)     (d)     (e)      (f)      (g)     (h)     (i) 

Fig. 1. Visual comparison for the segmentation result. (a) Original image,(b) ground truth ,(c) 
Cell segmentation, (d) Graph based segmentation, (e) Fuzzy logic edge detection, (f) K-means, 
(g) Otsu, (h) PSO and (i) Ours. 

As the result in Table 1 shown, our method generally outperforms the other 6 me-
thods on the breast dataset with the average IoU 0.638.  

Table 1. Comparison of average IoU for different segmentation methods in breast image 
dataset 

Method Ours Cellseg Graseg IFDedge K-means PSO Otsu 

Average IoU 0.638 0.588 0.349 0.196 0.611 0.140 0.634 
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Fig. 2. The precision comparison based on the given IoU in breast image dataset 

In the experiments, the salient and non salient regions are adhered to each other, 
resulting in the fact that K-means and Otsu also perform better. Figure 2 can illustrate 
the result intuitively. For Graseg, PSO, and IFDedge methods, the three methods 
show poor performance with low accuracy for any given IoU. While for the other four 
methods, including the proposed one, the performances are generally the same.  

3.2 Evaluation on Cervical Spine Image Dataset 

The experiments on cervical spine image dataset proves the method we employ not 
only can accurately localize the salient regions but also self-adaptively suit in multi-
scales. In this image dataset, we make three groups experiment to illustrate the adap-
tivety of our method, which are in global, regional and vessel scales. 

3.2.1   Evaluation on Cervical Spine Image Dataset in Global Scale.  
The global scale cervical spine images are the transaction cervical spine images with 
complex background which includes the blood vessels and anocelia. Such complex 
background greatly increases the difficulty to extract the salient regions. Figure 3 
gives an presentation for the original image and results of all methods. The salient 
regions here are defined as many non-adhesion blood vessels, which are distributed in 
the center and at the edge of the image. For Graseg, it tends to consider the anocelia 
as the target region. For Cellseg, K-means and Otsu, they add too much environment 
in the vessels. Only our method can accurately extract the blood vessels. 

 
   (a)       (b)       (c)       (d)       (e)       (f)       (g)       (h)      (i) 

Fig. 3. Visual comparison for the segmentation result. (a) Original image,(b) ground truth ,(c) 
Cell segmentation, (d) Graph based segmentation, (e) Fuzzy logic edge detection, (f) K-means, 
(g) Otsu, (h) PSO and (i) Ours.  

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

IoU

P
re

ci
si

on

 

 
Ours
Cellseg
Graseg
IFDedge
K-means
PSO
Otsu



 Multi-scale Medical Image Segmentation Based on Salient Region Detection 629 

Table 2. Comparison of average IoU for different segmentation methods in global scale  

Method Ours Cellseg Graseg IFDedge K-means PSO Otsu 

Average IoU 0.719 0.292 0.160 0.027 0.216 0.393 0.278 
 

 
Fig. 4. The Precision comparison based on the given IOU in global scale 

Table 2 and Figure 4 illustrate the method performance measured by IoU. Corres-
ponding to the visual observation, our method is far superior to other methods. In 
table 2, the behavior of our algorithm perform excellent with the average IoU 0.719, 
which is generally higher than others at least thirty percentage points. The reason why 
others performs poor may be that they take the whole anocelia as the salient regions. 
In Figure 4, it is clear to see that the line of our method is much higher than another 
six. For a given IoU of 0.8, the precision can achieve more than forty percent, while 
the result of others is nearly zero. It is noticed that for some methods, with a proper 
parameter determination aiding algorithm, other algorithm may also achieve higher 
accuracy. However, such aiding algorithm has to be developed based on the individu-
al segmentation scene and, compared to our self-adaptive segmentation algorithm, 
this extra designing is with high time and computation cost.  

3.2.2   Evaluation on Cervical Spine Image Dataset in Regional Scale.  
The regional scale cervical spine images are the transaction cervical spine images 
removing the complex background of anocelia, basically only containing about the 
blood vessels. Different images have diversity in number, size and shape of blood 
vessels. The main purpose is to extract the highlighted blood vessels from the images. 
Figure 5 demonstrates an example been segmented. For the given image, there are 
two blood vessels as the target regions.  

 

 
      (a)      (b)       (c)      (d)      (e)       (f)       (g)      (h)      (i) 
Fig. 5. Visual comparison for the segmentation result. (a) Original image,(b) ground truth ,(c) 
Cell segmentation, (d) Graph based segmentation, (e) Fuzzy logic edge detection, (f) K-means, 
(g) Otsu, (h) PSO and (i) Ours.  
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Table 3. Comparison of average IoU for different segmentation methods in regional scale  

Method Ours Cellseg Graseg IFDedge K-means PSO Otsu 
Average IoU 0.837 0.719 0.379 0.195 0.433 0.840 0.879 

 

 
Fig. 6. The precision comparison based on given IoU in regional scale 

Table 3 and Figure 6 are the statistical results, from which we can observe that 
most methods have good performance especially the Otsu, PSO and our methods with 
more than eighty percent IoU value, while the results of the other four are inferior to 
the three mentioned above. Figure 6 show the result visually for each given IoU val-
ue. The values of Otsu, PSO and ours, are competitive with image precision more 
than seventy percent with the IoU value of 0.8. 

3.2.3   Evaluation on Cervical Spine Image Dataset in Vessel Scale.  
The vessel scale cervical spine images refer to generally only one blood vessel in the 
image, and the blood vessel contains the calcification part, which is also the hig-
hlighted region for diagnosis. The calcification region attached to the blood vessel, 
which may be inside or outside of the blood vessel. Therefore, the salient region in the 
small scale image should be the calcification part. Figure 7 gives a visual illustration 
of different methods. It is obvious that our method can give an accurate segmentation 
results compared to other vague and coarse results. 

 

   
    (a)     (b)     (c)      (d)      (e)     (f)      (g)       (h)     (i) 

Fig. 7. Visual comparison for the segmentation result. (a)Original image, (b)ground truth, (c) 
Cell segmentation, (d) Graph based segmentation, (e) Fuzzy logic edge detection, (f) K-means, 
(g) Otsu, (h) PSO and (i) Ours.  
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Table 4. Comparison of average IoU for different segmentation methods in vessel scale  

Method Ours Cellseg Graseg IFDedge K-means PSO Otsu 
Average IoU 0.770 0.254 0.167 0.123 0.142 0.558 0.334 

 

 
Fig. 8. The Precision comparison based on given IoU for in vessel scale 

As the result in Table 4, the performance of our algorithm is still better than other 
methods. Our method obtains the average IoU value with 0.770, which is much supe-
rior to the results of others. Except our method, only the PSO algorithm can get better 
result compared to others. After careful observation, we discover that they are very 
weak in detecting the calcification region, and always take the whole blood vessel as 
the salient region. Thus, even the calcification part in the salient region, the IoU value 
will be influenced enormously. In Figure 8, the same situation appears with the set 
experiment in global scale. Given the IoU value of 0.7, our method can have the accu-
rate rate of more than seventy percent, while the best result of others only achieve less 
than fifty percent. When the IoU value is 0.8, it is amazing that our result can still 
obtain more than forty percent.  

4 Conclusion 

In this work, we have introduced a new method for image segmentation by consider-
ing both appearance similarity and spatial variance. We extensively evaluated our 
method on two different types of medical image datasets which are breast image and 
cervical spine image datasets, and compared it against 6 alternate methods.It is proved 
that our algorithm outperforms the other 6 methods and can always find the salient 
regions, no matter how complex the environment was, or how minute the region is. 
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ments. This work has been supported by the NSFC (61202415), the NSF of Tianjin (15ICQ-
NJC00700). 
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Abstract. When the correlation coefficient (CC) method is used in electrocar-
diograph (ECG) identification, the accuracy of identification can be affected by 
the number of templates and different representative templates. In this paper, a 
template selection method is proposed based on contribution rate of each ECG 
waveform in the data set, and the second-order differential threshold value is 
used to determine the number of templates and select representative ECG tem-
plates for each individual. The weighted correlation coefficient method is pro-
posed for ECG identification, and weights are calculated by the sorted sequence 
of contribution rate. The performance of the presented method is tested on the 
MIT-BIH ECG data set and the hand ECG data collected in real scenery. Com-
paring with the traditional correlation coefficient method, experimental results 
show that the average identification accuracies are increased 10.52% and 3.85% 
respectively when using the presented method. 

Keywords: Weighted correlation coefficient · ECG template · ECG identifica-
tion 

1 Introduction 

Identification is of great importance and necessity in the field of security. Compared 
with traditional identification technologies, some are based on items (including key, 
smart card, etc.), some are based on knowledge (including password, etc.), biometric 
identification technology is more and more recognized by people because of its con-
venience, accuracy, security, and difficulty of forge [1-2]. Currently, many biological 
characteristics have been used for identification, such as facial features, fingerprint [3] 
and iris [4].These technologies have been used in some areas, but they might face the 
possibility of fraud. One advantage of ECG signal as biological characteristics is that 
it requires individual involved in recognition process, and the individual must be 
alive. Moreover, ECG signal is a continuous electrical signal, and it is not easy to be 
stolen or copied. So ECG identification can improve the security in application. 

At present, identification methods based on ECG can be roughly divided into two 
categories: one is based on feature (calculated by characteristic point), the other is 
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based on waveform morph (every point value in the waveform). Some similarity mea-
surement methods are often used for ECG identification, such as Euclidean distance 
[5], correlation coefficient [6], cosine distance [7]. Hausdorff distance [8] and tem-
plate matching [9] etc. 

In this paper, we proposed a weighted correlation coefficient method for ECG iden-
tification and optimized the template selection method. According to the contribution 
rate of each ECG waveform in data set, the most representative ECG waveform was 
selected as template. Then the contribution rate sequence are transferred to different 
weights and assigned to each sample for selected template. ECG identification is 
processed by the weighted correlation coefficient.  

2 Application of Correlation Coefficient in ECG Identification  

The correlation coefficient method is widely used in ECG identification. It is the sta-
tistical indicators which can reflect the linear relationship between two variables. 
Calculating the correlation between two ECG waveforms, we can determine whether 
the two ECG waveforms belong to the same class. 

Let T= (t1, t2, ..., t p) is ECG template set, and ti = (ti1, ti2, ..., tim) is one individual 
ECG template set. Where p is label of every individual, that is to say, we have p indi-
viduals in the whole data; m is the number of templates for one individual;   tij=(tij

1, 
tij

2, …, tij
q) is one ECG waveform template for one individual. Let  S=(s1,s2, ..., sq) is 

one unknown ECG signal, and q is dimension of a ECG waveform. Then the correla-
tion coefficient rij between S and the j-th ECG template from the i-th individual, can 
be calculated as formula (1):  
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(1) 

For the traditional correlation coefficient method, ECG templates are usually se-
lected at random. Due to the individual difference of ECG signal, the number of tem-
plates and different representative templates will affect the accuracy of ECG identifi-
cation. We will discuss the problem in next section. 

3 ECG Identification Based on Template Contribution Rate 

In order to solve the problem of template selecting, we proposed a weighted correla-
tion coefficient strategy for ECG identification. The main idea is that the most repre-
sentative ECG waveforms were selected as templates relying on sequence of contribu-
tion rate, and the contribution rate sequence are transferred to different weights and 
assigned to each sample for selected template. The correlation coefficient is calcu-
lated on the basis of weight. 
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3.1 ECG Template Selection Based on Waveform Contribution Rate  

Supposed we choose m ECG waveforms as initial ECG template set of a person. We 
randomly choose an ECG waveform and calculate the cosine similarity between it and 
the other m-1 ECG waveforms respectively. The contribution of this ECG template 
can be calculated as formula (2): 

            



m

j
ijifsc

1
cos

                                    
       (2) 

In formula (2), cosij is cosine distance between the i-th template and the j-th tem-
plate of the same individual, and fsci is the contribution of the i-th template. All tem-
plates are sorted according to the contribution from big to small, and a decline curve 
can be derived from the contribution sequence. To selecting the most representative 
ECG templates, we used an automatic threshold selection algorithm based on second-
order difference [10].  

We used the template selection method on MIT-BIH ECG data set. Table 1 lists the 
number of ECG templates for part of data set. 

Table 1. Number of ECG templates on MIT-BIH ECG data. 

No. Number of ECG 
templates No. Number of ECG 

templates No. Number of ECG 
templates 

1 5 8 6 15 8 

2 9 9 7 16 7 

3 7 10 5 17 4 

4 9 11 10 18 6 

5 8 12 9 19 13 

6 11 13 8 20 5 

7 6 14 7 21 8 

3.2 ECG Identification Based on Weighted Template 

With contribution rate sequence of templates, we can calculate the weight of each 
template as formula (3): 

                                                                        (3) 

In formula (3), wij is the weight of the j-th ECG template from the i-th individual in 
the data set. Where m' is the number of templates for one individual, and fscij is the 
contribution of the j–th template from the i-th individual. 

To improve the accuracy of ECG identification, correlation coefficient was calcu-
lated by adding weighted on each ECG template. The weighted correlation coefficient 
is described by formula (4): 
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                                                  (4) 

According to the contribution of the ECG template, each rij was assigned a weight, 
which reflected the importance of the ECG template. Where rmi is the sum of 
weighted coefficient of correlation between the unknown single S and all ECG tem-
plates of the i-th individual. 

The steps of ECG identification based on weighted template are as follows: 
(1).   If the i-th individual ECG template set is consist of m waveforms in initial 

ECG template set T. Calculating the contribution fsc of each ECG template 
using cosine similarity distance measurement method as formula (2) . 

(2).  Sorting m ECG templates by their contribution fsc in descending order. Select-
ing the most representative ECG template set (including m' ECG waveforms, 
m' <= m) relying on automatic threshold selection algorithm of second-order 
difference. 

(3).    Calculating each weight of m' ECG templates by formula (3). 
(4).    Input the unknown ECG signal S. 
(5).    Calculating correlation coefficient between S and m' ECG templates from the 

i-th individual respectively. 
(6).   Calculating rmi between S and the i-th individual by formula (4). 
(7).   Calculating rm1, rm2, …, rmp by repeating the above steps. 
(8).   Finding the maximal value of rm1, rm2, …, rmp to identify the corresponding 

individual. 

4 Experiments and Results Analysis 

4.1 Experimental Data and Method 

Two types of ECG data are used in our experiment. One comes from MIT-BIH ECG 
data set, and the other is the hand ECG data collected in real scenery. The sampling 
frequency of MIT-BIH data is 360Hz. We selected 21 individuals from MIT-BIH and 
extract 600 continue cardiac cycle samples for each individual. Our own ECG data is 
collected by a hand-held ECG device designed by our lab (figure 1). Its sampling 
frequency is 250Hz. We collected the hand ECG data from 14 healthy testers which 
age is from 22 to 25 and 7 males and 7 females. Similarly, 600 continue cardiac cycle 
samples are extracted for each individual. In our experiment, we chose 10% ECG data 
as the training samples, and the remaining 90% as the test samples. 

In order to validate the presented method, we perform three groups of experiments 
on above two different data sets respectively. 

Experiment 1: Selecting template randomly from all 600 ECG waveform and ECG 
identification based on traditional correlation coefficient (CC) method. 

Experiment 2: Firstly, selecting 60 waveforms from 600 ECG samples randomly. 
Then determine the most representative ECG template set based on their contribution 
rate using method in section 3.1. Finally, ECG identifying based on traditional corre-
lation coefficient method. 
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Table 3. The identification accuracy for MIT-BIH data set 

No. 
ID accuracy of 
CC 

ID accuracy of 
representative templates 

ID accuracy of 
WCC 

1 99.58% 99.96% 100% 

2 100% 100% 100% 

3 99.51% 99.54% 99.57% 

4 85.41% 98.9% 98.8% 

5 96.71% 97.12% 98.13% 

6 85.25% 88.65% 90.26% 

7 99.8% 100% 100% 

8 98.78% 99.01% 99.45% 

9 99.9% 100% 100% 

10 97.08% 99.8% 99.8% 

11 82.13% 87.54% 92.65% 

12 88.75% 97.89% 98.9% 

13 100% 100% 100% 

14 97.8% 98.65% 98.96% 

15 89.04% 94.98% 97.65% 

16 96.73% 97.09% 97.99% 

17 99.4% 100% 100% 

18 91.23% 95.07% 97.88% 

19 84.9% 88.08% 91.22% 

20 99.1% 99.38% 99.7% 

21 86.07% 90.11% 95.02% 

 
From table 2, we can see that the identification accuracies of 14 individuals are all 

improved in experiment 3. But only the sample 3, 4, 9 and 11 are above 90% when 
using hand ECG data. Since our hand ECG data is collected in real scenery, it is easy to 
interfere with the noise, and the data are distributed unevenly, resulting in a decrease of 
their identification accuracy. From table 3, we can see that all accuracies are above 90% 
when using the presented method, and even 18 of them are reaching 95%.  

In addition, we calculated the average accuracy of all samples in three experiments, 
and the result is shown in table 4. 
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Table 4. The average identification accuracy of all samples for MIT-BIH and hand ECG data 
set in three experiments. 

Data set 
Average accuracy of 

CC 
Average accuracy of rep-
resentative templates 

Average accuracy of 
WCC 

MIT-BIH 94.15% 96.75% 98% 
Hand 
ECG 

77.15% 83.07% 87.67% 

We can see form table 4, comparing with the traditional correlation coefficient me-
thod, experimental results show that the average identification accuracies of ECG ID 
are increased 10.52% and 3.85% respectively when using the presented method. 

5 Conclusion 

When the correlation coefficient method is used for ECG identification, the template 
selection will affect the accuracy of identification. In this paper, we proposed a 
weighted correlation coefficient method for ECG identification and optimized the 
template selection method. According to the contribution rate of each ECG waveform 
in data set, the most representative ECG waveform was selected as template. Then the 
contribution rate sequence are transferred to different weights and assigned to each 
sample for selected template. ECG identification is processed by the weighted corre-
lation coefficient. Experiment results show that the presented method can improve the 
identification accuracy.  

Acknowledgment. This paper is supported by Tianjin Natural Science Foundation under Grant 
No. 15JCYBJC15800, and Tianjin Key Foundation on Science Supporting Plan (10ZCKFSF-
00800). 

References 

1. Zhang, Y.M.: Analysis of Authentication technology based on biometric feature informa-
tion. Information Technology, 153–154 (2014) 

2. Wang, F.: Research and development of Authentication technology based on biometric 
feature information. Scientific Information, 433–434 (2013) 

3. Kumar, A., Zhou, Y.B.: Human Identification Using Finger Images. IEEE Transactions on 
Image Processing 21, 2228–2244 (2012) 

4. Li, H.L., Guo, L.H., Chen, T., Yang, L.M., Wang, X.Z.: Based on PCHIP-LMD method in 
iris identification. Optics and Precision Engineering, 197–206(2013) 

5. Javed, J., Yasin, H., Ali, S.F.: Human movement recognition using euclidean distance: a 
tricky approach. In: 2010 3rd International Congress on Image and Signal Processing 
(CISP), vol. 1, pp. 317–321 (2010) 

6. Yan, L.W., Ren, X.K.: Wavelet transform image fusion algorithm based on correlation 
coefficient. Computer Engineering And Science 33, 103–107 (2011) 



640 M. Dai et al. 

7. Xia, P.P., Zhang, L., Li, F.Z.: Learning similarity with cosine similarity ensemble, 39–52 
(2015). Elsevier Inc. 

8. Chen, L.Z., Wang, B.B., Dong, J.G.: An improved Hausdorff distance template matching 
algorithm. Computer Technology and Development, 82–85 (2009) 

9. Winchell, S.D., Rakvic, R.N.: Feasibility of iris identification algorithm optimization by 
fractional template matching. In: IET Conference on Image Processing (IPR 2012),  
pp. 1–5 (2012) 

10. Liu, T.T.: Research on Similarity Analysis for Biomedical Signal. Tianjin University of 
Technology (2013) 



© Springer International Publishing Switzerland 2015 
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 641–648, 2015. 
DOI: 10.1007/978-3-319-25417-3_75 

Discriminative Feature Fusion with Spectral Method for 
Human Action Recognition 

Xiang Xiao1,2, Le Liu3, and Haifeng Hu1,2() 

1 School of Information Science and Technology, Sun Yat-sen University, Guangzhou, China 
1154598146@qq.com, huhaif@mail.sysu.edu.cn 

2 SYSU-CMU Shunde International Joint Research Institute, Shunde, China 
3 Supercomputer Office, Sun Yat-sen University, Guangzhou, China 

liule2@mail.sysu.edu.cn 

Abstract. In this paper, we propose an effective action recognition approach 
which differs significantly from previous interest points based approaches in 
that spectral information of video data is exploited. Firstly, we extract the  
motion interchange patterns feature and the HOG/HOF features of videos,  
respectively. We concatenate them into single feature representation. Secondly, 
Laplacian Eigenmaps is performed on the feature space to achieve the goal of 
dimensionality reduction. Spectral clustering is used to cluster the training set. 
Finally, SVM is taken for multi-class classification. Experiments using the 
UCF50 dataset and the YouTube dataset demonstrate that our approach achieve 
state-of-the-art performance. 

Keywords: Action recognition · Laplacian Eigenmaps · Dimensionality reduc-
tion · Spectral clustering · SVM 

1 Introduction 

Human action recognition still remains a challenging problem due to substantial variations 
in the video data that are caused by varying factors which include personal style, action 
length, background clutter, subject’s appearance, multiple video objects and so on. To 
overcome the above challenges, many previous works can be roughly categorized into 
appearance-based methods and motion-based methods. Appearance-based approaches 
mainly employ local [1, 2] or global [3, 4] visual features from video data. For example, 
Dollar et al. [1] model human action as bags of orderless and independent visual words by 
clustering local features. Motion-based methods generally depend upon human pose esti-
mation or human body tracking and view the action recognition as a problem of temporal 
classification. For example, Yamato et al. [3] model a sequence of grid-based silhouette 
features as outputs of class-specific HMMs [5]. 

Graph-based methods are an effective way which applied to exploit the structure of 
data space by adopting spectral information of data matrix so that they are useful for 
enhancing the performance of machine learning tasks, such as dimensionality reduc-
tion or clustering. Using spectral methods for clustering have emerged in a number of 
fields. The top eigenvectors of a matrix derived from the distance between points are 
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considered to construct the feature vector space, which could avoid the situation of 
having many local minimal. Such algorithms have been successfully used in many 
applications including text categorization and action recognition. 

To improve the identification accuracy of human action from videos, in this work, 
we present an effective method for action recognition that builds upon several recent 
ideas including space-time features and graph-based methods. We first detect interest 
points and describe them by employing two types of features. The first type of feature 
is global visual feature that encodes the motion information of actions, which is called 
motion interchange patterns (MIP) feature [8]. The second is local feature, e.g. HOG 
and HOF descriptors [13] that encode the appearance information of action videos. 
Laplacian Eigenmaps [7] are exploited to reduce the dimension of features and spec-
tral clustering instead of k-means is applied on clustering, each type of feature in a 
video is represented by a histogram. Then a final single feature representation is a 
concatenation of two types of features. Finally, the linear Support Vector Machine 
(SVM) is learned on visual features to recognition. 

In summary, the main contributions of this paper are mainly twofold. 

1. Several discriminative features which include the global MIP feature and the local 
HOG/HOF features are combined so that the compound features could achieve bet-
ter recognition performance. 

2. We employ the spectral methods that include Laplacian Eigenmaps and spectral 
clustering instead of the original PCA and k-means methods so that to obtain a 
higher accuracy rate. 

The rest of the paper is organized as follows. In section 2, we review the related 
work. In section 3, we introduce the Laplacian Eigenmaps and spectral clustering, 
which utilize spectral information of feature matrix to achieve dimensionality reduc-
tion and clustering, respectively. The experiments and results of the UCF50 dataset 
and the YouTube dataset with discussions are provided in section 4. Finally, a conclu-
sion is given in section 5. 

2 Related Work 

Earlier works in human action recognition mainly adopt holistic features such as body 
model, shape and silhouette. However, these methods highly rely on the results of 
segmentation and tracking, which may not achieve optimal performance in realistic 
videos due to cluttered and occlusion background. These years, there are two popular 
trends which could be identified in the action recognition literature. First, a consider-
able amount of research has been focused on extracting local visual features from 
video data [1, 2]. Second, computing visual representations according to nearby 
frames has attracted keen attentions, such methods usually depends upon appearance 
and optical flow. 

The local self-similarity method [9], computes the histogram of similarity between 
a central cuboid and nearby cuboids, forms a vector to describe the central cuboid. 
Yeffet et al. [10] improve the self-similarity method by extending Local Binary  



 Discriminative Feature Fusion with Spectral Method for Human Action Recognition 643 

Patterns (LBP) [11] to Local Trinary Patterns (LTP). Gross et al. [8] propose a  
Motion Interchange Patterns (MIP) method to capture local changes in motion  
directions by using local pattern encoding and a patch-based method. 

Graph-based methods are a powerful way of exploiting the underlying structure of 
data space to improve the performance of unsupervised and semi-supervised tasks. 
The most successful graph-based approaches include manifold ranking, Laplacian 
Eigenmaps [7], spectral clustering [12]. The latent structure of a high-dimensional 
data space might be obtained through using graph-based methods. 

In this work, we propose a simple and effective multi-feature representation, which 
combines the discriminative global MIP feature with the local HOG/HOF features to 
achieve rich description of human actions. Unlike [8], rather than the original PCA 
and k-means methods, we take two graph-based methods Laplacian Eigenmaps and 
spectral clustering to yield the histogram of word occurrences, which lead to im-
proved results. 

3 Effective Feature Extraction and Spectral-Based Methods 

In the task of human action recognition, extracting local or global visual features from 
video have shown many encouraging results. In this work, we intend to describe an 
action video by several global and local features. In subsection 3.1, we introduce the 
discriminative MIP feature [8], which has been proofed via a large-scale experiment; 
in subsection 3.2, we introduce the HOG and HOF features [13]. A combination of 
the MIP and HOG/HOF is taken to achieve rich description of human actions; in  
subsection 3.3, Laplacian Eigenmaps and spectral clustering are used to realize the 
dimensionality reduction and data clustering, respectively. 

3.1 MIP Feature 

Given an input video, MIP method [8] encodes every patch on three consecutive 
frames (i.e., previous, current, and next frame) from the video by eight strings of eight 
trinary digits. Each digit denotes the compatibility of two motions by the sum of 
squared differences (SSD) patch-comparison operator: one motion in a specific direc-
tion from the previous frame to the current frame, and one motion in another direction 
from the current frame to the next frame. Thus two SSD values could be obtained 
according to corresponding two motions. There are eight directions, which numbered 
from 0 to 7, locate around the patch in the current frame. This is depicted in Fig. 1(a). 
Eight directions in the previous frames and the next frames are denoted i and j, re-
spectively. For considering all combinations of i and j, each pixel p=(x, y, t) can be 
encoded by a 64-trinary digit denoted by E(p). Each trinary digit Ei,j(p) corresponds to 
one kind of combination of i and j. Through the comparison of two SSD values, Ei,j(p) 
could be denoted as follows: 
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A value of 1 indicates that the latter motion is more likely and -1 indicates that the 
former motion is more likely. A value of 0 means that both are compatible in the same 
degree. The encoding scheme can be illustrated by Fig. 1 [8]. 
 

 
Fig. 1. (a) By computing two SSD scores from every triplet frames and comparing them, each 
central patch in the current frame can be encoded by a trinary digit. (b) Considering all combi-
nations of i and j. Red arrows represent the motion from the current frame to the next frame, 
and blue arrows represent the motion from the previous frame to the current frame. 

3.2 HOG/HOF Features 

To improve the ability of recognizing actions, we characterize motion and appearance 
of local features simultaneously by computing histogram descriptors of space-time 
volumes in the neighborhood of detected points. Here we detect interest points using a 
space-time extension of the Harris operator [1]. Each 3D volume is subdivided into 
several grids of cuboids. Then histograms of oriented gradient (HOG) and histogram 
of optic flow (HOF) are computed to describe a cuboid. Normalized histograms are 
concatenated into HOG and HOF descriptor vectors [13]. 

3.3 Spectral-Based Methods for Dimensionality Reduction and Clustering 

One of the central problems in action recognition is to develop appropriate representa-
tions for complex data. Dimensionality reduction is an essential step to process the 
higher dimensional data. Principal components analysis (PCA) is the most versatile 
method in machine learning due to its simplicity and validity. However, PCA does not 
explicitly consider the structure of the manifold on which the data may possibly re-
side. In this work, Laplacian Eigenmaps [7] is used to construct a representation for 
data sampled from a low dimensional manifold embedded in a higher dimensional 
space. 

Finding good clusters and achieving good cluster performance have been the focus 
of considerable research in pattern recognition and machine learning. EM and  
k-means are two commonly used methods for clustering. However, they may have 
many local minima so that multiple restarts are required to find a good solution using 
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iterative algorithms [12]. Using spectral methods for clustering become increasingly 
prevalent, which use the top eigenvectors of an affinity matrix W derived from the 
distance between data points. A heat kernel applied to the χ2 distance between two 
points xi and xj: Wij = exp(-χ2(xi, yj)/σ2 ). The Laplacian matrix L can be calculated 
using the following: L=D-1/2WD-1/2, Where D is the diagonal matrix and Dii denotes the 
sum of the i-th row of W [14]. Then k highest eigenvectors of L are found and conca-
tenated columnwise to form the matrix X=[e1, …, ek]. Renormalizing each row of X 
and clustering them into k clusters via k-means method. 

4 Experiments 

4.1 Dataset and Experimental Setup 

Our experiments are conducted on UCF50 dataset [15] and YouTube dataset [6]. 
The UCF50 dataset is composed by 6681 video sequences distributed in 50 different 
human actions. Videos composing the dataset are subject to large camera motion, 
viewpoint change and cluttered backgrounds. All the sequences are split into 25 
groups, such that each group consists of at least four clips. The clips in the same 
group share similar background and subject. Fig. 2 shows some key frames of videos 
in the dataset. 
 

 
Fig. 2. Examples of the key frames in the UCF50 dataset. 

YouTube dataset contains 11 action categories collected under large variations in 
scale, illumination and camera motion. This dataset has 1168 video sequences of  
human activities in total. Fig. 3 shows some key frames of videos in the dataset. 

 

 

Fig. 3. Examples of the key frames in the YouTube dataset 
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The publicly available code for MIP feature and HOG/HOF features are used as 
presented in Gross et al. [8] and Laptev et al. [13]. We take the default settings. The 
dimension of MIP feature is reduced to 50 by Laplacian Eigenmaps. We apply spec-
tral clustering to generate the codebooks of both features with k equal to 5000. For 
HOG/HOF, each volume(Δx,Δy,Δz)is set that Δx=Δy=Δz, the parameter value 
m=9. A volume is subdivided into (nx, ny, nz) cuboids. We made all the experiments 
on Tianhe-2A platform, which is ranked as the world’s fastest supercomputer and can 
be used to speed up the computation largely. We evaluate the performance by using 
the leave-one-out cross validation scheme which involves employing one group of 
clips in a dataset as the testing data and the remaining groups of clips as the training 
data. Then we report average accuracy over all classes. 

4.2 Experimental Results 

Two approaches are designed in order to evaluate and contrast with the performance of 
our algorithm in UCF50 dataset. The first method only extracts the MIP feature while 
the second method only extracts the HOG/HOF features. These methods use bag-of-
words model which includes k-means to represent the local features. The above  
methods are referred to as ‘MIP+BOW’, ‘HOG/HOF+BOW’, respectively. We random-
ly select 11 actions from UCF50, and it contains 20 groups per action category. Each 
method is run for 20 trials and the mean accuracy overall results is shown in Table 1.  
It shows that our approach achieves a higher performance on the UCF50 dataset. More-
over, we can observe the following conclusions:  

(1) MIP+BOW approach, reaching the accuracies of 60.2%, is 12.3% higher than 
that of the HOG/HOF+BOW approach. It demonstrates that extracting motion 
interchange pattern feature from consecutive frames is more discriminative 
than the HOG/HOF feature. 

(2) Our approach achieves the best accuracy value of 61.8%. It indicates that the 
combination of global and local features as well as spectral methods will lead 
a sufficiently informative and discriminative representation for human actions. 

Table 1. The performance of three approaches on the UCF50 dataset. 

Method MIP+BOW HOG/HOF+BOW Our approach 
Accuracy 60.2% 47.9% 61.8% 

Table 2. The comparison of our approach with the state-of-the-art approaches on the YouTube 
dataset. 

Method FGSM LE Our approach 

Accuracy 89% 74.6% 86.5% 
 

Table 2 shows the comparison of our approach with the state-of-the-art approaches 
on the YouTube dataset. 
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FGSM algorithm [14] takes a multigraph representation to fully capture the rela-
tionship between multiple separate components; LE [7] applies Laplacian Eigenmaps 
to the histogram and uses RBF kernel SVM for classification. The comparison  
between the proposed approach and two other approaches is shown in Table 2. As can 
be seen, FGSM achieves the best results on YouTube dataset. Our approach  
outperforms Laplacian Eigenmaps, and it performs similarity to the FGSM algorithm. 
However, the FGSM method is time consuming because it needs to compute the  
eigenvectors of all Laplacian matrixes. Our method is close to the best reported in an 
effective manner. 

5 Conclusion 

This paper has presented an approach for action recognition, which includes a combi-
nation of multi-feature that consists of global and local features. Spectral-based me-
thods such as spectral clustering and LE algorithms are considered to improve the 
recognition performance. Experimental results demonstrate that our approach could 
achieve promising recognition results and surpass the state-of-the art recognition  
accuracy on two public datasets. 
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Abstract. Age estimation is an important part of biometric recognition.
In this paper, we propose to use Discriminant Face Descriptor (DFD)
which learns the most discriminative and related features to age varia-
tion in a data-driven way. We use it, for the first time, for facial age Age
estimation is an important part of biometric recognition. In this paper,
we propose a stacked structure called Discriminant Face Descriptor net-
work (DFDnet) to learn the most discriminative and related features
to age variation. We extract the multi-stage Discriminant Face Descrip-
tor (DFD) features which are age-sensitive. We first introduce DFD for
facial age estimation instead of original face recognition. Then the bag-
of-features method is used so that each image can be represented by
the histogram of visual words. Finally, age estimation is achieved via
simple linear regression algorithm. Experiments on the publicly avail-
able MORPH and FG-NET databases validate the effectiveness of our
proposed DFDnet method. To further illuminate the usefulness of our
approach in unconstrained environments, we also conduct the experi-
ment on Cross-Age Celebrity Dataset (CACD) which is collected from
Internet movie database (IMDB).

Keywords: Age estimation · Discriminant Face Description (DFD) ·
Bag of features · DFD network

1 Introduction

Automatic human age estimation is an important research trend in facial analysis
for its real-world applications, such as security control and surveillance moni-
toring, commercial user management, harmonious human-computer interaction,
criminal investigation, image and video retrieval, and biometrics. In real life,
one can use a wealth of information to estimate age, like the human body, cloth-
ing, hair, appearance which all reflect the age information. Among them, the
face plays the biggest role. Facial age estimation means that a face image is
automatically labeled with the exact age (year) or the age group (year range).

Age estimation shares many issues encountered in other face-related tasks
such as face detection and face recognition. Facial feature deformations caused
by pose, illumination and expression (PIE) variation have a negative effect on the
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 649–658, 2015.
DOI: 10.1007/978-3-319-25417-3 76
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performance of facial age estimation. In addition, age estimation has some unique
challenges. For example, the aging process of human face is uncontrollable and
personalized. It is affected by various intrinsic and extrinsic factors like identity,
gender, ethnicity, living style and health condition. As a result, it is necessary
and critical to extract appropriate features to represent the face images.

Typical age estimation methods mainly involve two concatenated modules:
age feature representation and age estimation techniques. For the age feature
representation, at the early stage, the main methods were based on geomet-
ric features to estimate the age group (baby, adult and senior) of face image.
Later, studies focus on obtaining the exact age instead of coarse age range.
AAM (Active Appearance Model) [1], AGES (AGing pattErn Subspace) [2,3],
and age manifold [4–6] are used to extract shape and appearance features. How-
ever the above methods cannot represent the local textures which cause some
loss of effective information. In recent years, local features continue to spring up
such as LBP [7], Gabor features [8], SFP (Spatially Flexible Patch) [9], graphi-
cal facial features [10], and BIF (Biologically Inspired Features) [11]. Based on
these features, the performance of age estimation has been greatly improved.
Nevertheless, basically these features are originally proposed for face recognition
and not designed for age estimation. Their effectiveness on age estimation may
not be optimal. With the development of deep learning, the CNN (Convolutional
Neural Network) [12] has also been used for age estimation. For age estimation, it
can be treated as classification or regression problems, or the combination of the
two. SVM and SVR [13] are two common used methods. Partial Least Squares
(PLS) and Canonical Correlation Analysis (CCA) are also introduced for joint
estimation of age, gender and race. Among existing methods, BIF features with
CCA [14] was almost the best method in terms of accuracy. LARR [6] that Guo
et al. proposed is an example of the hybrid method.

In this paper, we focus on effective age-sensitive feature extraction for age
estimation. Intuitively, the methods that aim to deal with the unique characteris-
tics of aging can yield better results compared with general approaches. Recently,
Lei et al. proposes Discriminant Face Descriptor (DFD) [15] for face represen-
tation, which achieves competitive face recognition performances. In this work,
we introduce DFD to estimate age. As far as we know, it is the first time to use
DFD in this research area. Furthermore, we propose a stacked structure called
Discriminant Face Descriptor network (DFDnet) to obtain more powerful and
discriminative features. The DFDnet architecture incorporates multi-stage DFD
and Bag-of-Features (BOF). Experiments on the widely used databases MORPH
[16] and FG-NET [17] validate the effectiveness of our proposed method. The
highlights and main contributions of the paper are summarized as follow.

(1) DFD is introduced to extract age-sensitive features. With the descriptor,
we learn the most discriminative and related features to age variation.

(2) To obtain more powerful and discriminative features, we propose a new
representation—DFDnet for age estimation.
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(3) To study the performance of our proposed algorithm under unconstrained
settings, we first perform an experiment on the publicly available dataset—
Cross-Age Celebrity Dataset (CACD) [18].

The rest of this paper is organized as follows. Section 2 proposes our algorithm
based on DFD and BOF model. Section 3 gives the experiments. Section 4
concludes this paper.

2 Discriminant Face Descriptor Network (DFDnet)

2.1 DFD

Original DFD [15] is designed for face recognition. The method learns the most
discriminative features to distinguish different people and has achieved excel-
lent performance. In this work, we propose to apply DFD for age estimation.
Age-sensitive features are extracted instead of initial person-related features. In
this method, each age is regarded as a class. Assume that images of the same
age people are similar and can be considered as the same class while images of
different ages are regarded as different classes. So our aim is to shrink the intra-
class differences and enlarge the inter-class differences. To describe the image
precisely, we learn the local DFDs. First, we evenly divide the image into sev-
eral non-overlapping regions and learn the DFD of each part, respectively. The
discriminant learning procedure includes two steps: image filters learning and
optimal neighborhood sampling.

Given an image, we perform the LBP-like operator. For each pixel in the
image, the pixel difference vector (PDV) is calculated based on its neighbor
pixels. Taking the example of the pth pixel, the corresponding PDV is represented
as dIp = [Ip − Ip1 , Ip − Ip2 , ..., Ip − Ipd ]T where Ip is the pixel value at the
center p, and Ipi is the neighbor pixel value. d is the number of the pixels
in the neighborhood. Two 8-Neighbor circles (d = 16) are considered as the
neighborhood of the center pixel in this paper.

Image filter learning is to find a discriminant filter f so that the PDVs of
filtered images of the same age are consistent and those of different ages are
distinct. The optimal neighborhood sampling is to learn a weighting matrix
corresponding to each PDV because different neighboring pixels could be of
different effects on age estimation. The image filter size is set to l1 × l2. We
combine all the PDVs in the same patch together to form pixel different matrix
(PDM) DIp. After the discriminant learning, the pth pixel is encoded as wT ∗
DIp ∗ v, where w and v are image filters and neighborhood sampling matrix,
v = [v1, v2, ..., vd]T .

Following Fisher criterion, the purpose of DFD learning can be denoted as
minimizing the between-class scatter Sb and maximizing within-class scatter Sw.
That is computed as follows

min
w,v

Sw/Sb (1)
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where DIpij is the PDM of the jth image in class i at position p and Dmp
i is

the mean PDM for the ith class. We preserve k1 image filters and k2 sam-
pling vectors—{wi}k1i=1 and {vj}k2j=1. After encoded with w and v, the PDM is
projected into a k1 × k2 matrix. The matrix is reshaped to a k1k2-dimensions
discriminant pattern vector (DPV). The obtained DPVs of the images at the
same age are alike, and the differences of DPVs of different ages people are
enlarged. Whereafter, the K-means clustering method is used to learn the dom-
inant patterns which constitute the codebook. The pixel is labeled with the ID
of dominant pattern which is most similar with the extract discriminant pattern
vector. Then, we compute the histogram feature of each region and concatenate
them into the final features. We reduce the high dimensions features by princi-
pal component analysis (PCA). And the simplest linear regression are used to
estimate the age based on an image.

2.2 DFD Network

To explore more discriminative information, we propose to construct a stacked
structure—DFDnet for age estimation. The DFDnet process is composed of two-
stage DFD learning and BOF extraction. Suppose that we are given a set of N
images {Ik}Nk=1 of size m × n and their corresponding age labels. The entire
process of DFDnet is illustrated in Fig. 1.

The First Stage: DFD. The discriminant learning procedure includes two
steps: image filters learning and optimal neighborhood sampling. Based on the
previous DFD model, we learn k1 image filters W1 = [w1, w2, ..., wk1] ∈ Rl1l2×k1

and k2 sampling strategies V1 = [v1, v2, ..., vk2] ∈ Rd×k2. Each pixel of an input
image Ik is projected into a matrix M = WT

1 ∗ DIp ∗ V1 ∈ Rk1×k2 and then
the matrix is reshaped to a k1k2-dimension discriminant pattern vector f . Let
the k1k2-dimensions vector f as the pixel value of a k1k2-channel image Îk. We
regard the k1k2-channel image Îk as a group of k1k2 images {Xk,l}k1k2l=1 . Then,
similar to the PCAnet [19], we carry out stacked DFDs to extract higher level
and powerful features.

The Second Stage: DFD. The input images of this stage are the results
of the previous stage. All the images of the second stage can be denoted as
{Xk,l}Nk=1, l = 1, 2, ..., k1k2. For each l, we treat {Xk,l}Nk=1 as a group of input
images. Repeat the learning process at the first stage. The learning result of
the lth group input images are obtained as Sl = {w2

i }k1i=1 and T l = {v2j }k2j=1.
Encoding Xk,l with Sl and T l, we get output images Ok,l = {Yk,l,h}k1k1h=1 .
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Fig. 1. The pipeline of the proposed 2-stage DFDnet. In the DFD learning stage, the
discriminant image filters and the optimal nationhood sampling strategy are obtained.
An image generates a group of images though different filters and sampling strategy. In
the BOF stage, images in a group are treated as an image whose pixels are discriminant
pattern vectors. K-means method is used to build the codebook. For each pixel, the
corresponding vector is labeled with the ID of the similar visual word. Histogram
features of each group are extracted and finally concatenated together.

The final learned image filters and sampling strategies of the whole second stage
are represented as W2 =

{
Sl

}k1k2

l=1
and V2 =

{
T l

}k1k2

l=1
. We concatenate Ok,l for

all N images as the final output

Ol = {Ok,l}Nk=1, l = 1, 2, ...k1k2.

The total images number of output of this stage is k1k2 × k1k2.

Output Stage: BOF. For each l, the output of the second DFD stage Ol is the
input of the BOF as a whole group. Ok,l is treated as an k1k2-channel image,
and each channel corresponds to Yk,l,h at a certain h. That is to say, each pixel
of the image is represented with a k1k2-dimensions vector. We intend to convert
vector represented pixels to visual words, which also produces a codebook. A
visual word can be considered as a representative of several similar pixels. K-
means clustering method is used to construct the codebook and visual words are
defined as the centers of clusters. By matching the pixels with the visual words,
each pixel is labeled with the ID of the matched visual word. The k1k2-channel
image Ok,l can be represented by the histogram of the visual words. {Ok,l}k1k2l=1

are derived from the same image, so we concatenate all groups together into the
final feature descriptors to represent the image Ik.

Estimation Stage: LR. In our experiments, we treat age estimation as a
regression problem, where ages are taken as regression values. To decrease com-
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putational complexity, the simple linear regression (LR) is used to estimate ages.

Y = XW + E = [X 1]
[
W
E

]

= [X 1]W (2)

where X is the extracted DFD features, and Y is the estimated age.

3 Experiments

3.1 Databases

We evaluate our proposed method using the FG-NET database [17] and the
MORPH database [16], which are available standard databases for facial age
estimation. Moreover, CACD [18] are used to evaluate the performance of our
proposed algorithm in practice.

FG-NET database contains 1,002 color or gray scale face images of 82 sub-
jects. Images are from multiple races with large variation of lighting, pose, and
expression. In the database, each subject has 6 ∼ 18 images attached with exact
corresponding ages. The age ranges from 0 to 69 years but the age distribution
is highly uneven.

MORPH consists of two albums. MORPH-I is so small that we only use
MORPH-II for our study. The total number of MORPH-II is about 55,000 and
MORPH-II provides the personal information, such as age, gender, and ethnicity.
Compared with FG-NET, MORPH database is more abundant in the age infor-
mation, but the faces in the set are under uneven illumination i.e., the forehead
is in a strong light.

CACD (Cross-Age Celebrity Dataset) is collected from Internet movie
database (IMDB) which is the largest public cross-age database. The database
includes more than 160 thousands images of 2000 celebrities taken from 2004 to
2013 (10 years in total). The age ranges from 16 to 62. Compared with MORPH
and FG-NET, CACD has the biggest total quantity and average number of each
subject.

3.2 Comparison Between DFD and DFDnet

In the FG-NET database, images in the age range of 31 to 69 account for the
minority. So we carry out our experiment on images with age from 0 to 30. For
each specific age, half of the images are randomly selected as training set, and the
other half are used as test set. For the MORPH database, we follow the standard
evaluation protocol. The complete database is partitioned into two disjoint sets.
One set is used for training and the other is used for testing. The number of
test images is the overwhelming majority (about 80%). To reduce the effect of
scale, rotation, and translation variations, we align the face regions based on the
pupils and cropped them to 60 × 60 pixels.

For the two databases, the parameters of the learners are adjusted from
a tuning data set (part of the training set) which covers images of all ages
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and are applied to the training and test set. We implement three groups of
experiments with different parameters. In each group, both DFD method and the
DFDnet method are used for age estimation. For the sake of contrastive analysis,
their parameter settings are consistent. Only in this way can the effectiveness of
DFDnet be proved. The filter size, the number of optimal filters, and the number
of sampling strategies are empirically set to l1 = l2 = 5, k1 = 5, k2 = 4 as [15].
The face images are evenly divided into 2× 2 or 3× 3 local regions. The number
of visual words in the codebook are set to 512 or 1024.

Table 1 shows the MAEs and CSs [11] in the two methods (DFD and DFDnet)
with three groups of parameter settings. From the point of view of the horizontal
comparison, applying the same method, the larger the image size, the more the
local regions and the bigger the codebook size, the better the performance is.
At the same time, through the vertical comparison, with the same parameter
settings, our proposed DFDnet algorithm is more powerful in comparison with
original DFD algorithm. On average, the MAEs reduce at least one year and the
CSs have a rise of ten percent.

Table 1. The improvement of DFDnet

Methods
Setting MAE CS(5-year)

regions num & codebook size MORPH FG-NET MORPH FG-NET

DFD 2 × 2 512 6.45 4.93 0.46 0.60
DFDnet 2 × 2 512 5.47 3.48 0.53 0.77

DFD 3 × 3 1024 5.80 3.79 0.51 0.72
DFDnet 3 × 3 1024 4.65 3.30 0.60 0.77

The CS curves are shown in Fig. 2. The smaller the MAE is, the higher the
cumulative score. This illustrates that the performance has a great improvement
on both MAE and CS by DFDnet method.

3.3 Comparison with Other Age Estimators

Table 2 lists the age estimation results from various age estimators on MORPH
and FG-NET. The BIF+LR method adopts the same training and test sets as
our proposed DFDnet method. On the MORPH database, our method achieves
an MAE of 4.65 years. As far as feature representation is concerned, our proposed
method is pretty close to the BIF. In FG-NET, the MAE of our method is 3.3
years, which is far smaller than the 4.73 of the BIF+LR method. It follows that
DFDnet overperforms the BIF method in terms of age estimation.

3.4 Age Estimation in Unconstrained Environment

Age estimation is necessary to operate on unconstrained face images in order to
support the use of this technology in real life applications. So we use CACD to
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Fig. 2. Cumulative scores on FG-NET and MORPH.

Table 2. The MAEs and CSs on the FG-NET and MORPH

Methods
MAE CS(5-year)

MORPH FG-NET MORPH FG-NET

AAM+BIF(2013)[20] 4.8 4.8 – –
BIF+LR 4.48 4.73 0.63 0.60

DFDnet+LR(Ours) 4.65 3.30 0.60 0.77

evaluate the performance of our proposed algorithm in practice. It is the first
time to estimate the ages on this dataset. We select a subset of 200 celebrities.
They are manually checked and the noisy images are removed. The total number
of the selected images is 7600. One half images are the training set, and the other
are the test set. We crop and resize the facial images into 60 × 60 pixels, and
divide the images into 3 × 3 parts. The codebook size are set to 2048.

Table 3 shows the results of DFDnet, DFD and BIF methods. The MAE of
DFD is 8.50 years. The MAE of DFDnet is reduced to 5.57, which is also better
than BIF method. It is shown that DFDnet based method has good robustness
to variations in practice for age estimation.

Table 3. The MAEs and CSs on the CACD

Methods MAE CS(5-year)

BIF+LR 6.54 0.49
DFD+LR 8.50 0.44
DFDnet+LR(Ours) 5.57 0.53

4 Conclusions

We employe the DFD for age estimation. In order to enhance the perfor-
mance of DFD, we construct a simple DFD network to explore more useful
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and discriminative information. The DFDnet architecture consists of two-stage
DFDs and BOF. The network parameters like the size and number of filters,
the number of sampling patterns and the size of codebook are pre-defined. The
results on MORPH, FG-NET as well as the real-world CACD validate the per-
formance improvement on account of our proposed algorithm.
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Abstract. Human action detection in videos is a challenging problem in the  
field of Computer Vision and it has become an active researching field in recent 
years. For most published methods, which analyses entire video and assign a  
single action label; by contrast, in our research, it has been proved that most of  
actions could be detected within only a few frames. Based on this hypothesis, a 
temporal structure based model named Latent Key Frames Model (LKFM) is  
proposed, in which the action was represented as a sequence of Key Frames. 
LKFM is able to find the optimal Key Frames sequences with the help of latent 
support vector machine (Latent SVM); and for each Key Frame in the Key 
Frames sequence, a 2d model is built with the help of Deformable Part-based 
Model (DPM). The proposed method has been evaluated on Weizmann dataset 
and UCF sports dataset, and the experimental results demonstrate that this model 
is able to achieve competitive performance. 

Keywords: Action detection · Latent Support Vector Machine · DPM 

1 Introduction 

The detection and recognition of human actions in videos is a topic of active re-
searches in computer vision, and significant progress has been made in recent years, 
particularly with the invention of local invariant features and the bag-of-features 
framework [1]. Past researches can be roughly classified into two approaches: one is 
extracting global features from videos [2, 3], and aiming to assign a single label to the 
entire video with these features. The other approach is extracting features locally for 
each frame (or a small set of frames), and assigning one individual action label to 
each frame [4-6]. However, these approaches discard temporal information inherent 
in actions and are, thus, not be well adapted to distinguish actions with several motion 
or posture changes. 

As described in paper [7], depending on the time scale of movements, actions are 
traditionally grouped into: short but punctual actions (e.g. drink, hug), simple but 
periodic actions (e.g. walking, boxing), and more complex activities that are consi-
dered as a composition of shorter or simpler actions (e.g. a long jump, cooking).  
According to our observations, no matter how simple or complex the motion is, an 
action can be naturally divided into a sequence of postures (Fig.1). Each posture in 
the sequence should be only performed in the particular frames. When them once be 
found, it’s easy to recognize the action by us. Therefore, temporal information helps 
action detection at all time scales. Nevertheless, obtaining most discriminative frame 
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sequence of actions is challenging, especially in action video with great intra-class 
variation and complex environment. In fact, many success approaches ignore this, 
model an action as a spatio-temporal cuboid represented by a global Bag-of-words 
(BoW) [16-18]. 

In this paper, a simple discriminative framework is proposed for classifying human 
actions by introducing a new temporal structure based model, named Latent Key 
Frames Model (LKFM). In LKFM, Key Frames are defined as the most representative 
frame sequence of the action. Then LKFM will find the optimal Key Frames with the 
help of Latent SVM and build Deformable Part-based Model (DPM) [8] for each 
posture performed in the Key Frames. Since this proposed approach takes temporal 
information of Key Frames into DPM, so it could be regarded as temporally struc-
tured extension of DPM in spatio-temporal.  

 
Fig. 1. Actions can be recognized easily with only a few postures. Making phone call (Top) and 
playing golf (bottom). 

The rest of this paper is structured as following. Related works are discussed in 
section 2; and proposed approaches are elaborated in section 3 including the defini-
tion of Key Frames and finding optimal Key Frames with latent support vector ma-
chine (Latent SVM); then extensive experimental results is shown in section 4; lastly 
section 5 is for conclusion. 

2 Related Work 

Recently, a few researches describe the methods of detecting actions with temporal 
information mining from only parts of a video instead of the entire video.  

K. Schindler et al. [10] discussed the number of frames that required in human ac-
tion recognition by presenting an action recognition system which using very short 
sequences called “snippets” including 1 to 10 frames; And prove that even informa-
tion in a single frame is enough to achieve the correct recognitions for some sample 
actions, such as walking or jumping.  

Nowozin et al. [21] introduced Discriminative Subsequence Mining, which is used 
to find optimal discriminative subsequence patterns and represent video as a sequence 
of discretized spatio-temporal words sets.  
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Niebles and et al. [7] proposed a simple discriminative framework for classifying 
human activities by aggregating information from motion segments that are consi-
dered both for their visual features as well as their temporal composition. Unfortu-
nately, motion segmentation is a difficult task. The method used by us is similar to 
[8], which proposed a model that based on a sequence of atomic action units, termed 
actom; following by representing the temporal structure of actions as a sequence of 
histograms constituted by actom-anchored visual features, which can be seen as a 
temporally structured extension of the bag-of-feature. 

The approach proposed by us could be regarded as temporally structured extension 
of DPM [11] in spatio-temporal. There are already exist some researches focusing on 
this field, such as T. YiCong et al. [9] generalized the DPM by changing HOG [15] to 
HOG3D [14]. In our approach, Actions are represented as discriminative Key Frames 
sequences, which are found through Latent SVM [11] automatically, and the postures 
performed in each Key Frame will be represented by DPM. 

3 Latent Key Frames Model 

3.1 Key Frames Definition 

According to our observations, actions can be easily detected within only a few 
frames. Based on this hypothesis, first of all, Key Frames are defined as a sequence of 
frames with which actions could be detected easily; and then for each Key Frame i in 
Key Frames, it will be represented in three parts: 1. A 2d model di(x) which represents 
the posture performed in this Key Frame. For here we choose DPM as the 2d model, 
the “parts” in DPM contain detailed information of the posture, so that it is helpful to 
discriminate different postures; 2. The temporal position pi and the offset oi. Key 
Frame i is most likely to be appeared in the neighborhood of Pi (Fig. 2), and oi is used 
to handle the intra-class temporal variation; 3. The weight of 2d model wdi and the 
weight of temporal position wpi. The structure of LFKM shows in Fig. 2. 

Given a video with m frames X={x1, …, xm}, where xi is the i th frame of the video. 
Then the score of a LKFM with n Key Frames is : 

 
1
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Tn is the Key Frame space. Tn ={t | t=(t1, …, tn), 1 ≤ ti ≤ m}.  And 
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where t0 is the beginning frame of the action in the video. Δti is a gaussian function  
and will reach maximum when ti - t0 =pi. t0 has been manually labeled on the training  
set. The method of finding t0 in a real video will be discussed in section 3.3.  
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Fig. 2. The matching process on tTn. Top layer is the video X. Second layer is the ti  th frame 
of  X. Third layer contain the DPM di (x) of each Key Frame. Last layer is the visualize of 
temporal position pi and offset oi. 
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3.2 Latent Information Mining 

It is hard to decide which frames are the optimal Key Frames, since Key Frames 
space Tn is so big that it is impossible to enumerate all the possible Key Frames. 
However, enlightened by [11], the position of Key Frames could be regarded as latent 
variable ,thus a similar approach is able to used for solving our problem. Rewrite (1): 
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t is treated as latent value. Then given a labeled training set D={<X1,Y1>, …,  
<Xi,Yi>,…} where Xi={x1 ,…., xm} and Yi ∈ {-1, 1}, the goal is to minimizing the 
objective function: 
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Following [11], first initializing the model: 
Divide D into positive set Dp and negative set Dn , initialize the model with N Key 

Frames. See Algorithm below for detail. 

Algorithm 1 
Input: pD , nD ,N  

Output:Initialized ( )id x , ip , io ,
id

w ,
ip

w  

Initialize:  1pos ,   min({ | length( ), })pM m m X X D , 

S =[], .S length M  

1.    { | , , }i i ppSet x i pos x X X D  
2.    { | random(), , }i i nnSet x i x X X D  
3. for  1...i N  
4.     id (x) BUILD_DPM( , )pSet nSet  
5.      {}pSet ,  {}nearList  
6.     for each X  in pD  
7.          i{NEAREST_MAXIMA( , ,d(x))}nearList nearList X pos   
8.         for j=1...M 
9.              [ ] [ ] ( )i jS j S j d x  

10.         endfor 
11.     endfor 
12.      average( )ip nearList  
13.      (max( ) min( ))/ 2io nearList nearList  
14.      arg min( [ ])

pos
pos S pos  



664 X. Li and Q. Yao 

15.        { | , , }i i ppSet x i pos x X X D  
16. endfor 
17. compute 

id
w  ,

ip
w  with a Linear SVM 

The function BUILD_DPM (pSet, nSet) builds DPM with positive frame set pSet 
and negative frame set nSet; and the function NEAREST_MAXIMA(X, pos, di(x)) 
looks for all maxima of di(x), returns the one that nearest to pos (Fig.3). 

In Algorithm 1, pSet and nSet are the positive and negative frame set used to train 
DPM model, and S is the DPM score of each frames. Such that in main loop (3 to 16), 
first, a new DPM di(x) is trained with pSet and nSet and pi and oi are initialized accord-
ing to the score of di(x) on each frame in Dp; then pSet is renewed for the next loop; 
finally, after the loop, wdi , wpi are trained with SVM. 

Once the model has been initialized, the algorithm iteratively train it as follow:  
1. Find the optimal topt ∈ Tn where topt=argmaxt ∈ Tn W·Φ(X, t) update p to the aver-

age of all topt and update o to the radius of all topt. Training new DPM d(x) with 
topt 

frames. 
2. Optimize LD(W) over W where f(X)=∑·Φ(X, topt) with stochastic gradient descent. 

Read [11] for more detail. Thus, the models are updated to better capture action 
characteristics. 

 

Fig. 3. Example of NEAREST_MAXIMA(X, P, di(x)). m1, m2, m3 are maxima of di(x).  m1 is 
the maxima nearest to P. So we will return the position of m1. 

3.3 Action Detect with LKFM 

When a test video is given, the first thing is to determine the beginning frame t0 of the 
action. In the training set, t0 has been manually labeled, but in test video, action might 
begin at any frames, such that searching all possible t0 is required. Read algorithm 2 
for detail. 

Algorithm 2 
Input:X  
Output:finalScore ,startTime  
Initialize:  LENGTH( )M X ,N  =Key Frames number 
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1.  , ,{ | ( )}i j i j i jS s s d x  
2.  {}finalScore ,  {}startTime  
3. for 0 1...t M  
4.      0score  
5.     for  1...i N  
6.         

 
     

0
,max( )

i id i t p
t t M

score score w s w t  

7.     endfor 
8.     if ( score threshold ) 
9.       { }finalScore finalScore score   

10.       0{ }startTime startTime t   
11.     endif 
12. endfor 

In Algorithm 2, di(x) is computed on every frames in advance so that it can be reused 
later. The next step is searching the whole video; for line 5 to 7, the score of each Key 
Frames is computed, following by picking up and sending the maximum one into 
score; for line 8 to 11, the ones exsiting in score as well as larger than the threshold 
will be added to the finalScore. 

 
Fig. 4. Accuracy on weizmann dataset reaches peak when there are 4 Key Frames in our model 

4 Experimental Evaluation 

4.1 Experiment on Weizmann Dataset 

Weizmann dataset [13] collected a database of 90 low-resolution (180  144,  
de-interlaced 50 fps) video sequences showing nine different people, each one per-
formed 10 natural actions. The main advantage of Weizmann dataset is that the con-
trolled conditions of those performed actions and the availability of pixel-level actor 
masks given us the ability to training DPM.  
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This dataset has been proved for easily use and great recognition performance 
through other approaches, thus it’s the primarily tool to find out how the number of 
Key Frames affect detection result (Fig. 4). 

In Fig. 4, It is easy to find that the number of Key Frames will greatly affect result, 
and the peak of accuracy occurred when Key Frames number is 4, therefore 4 Key 
Frames are enough to recognize and detect actions in controlled conditions like 
Weizmann dataset. 

4.2 Experiment on UCF Sports Dataset 

The UCF Sports Dataset [19] consists of videos, which are captured in realistic scena-
rios with complex and cluttered background from sports broadcasts with a total of 150 
videos in 10 action classes, which exhibit significant intra-class variation. Frame-level 
annotations are provided to ease the training of DPM. In our experiment, bad videos 
are fixed, and dataset has been splited into disjoint training and testing sets, in order to 
build models with 4 Key Frames and test the models. In action recognition, The result is 
76.4% , over  73.1% from [9], and 75.1% from [12] (Fig. 5). Furthermore, [9] treats 
human location as latent variable and uses figure-centric model to represent actions; 
[12] is another temporally structured extension of DPM.  

 

 
Fig. 5. Comparisons on UCF sports with [9] and [12] and random key frame  

Another model is trained with random chosen Key Frames(without using LSVM) 
for comparison, see Fig.5.. when it is trained by the random key frames(without 
LSVM), the accuracy drops a lot, which supports the hypothesis that optimal Key 
Frames is helpful to the action Detection. Fig. 6 is the visualize of one of such model.  
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Fig. 6. Model of action Diving with 4 Key Frame 3,10,35,49. Left is the visualize of the DPM 
of each Key Frame, middle is the visualize of Key Frame position p and offset o, right is the 
key frame find in one positive video. 

5 Conclusion 

This paper present a temporal structure method for human action recognition which 
extension Deformable Part-based Models with Latent Key Frames, and such method 
was employed to prove the hypothesis that action can be recognized with a few  
discriminative frames instead of the whole video. Then in a detailed experimental 
evaluation, it’s confirmed that Latent Key Frames are critical to improve the result of 
action detection, and Intra-class variation in real world actions can be handled easily 
with DPM and offset o. Finally, the speed of our model is the bottleneck, but some 
recent researches like [20] might be helpful for the speeding up of our model.  
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Abstract. Pose estimation is one of key issues in face recognition in complex 
background and human-computer interaction. In this paper, we propose a novel 
algorithm to estimating facial pose using deep learning. We design a convolu-
tional neural network with four convolutional layers, and a fully-connected 
layer. The experimental results on CMU-PIE database show that the proposed 
method outperforms previous traditional methods facial pose. 

Keywords: Facial pose estimation · Convolutional Neural Network · Deep 
learning 

1 Introduction 

Facial pose estimation is important in many computer vision systems such as human-
computer interaction, face recognition in complex background, video conference, driver 
monitoring and so on. In face recognition, facial pose variation has significantly  
influenced the performance of face recognition. Some researchers focus on estimating 
the facial pose and normalize facial pose before face recognition. However, facial pose 
estimation is a challenging problem since the estimation results usually are influenced 
by variant factors such as identity, facial expression, illumination and so on. 

Many facial pose estimation methods have been proposed over decades. These me-
thods can be classified into three categories: model-based [1], geometric [2], and im-
age-based [3-4]. Model-based approaches usually use 2D or 3D statistical models to 
simulate the shape of human head. A. Dahmane et al. [5] proposed an approach to 
selecting a set of features from the symmetrical parts of the face, and they trained a 
Decision Tree model to recognize facial pose with regard to the areas of symmetry. 
The approach does not need the location of interest points on face and is robust to 
partial occlusion. X. Zhu et al. [6] employed tree-structured model to locate facial 
landmarks and used view-based models to describe the topological changes caused by 
facial pose variations. However, it is time-consuming to solve the optimization prob-
lem for landmarks localization. 

Geometric methods detect the significant facial features, such as corners of eyes, 
nose tip and corners of mouth, to estimate facial pose from their relative configura-
tions. A. Younesi et al. [2] proposed an algorithm to estimating facial pose by consi-
dering the locations of facial components such as eyes and mouth. They used two 
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algorithms to develop a new image in which the eyes and mouth are emphasized in 
face image, and then computed the sum of pixels in each column of new image to 
extract proper features. J. G. Wang et al. [7] estimated the facial pose using the auto-
matic corners detection of each eye and mouth. The method was fast and simple with-
out training process, and an acceptable result of facial pose could be got with only a 
few features. Geometric methods are usually straightforward and fast. However, they 
need detect the facial features accurately, which is usually difficult due to occlusion 
and facial expressions variability. 

Image-based approaches considered the whole face region as a feature vector. 
Meydanipour et al. [8] proposed a method to facial pose estimation using Histogram 
of SIFT descriptors. Meydanipour G et al. [9] proposed a method, which applied con-
tourlet SD transform on images, and then create feature vector by computing gray-
level co-occurrence matrix (GLCM) from each contourlet sub-band. It used LDA to 
reduce the dimension of feature vector and used SVM for classification. X. Liu et al. 
[10] proposed a discriminative representation method of head images to perform  
facial pose estimation. In this method head images were preprocessed to improve 
facial features and to remove redundant information by skin color model and Lapla-
cian of Gaussian transform. Then the eigen pose subspace is constructed by a matrix 
factorization method. Xin Geng et al. [11] proposed to give soft labels (a multivariate 
label distribution (MLD)) rather than hard labels to each image, and the feature they  
applied is Histogram of Oriented Gradients (HOG). 

In this paper, we propose a novel method for facial pose estimation based on deep 
learning. We introduce a convolutional neural network with four convolutional layers, 
two pooling layers and a fully-connected layer. The output of the last fully-connected 
layer is fed to a 9-way soft-max which produces a distribution over the 9 poses  
(-90◦, -67.5◦, -45◦, -22.5◦, 0◦, +22.5◦, +45◦, +67.5◦, +90◦). Without relying on the 
hand-crafted features, the proposed framework automatically learns an effective dis-
criminant representation of the face images and estimates the facial pose. 

The rest of the paper is organized as follows. In section 2, the proposed facial pose 
estimation algorithm is introduced in details. In section 3, the compared experiments 
on CMU-PIE database are conducted, the experimental results confirm efficiency of 
the proposed approach. Finally, the paper is concluded in section 4.  

2 The Proposed Algorithm 

2.1 Overview of the Proposed Algorithm 

We estimate the facial pose using the convolutional neural network (CNN) on Cuda-
convnet. CNN is an end-to-end system. It does not need hand crafted feature. Therefore, 
what we should do is to design the network structure and to obtain the parameters from 
the training set.  

First, the structure of the convolutional neural network is designed. In our work, a 
network with 4 convolution layers, 2 pooling layers and 1 fully-connected layer is 
designed. The last fully-connected layer can extract global features about facial pose. 
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where xi is the ith input, yj is the jth output. Wij is the convolution kernel between the  
i-th input xi and the jth output yj.  denotes convolution operation. bj is the bias of the 
j-th output.The hidden neuron that we use is ReLU nonlinearity, f(x)=max(0, x) which 
is proven to have better fitting abilities than the standard function f(x)=tanh(x) and 
f(x)=(1+e-x )-1 [12]. The max-pooling function can be formulated as:  

max{ }K
j ik D

y x



 

(2) 

where D is the non-overlapping local region in the ith input map. yj is the max neuron 
in D. The last fully-connected layer is fully-connected to fourth convolutional layer, 
and the function can be formulated as: 

,max{0, }j i i j j
i

y x W b  
 

(3) 

where xi is the ith output of the fourth convolutional layer, yj is the jth output of the 
fully-connected layer. The soft-max is an n-value output, predicting the probability 
distribution over n different classes. In this paper, we define a 9-value output. The 
soft-max function can be formulated as: 
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i x
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where xi is the vector of the 160 output of fully-connected layer. yj is the ith output of 
soft-max layer.  

2.3 Preprocessing 

We get the image including face region for training or testing, before it is input into 
the CNNs, the image preprocessing is needed. In the paper, we use two image prepro-
cessing methods. Firstly, we get the face region using face detection algorithm[18]. 
Secondly, the face region is normalized to size of 32×32, and 10 patches of 24 × 24 
are cropped out from the 32 × 32 input images. These patches are overlapped. They 
correspond to the four corners and central region in the original image. Thirdly, the 
five patches are flipped horizontally and we get total 10 patches. Finally, 10 samples 
are generated from a face image.  

In training stage, the total ten image patches are used. While in the testing stage, 
only the central patch of the test image is used for pose estimation. 

2.4 The Training Stage 

We trained the model using stochastic gradient descent. As known in section 2.1, the 
training set includes 4 groups of face images. The following two steps would be  
included:  
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1) The first 3 groups are utilized for training, the forth group are used for validation. 
The network with a learning rate of 10-3 is obtained by the 300 epochs.  

2) The total 4 groups are used for training, the forth group is still used for validation. 
The network with still a learning rate of 10-4 is obtained by the 100 epochs.  

3 Experimental Results 

Our algorithm is tested in CMU PIE database. We compared our algorithm with state-
of-the-art algorithms including LAG[14], Ba (PF+GMM)[15], Brown (NN)[16], 
Brown (Probabilistic)[16], Tian[17]. They are publicly available and challenging 
benchmarks. The experimental results are shown in two evaluation measures. One is 
the regression measures, in which the mean absolute error (MAE) between the pre-
dicted pose and the “ground truth” pose is obtained. It is a statistical measure of how 
far the estimated values are from actual values, and it is computed by averaging the 
difference between ground truth pose and estimated pose for all test images. The other 
one is the classification measures, in which the accuracy of the predicted pose with 
respect to the “ground truth” pose is obtained.  

3.1 The Database 

The CMU Pose, Illumination, and Expression (PIE) database (CMU PIE)[13] con-
tains 41,368 images of 68 people under 13 poses, 43 different illumination conditions, 
and with 4 different expressions. 9 pose angles of the 13 poses are ranging from -90◦ 
to +90◦ at approximately 22.5◦ intervals across yaw with neutral expressions and  
natural room lighting, which is usually estimated in existing methods. In order to 
compare to existing state-of-the-art methods, we also only use these 9 poses in our 
experiment. Of the total 68 subjects, the first 34 persons are selected and the features 
of their facial poses used to train the network. The face images of other 34 persons are 
used for testing. Therefore, no subject appears in both training and testing sets. The 9 
facial poses we use in this paper are show in Figure 2.  

 
Fig. 2. The 9 example pose images in CMU PIE database 
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3.2 Comparison with State-of-the-Art 

We compares our algorithm with LAG[14], Ba (PF+GMM)[15], Brown (NN)[16], 
Brown (Probabilistic)[16], Tian[17]. 

Figure 3 and figure 4 show the compared accuracy rate and MAE respectively. 
From the Figures, we can observe that our algorithm gets the highest accuracy of 
99.4% with minimum MAE of 0.135 degree. The Lie Algebrized Gaussians (LAG)  
 
 

 

Fig. 3. The accuracy on CMU PIE database  

  

Fig. 4. The compared MAE on CMU PIE database  
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approach gets the accuracy of 98.4% with MAE of 0.4 degree, which is the best result 
in the compared algorithms. And it has a little worse performance than ours. Further-
more, it includes three steps to extract LAG features, and it is not an end to end algo-
rithm. But in our work, the convolutional neuron network is end to end, it can get the 
features by only one step.  

When training the dataset, the images are flipped horizontally. However, the im-
ages before and after flipping are very similar. So we do not flip the images when 
training. From the Figures, we can observe that our algorithm without flipping gets 
the accuracy of 99.8% with MAE of 0.045 degree. The result is best compared with 
other algorithms. 

4 Conclusion 

In this paper, we propose a facial pose estimation algorithm using convolutional neu-
ron network. Compared with the traditional algorithms, the convolutional neuron 
network does not need hand crafted feature, and it is an end to end system. By learn-
ing the network layer by layer, the network is effective for pose estimation. The expe-
rimental results on CMU PIE Database show that the proposed algorithm outperforms 
previous traditional pose estimation algorithms. 
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Abstract. We proposed a novel age estimation scheme based on feature fusion 
according to Canonical Correlation analysis. Specifically, the shape and texture 
attributes of feature points in human faces are characterized by both Active Ap-
pearance Model (AAM) and Local Binary Pattern (LBP).Then, the canonical 
projective vectors are built via canonical correlation analysis for feature fusion. 
To improve computational efficiency, we first introduce Extreme Learning Ma-
chine (ELM) to the field of age estimation, and uncover the relation of the fused 
features and ground-truth age values for age prediction. The experimental re-
sults conducted on FG-NET age database show that the proposed method 
achieves better estimation accuracy while requires less computation time than 
the state of art algorithms such as BIF. 

Keywords: Age estimation · Canonical Correlation Analysis · Feature fusion · 
Extreme Learning Machine 

1 Introduction 

As a crucial part of human biological feature, human face  reveals many facts about a 
person, such as, mood, truthfulness, gender, and age to name a few. In recent years, 
face-based age estimation has become a prominent topic in the field of computer  
vision, due to many possible applications, such as security control, electronic custom-
er relationship management and surveillance monitoring. For example, Age Specific 
Human Computer Interaction (ASHCI) system [1] help prevent young kids from surf-
ing harmful web pages, or control underage drinkers or smokers. More recently,  
Microsoft has also developed an interesting web application “How Old Do I Look?” 
to determine gender and age from uploaded facial images [2]. 

However, human face aging is a complicated process since people usually age in 
different ways [3, 4]. At present, most of age estimation systems have been casted 
into the framework of machine learning, which are typically divided into age factors 
extraction and age estimation. 

Since the true age of human is usually hidden in intrinsic factors such as gender, 
ethnicity, heredity and extrinsic factors including environment, living styles, or smok-
ing, accurate determination of a person’s age from the face is very difficult. One of 
the main challenges is to find out “true” aging factors and characteristics from human 
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of age changing. Many researchers proposed different models for factors extraction. 
For example, Kwon et.al proposed body measurement factors called anthropometric 
model [5, 6].To classify the age of faces, the facial images are firstly divided into 
three categories roughly, i.e. babies, young and old.  Head-heart shaped outline de-
velopment theory are employed for facial texture analysis. However, the method are 
not able to complete fine age estimation. 

Geng et.al proposed to treat a known face image as a subspace of the whole age 
range images, and then the image position in the subspace is indicated for age estima-
tion [7]. However, the algorithm needs collect face images in all the different age 
stages which is very hard in practice. 

Manifold Learning Model is also investigated for feature space optimization. High 
dimensional factors are expressed by a set of low dimensional age features, in order to 
capture the potential of the age structure of the face [8]. However, the method is only 
suitable for large age database and is required for each age data distribution. 

In age estimation, regression analysis is the most common method. The age estima-
tion is considered as a multi-linear regression problem, and the age estimation is 
achieved by establishing a functional model of the age variation of human face [9]. 
This method is simple and efficient, and it is the most widely used method currently. 

Most existing facial age estimation method, usually unitize only the single features 
of facial images for age estimation. We believe that the shape information and texture 
information fusion, which is more able to express the face age information. Motivated 
by this reason, in this paper, we propose to combine the shape features with AAM 
[10] and the texture features with LBP [11] by canonical correlation analysis (CCA) 
[12]. Furthermore, in order to improve the computational efficiency, we propose to 
estimate the age by Extreme Learning Machine (ELM) [13]. Experimental results 
show that, compare to the state-of-art algorithms, our method achieve better perfor-
mance both in accuracy and time efficiency.   

2 Feature Extraction Based on Canonical Correlation Analysis 

We first extract the shape and texture features of each face sample, respectively, and 
then fuse then by the canonical correlation analysis (CCA) method to further exploit 
their correlation. 

For the shape feature, each face image was manually labeled with landmark points, 
and the positions of which define the face shape were used for face modeling. Fig. 1 
shows a face with landmark points. Having acquired the points, each face shape was 
described by a vector: . The Active Appearance Model (AAM) 
unified modeling of the shape and gray scale of deformable objects by principal com-
ponent analysis, and obtain the changed features using the minimum norm strategy of 
an unknown target matching. Then AAM is used to extract the feature vector  for 
the image Ii.  

1 1 T( , , , , )m m
i i i i is x y x y 

ix
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Fig. 1. A face with landmark points. 

For the texture feature, the LBP is a powerful method for describing the image tex-
ture by thresholding the surrounding pixels with its center pixel. According to the 
basic characteristics of face images, this paper we choose Rotation-invariant uniform 
pattern  and circular neighborhood (16, 2) to extract the texture feature of  
facial image. Then LBP is used to extract the feature vector for the image Ii. 

 

   

(a)original image (b)gray-scale (c)texture map 

Fig. 2. Comparison of original image, gray-scale and texture map, as can be seen, the texture 
map can reflect the texture information of the face clearly. 

From the Fig.1-2 we can see that the shape and texture information of each face 
sample is intrinsically different as they represent each face from two different aspects. 
Hence, our goal is to find two aspects of mutual benefit from the shape and texture. 
Canonical correlation analysis (CCA) is one of the statistical methods dealing with 
the mutual relationships between two random vectors. In multivariate statistical anal-
ysis, the correlation problem of two random vectors often needs to be studied, and 
that is to convert the correlation research of two random vectors into that of a few 
pairs of variable. Based on this idea, we find the feature of age information by com-
bining the features of shape and texture. We extract two groups of feature vectors 
with same facial image-AAM method for shape feature and LBP method for texture 
feature, then to establish the correlation criterion function between the two groups of 
feature vectors, to extract their canonical correlation features according to this crite-
rion, and to form effective discriminant vectors for age estimation.  

Concretely, suppose ə={ξ|ξRN} is a training faces space. Given P={x|xRp} 
and Q={y|yRq}, where x and y are the two feature vectors of the same faceξ ex-
tracted by AAM method and LBP method. We will discuss the feature fusion in the 
transformed training sample feature space P and Q. We will find a pair of directions 
αand  that maximize the correlation between the projections p1=αTP and q1=TQ. 

2
,LBPriu

P R

iy
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The projections and are called the first pair of canonical variates. Then finding 
the second pair of canonical variates p2 and q2, which is uncorrelated with canonical 
variates p1 and q1 each other and also maximize the correlation between them. Just do 
like this until all the correlation features of P and Q are extracted. In order to study 
the correlation of P and Q, we only need analyze the correlation of a few pairs of 
canonical variates. 

We can give the criterion function as the following: 
 

(1) 

Suppose that Sxx and Syy denote the covariance matrices of P and Q respectively, while 
Sxy denotes their between-set covariance matrix. Our idea is to extract the canonical 
correlation features between x and y based on the idea of CCA; we denote them as 

 and (the first pair),  and (the second pair), …,  and
(the dth pair). Given the following: 

 (2) 

  (3) 

where Wp=(α1,α2 ,…,αd), Wp=(1 ,2 ,…, d).The following linear transformation (4): 

 (4) 

as the combinatorial feature projected, is used for age estimation, while the transfor-
mation matrix is 

 (5) 

We call W the canonical projective matrix (CPM), Z the canonical correlation discri-
minant feature (CCDF). 

3 Human Age Estimation By Extreme Learning Machine 

It is important to select and design a better classifier in pattern recognition. Because 
of the characteristic of the age, we employ the regression theory to estimate the age. 
In the regression analysis, the most common method is the support vector machine 
regression (SVR)[14]. In 2009, Guo-dong Guo et.al investigated the biologically  
inspired features (BIF) for human age estimation from faces[15],they also use SVR 
for age estimation. However, the computation time of SVR is very long. In this paper, 
we introduce Extreme Learning Machine (ELM) method to the field of age estimation. 
ELM is a simple and effective single hidden layer feed-forward neural network 
(SLFNs) learning algorithm put forward by Guang-Bin Huang [13]. The traditional 
neural network learning algorithm (such as BP algorithm) needs to set up a large 
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number of network training parameters, and it is easy to produce local optimal solu-
tion. ELM network only need to set the number of hidden nodes, and the algorithm 
implementation process does not require the network to adjust the input weights and 
hidden element of bias and uniqueness of the optimal solution, so it has the advantag-
es of speed and good generalization performance. For these advantages, we propose 
to use ELM to estimate the age, it can achieve the same effect by using the SVR, and 
has a significant improvement in time consumption. 

ELM is a supervised learning method. Given training samples (z1, y1), (z2, y2), 
(z3, y3) with zi Rm and yiR, where is the CCDF vectors of m dimensions using  
Canonical Correlation Analysis and yi is the corresponding regression value, which is 
the age value. The output function of SLFNs is: 

 (6) 

In (6), fL (z) is the estimate value, i is the output weight vector connecting the 
hidden node and the output nodes. L is the number of the hidden nodes. The hidden 
node output function is: 

 (7) 

In (7), ai and bi (i=1,…,L) are the assign randomly hidden node parameters, which are 
generated by the dimension of the CCDF and the number of hidden nodes. 

The nonlinear regression can be realized by using kernel function, according to dif-
ferent needs, we can choose different kernel function. In this paper, we use Gauss 
radial basis function RBF(8)through trial-and-error.  

 
(8) 

 Here, the face aging functions are built by using Extreme Learning Machine 
(ELM).Given an input image, the shape feature is extracted using AAM and the tex-
ture feature is extracted with the use of LBP. The combined features are first extracted 
using CCA as described (CCDF) in section 2. We then use Extreme Learning  
Machine (ELM) with a Gaussian (RBF) kernel to determine the age of the face. 

4 Experimental Results 

For our experiments, we used the FG-NET[16] face aging dataset to test our method. 
The FG-NET database contains 1002 face images of 82 subjects with ages ranging 
from 0 to 69. Sample images from the databases are shown in Figure 3. 

The Mean Absolute Error (MAE), defined as the average of the absolute error  
between the estimated ages and the ground truths, is computed using (9) and is used 
as our performance metric to compare the different age estimation techniques. 

 (9) 

In (9), is the estimated age for the  testing sample, ak is the corresponding 
ground truth age (the true age), and is the total number of testing samples. 
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Fig. 3. Sample images from the FG-NET face aging database showing the quality of images in 
them. As can be seen, the images are non-ideal in that they contain slight pose and illumination 
effects. 

In our experiment, the Leave-one-person-out (LOPO) scheme is set up to experi-
mentally evaluate the different methods on the FG-NET database. In this scheme, all 
facial images of one subject are used as the testing set and the remaining images are 
used as the training set. This process is applied in turn to all 82 subjects in the FG-
NET database. Finally, the overall MAE is computed. Table 1 lists the MAE values 
obtained by several age estimation methods when the LOPO scheme was used on the 
FG-NET database. Table 2 lists the MAE values based on two single features and the 
fusion feature method when the LOPO scheme was used on the FG-NET database. 

Some previously published results used the Cumulative Score (CS) rather than 
MAE to evaluate their estimation results. It is computed using (10), in which Ne≤L is 
the number of testing samples with MAE values less than or equal to L. Figure 2 
compares the cumulative scores obtained by our method against such single features 
when tested on the FG-NET database. 

                (10) 

Table 1. Comparison of estimation results on FG-NET database with ages from 0 to 69 years. 

Methods MAE/years year 
WAS[17] 8.06 1999 
AGES[7] 6.77 2007 
RUN[18] 5.78 2008 
Rank[19] 5.79 2010 

AO graph[20] 5.97 2010 
IIS-LLD[21] 5.77 2013 

BIF [15] 4.77 2009 
HC-SVR[22] 5.28 2014 

AAM+2D-DCT[23] 5.39 2015 
How-Old.net[2] 6.01 2015 
CCA-ELM(our 

method) 5.55 / 

100%e L
L

NCumScore
N
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From Table 1 and 2 and Figure 4 it is clear that our method obtains more accurate 
age estimates than several existing methods. In addition, through the experimental 
statistical, we know using ELM method for age estimation, each time we get estima-
tion results only need about three seconds. Compared with other regression methods, 
the time consumption has been greatly improved. 

 
Fig. 4. Comparison of cumulative scores of age estimation methods, use the single feature 
(AAM, LBP) and the fusion feature (CCA-LBP-AAM) by ELM. Because of the lack of high 
age samples in FG-NET, we also have a statistical analysis of the range of 0-39, as shown on 
the right. As can be seen, the results were better more. 

Table 2. Comparison of estimation results use the single feature(AAM,LBP) and the fusion 
feature(CCA-LBP-AAM) on FG-NET database with ages from 0 to 69 yesrs/0 to 39 years 
employ ELM. 

Methods MAE/(0-69)years MAE/(0-39)years 

AAM(only) 6.52 4.91 

LBP(only) 7.95 6.03 
CCA-LBP-

AAM(our method) 5.55 4.45 

5 Conclusion 

In this paper, a combined age estimation scheme based on feature fusion has been 
proposed. To characterized aging features more completely, shape descriptors  
extracted by AAM and the texture descriptors extracted by LBP are combined and 
fused via Canonical correlation analysis (CCA). Additionally, we firstly propose to 
estimate the age based on Extreme Learning Machine (ELM), which can significantly 
reduce the computation cost during the process of regression. Experimental results 
showed that the proposed method outperforms the state-of-art methods such as on the 
FG-NET database. In the future work, the system would be enhanced by considering 
the effect of gender, facial expression, and race etc.   
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Abstract. Nowadays, most traditional industries are facing great challenges, 
and so is the traditional bus industry. To design or renew a route in a metropolis 
cost our government a considerable amount of money, and human resource as 
well. Effective as it might be when being put into use, an increasing volume of 
data is still being neglected. In our research, we apply multi-source data analy-
sis technique to the traditional bus system. By analyzing the orient-destination 
flow, routes can be designed or changed based on our algorithm, thus reducing 
the expenses. 

Keywords: Intelligent city · Pattern recognition · Transportation system 

1 Introduction 

The transportation system is one of the closest linked industries to our daily lives. The 
past decade has witnessed a dramatic development of metropolises. The excessive 
demands for transportation lead to problems like traffic congestion and road blocking. 

The bus company would like to make best use of these resource to satisfied citizens 
while the citizens' demand for a better service from the bus system. Also, the bus 
company like to have a system flexible enough to schedule base on real time scenario. 

Under the circumstance of this occasion, we build a Route Design System (RDS) 
and a Decision Making System (DMS). To form the best combination of the routes 
based on certain constrains and help meet the requirements of real-time schedule. We 
propose Route Combination Algorithm (RCA) to evaluate the performance of differ-
ent route combination and find out the best performing one. 

There are, certainly, some approaches to address these issues, three of which are 
listed here: (1) accelerate the building of the transportation infrastructure to catch up 
with the booming traffic; (2) Strengthen the control of urban city traffic system so as 
to effectively regulate the traffic flow; (3) Introducing the intelligent transportation 
technique into the original system to ease the burden of the current system. The for-
mer two approaches are to be dealt with by the government while the third one is the 
one we are capable of making changes. 
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Regarding problems of public transportation, most of them occurs in the following 
aspects: (1) Citizens consider it inconvenient to take a bus because they need to take 
several transfers before they reach their destinations; (2) Passengers are not likely to 
take bus unless they are allowed for uncertain factors and punctual arrival can still be 
guarantee.  

Here, we focus on the idea of applying various data sources to obtain the best route 
combination for the enhancement of bus system's efficiency. In the pre-processing 
step, we input data into Origination-Destination flow (OD flow), a simple format with 
the row showing the destination and the column represents for the origin station. 
Then, by adopting the theory in linear algebra, qualified routes between every two 
stops are chosen. Finally, with the objected function we need to maximize, the best 
combination under certain constrains can be found. 

2 Related Work 

The idea of Intelligent Public Transportation System (IPTS) has been brought out 
since the very beginning of this century. But it has not developed much until recent 
years. One of the most inspiring works is done by taking the taxi traces as evidence 
for the design of night bus routes. [1] They use the Taxi GPS traces to design the 
routes for night buses. This idea works for night routes because the taxi system serves 
as the only mean of transportation during night but during day time the taxi trace is 
not as representative. Sabeur Elkosantini and Saber Darmoul [2] show us the architec-
ture of the IPTS. S.A Mulay [3] makes contributions in the traffic management to 
schedule the traffic to avoid traffic jam. Bartlomiej Placzek [4] performs a way to 
evaluate the traffic by applying a fuzzy cellular model. Others [5-10] give me an over-
look of the IPTS. 

2.1 Our Contributions 

Our contributions are: (1) Never before had someone applied techniques in multi-
view clustering into IPTS; (2) Most researches available focus on the scheduling in-
stead of redesigning route. (3) We find a shortcoming of current system that can be 
improved, as the problem and brief solution stated here: 

-As we can observe from our daily lives, during the rash hours, running buses are 
always crowded with citizens. However, in the opposite direction, empty buses are 
running just to balance the two-way system. Inefficient as it seen, but how to refine 
this situation? 

We proposed a solution for it. Instead of making changes inside the two-terminal 
system. Another terminal is brought in to the system. We calculate the cost and profit 
of running straight back and running to the third terminal to ease the burden of other 
heavy lines before getting back. 
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3 The Proposed BRC Model 

This section presents the ideas of the Best Route Combination in the IPTS. There are 
three steps necessary for our model: “Pre-processing”, “Candidates selection”, “Route 
combination”. Each step will be detailed in the following sections. 

3.1 Notations 

The basic constrains are shown in table 1. The model is based on the following as-
sumptions, constrains and definitions. The assumptions are normally obeyed when the 
bus company is designing the route combination.  
Assumption 1. The length of a route shouldn't be longer than the maximum route 
constrain. It's also for the convenience of management. If the length of a route is too 
long, the arrival of the bus cannot be estimated accurately. Also, too long a route has 
proven to be not finance friendly. 
Assumption 2. Buses run in a fixed speed. 

Table 1. Font sizes of headings. Table captions should always be positioned above the tables. 

Definition Explanation 
length of a route aiming at metropolises, the length of a route 

should between 5km and 15km 
circuit quotient circuit quotient means the actual distance between 

two terminals divided by the length of the route. This 
constrain mainly enhance the efficiency of the system. 
The smaller the value, the faster citizens get where  
they want. 

maximum capacity every bus has a maximum capacity to carry  
passengers. 

3.2 Data Pre-Processing 

The later processing of the algorithm needs data in a structure of Orientation-to-
Destination flow (OD-flow). To form the data-set like this, we need to find out where 
the citizens take a bus and where they take off. Then, transform the data set into a x-y 
(orientation-destination) coordinate system. Here, the data from three public transport 
systems (Bus system, Subway system and Taxi system) is taken into usage. After that, 
we perform the Sub-space Projection, which project only the OD space that we need, 
neglecting the irrelevant data. 

3.3 Candidates Selection 

The second step is to choose the qualified routes based on the graph theory. With the 
od-flow, we are trying to get the qualified routes between every two terminals for the 
combination step's usage. The purpose of this process is to get rid of routes that are 
inefficient and cumbersome. 
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There are some rules we need to follow during designing: 

-rule 1.A one-way line should not entry the same bus station twice or more. 
-rule 2.The later stop should be farther away from the origin station than the former 

stop 
-rule 3.The later stop should be closer from the terminal station Some of situations 

that need to be eliminated are shown in Figure 1 

 

           (a) violated rule1      (b) violated rule3     (c) violated rule2 

Fig. 1. Several situations that violate the rules 

3.4 Route Combination 

Here is the most significant step in this research.  
In the previous steps, we manage to find the qualified routes between every two 

terminals. Now, with pre-knowledge and other constrains, we try to get the best per-
formed combination of routes. 

The objected function we need to maximize is the directed arrive flow. 
The idea is like this. We could find out where the “hot-lines” are base on the od 

flow. Ranking the hot-lines, the biggest flow stays the highest priority, so on and so 
forth. The hot-line is different from route as it is not from the start stations to the ter-
minals. 

We performed an algorithm with the idea of greedy algorithm. We find the quali-
fied routes that contains the most hot-lines and put it into the lines combination. 

Then, we renew the od- flow. We create a parameter named “potential od-flow”. 
We consider the routes which cover the same line split the passenger flow averagely. 
When the first route is chosen, the od-flows that it covers change to potential od- flow 
that only have 50% of the original value, as a potential passenger flow. 

We perform this idea until the remains passengers is not satisfy the minimum  
constrain to build a new route. 

4 The Proposed Solution for Peek Dilemma 

The Peek Dilemma (PD) refers to a situation that occurs during rush hours. Bus  
company has to send buses picking up seldom passenger mainly in purpose to balance 
the buses between two terminals. 
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Other than this, another dilemma need to be brought out here. We all know that 
buses spend more time on the road than usual during rush hours. Limited by the 
amount of buses equipped for a certain line, bus company is forced to expand the 
break time between buses as to maintain its continuing service, to be noticed, it's dur-
ing the period of most demands but sending relatively less buses. 

4.1 RH-S Algorithm 

To solve these dilemmas, we proposed a solution by joining a third terminal to form a 
ring like one-way route. Certain foundations are required like buses need to be 
equipped with led electronic signs so that it can change the number on its sign.  

Algorithm 1. RH-S Algorithm 
1: Input: rate of busload R, passengers' demands Q 
2: Output: route-changing strategy Ct 

3: for all car enter the station do 
4: Calculate the Payoffs of choosing action “return” 
5: if the Payoff is smaller than threshold then 
6: Calculate the Maximum Payoff of choosing action “change” and change the bus's 

strategy C to corresponding C0 
7: else 
8: The bus take the same route back 
9: end if 
10: end for

Table 2. Font sizes of headings. Table captions should always be positioned above the tables.  

Definition Explanation 
B The busload, defined as the number of passengers on the bus.

 
S 

The number of seats on the bus, a fixed number, set as a reference 
compound. In this experiment, the value of S is set to 30 because the 
buses running around are mostly equipped with around 30 seats or so. 

 
R 

The rate of busload, an significant indicator to show the condition of 
passengers load. Defined as R = B=S. The range of the rate is from 0 
to 200% as the max capacity we set is precisely a double of the 
amount of seats. 

 
D 

The square deviation of the R, revealing the general passenger  
distribution. 

 
X 

The mixture indicator of the comfort degree and effectiveness of the 
bus system. We consider the empty bus as inefficient and overcrowded 
as uncomfortable. It a function peek around the R equals 130% 

 
P 

The total amount of passengers we have served, it's distinguishing 
from the B and the R because citizens travel varying length. 
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This algorithm is named Rush-Hour Schedule Algorithm (RH-S). Let's assume that 
a bus start from terminal A to terminal B in a rush hour. After the arrival of the bus in 
terminal B, we evaluate the passengers it will carry if it goes back to terminal A with 
the same line and when the amount of passengers is low than threshold, actions are 
taken. Instead of inefficiently going back to the same line, we check if any route start-
ing at this terminal is under heavy burden. If so, we estimate the time and the profit it 
take to detour to the terminal C and then serve as another route from C to A compar-
ing to the normal strategy in busload rate. Other than this, the change of this bus 
should not cause the route A-B to a overburden line on the absence of this bus. 

4.2 Performance Evaluation 

The performance of our system is evaluated by calculating the rate of the busload. 
Here, the value is set by contrasting to the seats on the bus. The indicator is generated 
to show the effectiveness of the design system. 

The indicators are listed in Table 2, using as an evaluation of the system's perfor-
mance. The performance of each line is set by the objected function here: 

 ,  ,  ,  ,  (1 ) ( ) (1 )P TF P Q T R D y R D
R 

       (1) 

where  is the tolerance of the citizens, in our case set as 20. 

( )
1

1

x x a
ay R
x a x a

a

     
 

 (2) 

whereαis the optimal busload. As soon as the bus arrived at the terminal, scheduling 
method is performed to analysis the best strategy that can be taken. The amount of 
passengers who can be taken is calculated if the bus leave on its own route. If the 
expecting pick-up amount is lower that the threshold (set 2/5 of the average busload), 
it is considered as inefficient and transform to a spare bus that can be scheduled the 
ease the other route's burden. 

Then, every possible route combination that can eventually return to the other ter-
minal is considered as an option. Using equation 4.1, every possible route is com-
pared and the busload is considered most important here. 

5 Experiments 

The experiment is based on a simulating data set objectively generated to test the  
solution we give in Peek Dilemma. The passengers flow is represented as OD-flow, a 
two dimensional coordinate system as the x stands for the originate station while the y is 
on behalf of the destination station. The value indicates the number of citizens travel 
from x to y. Buses can only started and ended at the terminals, along with many stops.  
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Each terminal and each stop is tagged with a category (e.g living area, working area, 
business area...) to illustrate a specified passengers flow distribution, which is set as the 
pre-knowledge. 

    
Fig. 2. The left graph shows the comparison between the standard algorithm and the RH-S we 
proposed, X-axis represents the time (from 6:00a.m to 23:00p.m) while the Y-axis indicates the 
amount of served passengers. The red line show the performance of standard schedule (SS) and 
the blue line is the performance of the RH-S algorithm. The right graph shows the comparison 
between the standard algorithm and the RH-S we proposed, X-axis represents the time (from 
6:00a.m to 23:00p.m) while the Y-axis indicates the rate of the busload. The red line show the 
performance of standard schedule (SS) and the blue line is the performance of the RH-S. 

5.1 Data-Set Generation 

Under the guidance received from Zhu-hai Bus Culture Media Company (ZHBCMC), 
we generate the experiment data-set. Properties existing in the real system are fol-
lowed in our data-set. Again, thanks to the participation of the ZHBCMC. Here we 
listed some of the many properties we follow in our data generation in order to guar-
antee the validity of our data-set. The scheme we referring to shows the recent 
(2015/05/01) statistics information of the bus system. 

The range of each route's length is set with clear evidence. The service time is set 
from 6:00 to 23:00, also referencing to their scheme. The amount of car input for 
usage is determined by the length and the interval. Rush Mode is triggered during 
rush hour. The corresponding properties of the Rush Mode are also set in comparison 
to the ordinary hour. In the experiment, the regularized routing system is set under 
supervision and guided under the real time schedule. Also, constraints are set during 
the set up for regularized system as the average rate of busload should not be under 
120%. Citizens are set to have a tolerance of 20 minutes before they alter to other 
means. 

5.2 Result Display 

As we can observe from the Figure 2, the RH-S algorithm outperforms standard algo-
rithm by about 30% mainly during the rush hour. 

In regular hour, the RH-S shows little evidence of advantages, may even be outper-
formed by the routine schedule. The reason is that based on the previous records the 
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algorithm predict and trade-off between leave the terminal now or sometime later, 
also scheduling the spare buses on the other less burden route to this line. This sche-
duling method may seemed surprising to some paleo conservatism as they think buses 
just can running on its fixed routes. But what we have done is actually aim at equip-
ping in intelligent city public transportation system where the changing of the route 
number wouldn't be an issue for the buses. 

In Figure 2, the rate of the busload separate at around the rush hour, it shows that 
we are making the spare bus picking up more citizens and have more citizens served. 

In reality, the steady schedule have its advantages as for the convenience of the 
management. But, as the managing system rapidly developed, the management is 
gradually out of an issue, what really matter is the efficiency of the scheduling system 
because the profit is produced here, not at administration. 

Appendix 

Thanks for the support from Google, who is kind enough to have the financial and 
technical guidance for this research. 
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Abstract. In this paper, we propose a novel supervised canonical correlation 
analysis approach based on discriminative scatter regularization for multiview 
image feature learning. This method at the same time considers the between-
view correlations and within-view class label information of training samples. 
The proposed method is applied to handwritten digit image recognition. The 
experimental results on multiple feature dataset demonstrate the superior per-
formance of our approach compared with the existing multiview feature learn-
ing methods. 

Keywords: Image recognition · Canonical Correlation Analysis ·  
Regularization · Multiview feature extraction · Discriminative learning 

1 Introduction 

In many real-world applications, the images are usually represented by multiple dif-
ferent types of high-dimensional features. This kind of data is referred to as multiview 
data [1]. A typical example is a color image, which naturally has three kinds of visual 
features, i.e., red, green, and blue components. Since different views usually have 
different physical meanings and statistical properties, how to effectively and efficient-
ly use the complementary nature of different views to learn meaningful low-
dimensional features for classification tasks is a challenging problem. 

Proposed by Hotelling [2], canonical correlation analysis (CCA) is a powerful 
technique for finding the linear correlations between two different views. CCA seeks 
a pair of linear transformations associated with the two views such that the projected 
data in the low-dimensional subspace are maximally correlated. CCA has found many 
applications in, for example, feature fusion [3], image super-resolution reconstruction 
[4], machine learning [5], and detection of neural activity in fMRI [6], etc. Since  
different views come from the same image data, there are, naturally, the correlation 
relationships between them. In this case, CCA is very suitable for feature extraction of 
multiview image data. 
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However, CCA is essentially an unsupervised subspace learning method. Thus, it is 
not effective to preserve discriminative information in canonical subspaces for image 
classification tasks. To improve the performance of CCA in multiview data learning, 
researchers have developed some supervised CCA methods [7-11] by introducing the 
class label information of training samples. For instance, Sun et al. [7] proposed a 
generalized CCA method by using the within-class information of training data. Kim 
et al. [8] presented a discriminative CCA approach for image set classification, which 
maximizes the canonical correlations of within-class image sets and minimizes the 
canonical correlations of between-class image sets. Peng et al. [11] proposed a local 
discriminative CCA (LDCCA) that considers a combination of local properties and 
discrimination between different classes. Moreover, some other variants of CCA have 
also been proposed; see, for example, [12-16]. 

The foregoing supervised CCA methods have been proved to be effective for fea-
ture extraction and classification tasks. Motivated by recent progress in canonical 
correlations, in this paper we propose a novel CCA approach based on discriminative 
scatter information regularization for multiview image feature learning. This method 
simultaneously considers the between-view correlations and within-view class label 
information of training samples under a regularization framework. The proposed me-
thod is applied to handwritten digit image recognition. The experimental results dem-
onstrate the superior performance of our approach compared with existing multi-view 
feature learning methods. 

2 CCA 

Given two zero-mean random vectors  and , CCA aims at finding a 
pair of projection directions,  and , such that the correlation between 
the projected variables  and  is maximized as 

,                               (1) 

where  and  are, respectively, within-set covariance matrices of vectors x and 
y, and  is the between-set covariance matrix between x and y. Since the objective 
function of the optimization problem in (1) is invariant with respect to scaling of  
and , the problem in (1) can be reformulated as follows: 

                            (2) 

The optimal solution  and  of (2) can be obtained by computing the following 
generalized eigenvalue problem: 

,                       (3) 
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where . Taking the top d eigenvectors of (3), we can obtain d pairs of  

projection directions  of CCA, where . 

3 Approach 

In this section, we define the data scatter with class information for each view. Then, 
we build a discriminative scatter regularized CCA for multiview feature learning. 

3.1 Characterize the Scatter with Class Information 

Assume two feature representations (views) from the same n images are given as 
, where  is a feature matrix of view i con-

taining pi-dimensional sample vectors in its columns, and the paired samples 
 are labeled by  for a total of c classes, . Al-

so, we assume  have been centered, i.e., , . 

Specifically, for n samples  in view , we get their images 
 after the projection onto the projection axis , . The scat-

ter with intraclass information is then characterized by 

        (4) 

where ,  is the weighting of the 

jth and kth samples in the ith view, and defined by 

                                 (5) 

Similarly, the scatter with interclass information can be characterized by 
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where ,  has the same meaning 

as , and is defined by 

                                (7) 

It is easy to show that minimizing (4) makes the intraclass sample points in each 
view as compact as possible and maximizing (6) makes the interclass samples in each 
view as far apart as possible. 

3.2 CCA with Discriminative Scatter Regularization 

On the basis of (4) and (6), now let us build a new supervised CCA model for multi-
view feature learning of images, as follows: 

      (8) 

where  and  are two regularization parameters, and , . As 
we can see in (8), the first term in the objective function ensures the maximal correla-
tion between two-view samples; and the second term guarantees the interclass separa-
bility of samples in each view. Moreover, our proposed method reduces to CCA when 

, that is, CCA can be regarded as a special case of our method. More  
specifically, the optimization problem can be written as 

     (9) 

where  and . 
Using the Lagrange multipliers technique, we can obtain the following Lagrangian 

function: 

        (10) 

with  and  as Lagrange multipliers. Let  and , we 
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Since the following equation 

,               (12) 

holds, (11) can be rewritten as 

    (13) 

with  as the identity matrix, . 
 

It is obvious that (13) is an unusual generalized eigenvalue problem, which is  
actually referred to as multivariate eigenvalue problem (MEP) [18]. It is very difficult 
for MEP to be solved exactly. Up to now, there are no analytical solutions to MEP. 
This means that we are merely able to obtain the approximate solutions to MEP using, 
for example, dedicated numerical iterations or relaxation techniques. Consequently, in 
this paper we solve a relaxed version of (13) by setting , as follows: 

.         (14) 

Solving the generalized eigenvalue problem in (14), we can obtain d pairs of projec-
tion directions  which consist of the first d eigenvectors correspond-
ing to the first d largest eigenvalues, where . 

Once d projection direction pairs are obtained, the projection matrix for each view 
can be formed by letting , . As a result, for any given 

pairwise observation  with , multiview feature extraction 
can be performed by the form of  and . After feature extraction, we 
use the following fusion strategy [3] to combine the low-dimensional features for 
classification tasks: 

,                         (15) 

where . 

4 Experiment 

In this section, we evaluate the performance of our proposed method on the popular 
handwritten numeral data set and compare it with related multiview feature learning 
methods, including generalized multiview linear discriminant analysis (GMLDA) 
[17]. Note that, in all the experiments, the nearest neighbor (NN) classifier is used for 
recognition tasks. 
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4.1 Data Set 

The multiple feature dataset (MFD)1, which is widely used to test multiview feature 
learning algorithms, is adopted in our experiment. The digit dataset consists of 10 
classes of handwritten numerals (i.e., “0”-“9”) extracted from a collection of Dutch 
utility maps. Two hundred samples per class (for a total of 2,000 samples) are availa-
ble in the form of 30 × 48 binary images. These numerals are represented in terms of 
six feature sets, as shown in Table 1. 

Table 1. Six feature sets of handwritten numerals in MFD. 

Pix: 240-dimension pixel averages feature in 2 × 3 windows; 
Fac: 216-dimension profile correlations feature; 
Fou: 76-dimension Fourier coefficients of the character shapes feature; 
Kar: 64-dimension Karhunen-Loève coefficients feature; 
Zer: 47-dimension Zernike moments feature; 
Mor: 6-dimension morphological feature. 

4.2 Compared Algorithms 

To demonstrate how the performance can be improved by our proposed method, we 
compare the following five popular multiview feature learning algorithms: 

 LDCCA [11], which is a locality-based supervised CCA method and considers 
the local correlations of within-class and between-class samples. 

 Discriminative CCA (DCCA) [8], which is a supervised variant of CCA and 
maximizes within-class correlations, while minimizes between-class correlations 
between two views. 

 Random correlation ensemble (RCE) [16], which uses partial random cross-view 
correlations between within-class samples. 

 Generalized multiview linear discriminant analysis (GMLDA) [17], which is a 
multiview generalization of classical linear discriminant analysis. This method 
has three parameters for two view data. In our experiment, the three parameters 
involved in GMLDA are set as the same as those used in [17], which have been 
proven to be effective for recognition purpose. 

 Discriminative scatter regularized CCA, which is the new proposed algorithm in 
this paper. Our method has two regularization parameters, i.e.,  and . As 
in GMLDA, how to find the optimal parameters is still an open problem. Thus, 
we empirically set  for avoiding the exhaustive search and select the pa-
rameter value with the best performance from . 

4.3 Experimental Results 

On MFD, we can choose any two feature sets as X(1) and X(2) views. As a result, there 
are 15 pairs of different feature combinations in total. For each combination, 100 
                                                           
1 http://archive.ics.uci.edu/ml/datasets/Multiple+Features 

1 2

2 1 
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samples per class are randomly chosen for training, while the rest are used for testing. 
Thus, the number of training samples and testing samples is, respectively, 1000 and 
1000. We report the averaged results in Table 2 under NN classifier after 10 random 
test experiments. From Table 2, we can see that our proposed method outperforms 
RCE and DCCA on all cases, and LDCCA only except the combination Mor and Zer. 
Compared with the state-of-the-art algorithm GMLDA, our method performs better 
on 11 feature combinations, while GMLDA achieves better results than ours only on 
four cases. These results show the superiority of our proposed approach for multiview 
image feature learning. 

Table 2. Ten-run average recognition accuracy of LDCCA, RCE, DCCA, GMLDA, and our 
proposed method under the nearest neighbor classifier on MFD. 

X(1) X(2) LDCCA[11] RCE[16] DCCA GMLDA  Ours 
Fac Pix 0.9760 0.9464 0.9691 0.9527 0.9821 
Fou Fac 0.9629 0.9508 0.9501 0.9679 0.9866 
Fou Pix 0.9469 0.9199 0.9335 0.9697 0.9713 
Kar Fac 0.9803 0.9777 0.9701 0.9561 0.9837 
Kar Fou 0.9578 0.9575 0.9356 0.9699 0.9757 
Kar Pix 0.9654 0.9567 0.9474 0.9572 0.9698 
Mor Fac 0.9074 0.8784 0.8733 0.9488 0.9772 
Mor Fou 0.8124 0.8021 0.7933 0.8103 0.8146 
Mor Kar 0.8923 0.8634 0.8634 0.9593 0.9359 
Mor Pix 0.8773 0.8399 0.8449 0.9639 0.9483 
Mor Zer 0.7972 0.7744 0.7825 0.8007 0.7905 
Zer Fac 0.9679 0.9679 0.9588 0.9752 0.9842 
Zer Fou 0.8525 0.8478 0.8341 0.8629 0.8577 
Zer Kar 0.9571 0.9642 0.9312 0.9571 0.9687 
Zer Pix 0.9445 0.9426 0.9296 0.9544 0.9623 

5 Conclusions 

In this paper, we have proposed a novel supervised CCA approach for multiview 
image feature learning and classification, called discriminative scatter regularized 
CCA, which simultaneously considers the between-view correlations and within-view 
class label information of training samples under the regularization framework. 
Moreover, our method can reduce to CCA, while other variants of CCA (e.g., DCCA 
and LDCCA) can not. The proposed method is applied to handwritten digit image 
recognition. The experimental results demonstrate the superior performance of our 
approach, in contrast with algorithms LDCCA, RCE, DCCA, and GMLDA. A future 
study direction is how to theoretically determine the best parameters of our algorithm. 
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Abstract. In this paper, we propose a novel supervised CCA method for multi-
view dimensionality reduction and classification, which simultaneously consid-
ers the class information of within-view and between-view training samples. 
The proposed method is applied to face and general object image recognition. 
The experimental results on the AT&T and Yale-B face image databases and 
the COIL-20 object image database show our proposed algorithm provides bet-
ter recognition results on the whole than existing multiview feature extraction 
methods. 

Keywords: Image recognition · Canonical Correlation Analysis · Dimensionality 
reduction · Supervised learning 

1 Introduction 

In pattern recognition, the same objects are often described by different views. For 
example, an image can be expressed by different types of features; a speaker can be 
represented by audio and video information features; a webpage on the internet can be 
described by text information and its hyperlink. This kind of data is referred to as 
multiple view data. Since different views can reflect different statistical information 
of the same objects and the information is complementary each other, learning from 
multiview data is very meaningful in real-world classification tasks. 

Proposed by Hotelling, canonical correlation analysis (CCA) [1] is a classical but 
still powerful tool for analyzing multiple view data, which can reveal the linear corre-
lations between two view data. Currently, CCA has been widely used in the areas of 
pattern recognition and computer vision. Sun et al. [2] used CCA to fuse multiple sets 
of features for the first time. Specifically, this method first extracts the low-
dimensional features from two groups of high-dimensional features, and then forms 
the discriminative feature vectors based on given fusion strategies for classification 
tasks. When training samples are limited or disturbed by noise, the sample covariance 
matrices in CCA usually deviate from the real covariance matrices. To solve this is-
sue, Yuan et al. [3] proposed a fractional-order embedding CCA (FECCA), which 
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reduces the deviation of sample covariance matrices. Experimental results show that 
the extracted features are more discriminative than CCA. 

Since CCA is a linear learning method, it can not effectively reveal the nonlinear 
correlations between two sets of features (views). To this end, Melzer et al. [4] pro-
posed a kernel CCA (KCCA) approach for pose estimation, which implicitly maps the 
input data into potentially much higher dimensional feature vectors by using two non-
linear mappings determined by kernels. Based on the locality idea, a locality preserv-
ing CCA (LPCCA) [5] was developed, which obtains better results than CCA and 
KCCA in pose estimation. In essence, CCA is an unsupervised learning method. To 
improve the performance of CCA, Sun et al. [6] presented a generalized CCA 
(GCCA) method using the class information of within-set (within-view) samples. 
Later, Kim et al. [7] presented a discriminative learning approach of CCA for image 
set classification, which maximizes the canonical correlations of within-class image 
sets and minimizes the canonical correlations of between-class image sets. Peng et al. 
[8] proposed a local discriminative CCA (LDCCA) method that considers a combina-
tion of local properties and discrimination between different classes. In addition, some 
other supervised CCA methods [9, 10] have also been proposed. 

Motivated by recent progress above, in this paper we propose a new supervised 
CCA method for multiview dimensionality reduction and classification. Different 
from GCCA and discriminative CCA (DCCA) [10] where the class information of 
only within-view or between-view samples is considered, our method simultaneously 
takes the above two kinds of information into account. The proposed method is ap-
plied to face and general object image recognition. The experimental results on the 
AT&T, Yale-B, and COIL-20 databases show our proposed algorithm provides better 
recognition results on the whole than existing multiview feature extraction methods. 

2 Review of CCA 

Assume n pairs of samples are given as 1{( , )}n
i i ix y  , where p

ix   and q
iy  . Let 

1 2[ , , , ]nX x x x   and 1 2[ , , , ]nY y y y   be two data matrices. Assume both 1{ }n
i ix   

and 1{ }n
i iy   are centered, i.e., 
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is maximized. Since   is invariant with respect to scaling of xw  and yw , (1) can be 
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With the Lagrange multipliers technique, the solution wx and wy to the problem in 
(2) can be obtained by computing the following generalized eigenvalue problem: 

T T
x x

T T
y y

w wXY XX
w wYX YY


      

      
      

                               (3) 

where the eigenvalue  is precisely equal to . Taking the top d eigenvectors of the 
generalized eigenvalue problem in (3), we are able to obtain d pairs of projection 
directions 1{( , )}d

xi yi iw w  , where dmin(p, q). 

3 Approach 

3.1 Motivation 

As discussed in Section 1, GCCA only considers the class label information of with-
in-view data, and DCCA merely employs the class information of between-view data. 
This suggests that the above two methods do not fully make use of the supervised 
information hidden in multiple view data. In addition, GCCA, DCCA, and some other 
improved CCA have actually been far away from the original meaning of correlation. 
That is, they are only the improvements of CCA and their criteria actually do not 
depict the correlation between two views. Motivated by the above issues, in this paper 
we not only simultaneously employ the class label information hidden in within-view 
and between-view data, but also our proposed criterion can reflect the original mean-
ing of correlation. 

3.2 Formulation 

Assume n pairs of samples for c classes in all are given as ( ) ( )
1{( , )} ini i p q

j j jx y    , 
1, 2, ,i c  , where ni denotes the number of pairwise training samples in class i, and 
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their images ( )ix  and ( )iy  after the projections onto projective axes p
xw   and 

q
yw  . The intraclass correlation between ( )ix  and ( )iy  can thus be defined as 
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From (4), we can see that the criterion not only reveals the intraclass correlation of 
between-view samples, but also utilizes the intraclass scatter information (i.e., 

( ) ( )i i Tx x  , ( ) ( )i i Ty y  , and ( ) ( )i i Tx y  ) of within-view and between-view samples. 
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Our proposed method aims at finding the pairwise projection directions, wx and wy, 
such that all the intraclass correlations between two views are simultaneously max-
imized. To this end, we combine all the intraclass correlations in a summing way, 
which leads to our optimization model as follows: 

( ) ( )

( ) ( ) ( ) ( ), 1

max
x y

T i i Tc
x y

T i i T T i i Tw w i x x y y

w X Y w

w X X w w Y Y w 
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Since the objective function of the optimization problem in (5) is invariant with re-
spect to the scaling of wx and wy, (5) can be reformulated as follows: 
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3.3 Solution 

To maximize the objective function of (6) under constraints, we use the Lagrange 
multiplier technique. The Lagrangian of the optimization problem in (6) is 
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with ( )i
x  and ( )i

y  as the Lagrange multipliers, 1, 2, ,i c  . Setting 0xL w    and 
0yL w   , we have 
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Unfortunately, the problem in (8) is not a generalized eigen-equation, which is very 
hard and has no analytical solutions (i.e., exact solutions). This means that the optimi-
zation problem in (6) has no closed form solution in the current form. Borrowing the 
relaxation idea in [11], we thus couple the 2c constraints in (6) to obtain a relaxed 
version of the optimization problem with two constraints as 
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Following the same approach as in (7) and (8), we obtain the following: 
( ) ( )

( ) ( )

c c
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c c
y yyx yy
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,                               (10) 
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Like CCA, we select the top d eigenvectors of (10) to form two projection matrices 
1 2[ , , , ]x x x xdW w w w   and 1 2[ , , , ]y y y ydW w w w  , where min( , )d p q . For any 

given pairwise samples ( , )x y  with px  and qy , we can obtain their low-
dimensional embeddings by the form of T

xW x  and T
yW y . After feature extraction, the 

following strategy [2] which has been proven to be effective is adopted to combine 
the low-dimensional features for recognition tasks: 

T
x
T
y

W x
Z
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3.4 Discussion 

Difference with CCA. Both CCA and our method obtain two lower-dimensional 
spaces for multiple high-dimensional views. CCA only obtain a lower-dimensional 
space where the class label information is not considered, while our proposed method 
tries to obtain a discriminative lower-dimensional space for classification purpose, in 
which we simultaneously take into account the class label information hidden in with-
in-view and between-view samples. 

Difference with GCCA and DCCA. As mentioned before, the within-view and be-
tween-view class information is employed in our proposed algorithm, while GCCA 
only takes advantage of the within-view class information, and DCCA only the be-
tween-view class information. In addition, note, particularly, that our method needs to 
solve an abnormal generalized eigen-equation before relaxation, while both GCCA 
and DCCA solve a generalized eigenvalue problem, as shown in [6] and [10]. 

Difference with LPCCA. LPCCA is a local, unsupervised subspace learning method. 
Generally, its discriminant power is weak for recognition tasks, while our proposed 
method is a non-local, supervised subspace learning approach which can obtain more 
discriminative low-dimensional projections as demonstrated in Section 4. 

Difference with LDCCA. Like DCCA, LDCCA only considers the class information 
of between-view samples in a certain local field. Also, it has two parameters and is 
thus time-consuming for searching for the proper parameters in practical applications, 
while ours has no parameter. 
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4 Experiments 

In this section, three experiments have been performed on the popular face and object 
image databases. We compare the effectiveness of the proposed method with related 
multiview feature extraction algorithms, i.e., CCA-s [9], DCCA [10], and multi-view 
discriminant analysis1 (MvDA) [12]. In all the experiments, we use two kinds of dif-
ferent features from original images, i.e., histogram of oriented gradient (HOG) [13] 
descriptor and local binary pattern (LBP) [14], and respectively reduce their dimen-
sions to 100 using PCA for avoiding the small sample size problem. 

4.1 Experiment Using the AT&T Database 

The AT&T database2 contains 400 face images from 40 persons. There are 10 grays-
cale images per person with a resolution of 92×112. In some persons, the images are 
taken at different times. The lighting, facial expressions and facial details are also 
varied. The images are taken with a tolerance for some tilting and rotation of the face 
up to 20o, and have some variation in the scale up to about 10%. 

In this experiment, N images (N = 6, 7, and 8) per person are randomly chosen for 
training, while the rest are used for testing. For each given N, we perform 10 indepen-
dent recognition tests to evaluate the performances of CCA-s, DCCA, MvDA, and our 
proposed method. Table 1 shows the average recognition accuracy of each method 
under the nearest neighbor (NN) classifier. As we can see, our proposed method and 
MvDA achieve better results than CCA-s and DCCA, no matter how many training 
samples are used in each class. Also, our method outperforms the state-of-the-art 
algorithm MvDA on all cases. 

Table 1. Ten-run average recognition accuracy of CCA-s, DCCA, MvDA, and our proposed 
method with different training sample sizes on the AT&T database. 

# / class CCA-s DCCA MvDA Ours 
6 0.8713 0.9631 0.9744 0.9806 
7 0.9433 0.9767 0.9817 0.9900 
8 0.9650 0.9875 0.9912 1.0000 

4.2 Experiment Using the Yale-B Database 

The Yale-B database [15] contains 5,760 single-light-source images of 10 individuals, 
each under 576 viewing conditions (9 poses × 64 illumination conditions). The ex-
tended Yale-B database [16] contains 16,128 images of 28 individuals with the same 
condition and data format as in the Yale-B database. In our experiment, we adopt a 
combinatorial subset3 (still called Yale-B) from these two databases, which contains 
2,414 images with size 32 × 32 of 38 individuals and each has around 64 near frontal 
images under different illuminations. 
                                                           
1 Matlab code available at http://vipl.ict.ac.cn/resources/codes 
2 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html 
3 http://www.cad.zju.edu.cn/home/dengcai/Data/FaceData.html 
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In this experiment, N images (N = 6, 8, and 10) per individual are randomly se-
lected to form the training set, and the rest are taken for the testing set. For each N, 10 
test runs are performed using the NN classifier. Table 2 summarizes the average rec-
ognition results of each method. From Table 2, we can find that the proposed method 
outperforms CCA-s, DCCA, and MvDA. This result demonstrates again that our me-
thod is more powerful in contrast with other methods. 

Table 2. Ten-run average recognition accuracy of CCA-s, DCCA, MvDA, and our proposed 
method with different training sample sizes on the Yale-B database. 

# / class CCA-s DCCA MvDA Ours 
6 0.8221 0.9410 0.9635 0.9833 
8 0.9691 0.9646 0.9854 0.9906 
10 0.9906 0.9788 0.9934 0.9937 

4.3 Experiment Using the COIL-20 Database 

The COIL-20 database [17] contains 1440 grayscale images of 20 objects (72 images 
per object) under various poses. These objects have a wide variety of complex geome-
tric, appearance and reflectance characteristics. They are rotated through 360 degrees 
against a black background and taken at the intervals of 5 degrees. The size of each 
object image is 128 × 128 pixels.  

In this experiment, N images (N = 15, 20, and 25) per class are randomly chosen 
for training, and the rest for testing. For each N, 10 independent classification tests are 
carried out using the NN classifier. Table 3 lists the average recognition results of 
each method. From Table 3, we can find that our method and MvDA perform better 
than CCA-s and DCCA. Also, our method only performs slightly worse than MvDA 
with 20 training samples per class, and better in other two cases. 

Table 3. Ten-run average recognition accuracy of CCA-s, DCCA, MvDA, and our proposed 
method with different training sample sizes on the COIL-20 database. 

# / class CCA-s DCCA MvDA Ours 
15 0.9346 0.9504 0.9616 0.9660 
20 0.9664 0.9680 0.9754 0.9753 
25 0.9772 0.9764 0.9836 0.9850 

5 Conclusions 

In this paper, we propose a new supervised CCA method for multiview dimensionality 
reduction and classification tasks. Different from GCCA and DCCA where the class 
information of only within-view or between-view samples is considered, our method 
simultaneously takes the above two kinds of information into account. The experimental 
results on the AT&T, Yale-B, and COIL-20 databases show our proposed algorithm 
provides better results on the whole than CCA-s, DCCA, and MvDA. 
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Abstract. In aging simulation, the most essential requirements are (1)
human identity should remain stable in texture synthesis; and (2) the tex-
ture synthesized is expected to accord with human cognitive perception
in aging. In this paper, we address the problem of face aging simula-
tion by using a tensor completion based method. The proposed method
is composed of two steps. In the first stage, Active Appearance Mod-
els (AAM) is applied to facial images to normalize pose variations. In
the second stage, the tensor completion based aging simulation method
is adopted to synthesize aging effects on facial images. By introducing
age and identity prior information in the tensor space, human identity is
mostly protected during the aging procedure and proper textures are gen-
erated to simulate the aged appearance. Experimental results achieved
on the FG-NET database are not only in the age as subjective expecta-
tion, but also reserve the person specific cues, which demonstrates the
effectiveness of the proposed method.

Keywords: Face · Aging simulation · Tensor completion

1 Introduction

Human face aging simulation (also namely aging synthesis or aging progression)
is one of the most interesting topics in computer vision and pattern recogni-
tion, and it has received increasing attention within the community in recent
years. On the one hand, facial aging is a very complex process, in which facial
appearance changes gradually, affected by a number of factors, such as gender,
ethnicity, living environment, and so on, thereby making it a quite difficult prob-
lem that contains challenging scientific issues [1] [2]. On the other hand, it can be
widely applied to many real world applications, such as forensic art, electronic
customer relationship management, security control and surveillance monitor-
ing, biometrics, entertainment, cosmetology, etc. [1]. For instance, it is crucial
to robust face recognition systems. During human aging, facial appearance vari-
ations make negative influence on identification which can be largely improved
by facial image aging simulation technologies. Additionally, it offers direct or
indirect cues and substantially contributes to seeking missing children, whose
photos are more likely to be recognized as progressed after years.
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 710–719, 2015.
DOI: 10.1007/978-3-319-25417-3 83
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Fig. 1. Approach framework: the proposed method is composed of two steps, i.e., face
normalization and aging. In the first step, all the facial images are transformed to
gray-scale, and then normalized to the mean template using AAM. In the second step,
the tensor completion based method is adopted to simulate aging effects on the given
image. (a) Image preprossing by using AAM, (b) building tensor according to age,
identity, and pixel information, and (c) simulation through tensor completion.

To address the problem of simulating aging effects on human facial images,
two essential requirements should be emphasized. One lies in that the simulated
image is desired to be in the right age according to the perception of human beings.
Another is that the identity information should be protected in the synthesized
image so that they look similar, both of which decide the success of aging simula-
tion. In the literature, various approaches have been proposed for such an issue.
Early studies mainly focus on statistical model based aging simulation techniques.
In [3] [4], Lanitis et al. presented the fundamental work, providing the basic con-
cept and a specific solution to the problem of aging simulation. They extended
the well-known Active Appearance Models (AAM) to simulate the aging effects
of human faces, and designed an aging function using the AAM coefficients. This
work also showed an alternative to age-invariant face recognition. Another statis-
tical model was introduced by Ramanathan and Chellappa [5], where they ana-
lyzed shape variations when people are young and proposed an aging simulation
method to handle young faces. Their method modeled the aging process accord-
ing to face anthropometry, and the ‘revised’ cardioidal strain transformation was
applied on the face profile. After that, texture clues were attempted in [6] and
an improved version which considered texture and shape simultaneously was pro-
posed. A more general shape model and the application of Poison Image Edit
based texture transformation were presented in their later work [7]. 3D informa-
tion proved very important to aging simulation as well. Park et al. [8] converted 2D
images to 3D models by using simplified deformable model, and a 3D aging model
composed by shape and texture aging patterns was built to model the aging pro-
cess of human faces. Their simulation process was decided by specific aging func-
tion, making use of advantages both from 3D geometry and 2D texture. However,
these statistical model based techniques process identity and texture cues in a sin-
gle channel, and the identity component is changed in texture synthesis.
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Sample-based approaches form another way to simulate aging faces.
Suo et al. proposed a method [9] [10] which models the face by “And/or” Graph
and the aging procedure by Markov Chain. In their graph, the “and” node repre-
sents coarse-to-fine face decomposition and the “or” node represents alternative
configurations. The dynamic aging process was then described by a first-order
Markov Chain. The wrinkle addition was directly added [9] or using Poison
Image Edit [7] [10]. Similar to statistical model based ones, such methods can-
not guarantee that the identity remains stable due to the replacement of the
patches of key facial components.

To synthesize texture while keeping the identity unchanged, Jiang and Wang
preliminarily investigated a tensor based method, which projects identity and
age (i.e. texture clues) into individual directions. They claimed that facial images
of high resolution and the ones of low resolution share intrinsic identity infor-
mation (i.e. holistic configuration). Besides, high resolution images convey more
details in facial appearance. As a result, they proposed an approach based on
super-resolution in the tenor space. Intrinsic identity information was extracted
from low resolution images, based on which aging texture was added in super-
resolution. They further extended this approach by embedding AAM to reduce
the blurring of the results caused by head pose variations [11]. Even though
the identity is protected as illustrated by their face recognition experiment, the
texture synthesized is not good enough as expected, since the mappings learned
between textures of different ages are not robust.

Motivated by these facts, in this paper we propose a tensor completion based
aging simulation method which synthesizes the proper texture while preserv-
ing human identity information during aging process. Tensor analysis has been
applied to several application, such as face recognition [12] and texture analy-
sis [13]. As mentioned above, in aging simulation, identity and texture can be
modeled in separate components in the tensor space; therefore, we formulate a
3 order tensor to simulate aging effects on face images. Similar to [11], AAM
based head pose normalization of facial images is first adopted to reduce the
influence of blurring. In contrast to [11] where downsampled face images are
super-resolved to the ones of higher resolution in which age related features
learned from unstructured samples are added, the proposed method emphasizes
the importance of the samples that possess high similarity with the test face
image, to better synthesize the texture corresponding to the given age.

The remainder of the paper is organized as follows: Section 2 provides a
detailed description of the proposed tensor-completion based face simulation
method, and Section 3 displays and discusses the experimental results achieved
on the FG-NET database [4]. Section 4 concludes the paper.

2 Tensor Completion Based Aging Simulation

In this paper, we address the problem of simulating aging effects in human face
using the tensor completion method. Tensor analysis based methods have been
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applied to several applications due to its powerful ability of data organizing and
analysing. The advantage of tensor lies in data representation and processing
through multimodalities [11]. In the problem of aging simulation process, the
tensor completion method considers both identity and age information at same
time but in different channels. In the following section, we introduce the proposed
method in detail.

2.1 Face Normalization by Using AAM

As stated in [11], the blurring in result is mainly caused by pose variations.
This means that a face normalization step before aging simulation is required.
Following the way in [11], all facial images in our study are normalized by using
AAM [14]. The Delaunay triangulation and piecewise linear affine transformation
method are adopted to warp the textures to a mean shape. After that, all face
images are aligned to the same shape. This step removes spurious texture varia-
tions caused by shape differences, so that the blurring influence caused by head
pose changes is reduced. The face normalization process is shown in Figure 2.

(a) (b) (c) (d) (e)

Fig. 2. Face normalization: Facial images are normalized before building tensor aging
model. (a) is the original image, (b) and (c) are samples of landmarks and Delaunay
triangulation respectively, (d) is visualization of Delaunay triangulation on the facial
image, and (e) is face normalization result.

2.2 Tensor Completion based Aging Simulation

There are many factors which influence the human facial appearance simulation,
and the major ones contributing to such a problem are identity and age. We
analyze them by tensor analysis, and the tensor is constructed following the
way as in [11]. Tensor structure X is used to represent the training image set.
According to the fact that identity and age are major factors in aging simulation.
The 3 order tensor X is constructed by using information of identity, age, and
pixels:

X = Z ×1 VId ×2 VAges ×3 VPix (1)

where Z is the core tensor, and VId, VAges, and VPix are identity, age and pixel
respectively. When the face image is modeled as a tensor, the texture is then
synthesized through tensor completion. Tensor completion is a powerful tool, and
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its original aim is to fulfill the missing data in matrix. The completion method
has been successfully applied to several scenarios, such as video image completion
[13] [15], texture completion [16] and facial expression analysis [17]. However, to
the best of our knowledge, it has not been investigated for the issue of aging
simulation. The goal of aging simulation is to synthesize images after years. We
assume that all images but one of a person are missing, and this problem can
thus be transformed to a standard missing data completion work. According to
the definition in [13], the tensor completion problem is formulated as follows:

Given a tensor X0 ∈ RIId×IAge×IPix , Tensor completion tries to find a ten-
sor X with its components Z, VId, VAge, VPix so that X0 and X have the same
observed entries:

X = Z × V T
Id × V T

Age × V T
Pix

s.t. Ω(X0) = Ω(X) (2)

where Z is an nth-order tensor of the same size as X0, and each V denotes
an I × I matrix. As mentioned in [13], if we do not include any prior in the
model components, the solutions of this object function are infinite. On the
other hand, auxiliary relations are encoded by factor priors that lie in multiple
low-dimensional sub-manifolds with restricted degrees of freedom. Multilinear
graph embedding (MGE) [18] based factor analysis is introduced into tensor
completion.

V̂Id, ˆVAge = arg min
∑

‖viId,iAge − vjId,jAge‖22ωij

= arg min tr((VId ⊗ VAge)L(VId ⊗ VAge)T ) (3)

where L is Laplacian matrix, and L = D − W . The element of W is ωij which
describes the weight of age or identity. D is diagonal matrix whose (i, i)th element
is equal to

∑
j ωij . After introducing factor priors into tensor completion, the

problem is further transformed to the following form:

X̂, Ẑ, V̂Id, ˆVAge, ˆVPix = arg min γ‖Z‖2F
+αId‖VId‖∗ + αAge‖VAge‖∗ + αPix‖VPix‖∗ (4)
+βtr((VId ⊗ VAge)L(VId ⊗ VAge)T )
s.t.X = Z ×1 V T

ID ×2 V T
Age ×3 V T

Pix and Ω(X) = Ω(X0)

The algorithm can be finally optimized by inexact Augmented Lagrange Mul-
tiplier Method (IALM) [19], and more details can be found in [13].

Given a new young face image, it is used to construct a tensor without the
images of other ages belonging to this identity. The tensor completion results are
the simulated aged images of this person. The key problem in aging simulation is
to deal with age variations for different subjects. As a result, there are two joint
sub-manifolds in aging simulation. The edge of the identity sub-model between
the ith face and jth face is defined as:
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ωi,j
Id =

⎧
⎨

⎩

exp(
−‖xi − xj‖22

σ2
), if ik ∈ N(jk) or jk ∈ N(ik),

0, otherwise

(5)

where IDi is the identity index. To better synthesize the aged texture, different
from the straightforward manner used in [11], we propose to emphasize the
importance of the subject who has higher similarity to that of the given face
image. In our case, the similarities between identity are measured by Euclidean
distance. If the identity similarity is not within the first N nearest neighbor
(N is found experimentally), its weight is set at 0. As age information is known
as prior, the edge of age sub-model is defined as:

ωi,j
Age =

{
exp(−|i − j|), if |i − j| < 2

0, otherwise
(6)

where i, j is age labels. Due to the fact that age information are ordered, we can
directly use such information as the priority of tensor.

3 Experimental Results

In order to evaluate the performance of the proposed aging simulation method,
several experiments are carried out on the FG-NET database. The details of
database, experiment setting, and results are described subsequently in this
section.

19

1 2 3 4 6 7

9 11 12 14 15

Fig. 3. Image samples of a subject from the FG-NET database [4] (The numbers below
the pictures are the ages of the subject when the pictures were captured).

3.1 Database

The aging simulation experiment in this paper is conducted on the FG-NET
database [4] which is the most popular database for age estimation and aging
simulation. Figure 3 shows some samples of one person in the FG-NET database.
It contains 1002 face images from 82 different subjects, and the age of individuals
ranges from 0 to 69. The major part of the pictures are from teenagers. The image
size is about 400×500. Figure 4 shows the age group distribution of the samples
in the FG-NET database.
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Age Range FG-NET (%)

0-9 37.03

10-19 33.83

20-29 14.37

30-39 7.88

40-49 4.59

50-59 1.50

60-69 0.80

Fig. 4. Age distribution of images in the FG-NET database.

3.2 Experiment Setting

First, all images are divided into 5 groups according to their age labels, i.e. [0,
10], (10, 20], (20, 30], (30, 40], and 40+. As shown in Figure 1, each facial image
is transformed to gray-scale. Then, following the way in [11], facial images are
normalized by using AAM for pose correction. Finally, the images are resized to
82 × 82 in pixels.

Some parameters are tuned during the tensor building and tensor comple-
tion stages. To reduce the influence caused by gender, we build two individual
tensors for male and female respectively. There are 48 men and 34 women in the
FG-NET database, and for each person, we select the proper model to simulate
aging effects. The leave one person out strategy is adopted in the aging simula-
tion process. Any image of the test identity is excluded in the training set, and
the youngest image is used as the test sample.

3.3 Aging Simulation

We analyze our experimental results in three aspects: (1) the effectiveness of
the tensor completion based aging simulation, (2) comparison with the ground
truth, and (3) failure analysis.

Firstly, we evaluate the effectiveness of tensor completion based aging simu-
lation. Regarding the aging simulation as the missing data completion problem,
the tensor completion approach shows its competency at synthesizing faces in
different ages while reserving the person specific cues.

Secondly, the results are compared with the corresponding ground truth.
From Figure 5, 6, 7, 8, we can see that aging effects appear in the synthesized
images that are close to the ground truth.

Thirdly, the synthesized images are definitely not the same as their ground
truth images. This phenomenon is caused by many factors, such as gene, environ-
ment, and disguise. Additionally, the quality of the synthesized images is decided
by the amount of training images. The more images are used in the training set,
the higher quality the synthesized images have. The uneven distribution of age
groups even incurs the unsuccessful synthesis in certain ages, e.g. for the ages
above 40.
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Test ID 
001a02

Synthesized 
Face (Mean 

Shape)
Ground Truth

10+

20+

30+

40+

Synthesized 
Face (Original 

Shape)

Original Shape

Mean Shape

Fig. 5. Comparison between synthe-
sized images (of mean shape and of the
pose in ground truth) and ground truth
images of the subject (ID 001) in the
FG-NET database.

Test ID
008a03

10+

20+

30+

40+

Synthesized 
Image (Mean 

Shape)

Synthesized 
Image (Original 

Shape) Ground Truth

Original Shape

Mean Shape

Fig. 6. Comparison between synthe-
sized images (of mean shape and of the
pose in ground truth) and ground truth
images of the subject (ID 008) in the
FG-NET database.

Test ID
 011a02

10+

20+

30+

40+

Synthesized 
Image (Mean 

Shape)

Synthesized 
Image (Original 

Shape) Ground Truth

Original Shape

Mean Shape

Fig. 7. Comparison between synthe-
sized images (of mean shape and of the
pose in ground truth) and ground truth
images of the subject (ID 011) in the
FG-NET database.

Test ID
013a00

Synthesized 
Image (Mean 

Shape)

10+

20+

10+

30+

40+

Synthesized 
Image (Original 

Shape) Ground Truth

Original Shape

Mean Shape

Fig. 8. Comparison between synthe-
sized images (of mean shape and of the
pose in ground truth) and ground truth
images of the subject (ID 013) in the
FG-NET database.

4 Conclusion

In this paper, we propose a tensor completion based method to address the aging
simulation problem. In order to protect human identity during simulating aging
effects on human faces, both identity and age information is considered in our
framework. The proposed method is composed of two steps. In the first step, the
blurring effect caused by head pose variations is reduced by AAM based prepro-
cessing. In the second stage, tensor completion based aging simulation method
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is applied to make aging effects on facial images. By optimizing the object func-
tion at age and identity sub-model simultaneously but in separate components,
human identity is retained and the proper texture is added. Experimental results
achieved on the FG-NET database demonstrate the effectiveness of our method.
In our future work, we will investigate the use of depth information, to ameliorate
the result in aging simulation.

Acknowledgement. This work was supported in part by the HongKong, Macao and
Taiwan Science & Technology Cooperation Program of China (No. L2015TGA9004);
the National Natural Science Foundation of China (No. 61273263 and No. 61202237),
the Foundation for Innovative Research Groups of the National Natural Science Foun-
dation of China (No. 61421003); the Specialized Research Fund for the Doctoral Pro-
gram of Higher Education (No. 20121102120016); the joint project by the LIA 2MCSI
lab between the group of Ecoles Centrales and Beihang University; and the Fundamen-
tal Research Funds for the Central Universities.

References

1. Fu, Y., Guo, G., Huang, T.S.: Age Synthesis and Estimation via Faces: A Sur-
vey. IEEE Transactions on Pattern Analysis and Machine Intelligence 32(11),
1955–1976 (2010)

2. Ramanathan, N., Chellappa, R., Biswas, S.: Computational Methods for Modeling
Facial Aging: A Survey. Journal of Visual Languages & Computing 20(3), 131–144
(2009)

3. Lanitis, A., Taylor, C.J., Cootes, T.F.: Modeling the process of aging in face images.
In: 7th International Conference on Computer Vision, pp. 131–136. IEEE Press,
Kerkyra (1999)

4. Lanitis, A., Taylor, C.J., Cootes, T.F.: Toward Automatic Simulation of Aging
Effects on Face Images. IEEE Transactions on Pattern Analysis and Machine Intel-
ligence 24(2), 442–455 (2002)

5. Ramanathan, N., Chellappa, R.: Modeling age progression in young faces. In:
IEEE Computer Society Conference on Computer Vision and Pattern Recogni-
tion, pp. 387–394. IEEE Press, New York (2006)

6. Ramanathan, N., Chellappa, R.: Modeling shape and textural variations in aging
faces. In: 8th IEEE International Conference on Automatic Face & Gesture Recog-
nition, pp. 1–8. IEEE Press, Amsterdam (2008)

7. Perez, P., Gangnet, M., Blake, A.: Poisson Image Editing. ACM Transaction on
Graphics 22(3), 313–318 (2002)

8. Park, U., Tong, Y., Jain, A.K.: Age-Invariant Face Recognition. IEEE Transactions
on Pattern Analysis and Machine Intelligence 32(5), 947–954 (2010)

9. Suo, J., Min, F., Zhou, S., Shan, S., Chen, X.: A multi-resolution dynamic model
for face aging simulation. In: IEEE Computer Society Conference on Computer
Vision and Pattern Recognition, pp. 1–8. IEEE Press, Minneapolis (2007)

10. Suo, J., Zhu, S., Shan, S., Chen, X.: A Compositional and Dynamic Model for Face
Aging. IEEE Transactions on Pattern Analysis and Machine Intelligence 32(3),
385–401 (2010)



Facial Aging Simulation via Tensor Completion 719

11. Wang, Y., Zhang, Z., Li, W., Jiang, F.: Combining Tensor Space Analysis and
Active Appearance Models for Aging Effect Simulation on Face Images. IEEE
Transactions on Systems, Man, and Cybernetics, Part B: Cybernetics 42(4),
1107–1118 (2012)

12. Vasilescu, M.A.O., Terzopoulos, D.: Multilinear analysis of image ensembles: ten-
sorfaces. In: Heyden, A., Sparr, G., Nielsen, M., Johansen, P. (eds.) ECCV 2002,
Part I. LNCS, vol. 2350, pp. 447–460. Springer, Heidelberg (2002)

13. Chen, Y., Hsu, C., Liao, H.Y.M.: Simultaneous Tensor Decomposition and Com-
pletion using Factor Priors. IEEE Transactions on Pattern Analysis and Machine
Intelligence 36(3), 577–591 (2014)

14. Cootes, T.F., Edwards, G.J., Taylor, C.J.: Active Appearance Models. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence 23(6), 681–685 (2001)

15. Liu, J., Musialski, P., Wonka, P., Ye, J.: Tensor Completion for Estimating Miss-
ing Values in Visual Data. IEEE Transactions on Pattern Analysis and Machine
Intelligence 35(1), 208–220 (2013)

16. Liu, J., Musialski, P., Wonka, P., Ye, J.: Tensor completion for estimating miss-
ing values in visual data. In: 12th International Conference on Computer Vision,
pp. 2114–2121. IEEE Press, Kyoto (2009)

17. Wang, H., Ahuja, N.: Facial expression decomposition. In: 9th International
Conference on Computer Vision, pp. 958–965. IEEE Press, Nice (2003)

18. Chen, Y., Hsu, C.: Multilinear Graph Embedding: Representation and Regulariza-
tion for Images. IEEE Transactions on Image Processing 23(2), 741–754 (2014)

19. Lin, Z., Chen, M., Wu, L., Ma, Y.: The Augmented Lagrange Multiplier Method
for Exact Recovery of Corrupted Low-Rank Matrices. Technical Report UILU-
ENG-09-2215, Univ. of Illinois at Urbana-Champaign (2009)



Single-image Motion Deblurring Using
Charbonnier Term Regularization

Zhaojing Diao, Guodong Wang(B), and Zhenkuan Pan

Department of Information Engineering, Qingdao University, Qingdao, China
diaozj1223@126.com, doctorwgd@gmail.com, zkpan@qdu.edu.cn

Abstract. The blind deconvolution algorithm of motion blur image is
one of very hot research in the image processing field currently. In order
to get the sharp image and point spread function (PSF), variational
method is used. In this paper, we select TVL2 term as data term and
propose the Charbonnier term as smooth term. Normalized Charbonnier
term can lead the energy decrease while solving the equation and make
the energy equation get its convergence much faster. In order to reduce
the complexity of the solving the equation, a fast method called Split
method is introduced. Not only Charbonnier term has the strong local
adaptability which can select large gradient information of the image,
exclude small disturbance on the boundary and enhance the selected
edges, but also it have a faster convergence speed get the sharp image
and point spread function quickly. Experiments demonstrate the validity
of the proposed method.

Keywords: Blind deconvolution · Variational method · Normalized
charbonnier term

1 Introduction

In the 21 century, with the rapid development of the technology and the improve-
ment of the people life, more and more digital camera appeared. Many people
trend to go on a trip and take pictures for memory. However, owing to a long
exposure time or hand shaking when camera shooting, most of the pictures are
blur. In order to deblur these pictures, many scholars take a series of researches.
Beause the kernel is uncertain previously, the procedure is called blind deconvo-
lution. Single-image blind deconvolution is an ill-posed problem and it is one of
very hot research in the image processing field currently.

There are many papers about the blind deconvolution algorithm of motion
blur image at home and abroad. Chan [1] was the first one who proposed motion
deblurring method using variational method. Despite the method has some gen-
erality, it does not using any priors and fitting for any real case. Fergus [2]
proposed the heavy-tailed distribution of gradients as deblurring priors and the
distribution of gradients in natural scenes obeys heavy-tailed distribution. On
the contrary, the blurred image does not obey this rule. He also used multi-scale
c© Springer International Publishing Switzerland 2015
J. Yang et al. (Eds.): CCBR 2015, LNCS 9428, pp. 720–727, 2015.
DOI: 10.1007/978-3-319-25417-3 84
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framework for searching the solver which was used by the later deblurring meth-
ods. Shan [3] proposed piece-wise function to fit heavy-tailed function. Then the
data terms of first derivative and second derivative were introduced into the
model for ring effect reducing. Hui [4] estimated point spread function (PSF)
by gradients information in frequency domain. The result only fit for motion
deblurring caused by straight line. Xu [5] proposed two phase method for motion
deblurring. Firstly, shock filter was used for enhancing the edges of large objects.
Considering that tiny edge information may weaken the PSF, he proposed the
rule of selecting useful information. If only large gradient information was used
for kernel estimation, the estimated kernel has certain errors. Then he proposed
a modified method for the estimated kernel. Hong [6] proposed single-image
motion deblurring method using adaptive anisotropic regularization. He modi-
fied the estimated PSF by assumption of single pixel width of the motion path.
Cho [7] proposed a fast motion deblurring method. Firstly the noise was removed
by bilateral filtering. And then shock filter was used for enhancing the edges.
Gradient selection rule was proposed for the PSF estimation and keep the gra-
dient information which was greater than a certain threshold. Levin [8] did not
propose any new algorithm but analyzed that in the procedure of deblurring the
total energy is not always decreased because of the interference of tiny objects.
All the methods mentioned above need auxiliary method for getting real images
from blurred images. Krishnan [9] conformed that using normalized total varia-
tional term can facilitate blurring image turn into clear image. But the priors of
gradients do not fit for heavy-tailed distribution. Hurley [10] compared the nor-
malized total variational term with the other smooth term and pointed that it
is superior with others. Xu [11] proposed L0 sparse expression as regularization,
L0 sparse regularization is more than L1 norm in the aspects of sparsity. So the
solved natural image used the method was much more clear than others. Sung
[12] proposed to substitute piece-wise linear model for heavy-tailed function. The
kernel function was two-dimensional parametric curve, but the piecewise-linear
model was found to be an effective trade-off between flexibility and robustness.
Although the kernel estimation that was solved by this method can fit the reli-
able blur kernel function well, it does not apply to the condition which motion
blur and out-of-focus blur were co-existed. Ashwini [13] proposed the method of
single image motion deblurring is new one. The method not only can estimate
kernel function precisely, but also can reduce the ringing effect of edge. However,
the method only fit for motion deblurring caused by straight line. Hu [14] pro-
posed a new method that utilizes light streaks to help deblur low-light images,
which can automatically detect useful light streaks in the input images and pose
them as constraints for estimating the blur kernel. Both low-light images and
other images can be deal with the method well. Mai [15] proposed various kernel
fusion model and found that kernel fusion using Gaussian Conditional Ran-
dom Fields performs better than others. The proposed method can significantly
improve image deblurring by combining kernels from multiple methods into a
better one. Su [16] proposed an approach that can obtain sharp and undistorted
output when the input is a single rolling shutter motion blurred image. The key
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to the proposed method is a global modeling of the camera motion trajectory,
which enables each scanline of the image to be deblurred with the corresponding
motion segment.

Based on the other scholars research, we propose the Charbonnier [17] term
as a new regularization term in this paper. The Charbonnier term has the strong
local adaptability in selecting large gradients of the image, excluding small dis-
turbance on the boundary and enhancing the selected edges, but also it can
reduce the complexity of the algorithm and then get the sharp image and point
spread function quickly. In this paper, the nonlinear diffusion term is normal-
ized to ensure that the total energy is decreased, so that the energy equation
can converge to a clear image. The algorithm avoids the disadvantages of other
models, and then integrates the advantages of other models.

2 Proposed Method

Mathematical model of motion blurred image can be expressed as follows:

f = k ∗ u + n (1)

where f , k, u and n denote the observed motion blurred image, the blur kernel,
the original sharp image and the noise respectively. ∗ is the convolution oper-
ation. The blur kernel function k also can be known as point spread function
(PSF). Indeed, most of elements of kernel functionare zero and only the point
that be on the path of movement is not zero. So it is a sparse matrix.

2.1 The Blind Deconvolution Model

In this paper, the high frequency information of the image is used to estimate
the convolution kernel function and the normalized Charbonnier term is selected
as the smooth term. The proposed cost function for spatially invariant blurring
is:

E(u, k) =
∫

Ω

(k ∗ ∇u − ∇f)2 dx + λ1

∫
Ω

ch(|∇u|) dx
∫

Ω
|∇u|2 dx

+ λ2

∫

Ω

|k| dx (2)

where ch(|∇u|) = 2λ2(
√

1 + |∇u|2
λ2 − 1), λ is a parameter of the Charbonnier

term. λ1 is the penalty parameter of the Charbonnier term. λ1 will be smaller
when the Charbonnier term becomes larger. λ2 is the penalty parameter of blur
kernel function. The curve of estimated blur kernel function will be thinner
when λ2 becomes larger. Blur kernel function is subjected to the constrains that
k(x, y) � 0,

∑
x,y k(x, y) = 1. The Charbonnier term is normalized to ensure

that the total energy is decreased, so that the energy equation can converge to
a clear image.



Single-image Motion Deblurring Using Charbonnier Term Regularizationi 723

2.2 The Solver of the Proposed Model

Because that the equation (2) has two variables, alternating optimization method
was proposed in this paper. For convenience, let w = ∇u and v = ∇f , so the
energy equation can be written as:

E(w, k) =
∫

Ω

(k ∗ w − v)2 dx + λ1

∫
Ω

ch(|w|) dx
∫

Ω
|w|2 dx

+ λ2

∫

Ω

|k| dx (3)

The variable w is separated and then the relative energy function becomes as
follows:

E(w) =
∫

Ω

(k ∗ w − v)2 dx + λ1

∫
Ω

ch(|w|) dx
∫

Ω
|w|2 dx

(4)

Because the denominator of the above equation contains the variable, the energy
equation is non convex and difficult to solve directly. But the term

∫
Ω

|w|2 dx of
the current step is approximated by using the value of last step on the iteration,
so it can be deemed as a constant. The derivation of w of the equation (4) can
be obtained as follows:

2k′ ∗ (k ∗ w − v) + λ1
ch′(|w|)

∫
Ω

|w|2 dx

w

|w| = 0 (5)

where k′(x, y) = k(−x,−y) , in other word k′ is the centrosymmetric matrix

of k. The smooth term ch(|w|) = 2λ2(
√

1 + |w|2
λ2 − 1) was replaced by of the

equation (5) and then the equation (6) can be obtained:

k′ ∗ (k ∗ w − v) + λ1
|w|

(
√

1 + |w|2
λ2 )

∫
Ω

|w|2 dx

w

|w| = 0 (6)

Using gradient-descent equation to solve the step k + 1 of w :

wk+1 = wk − Δt(k′ ∗ (k ∗ wk − v) + λ1
|wk|

(
√

1 + |wk|2
λ2 )

∫
Ω

|wk|2 dx

wk+1

|wk+1| ) (7)

The aboved formula use the semi-implicit scheme. So there are two items on the
right side of the equation. Using soft shrinkage-thresholding, the w can be solved
as follows:

wk+1 = max(abs(wk − Δt · k′ ∗ (k ∗ wk − v)) − λ1
Δt · |wk|

(
√

1 + |wk|2
λ2 )

∫
Ω

|wk|2
)

· sign(wk − Δt · k′ ∗ (k ∗ wk − v)) (8)

For k, because the dimension size of w is bigger than k, it can not be solved
by the Euler-Lagrange equation. The relative energy function of k is:

E(k) =
∫

Ω

(k ∗ w − v)2 dx + λ2

∫

Ω

|k| dx (9)
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Subject to the constraints that k(x, y) � 0,
∑

x,y k(x, y) = 1. We use uncon-
strained iterative re-weighted least squares (IRLS) [18] followed by a projection
of the resulting k onto the contraints which is setting negative elements to 0
and renormalizing. During the iterations we run IRLS for only 1 iteration, with
the weights being computed from the kernel of the previous calculated k. We
solve the inner IRLS system to a low level of accuracy, using a few (about 5)
conjugate gradient (CG) iterations. After recovering the kernel from finest level,
we threshold small elements of the kernel to zero as most blind deconvolution
methods does, thereby increasing robustness to noise.

For large kernels, our method may fail because of an excessive number of
w and k updates needed. To mitigate this problem, we perform multiscale esti-
mation of the kernel using a coarse-to-fine pyramid of image resolutions as the
method used in [2]. Firstly we deblur the image in coarsest level, and then the
calculated kernel and latent image are upsampled as the initial value for the next
finer level. The kernel size at the coarsest level is 3*3, and the number of levels
is determined by the size of the kernel k using levels with a size ratio of 1.414
in each dimension between the adjacent scales. All of the resizing operations are
done using bilinear interpolation.

Once the kernel k for the finest level has been estimated, we can use it to
recover the latent image. We choose to use the TV model as non-blind decon-
volution method, since it is fast and robust to small kernel errors. The energy
function of the TV method is:

E(u) =
1
2

∫

Ω

(k ∗ u − f)2 dx + λ

∫

Ω

|∇u| dx (10)

In order to accelerate the proceeding of the sloving equation, the split Bregman
is use.

3 The Experimental Results and Performance Analysis

In order to verify the validity of the proposed algorithm, we select six images
with the parameters provided by the authors from the papers and compare the
results of our algorithm with the algorithms mentioned in the [2], [3], [5], [7]
and [9]. We select the Peak-Signal-to-Noise Ratio (PSNR) as a quality metrics
of the images that are widely used in image processing to measure the image
reconstruction quality. That the value of PSNR is large illustrate the quality of
the restored images is good.

We compare the deblurred results of our method with results using the online
code of Fergus [2] in figure 1 and 2. Figure 3 and 4 compare with the result by
running code provided to us by Shan [3] and Krishnan [9]. We also compare
with the result by running code provided to us by Shan [3], Xu [5], Cho [7] in
figure 5. The PSNR of our method is larger than others. the above figures also
show that our algorithm can obtain clearer images than others. The estimated
kernel function can fit the motion path of camera shooting well. So experiments
demonstrate the validity of our method.
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(a) (b) (c)

Fig. 1. Comparison with previous deblurring methods. (a)Original blurry image. (b)
Deblurred with Fergus [2]. (c) Deblurred image and recovered kernel.

(a) (b) (c)

Fig. 2. Comparison with previous deblurring methods. (a)Original blurry image. (b)
Deblurred with Fergus [2]. (c) Deblurred image and recovered kernel.

(a) (b) (c)

Fig. 3. Comparison with previous deblurring methods. (a)Original blurry image. (b)
Deblurred with Shan [3]. (c) Deblurred image and recovered kernel.
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(a) (b) (c)

Fig. 4. Comparison with previous deblurring methods. (a)Original blurry image. (b)
Deblurred with Krishnan [9]. (c) Deblurred image and recovered kernel.

(a) (b) (c)

(d) (e)

Fig. 5. Comparison with previous deblurring methods. (a)Original blurry image. (b)
Deblurred with Shan [3]. (c) Deblurred with Xu [5]. (d)Deblurred with Cho [7]. (e)
Deblurred image and recovered kernel.

Table 1. Visual quality measurement of deblurring results generated from different
algorithms.

PSNR Fig.1. Fig.2. Fig.3. Fig.4. Fig.5.

Fergus [2] 36.24 39.87 · · · · · · · · ·
Shan [3] · · · · · · 39.26 · · · 36.02
Xu [5] · · · · · · · · · · · · 36.43
Cho [7] · · · · · · · · · · · · 36.03

Krishnan [9] · · · · · · · · · 42.23 · · ·
Ours 39.14 41.09 40.84 45.62 37.02
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4 Conclusions

A new blind deconvolution algorithm of motion blur image was proposed in this
paper. The proposed method select the Charbonnier term as the smooth term.
The proposed method can restore the image and get the blur kernel well.
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Abstract. Color image segmentation has been a significant and challenging top-
ic in the field of digital image processing. Due to the complexity of color im-
ages, the results of traditional segmentation based on granular computing clus-
tering (GrCC) are often undesirable. In this paper, a new improvement approach 
based on granular computing (GrC) for color image segmentation is proposed. 
First, to increase the discriminability of pixels, a simple but effective filtering 
method is proposed. Then, to increase the discriminability of the content of an 
image, Gabor filter is used to analyze the texture information of the image. 
Thus, combining color and texture information, we use GrCC to process pixel 
clustering. Moreover, to obtain the segmentation result, an image is recon-
structed by pixel cluster information. Finally, to evaluate the segmentation me-
thod objectively, the results of the proposed segmentation method are compared 
with the ground truth images. Extensive experiments performed on Microsoft 
Research (MSR) image data base have been conducted to validate the proposed 
method. 

Keywords: Color image segmentation · Granular Computing · Texture informa-
tion · Granular Computing Clustering 

1 Introduction 

Image segmentation is a process of affixing different labels for each pixel of an im-
age, so that pixels with the same label are nearly homogeneous. For now, with in-
creasing attention drawn from researchers, there have been varieties of techniques for 
image segmentation, such as K-means, mean shift [1], the traditional GrCC [2] and so 
on. However, these methods are mostly performed in color or texture space indepen-
dently [3]. Segmentation methods combining color and texture are relatively new and 
still leave many problems to be further investigated [4]. In this paper, a new method 
of combing color and texture feature for color image segmentation based on GrC is 
proposed. 

Since Zadeh first introduced the concept of GrC in 1979 [5], the basic idea of GrC 
is the using of information granules during complex problem solving [5,6]. Many 
related applications have been proposed [7-9], such as face recognition [8], image 
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fusion [9] and so on. These works imply that GrC is an effective way to deal with 
image processing, for example, color image segmentation. 

Hence, in this paper, a granule represents a point corresponding to a pixel in a fea-
ture space [15]. Firstly, as the objective of segmentation is to partition an image into 
multiple regions [3], a simple but effective filtering method is proposed to reduce 
noise and increase the discriminability of pixels. Secondly, in order to improve the 
discriminability between pixel classes, Gabor filter is used to analyze the texture in-
formation [11,12]. Thus, combining color and orientation features, granules represent 
the points corresponding to pixels in the feature space. Thirdly, GrCC is used to real-
ize pixel clustering and to obtain the final segmentation result, an image can be recon-
structed by pixel cluster information. Finally, to evaluate the segmentation result of 
the proposed method objectively [13], images from MSR image database are used in 
this experiment [13]. Compare the results of segmentation with ground truth images 
[14], segmentation accuracy of each result is calculated. Extensive images have been 
tested to conduct the experiment and the results show that the proposed method yields 
high segmentation accuracy. 

2 The Proposed Method 

Segmentation based on GrC is a feature-space [17,18] based clustering. Since a 
hyperspherical granule represents a point corresponding to a pixel in a feature space, 
the granule is expressed as Gi=(Ci, ri) [15], where Ci=(x1, x2, …, xt) (t is the number of 
features) is the center of Gi, ri is the user-defined initial radius of Gi. Therefore, it is 
an important task to acquire an effective and desirable feature vector for segmentation 
based on GrC. In this section, we want to find some appropriate feature vectors for 
implementing color image segmentation effectively.  

2.1 Image Filtering 

Since the objective of clustering is partitioning an image into multiple regions, in 
order to cluster the pixels into different regions, the proposed filtering method aims at 
increasing the discriminability of pixels. Suppose the size of image is M×N, the initial 
hyperspherical granule set is GS={G1, G2,…, GM×N}. The detailed steps are described 
as follows:  

Firstly, in RGB color space, each pixel has a corresponding color vector. Calculat-
ing the similarities of each pixel with its four neighboring ones using 
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where i=1,2,3,4, 0A
 is the color vector of the central pixel, we can obtain the weights 

of the four neighboring pixels with the central one, which is expressed as wi 
(i=1,2,3,4). 
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Secondly, the color vector of the central pixel is updated by Eq. (2). So, the color 
feature of each pixel is changed, and the center of each hyperspherical granule in GS 
is expressed as Ci=(x1, x2, x3). The filtering image is shown in Fig. 1. Moreover, the 
filtering image is used for the following feature extraction. 
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                                            (a)Original image           (b)Filtering image 

Fig. 1. The result of image filtering 

2.2 Texture Feature Extraction 

Since the traditional segmentation method based on GrCC is performed in RGB space 
[2,10], it is undesirable for the task of color image segmentation in practice. In this 
paper, texture feature is added to the feature vector to increase the discriminability 
between classes. Due to Gabor filters have been widely used to extract texture infor-
mation of images, and have been verified effectively [4,11,12,16]. Orientation fea-
tures are extracted using Gabor filter. 

However, the value of orientation plays an important role in making Gabor filter 
suitable for color image segmentation [12]. To select a proper value for the orienta-
tion of Gabor filter, experiments are conducted with the Gabor filter of 4,6,8 orienta-
tions respectively, which is demonstrated in part 5. Moreover, the amplitude of each 
pixel is used to exploit the underlying orientation feature from the filtering image 
[11,12]. 

Thus, the feature vector is the combination of color and texture. The center of each 
hyperspherical granule in GS becomes Ci=(x1, x2, x3, x4, …, xt), where (x4 …xt) are 
orientation features. 

2.3 GrCC and Reconstruction 

According to the initial hyperspherical granule set we have obtained from the above 
steps, the process of segmentation includes clustering and reconstruction. 

Firstly, clustering is developed by the union operator [15] and the user-defined 
threshold th. 

Step 1: For the initial granule set GS={G1, G2, …, GM×N},compute the similarities 
between G1and the rest elements in GS, which is expressed as s1j (j=2, 3, …, 
M×N).The fuzzy infusion measure function is used to get the similarities [2,15]. 
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Step 2: Find the maximal similarity s1k, which means Gk has the most in common with 
G1. The union of G1 and Gk is demonstrated in [15]. If the radius of the union of G1 and 
Gk is less than or equal to the user-defined threshold th, the granule Gk is replaced by the 
union and G1in GS turns to zero, otherwise, G1 is the new member of GS1.  

Step 3: For the rest granules in GS, repeat the steps above, then GS2=GS∪GS1, the 
non-zero elements in GS2 form the clustering results, which can be expressed as 
ES={E1, E2, …, Em} (m is the number of clusters). 

Secondly, when every pixel finds its corresponding cluster [2], we can obtain the 
final segmentation result. 

For the original image, each pixel is represented by a granule, which is corres-
ponded to the point the pixel mapped in RGB space. So the granule set of an original 
image can be expressed as G={g1, g2, …, gM×N}. For each granule in G, we can com-
pute its similarity with each cluster in ES, the cluster that has the maximal similarity 
with the granule denotes the cluster is corresponded to the pixel [2]. Therefore, the 
pixel color of an original image can be rendered using the number of color clusters. 
Thus, different clusters of the segmented image can be represented by different col-
ors.  

3 Evaluation of Segmentation 

To evaluate the performance of the proposed method objectively, ground truth seg-
mentation is used as a standard to compare with the segmentation result. Take  
Fig. 2(a) for example, the detailed steps are demonstrated as follows: 

 
(a)               (b)                 (c) 

Fig. 2. Segmentation result based on the proposed method (a) Original image (b) Ground truth 
segmentation (c) Segmentation result based on the proposed method 

Step 1: Different clusters of ground truth image and segmentation result are shown in 
Fig. 3. 

 
(a)                                                 (b) 

Fig. 3. Results of different clusters (a) Different clusters of Ground truth image (b) Different 
clusters of segmentation result 
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Step 2: According to Fig. 3, we can find the images with the same label. For example, 
the first cluster in Fig. 3(a) and Fig. 3(b), matching the two images, the number of 
pixels which are wrong classified can be computed. As to the last cluster in Fig. 3(a), 
the number of 1 in the matrix of its corresponding binary image is the number of the 
wrong classified pixels.  

Step 3: Until all the clusters are involved in calculating the number of wrong classi-
fied pixels, which are expressed as ni (i=1, 2, …, m, m is the number of clusters), the 
total number of the wrong classified pixels is computed by Eq. 3. The accuracy is 
achieved by Eq. 4. 
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4 Experiments and Analysis 

To evaluate the performance of the proposed segmentation method based on GrC, 
images from MSR image database is used in this experiment. 

4.1 Filtering Analysis 

To illustrate the effectiveness of the proposed filtering method, we select an image to 
compare the segmentation result derived from the proposed filtering method with the 
classical median filtering and the segmentation result without filtering. 

 
(a)                  (b)                  (c)                 (d)                (e) 

Fig. 4. Segmentation Results of different filtering methods (a) Original image (b) Ground truth 
image (c) Segmentation result without filtering (d) Segmentation result of median filtering  
(e) Segmentation result of the proposed filtering method 

Table 1. Performance of different filtering method 

Filtering method Without filtering Median filtering The proposed filtering 

Accuracy (%) 79.52 59.31 92.51 

It can be seen from Fig. 4 that the segmentation result of the proposed filtering me-
thod distinguishes the object and the background obviously, however, the other two 
segmentations only identify part of the grasses, including many noises. Because the 
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proposed filtering method reduces the discriminative of pixels which belong to one 
cluster and increases the discriminative of pixels between clusters. The accuracy 
shown in Table1 proves the superiority of the proposed filtering method. 

4.2 The Value of Orientation Selection 

To select the most appropriate value of orientation for Gabor filter, an color-texture 
image from Microsoft Research Database is selected to perform the experiment on  
Gabor filter with 4,6,8 orientations respectively. 

 
   (a)             (b)           (c)         (d)           (e)          (f) 

Fig. 5. Segmentation results of different values of orientation (a) Original image (b)Ground 
truth segmentation (c) The traditional segmentation based on GrC (d-f) The segmentation re-
sults of the proposed method with Gabor filter of 4,6,8 orientations respectively 

Table 2. Performance of different values of orientation 

Orientation 0 4 6 8 
Accuracy (%) 70.52 93.24 87.14 65.41 

In Table 2, when the Gabor orientation is 0, the result corresponds to the traditional 
GrCC. Comparing (c) with (b,d-f) in Fig. 5, we can conclude that the segmentation 
without considering texture information performs the worst, because it is difficult to 
distinguish sky and grass in this image only using color information, this illustrates 
adding orientation features is helpful for color image segmentation. Moreover, as is 
shown in Table 2, when the Gabor orientation is 4, the performance of segmentation 
is much better than the other two. Because the more orientations, the more meticulous 
the image is segmented. Thus, there are many pixels which should share the same 
label clustered into different classes, such as the image Fig. 5(f), which leads to low 
segmentation accuracy. 

4.3 Segmentation Results Analysis 

To verify the superiority of our method, we compare the proposed segmentation me-
thod with the traditional GrCC, K-means and Mean-shift. The results are demonstrat-
ed as follows: 
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(a) 

 
(b) 

 
(c) 

Fig. 6. Segmentation results. (From left to right: Original image, Ground truth image, Segmen-
tation results of tradition GrCC, mean shift, k-means, and the proposed GrCC)  
(a) Img1. (b) Img2. (c) Img3. 

Table 3. Performance of different segmentation methods 

Image Traditional GrCC(%) Mean-shift(%) K-means(%) The proposed GrCC(%) 
Img1 
Img2 

82.48 
79.67 

84.99 
83.82 

56.41 
90.95 

95.81 
92.51 

Img3 70.52 67.74 70.93 93.24 

From Fig. 6, we can see that the proposed method is more accurate in segmenta-
tion. Moreover, for all these images, the proposed method distinguishes the objects 
and background completely. The final segmentation results of the proposed method 
are the closest to ground truth segmentations. In Table 3, we present the performance 
of different segmentation method, which shows that compared to segmentation of K-
means, Mean-shift and the traditional GrCC for each image, the proposed method 
achieves the best accuracy.  

5 Conclusion and Future Work 
A novel approach using GrCC for color image segmentation based on the combina-
tion of color and texture was proposed in this paper. First, to increase the discrimina-
tive of pixels, a new filtering method was proposed. Secondly, to increase the discri-
minative of the content of an image, Gabor filter was used to analyze the texture in-
formation. The feature vector was composed by the combination of color and four-
orientation feature. Thirdly, the process of clustering was based on GrCC. Finally, 
Ground truth image was used as a standard to evaluate the performance of segmenta-
tion. The experimental results showed that the proposed method yielded high accura-
cy in color image segmentation. However, there still left many problems to be solved, 
such as the threshold was different for each image, it will be more convenient and 
effective if the threshold is self-adaptive. 



 Using GrCC for Color Image Segmentation Based on the Combination 735 

Acknowledgements. This work is jointly supported by National Natural Science Foundation of 
China (Nos.61379102, U1433120) and the Fundamental Research Funds for the Central Uni-
versities (No. 3122014C003). 

References 
1. Liu, L.X., Tan, G.Z., Soliman, M.S.: Color image segmentation using mean shift and im-

proved ant clustering. Springer 19, 1040–1048 (2012) 
2. Liu, H.B., Li, L., Wu, C.A.: Color Image Segmentation Algorithms based on Granular 

Computing Clustering. International Journal of Signal Processing and Pattern Recognition 
7(1), 155–168 (2014) 

3. Yan, Y.X., Shen, Y.B., Li, S.M.: Unsupervised color-texture image segmentation based on 
a new clustering. In: International Conference on New Trends in Information and Service 
Science (2009) 

4. Tao, W., Canagarajah,.N.: Multiscale color-texture image segmentation with adaptive re-
gion merging. In: IEEE ICASSP (2007) 

5. Yao, J.T., Vasilakos, A.V., Pedrycz, W.: Granular Computing: Perspectives and  
Chal-lenges. IEEE Transactions on Cybernetics 43(6), 1977–1989 (2013) 

6. Miao, D.Q., Wang, G.Y., Liu, Q.: Granular computing: past, present and prospect (in Chi-
nese). Science Publishing House, Beijing (2007) 

7. Zheng, Z., Hu, H., Shi, Z.Z.: Tolerance granular space and its applications. In: IEEE Inter-
national Conference on Granular Computing, pp. 367–372 (2005) 

8. Bhatt, H.S., Bharadwaj, S., Singh, R., Vatsa, M.: Recognizing Surgically Altered Face Im-
ages using Multi-objective Evolutionary Algorithm. IEEE Transactions on Information Fo-
rensics and Security 8, 89–100 (2013) 

9. Li, Z.G., Meng, Z.Q.: Technique of medical image fusion based on tolerance granular 
space (in Chinese). Application Research of Computers 27(3), 1192–1194 (2010) 

10. Li, W.H.: Color Image Segmentation Algorithm Based on Spherical Granular Computing. 
Journal of Xinyang Normal University Natural Science Edition 27(2) (2014) 

11. Yang, J., Shi, Y., Yang, J.: Finger-vein recognition based on a bank of gabor filters.  
In: Zha, H., Taniguchi, R.-I., Maybank, S. (eds.) ACCV 2009, Part I. LNCS, vol. 5994,  
pp. 374–383. Springer, Heidelberg (2010) 

12. Yang, J.F., Shi, Y.H., Wu, R.B.: Finger-Vein Recognition Based on Gabor Features. Biometric 
Systems, Design and Applications, 17–33 (2011). In Tech, ISBN 978-953-307-542-6 

13. Ranjith, U., Croline, P.: Toward Objective Evaluation of Image Segmentation Algorithms. 
IEEE Transactions on Pattern Analysis and Machine Intelligence 29(6) (2007) 

14. Meila, M.: Comparing clustering—an information based distance. Journal of Multivariate 
Analysis 98, 873–895 (2007) 

15. Liu, H.B.: Research on Multi-objective Granular vector machines and their applications. 
Wuhan University of Technology (2011) 

16. Jesmin, F.K., Reza, R.A., Sharif, M.A.B.: Color image segmentation utilizing a custo-
mized gabor filter. IEEE (2008) 

17. Farmer, M.E., Jain, A.K.: A wrapper-based approach to image segmentation and classifica-
tion. IEEE Transaction on System, Man, and Cybernetice-Part b: Cybernetics 35(1), 44–53 
(2005) 

18. Makrogiannis, S., Economou, G., Fotopoulos, S.: A region dissimilarity relation that com-
bines feature-space and spatial information for color image segmentation. IEEE Transac-
tions on Systems, Man, and Cybernetixs-Part b: Cybernetics 35(1), 44–53 (2005) 



Author Index

Bu, Qirong 677
Bu, Wei 275

Cai, Lijun 201, 383
Cai, Zhenlin 96
Chang, Le 491
Chang, Lu 193
Chen, Bo 19, 112
Chen, Wensheng 19, 112
Chen, Yarui 186
Chen, Yingya 160
Chen, Zhiqiang 233
Cheng, Weijun 456
Chengwen, Zhang 464

Dai, Min 633
Deng, Weihong 3, 35, 60, 68
Diao, Zhaojing 720
Dong, Hongxing 341
Dong, Song 305
Dong, Xiwei 536
Du, Dandan 499
Du, Tongchun 544

Fang, Qi 143
Fang, Shanshan 186
Fang, Yuchun 193
Feng, Jinghui 215
Feng, Jun 677
Feng, Zhanxiang 135

Gan, Junying 51
Gao, Riqiang 88
Gao, Si 341
Gu, Jianquan 120
Guo, Kui 160
Guo, Li 607

Han, Jiajie 60
He, Fei 341
He, Xiaowei 677
He, Yuqing 373
He, Zhaofeng 569

Hong, Danfeng 258, 266
Hou, Boyan 373
Hu, Haifeng 120, 641
Hu, Jiani 35, 60
Hu, Xiuxiang 589
Huang, Chun 341
Huang, Congmin 250
Huang, Di 710
Huang, Dongcheng 615
Huang, Hongbo 151
Huang, Jing 365
Huang, Lei 201, 383
Huang, Mingming 27
Huang, Rongbing 78
Huang, Shaoshu 686
Huang, Wenkai 686
Huang, Yingkun 686
Huo, Guang 341, 349

Ji, Aiming 409
Ji, Wenyang 529
Jia, Guimin 331, 480, 553, 561, 728
Jia, Mengqi 258, 266
Jiang, Xiaoda 193
Jiang, Xiaoli 250
Jin, Xin 160
Jing, Xiaoyuan 536

Kang, Dekai 686
Kang, Wenxiong 224
Kong, Lingmei 416

Lai, Jianhuang 135
Lang, Fangnian 78
Lei, Zhen 649
Lei, Zhenchun 431
Li, Chaofeng 694
Li, Dejian 224
Li, Haiqing 569
Li, Hong 88
Li, Hongwei 615
Li, Jing 393
Li, Ke 241
Li, Kefeng 312



Li, Ruimei 553
Li, Shasha 35
Li, Stan Z. 649
Li, Wei 597
Li, Xiang 615
Li, Xiaodong 160
Li, Xiaohong 103
Li, Xiaoming 275
Li, Xiaoqiang 659
Li, Yang 215
Li, Yu 423
Li, Yuan 127
Li, Yue 624
Li, Yugao 112
Li, Zhiyan 127
Liang, Mengmeng 373
Liang, Yangkexin 624
Liang, Zhicheng 143
Liao, Qingmin 88, 529
Lin, Chengyan 11
Lin, Dajun 176
Liu, Changping 201, 383
Liu, Fu 215
Liu, Jianjun 702
Liu, Jianzheng 508
Liu, Jingjing 393
Liu, Le 120, 641
Liu, Mengzhu 416
Liu, Na 186, 508
Liu, Qian 536
Liu, Shuai 151
Liu, Ting 649
Liu, Yan 160
Liu, Yang 401
Liu, Yuanning 341, 349
Liu, Zhiyuan 331
Lu, Mengya 233
Lu, Peng 702
Lu, Xiaojun 416
Lu, Yuwu 11
Luo, Can 409
Luo, Jian 431
Luo, Zuying 439

Ma, Yue 607
Ma, Yukun 669
Mao, Xiuping 43
Mao, Yiming 103, 143
Mei, Ling 135
Mu, Zhichun 27, 151

Ni, Cui 312

Pan, Binbin 19, 112
Pan, Zhenkuan 266, 720
Ping, Tan 464

Qi, Wei 669
Qiu, Shi 677

Ren, Lei 401

Sang, Haifeng 597
Shao, Hong 401
Shen, Xiaobo 694
Sheng, Weiguo 233
Shi, Xuejing 536
Shi, Yihua 331, 480, 553, 561, 728
Shu, Changming 78
Si, Jie 677
Song, Peng 393
Song, Yaling 589
Sun, Xiang 88
Sun, Xiaohu 677
Sun, Yongkun 472
Sun, Zhenan 569

Tan, Tieniu 569
Tang, Chuangao 439
Tang, Qingsong 96
Tao, Qinqin 103

Wan, Jun 649
Wan, Yanhong 431
Wang, Changdong 686
Wang, Chenggang 241
Wang, Gang 258, 266
Wang, Guodong 720
Wang, Hanchao 27
Wang, He 215
Wang, Heng 710
Wang, Hongjun 68
Wang, Ke 669
Wang, Kejun 321, 544
Wang, Lei 581
Wang, Manyi 589
Wang, Peng 312
Wang, Wei 624
Wang, Xiaolin 51
Wang, Xue 373

738 Author Index



Wang, Yang 43
Wang, Yaqiong 728
Wang, Yida 35
Wang, Yiding 287, 312
Wang, Yisha 633
Wang, Yunhong 710
Wang, Zhen 448
Wei, Weibo 258, 266
Wu, Fei 536
Wu, Hongtao 250
Wu, Jian 11
Wu, Jianfeng 349
Wu, Lifang 669
Wu, Qiuxia 224
Wu, Xiangqian 275
Wu, Xiaojun 694, 702
Wu, Yingxue 624
Wu, Zhihong 241
Wu, Zhongjun 3

Xi, Xiaoyu 536
Xiao, Xiang 641
Xiao, Zhiyong 702
Xie, Guiyang 624
Xie, Ying 297
Xie, Zhihua 168
Xing, Xianglei 321, 544
Xiong, Ying 168
Xu, Kun 536
Xu, Linlin 287
Xu, Pengfei 439
Xu, Wanjiang 409
xu, Xiao 669
Xu, Ying 51
Xu, Yong 11

Yang, Dakun 135
Yang, Fumeng 143
Yang, Hongyu 710
Yang, Jinfeng 331, 480, 553, 561, 728
Yang, Jinlei 250
Yang, Jinlong 694
Yang, Jucheng 186, 297, 305, 448, 456, 508
Yang, Linlin 499
Yang, Wankou 499, 581
Yang, Wenming 88, 529
Yang, Xia 341
Yang, Xiaofei 321, 544

Yang, Yingchun 472
Yang, Yingen 431
Yao, Qian 659
Yu, Lijiao 341
Yuan, Shuai 176
Yuan, Weiqi 357, 365, 491
Yuan, Yunhao 694, 702
Yue, Xishun 224
Yujuan, Xing 464

Zeng, Hui 27
Zhai, Yikui 51
Zhan, Shu 103, 143
Zhang, Baochang 499, 581
Zhang, Bo 357
Zhang, Chuanlei 448, 456
Zhang, Guangyuan 312
Zhang, Haoxiang 516
Zhang, Liang 423, 589
Zhang, Man 569
Zhang, Nanhai 60
Zhang, Qi 569
Zhang, Qinqin 96
Zhang, Shanwen 448, 456
Zhang, Xiangde 43, 96, 416
Zhang, Xiaoli 297, 305
Zhang, Xiaomeng 96
Zhang, Xiaoyuan 508
Zhang, Xinran 393
Zhang, Yongliang 250
Zhang, Zewei 607
Zhang, Zhihui 480
Zhao, Geng 160
Zhao, Guoxing 439
Zhao, Jingjing 103, 143
Zhao, Qijun 241
Zhao, Xi 297, 305, 624
Zhao, Yang 19, 112
Zheng, Gang 633
Zheng, Huicheng 176
Zheng, Weishi 615
Zheng, Wenming 393
Zhong, Zhen 561
Zhu, Baowen 633
Zhu, Canyan 409
Zhu, Hegui 43
Zhu, Xiaodong 341, 349
Zou, Tian 439

Author Index 739


	Preface
	Organization
	Contents
	Face
	Adaptive Quotient Image with 3D Generic Elastic Models for Pose and Illumination Invariant Face Recognition
	1 Introduction
	2 Adaptive Quotient Image
	2.1 Quotient Image
	2.2 Adaptive Quotient Image

	3 3D Face Reconstruction by GEM
	4 Face Recognition via Pose-Specific Metric
	4.1 Pose Estimation and Alignment
	4.2 Recognition via Pose-Specific Metric

	5 Experiments and Results
	5.1 Results

	6 Conclusion
	References

	Low Rank Analysis of Eye Image Sequence – A Novel Basis for Face Liveness Detection
	1 Introduction
	2 Motivations
	3 Proposed Method
	3.1 Sample Noising Model
	3.2 Solutions of the Noising Model
	3.3 Basis for Classification
	3.4 The Proposed Algorithm

	4 Experiments
	5 Conclusion
	References

	Non-negative Compatible Kernel Construction for Face Recognition
	1 Introduction
	2 Nonnegative Compatible Kernel Construction
	2.1 Symmetric NMF
	2.2 Nonnegative Interpolatory Basis Function Construction
	2.3 Nonnegative Compatible Kernel Construction

	3 Experimental Results
	3.1 Experiments on ORL Database 
	3.2 Experiments on Pain Expression Database

	4 Conclusions
	References

	3D Face Recognition Using Local Features Matching on Sphere Depth Representation
	1 Introduction
	1.1 Related Work
	1.2 Motivation and Approach Overview

	2 Generation of Sphere Depth Image
	3 Local Feature Extraction on Sphere Depth Image
	3.1 Problem in Keypoints Selection
	3.2 Ranking Keypoints in Keypoints Selection

	4 Experiment Analysis
	4.1 Experiment on Ran nking Model
	4.2 Experiment on Pose Change 3D Faces Images

	5 Conclusion
	References

	Face Recognition Using Local PCA Filters
	1 Introduction
	2 Method
	2.1 Filter Learning
	2.2 Feature Coding

	3 Experiment
	3.1 Experiment on Feret Database
	3.2 Experiment on LFW Database

	4 Conclusion
	References

	Block Statistical Features-based Face Verification on Second Generation Identity Card
	1 Introduction
	2 Face Representation Based on LGBP
	3 The Proposed Algorithm
	3.1 Face Presentation Based on BSF
	3.2 Energy Check on Gabor Filter
	3.3 Face Verification Based on BSF

	4 Experiments
	4.1 Experimental Settings
	4.2 Experiment with NEU-ID Database

	5 Conclusion and Discussion
	References

	Towards Practical Face Recognition: A Local Binary Pattern Non Frontal Faces Filtering Approach
	1 Introduction
	2 Overall Design Framework
	2.1 Face Detection
	2.2 LBP Feature Extraction

	3 Experiment
	3.1 Establish Facial Pose Database
	3.2 Experimental Procedure and Results

	4 Summary and Prospect
	References

	Metric Learning Based False Positives Filtering for Face Detection
	1 Introduction
	2 Related Work
	3 Proposed Approach
	4 Experiments
	4.1 Implementation Details
	4.2 Experiments on Our Wild Dataset
	4.3 Experiments on FDDB

	5 Conclusion
	References

	Face Recognition via Compact Fisher Vector
	1 Introduction
	2 Fisher Vector and Related Encoding Strategies
	2.1 Fisher Kernel and Fisher Vector
	2.2 Fisher Vector Normalization
	2.3 Integrating Spatial Information
	2.4 VLAD and Intra-Normalization

	3 Compact Fisher Vector Representation
	3.1 Sparsifying Fisher Vector
	3.2 Fisher Vector with First Order Statistically Only
	3.3 Residual Normalization
	3.4 Tweaking Fisher Vector Representation
	3.5 Normalization

	4 Experiments
	4.1 FERET
	4.2 Labeled Faces in the Wild (LFW)

	5 Conclusion
	References

	Nonlinear Metric Learning with Deep Convolutional Neural Network for Face Verification
	1 Introduction
	2 Related Work
	2.1 Similarity Distance Metric Learning
	2.2 Deep Learning and Convolutional Neural Network

	3 Proposed Method
	3.1 Nonlinear Metric Learning with Deep ConvNet
	3.2 Discrimination Similarity Distance Metric with Deep ConvNets
	3.3 Implementation Details

	4 Preliminary Experiment
	4.1 Datasets and Experimental Settings
	4.2 Comparison with Existing Deep Metric Learning Methods
	4.3 Comparison with State-of-the-Art Methods 

	5 Conclusion
	References

	Locally Collaborative Representation in SimilarSubspace for Face Recognition
	1 Introduction
	2 Sparse Representation and Collaborative Representation
	2.1 Sparse Representation Based Classification (SRC)
	2.2 Collaborative Representation Based Classification (CRC)

	3 Locally Collaborative Representation Based Classification
	4 Experimental Results
	5 Conclusion and Discussion
	References

	A DCNN and SDM Based Face Alignment Algorithm
	1 Introduction
	2 Coarsely Localize 5 Landmarks Based on DCNN
	3 Finely Localize 68 Landmarks Based on SDM
	3.1 Initialization
	3.2 Finetune Landmarks
	4 Experiments and Analysis
	5 Conclusion
	References

	Robust Face Detection Based on Enhanced Local Sensitive Support Vector Machine
	1 Introduction
	2 Background: LSSVM
	2.1 Discussion

	3 Proposed Method
	3.1 The Adaboost Based Background Filter
	3.2 Locality-Sensitive SVM Using Kernel Combination

	4 Experiments
	4.1 Evaluation on CMU+MIT Dataset
	4.2 Evaluation on FDDB Dataset

	5 Conclusions
	References

	An Efficient Non-negative Matrix Factorization with Its Application to Face Recognition
	1 Introduction
	2 Traditional NMF
	3 The Proposed NMF
	4 Experimental Results
	4.1 Comparisons on Convergence
	4.2 Comparisons on Performance

	5 Conclusions
	References

	Patch-based Sparse Dictionary Representation for Face Recognition with Single Sample per Person
	1 Introduction
	2 Related Work
	3 Our Proposed Method
	4 Classification
	5 Experiment
	6 Conclusion
	References

	Non-negative Sparsity Preserving Projections Algorithm Based Face Recognition
	1 Introduction
	2 Algorithm Overview
	2.1 Locality Preserving Projections
	2.2 Non-negative Sparsity Preserving Projections

	3 Experiments
	3.1 Experiments on RL OR Face Database
	3.2 Experiments on FERET Face Database
	3.3 Experimental Analysis

	4 Conclusions
	References

	WLD-TOP Based Algorithm against Face Spoofing Attacks
	1 Introduction
	2 Related Work
	3 WLD from Three Orthogonal Planes (WLD-TOP) for Image Representation
	3.1 Modified WLD
	3.2 WLD-TOP

	4 Experiments
	4.1 Data Set
	4.2 Results on the Intra-database
	4.3 Results on the Cross-Database 
	4.4 Effectiveness of Each WLD-TOP Plane 

	5 Conclusion
	References

	Heterogeneous Face Recognition Based on Super Resolution Reconstruction by Adaptive Multi-dictionary Learning
	1 Introduction
	2 Sketch-to-Photo Transformation
	3 Super-Resolution of Synthesized Photos
	3.1 Super Resolution Reconstruction Based on Sparse Representation
	3.2 Adaptive Multi-dictionary Learning
	3.3 Training Samples Clustering
	3.4 Multi-dictionary Learning
	3.5 Super Resolution Reconstruction Model

	4 Face Recognition Based on 2DMFA
	4.1 Marginal Fisher Analysis
	4.2 Two-Dimensional Marginal Fisher Analysis

	5 Experiments
	6 Conclusion
	References

	3D Face Recognition Fusing Spherical Depth Map and Spherical Texture Map
	1 Introduction
	2 Pure Face Extraction
	3 Recognition Process
	3.1 Spherical Depth Map and Spherical Texture Map
	3.2 Sparse Representation

	4 Experiments
	4.1 Database
	4.2 Recognition

	5 Conclusion
	References

	Privacy Preserving Face Identification in the Cloud through Sparse Representation
	1 Introduction
	2 Background
	2.1 Cryptography Primitives
	2.2 SCiFI Overview

	3 Privacy Preserving Face Identification
	3.1 Modified Sparse Representation Based Face Identification
	3.2 Private Face Identification Protocol

	4 Experimental Results
	5 Conclusion and Discussion
	References

	Infrared Face Recognition Based on ODP of Local Binary Patterns
	1 Introduction
	2 Discriminative Patterns Based on Local Binary Patterns
	3 Optimized Discriminative Patterns (ODP) of LBP
	4 The Multi-classifier Based on Voting Mechanism
	5 Experiment Results
	6 Conclusions
	References

	Image Classification Based on Discriminative Dictionary Pair Learning
	1 Introduction
	2 Discriminative Dictionary Pair Learning
	3 Optimization
	4 Classification Scheme
	5 Experiments
	5.1 Face Recognition
	5.2 Handwritten Digit Recognition

	6 Conclusion
	References

	Weber Local Gradient Pattern (WLGP) Method for Face Recognition
	Introduction
	2 Proposed Method
	2.1 Weber Local Descriptor
	2.2 Proposed WLGD

	3 Experimental Results
	3.1 Experiments on ORL Database
	3.2 Experiments on Infrared Face Database

	4 Conclusion
	References

	Multi-task Attribute Joint Feature Learning
	1 Introduction
	2 Related Work
	3 Proposed Method
	4 Experimental Protocol and Results Analysis
	4.1 Experiment Results and Discussion
	4.2 Experiment Results and Discussion

	5 Conclusion
	References

	Person-specific Face Spoofing Detection for Replay Attack Based on Gaze Estimation
	1 Introduction
	2 Proposed Face Spoofing Detection Method
	2.1 Gaze Estimation
	Gaze Feature Extraction.
	Adaptive Linear Regression with Incremental Learning.

	2.2 Liveness Judgement

	3 Experiments
	3.1 Database
	3.2 Experimental Results
	Effectiveness of Incremental Learning.
	Effectiveness of Proposed Face Spoofing Detection Method.
	Effectiveness of Euclidean Distance Based Fake Score.


	4 Conclusion and Future Work
	References

	Fingerprint and Palmprint
	Palmprint Feature Extraction Method Based on Rotation-invariance
	1 Introduction
	2 Feature Extraction
	2.1 Rotation-Invariant
	2.2 HOG
	2.3 Dominant Direction

	3 Palmprint Recognition
	4 Experimental Results
	5 Conclusion
	References

	CPGF: Core Point Detection from Global Feature for Fingerprint
	1 Introduction
	2 Related Work
	3 Statistical Analy ysis on Fingerprint Orientation
	4 Core Point Dete ection
	4.1 Angle Interval Sele ection
	4.2 Reference Line Fitt ting
	4.3 Core Point Detection

	5 Experiments
	5.1 Database and Evaluation Standard
	5.2 The Evaluation of C CPGF

	6 Conclusion
	References

	Fingerprint Liveness Detection Based on Pore Analysis
	1 Introduction
	2 Proposed Method
	2.1 Pore Detection
	2.2 Features n Extraction

	3 Experiments
	4 Conclusions
	References

	A DCNN Based Fingerprint Liveness Detection Algorithm with Voting Strategy
	1 Introduction
	2 The Proposed Method
	2.1 Training Data Preparation
	2.2 DCNN Architecture
	2.3 Voting Strategy

	3 Experiments
	3.1 Liveness Detection Challenge
	3.2 Parameter Setting
	3.3 Result Comparisons

	4 Conclusion and Future Work
	References

	Slap Fingerprint Recognition for HD Mobile Phones
	1 Introduction
	2 Statistical Histogram Based Slap Fingerprint Segmentation
	2.1 Minutiae Set Segmentation
	2.2 Minutiae Selection

	3 Slap Fingerprint Matching Based on RST-IFD
	3.1 Sextant Nearest Minutiae Structure (SNMS)
	3.2 Corresponding Minutiae Pairs (CMP)
	3.3 Validation of CMP
	3.4 Similarity Calculation

	4 Experimental Results
	4.1 Evaluation Data
	4.2 Evaluation

	5 Conclusion
	References

	A Palmprint Recognition Algorithm Based on GIDBC
	1 Introduction
	2 Box Dimension Method
	2.1 Differential Box Counting
	2.2 Improved Differential Box Counting, IDBC

	3 Palmprint Recognition Algorithm Based on GIDBC
	4 Experimental Results and Analysis
	4.1 Database
	4.2 Comparison and Analysis

	5 Conclusion
	References

	Structural Feature Measurement Using Fast VO Model for Blurred Palmprint Recognition
	1 Introduction
	2 Stable Features in Image Blur Process
	2.1 Fast VO Model Based on the Split Bergman Algorithm
	2.2 Results of Image Decomposition

	3 Blurred Palmprint Recognition Based on SR-SF Algorithm
	3.1 Image Down-Sampling Based on Structure Ratio
	3.2 Feature Matching for Blurring Palmprint Image

	4 Experiment Results and Analysis
	4.1 Experiment 1
	4.2 Experiment 2

	5 Conclusions
	References

	Palmprint Liveness Detection by Combining Binarized Statistical Image Features and Image Quality Assessment
	1 Introduction
	2 Methodology
	2.1 Binarized Statistical Image Features (BSIF) Extraction
	2.2 Image Quality Asse essment

	3 Experiments
	3.1 The Palmprint Database
	3.2 Experimental Result

	4 Conclusions
	References

	Vein Biometrics
	Study of Heterogeneous Dorsal Hand Vein Recognition Based on Multi-device
	1 Introduction
	2 Heterogeneous Dorsal Hand Vein Image
	2.1 Multi-device Heterogeneous Dorsal Hand Vein Image Database
	2.2 The Evaluation of Multi-device Heterogeneous Dorsal Hand Vein Image

	3 The Image Quality Parameters Optimization and Adjustment
	3.1 Image Rotation
	3.2 Extraction of Effective ROI
	3.3 Position Shift
	3.4 Contrast
	3.5 Sharpness

	4 Experimental Results and Analysis
	4.1 Relationship between the Size of Image ROI and Rate
	4.2 Relationship between Single Parameter Optimization and Rate
	4.3 Relationship between Multi-parameter Optimization and Rate

	5 Conclusion
	References

	Finger Vein Recognition Based on Local Opposite Directional Pattern
	1 Introduction
	2 Related Theory
	2.1 LGP
	2.2 LDP
	2.3 LTP

	3 Proposed Metho od
	4 Experiments
	4.1 Experimental Data abase
	4.2 Determine the Best Block Manner
	4.3 Compares with Different Algorithms

	5 Conclusion
	References

	Finger Vein Recognition Based on Cycle Gradient Operator
	1 Introduction
	2 Related Theory
	2.1 Local Gradient Pattern

	3 Proposed Method
	3.1 The Finger Vein Recognition System
	3.2 Cycle Gradient Operator

	4 Experiment and Analysis
	4.1 Database
	4.2 Determine the t Best Block Manner
	4.3 Processing Time of f Different Algorithms
	4.4 Recognition Rate o of Different Algorithms

	5 Conclusion
	References

	Hand-dorsa Vein Recognition Based on Improved Partition Local Binary Patterns
	1 Introduction
	2 Vein Image Acquisition
	3 Partition Local Binary Patterns (PLBP)
	4 Improved Partition Local Binary Patterns
	4.1 Weighted Partition Local Binary Patterns (WPLBP)
	4.2 Multi-scale Partition Local Binary Patterns (MPLBP)

	5 Experiments and Results
	5.1 PLBP
	5.2 Improved PLBP

	6 Conclusions
	References

	Research on Finger Vein Recognition Based on NSST
	1 Introduction
	2 NSST Feature Extraction
	2.1 The NSST Coefficients Energy Distribution Characteristic of Finger Vein Image
	2.2 The Anti-aliasing in Frequency Domain of NSST Coefficients

	3 Improved Robu ust Regression Classifying Method Based on MM Estimation n
	4 The Sample Database Expansion Based on ROI Extraction
	5 The Matching Scheme Based on Sample Database Expansion
	6 Experiments
	7 Conclusion
	References

	A New Finger-Vein Recognition Method Based on Hyperspherical Granular Computing
	1 Introduction
	2 Finger-Vein Image Acquisition
	3 The Proposed Method
	3.1 Image Enhancement and PCA
	3.2 Granulation
	3.3 Recognition

	4 Experiments and Analysis
	5 Conclusion and Future Work
	Reference

	Iris and Ocular Biometrics
	An Iris Recognition Method Based on Annule-energy Feature
	1 Introduction
	2 Iris Texture Segmentation
	3 Annulus-Energy Feature Extraction
	3.1 2D-Gabor Filter
	3.2 Feature Extraction and Encoding

	4 The Classification Based on SVM Model
	5 The Experimental Results and Analysis
	6 Conclusion
	References

	An Efficient Iris Recognition Method Based on Restricted Boltzmann Machine
	1 Introduction
	2 Iris Feature Extraction
	2.1 2D-Gabor Filter
	2.2 Energy-Orientation Encoding

	3 Training of Restricted Boltzmann Machine
	3.1 Restricted Boltzmann Machines
	3.2 Learning Restricted Boltzmann Machines

	4 Experimental Results
	5 Conclusion
	References

	Iris Cracks Detection Method Based on Minimum Local Gray Value and Dilating Window of Regional Mean Gray Value
	1 Introduction
	2 Iris Crack Detection Method
	2.1 The Iris Crack Texture Feature Analysis
	2.2 The Iris Image Preprocess
	2.3 The Method Based on Minimum Local Gray Value
	2.4 The Dilating Windo ow Based on Regional Mean Gray Level

	3 Experimental Pr rocess and Results
	3.1 Algorithmic Flow

	4 Experimental Comparison and Discussion
	4.1 Experimental Comparison

	5 Conclusion
	References

	Extraction of Texture Primitive of the Iris Intestinal Loop
	1 Introduction
	2 Image Preproce essing
	3 The Outer Boundary of Intestinal Loop’s Extraction
	3.1 Extraction Principal
	3.2 Extraction Process
	3.3 Extraction Step

	4 Experiments Results and Discussion
	4.1 Extraction Based on Primitive's Pattern Statistics
	4.2 The Comparison of Results of Extraction

	5 Conclusion
	References

	Texture Enhancement of Iris Images Acquired under Natural Light
	1 Introduction
	2 Iris Texture Enhancement Method
	2.1 Luminance Enhancement
	2.2 Contrast Enhancement

	3 Experiments and Performance Evaluation
	3.1 Block Size and Gaussian Parameter Selection
	3.2 Image Quality Evaluation
	3.3 Recognition Result Evaluation

	4 Conclusion
	References

	Behavioral Biometrics
	Facial Expression Recognition Based on Multiple Base Shapes
	1 Introduction
	2 Generalized Framework of Facial Expression Recognition Based on Multiple Base Shapes
	2.1 AAM Derived Representations
	2.2 Hybrid Feature
	2.3 Classification Based on Multiple Base Shapes

	3 Experiments
	3.1 Databases
	3.2 Experimental Results

	4 Conclusion
	References

	A Novel Speech Emotion Recognition Method via Transfer PCA and Sparse Coding
	1 Introduction
	2 Transfer Dimension Reduction
	3 Sparse Coding for Speech Emotion Recognition
	4 Experiments
	4.1 Experimental Setup
	4.2 Experimental Results

	5 Conclusions and Discussions
	References

	Sparse Facial Expression Recognition Algorithm Based on Integrated Gabor Feature
	1 Introduction
	2 Image Preprocessing
	3 Facial Expression Feature Extraction
	3.1 Gabor Feature Extraction
	3.2 Gabor Feature Integration
	3.3 Feature Selection

	4 Facial Expression Recognition
	5 Experimental Results
	6 Conclusions
	References

	Robust Gait Recognition Based on Collaborative Representation with External Variant Dictionary
	1 Introduction
	2 External Variant Dictionary
	2.1 Problem
	2.2 Proposed External Variant Dictionary
	2.3 Construction of External Variant Dictionary

	3 CRC with External Variant Dictionary
	3.1 Sparse Representation and Collaboration Representation
	3.2 Algorithmic Process

	4 Experimental Results
	4.1 Probe Gaits Under Carrying Bag Condition
	4.2 Probe Gaits Under Wearing Coat Condition
	4.3 Computational Burden Analysis

	5 Conclusion
	References

	Facial Expression Recognition Based on Gabor Feature and SRC
	1 Introduction
	2 Preprocessing
	3 Gabor Feature
	4 Feature Selection
	4.1 Feature Selection Based on Sampling Point
	4.2 PCA Feature Extracting

	5 The SRC Algorithm
	6 Experiment
	7 Conclusion
	References

	Feature Fusion of Gradient Direction and LBP for Facial Expression Recognition
	1 Introduction
	2 Preprocessing Procedure
	3 Feature Extraction
	3.1 Local Binary Pattern (LBP)
	3.2 Gradient Direction (GD) Operator
	3.3 Features Fusion

	4 Experimental Results
	5 Conclusion
	References

	A Mahalanobis Distance Scoring with KISS Metric Learning Algorithm for Speaker Recognition
	1 Introduction
	2 The I-Vector Model
	2.1 I-Vector Feature Extraction
	2.2 Inter-Session Compensation
	2.3 Cosine Similarity Scoring without Score Normalization

	3 The Mahalanobis Distance Scoring Model
	3.1 Whitening and Length-Normalization
	3.2 KISS Metric Learning [9]
	3.3 Mahalanobis Distance Scoring

	4 Experiment
	4.1 Set-Up
	4.2 Results

	5 Conclusions
	References

	Automatic Facial Expression Analysis of Students in Teaching Environments
	1 Introduction
	2 Related Work
	3 Students’ Spontaneous Expressions Database
	4 System Overview
	5 Facial Expression Recognition
	6 Experimental Results
	7 Conclusion and Discussion
	References

	Modified Marginal Fisher Analysis for Gait Image Dimensionality Reduction and Classification
	1 Introduction
	2 Marginal Fisher Analysis (MFA)
	3 Modified Marginal Fisher Analysis
	4 Experimental Results and Discussions
	5 Conclusions
	References

	Gait Recognition Based on Energy Accumulation Images
	1 Introduction
	2 Gait Image Preprocess
	3 Gait Energy Accumulation Images
	3.1 Gait Energy Image (GEI)
	3.2 Average Gait Differential Image (AGDI)
	3.3 Change Energy Images (CIE)
	3.4 Active Energy Image (AEI)

	4 Orthogonal Locally Discriminant Projection (OLDP)
	5 Experimental Results and Discussions
	6 Conclusions
	References

	Speaker Verification Based on TES-PCA Classifier and SVM plus FCM Clustering
	1 Introduction
	2 Feature Extraction
	2.1 Dimension Reduction
	2.2 Data Selection

	3 Speaker Verification Based on TES-PCA Classifier and SVM Plus FCM
	3.1 TES-PCA Classifier for Coarse Decision
	3.2 Support Vector Machine for Final Decision

	4 Experiments
	4.1 Experimental Database
	4.2 Experiment Results and Discussion

	5 Conclusions
	References

	Preliminary Study on Self-contained UBM Construction for Speaker Recognition
	1 Introduction
	2 Motivation
	3 Experiments
	4 The Ternary UBM Speaker Set
	5 UBM Speaker Triangle
	6 Conclusions
	References

	The Comparison of Denoising Methods Based on Air-ground Speech of Civil Aviation
	1 Introduction
	2 Principle of Algorithm
	2.1 Improved Spectrum Subtraction
	2.2 Wiener Filter
	2.3 MMSE Algorithm
	2.4 Masking Model Combined with Spectral Subtraction

	3 Experiments and Analysis
	4 Conclusion and Future Work
	References

	Application and System of Biometrics
	The K-F Ring Detection Method Based on Image Analysis
	1 Introduction
	2 Image Acquisition and Preprocessing
	2.1 Image Acquisition
	2.2 Iris Preprocessing

	3 The K-F Ring Detection Method
	3.1 Image Representation and Boundary Analysis
	3.2 The Integral Optimal of Gradient Algorithm
	3.3 Quantization and Algorithm Evaluation

	4 Experiment Results and Analysis
	5 Conclusions
	References

	A Panoramic Video System Based on Exposure Adjustment and Non-linear Fusion
	1 Introduction
	2 The Proposed Panoramic System
	2.1 Image Preprocessing Based on Exposure Adjustment
	2.2 Image Registration
	2.3 Robust Homography Estimation Using RANSAC
	2.4 A Non-linear Algorithm for Image Fusion

	3 The Image Stitching Method in Real-Time
	4 The Results and Conclusion
	References

	Edge Multidirectional Binary Pattern Applies to High Resolution Thermal Infrared Face Database
	Introduction
	2 High Resolution Thermal Infrared Face Database
	2.1 Thermal Infrared Face Image Acquisition Equipment
	2.2 Establishment of Database

	3 Edge Multidirectional Binary Pattern (EMDBP)
	4 Experiments
	5 Conclusions
	References

	A Multi-model Biometric Image Acquisition System
	1 Introduction
	2 The Evolution of Iris Image Acquisition Systems
	3 Current Products for Iris Image Acquisition
	3.1 Typical Commercial Iris Imaging Systems
	3.2 Major Difficulties to Tackle for Improving Iris Imaging Systems

	4 The Multi-Mode Image Acquisition (MMIA) System
	4.1 The Structure of the MMIA System
	4.2 The Working Process of MMIA
	4.3 Design of the Optical Unit

	5 Experiments and Results
	5.1 Image Quality
	5.2 System Performance

	6 Conclusion
	References

	Multi-biometrics and Information Fusion
	Significance of Being Unique from Finger Patterns: Exploring Hybrid Near-infrared Finger Vein and Finger Dorsal Patterns in Verifying Human Identities
	1 Introduction
	2 Database Description
	3 Database Acquisition Process
	3.1 Image Acquisition Device
	3.2 Region of Interest Extraction

	4 Experiments and Results
	5 Conclusion and Further Work
	References

	Parallel Nonlinear Discriminant Feature Extraction for Face and Handwritten Digit Recognition
	1 Introduction
	1.1 Motivation
	1.2 Contributions

	2 Parallel Nonlinear Discriminant Subspace Learning Framework
	2.1 Random Non-overlapping Equal Data Division Based on Classes
	2.2 Communication-Free Parallel Nonlinear Feature Extraction
	2.3 Nonlinear Discriminant Subspace Selection
	2.4 Parallel Nonlinear Discriminant Analysis (PNDA) Approach

	3 Time Complexity Analysis
	4 Experiments
	4.1 Database Introduction and Experimental Setting
	4.2 Evaluation of Recognition Performance

	5 Conclusions
	References

	A Novel Feature Fusion Scheme for Human Recognition at a Distance
	1 Introduction
	2 Kernel Coupled Mapping for Feature Fusion
	2.1 Problem Statement
	2.2 Optimization Solution
	2.3 Feature Fusion in the Kernel Coupled Space
	2.4 Computational Complexity Analysis

	3 Experimental Results
	3.1 Simulated Data
	Gait Database.
	Face Database.

	3.2 Compared Algorithms
	3.3 Results

	4 Conclusion
	References

	Multimodal Finger-feature Fusion and Recognition Based on Tolerance Granular Space
	1 Introduction
	2 Multimodal Finger Feature Granulation and Recognition
	2.1 Original Object Set System Construction
	2.2 Feature Fusion and Granulation
	2.3 Recognition

	3 Experiments and Analysis
	4 Conclusion and Future Work
	References

	A Finger-based Recognition Method with Insensitivity to Pose Invariance
	1 Introduction
	2 The Proposed Method
	2.1 Multimodal Finger Image Acquisition
	2.2 GOM Feature Extraction
	2.3 Feature Granulation
	2.4 Feature Granule Intension Description

	3 Experiments and Analysis
	3.1 GOLGF Poses Reliability Analysis
	3.2 GOLGF Parameter Selection
	3.3 Recognition Results

	4 Conclusion
	References

	Fusion of Face and Iris Biometrics on Mobile Devices Using Near-infrared Images
	1 Introduction
	2 Technical Details
	2.1 The NIR Iris Imaging Module
	2.2 Image Preprocessing
	2.3 Face Feature Analysis
	2.4 Iris Feature Analysis
	2.5 Score Level Fusion by the Sum Rule

	3 Experimental Results
	3.1 CASIA-Mobile Database
	3.2 Face Recognition
	3.3 Iris Recognition
	3.4 Score Level Fusion

	4 Conclusions
	References

	Other Biometric Recognition and Processing
	Boosting-Like Deep Convolutional Network for Pedestrian Detection
	1 Introduction
	2 Pedestrian Detection Framework
	2.1 Input Channel Features
	2.2 CNN Structure

	3 Boosting-Like Deep Learning
	4 Experiment
	4.1 Illustration of Stability
	4.2 Results

	5 Conclusion
	References

	Human Behavior Recognition Based on Velocity Distribution and Temporal Information
	1 Introduction
	2 Temporal Templates
	2.1 Motion History Image
	2.2 Motion Energy Image

	3 Clustering Result Estimation
	3.1 HU Moments
	3.2 Wavelet Moments
	3.3 Clustering Result Estimation

	4 A New Descriptor of Motion
	5 Experiment
	6 Conclusion
	References

	Gesture Detection and Recognition Fused with Multi-feature Based on Kinect
	1 Introduction
	2 Human Static Gesture Recognition System
	2.1 Whole System
	2.2 Gesture Contour Acquisition Based on Depth Data
	2.3 Feature Extraction
	2.4 SVM Classifier

	3 Experiment and Analysis
	3.1 Gesture Recognition in Dynamic Environment
	3.2 Gesture Recognition in Static Environment

	4 Conclusion
	References

	An Interactive Method Based on Random Walk for Segmentation of Facial Nerve in NMR Images
	1 Introduction
	2 Algorithm
	2.1 Hessian Matrix
	2.2 Random Walk

	3 Experimental Results and Analysis
	3.1 Experimental Data
	3.2 Extraction the Seeds
	3.3 The Segmentation results
	3.4 Discussion

	4 Conclusions
	References

	Learning 3D Compact Binary Descriptor for Human Action Recognition in Video
	1 Introduction
	2 Proposed Descriptor
	2.1 Compact Binary Face Descriptor
	2.2 3D Compact Binary Descriptor
	PDV Extraction.
	The Training Process.
	3D-CBD Representation.


	3 Experiments
	3.1 Datasets
	KTH Dataset.
	WEIZMANN Dataset.

	3.2 Experimental Settings
	3.3 Results and Analysis

	4 Conclusion
	References

	Multi-scale Medical Image Segmentation Based on Salient Region Detection
	1 Introduction
	2 Algorithm Presentation
	3 Experiments
	3.1 Evaluation on Breast Image Dataset
	3.2 Evaluation on Cervical Spine Image Dataset
	3.2.1 Evaluation on Cervical Spine Image Dataset in Global Scale.
	3.2.2 Evaluation on Cervical Spine Image Dataset in Regional Scale.
	3.2.3 Evaluation on Cervical Spine Image Dataset in Vessel Scale.

	4 Conclusion
	References

	A Method of ECG Identification Based on Weighted Correlation Coefficient
	1 Introduction
	2 Application of Correlation Coefficient in ECG Identification
	3 ECG Identification Based on Template Contribution Rate
	3.1 ECG Template Selection Based on Waveform Contribution Rate
	3.2 ECG Identification Based on Weighted Template

	4 Experiments and Results Analysis
	4.1 Experimental Data and Method
	4.2 Experimental Resu ult

	5 Conclusion
	References

	Discriminative Feature Fusion with Spectral Method for Human Action Recognition
	1 Introduction
	2 Related Work
	3 Effective Feature Extraction and Spectral-Based Methods
	3.1 MIP Feature
	3.2 HOG/HOF Features
	3.3 Spectral-Based Methods for Dimensionality Reduction and Clustering

	4 Experiments
	4.1 Dataset and Experimental Setup
	4.2 Experimental Results

	5 Conclusion
	References

	DFDnet: Discriminant Face Descriptor Network for Facial Age Estimation
	1 Introduction
	2 Discriminant Face Descriptor Network (DFDnet)
	2.1 DFD
	2.2 DFD Network
	The First Stage: DFD.
	The Second Stage: DFD.
	Output Stage: BOF.
	Estimation Stage: LR.


	3 Experiments
	3.1 Databases
	3.2 Comparison Between DFD and DFDnet
	3.3 Comparison with Other Age Estimators
	3.4 Age Estimation in Unconstrained Environment

	4 Conclusions
	References

	Action Detection Based on Latent Key Frame
	1 Introduction
	2 Related Work
	3 Latent Key Frames Model
	3.1 Key Frames Definition
	3.2 Latent Information Mining
	3.3 Action Detect with LKFM

	4 Experimental Evaluation
	4.1 Experiment on Weizmann Dataset
	4.2 Experiment on UCF Sports Dataset

	5 Conclusion
	References

	A Facial Pose Estimation Algorithm Using Deep Learning
	1 Introduction
	2 The Proposed Algorithm
	2.1 Overview of the Proposed Algorithm
	2.2 The Network Archi itecture
	2.3 Preprocessing
	2.4 The Training Stage

	3 Experimental Results
	3.1 The Database
	3.2 Comparison with State-of-the-Art

	4 Conclusion
	References

	Age Estimation Based on Canonical Correlation Analysis and Extreme Learning Machine
	1 Introduction
	2 Feature Extraction Based on Canonical Correlation Analysis
	3 Human Age Estimation By Extreme Learning Machine
	4 Experimental Results
	5 Conclusion
	References

	Research on the Intelligent Public Transportation System
	1 Introduction
	2 Related Work
	2.1 Our Contributions

	3 The Proposed BRC Model
	3.1 Notations
	3.2 Data Pre-Processing
	3.3 Candidates Selection
	3.4 Route Combination

	4 The Proposed Solution for Peek Dilemma
	4.1 RH-S Algorithm
	4.2 Performance Evaluation

	5 Experiments
	5.1 Data-Set Generation
	5.2 Result Display

	Appendix
	References

	Discriminative Scatter Regularized CCA for Multiview Image Feature Learning and Recognition
	1 Introduction
	2 CCA
	3 Approach
	3.1 Characterize the Scatter with Class Information
	3.2 CCA with Discriminative Scatter Regularization

	4 Experiment
	4.1 Data Set
	4.2 Compared Algorithms
	4.3 Experimental Results

	5 Conclusions
	References

	A Novel Supervised CCA Algorithm for Multiview Data Representation and Recognition
	1 Introduction
	2 Review of CCA
	3 Approach
	3.1 Motivation
	3.2 Formulation
	3.3 Solution
	3.4 Discussion

	4 Experiments
	4.1 Experiment Using the AT&T Database
	4.2 Experiment Using the Yale-B Database
	4.3 Experiment Using the COIL-20 Database

	5 Conclusions
	References

	Facial Aging Simulation via Tensor Completion
	1 Introduction
	2 Tensor Completion Based Aging Simulation
	2.1 Face Normalization by Using AAM
	2.2 Tensor Completion based Aging Simulation

	3 Experimental Results
	3.1 Database
	3.2 Experiment Setting
	3.3 Aging Simulation

	4 Conclusion
	References

	Single-image Motion Deblurring Using Charbonnier Term Regularization
	1 Introduction
	2 Proposed Method
	2.1 The Blind Deconvolution Model
	2.2 The Solver of the Proposed Model

	3 The Experimental Results and Performance Analysis
	4 Conclusions
	References

	Using GrCC for Color Image Segmentation Based on the Combination of Color and Texture
	1 Introduction
	2 The Proposed Method
	2.1 Image Filtering
	2.2 Texture Feature Extraction
	2.3 GrCC and Reconstruction

	3 Evaluation of Segmentation
	4 Experiments and Analysis
	4.1 Filtering Analysis
	4.2 The Value of Orientation Selection
	4.3 Segmentation Results Analysis

	5 Conclusion and Future Work
	References

	Author Index



