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Preface

This book provides both the theoretical background and state-of-the-art review of
solar-to-chemical energy conversion: the most important technology for energy
storage, which is vital for sustainable human life in the future. The theoretical
background starts with the concept of chemical potential and equilibrium in a
molecular system and solid-state system, especially semiconductor. All chemical
reactions, including the reactions at the interface between an electrolyte and a
semiconductor (and/or metal) surface, are driven by the extent of nonequilibrium, or
the difference in chemical potential, as described in the text. On such theoretical
basis, a variety of technologies for solar-to-chemical energy conversion are dis-
cussed. Chemical, electrochemical and photoelectrochemical approaches are
described for converting solar energy into hydrogen or other hydrocarbon species as
energy storage media. Photosynthesis is the most sophisticated system of
solar-to-chemical energy conversion developed by nature. Its up-to-date under-
standing and the way to implement its mechanism in an energy-efficient manner are
discussed, including the use of algae for engineered photosynthesis. The
broad-spectrum description in this book will provide a basis for the research and
development of chemical energy storage in the coming decades.
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Introduction—Solar to Chemical Energy
Conversion

Masamichi Fujihira

First, let me start this introduction by briefly describing the history of the invention
of the piston steam engine during the Industrial Revolution in Great Britain.

The Industrial Revolution [1] was a transition to new manufacturing processes
from about 1760 to sometime between 1820 and 1840. This transition included
going from hand production methods to machines and new chemical manufacturing
and iron production processes. It improved the efficiency of water power, and
promoted the increasing use of steam power and the development of machine tools.
For the readers of this book—Solar to Chemical Energy Conversion, the most
important aspect of the Industrial Revolution is without doubt the transition from
“wood and other bio-fuels” to “coal”.

The first successful piston steam engine was introduced by Thomas Newcomen
before 1712. His steam engines were extremely inefficient by modern standards, but
helped expand coal mining by allowing mines to go deeper. Despite their disad-
vantages, Newcomen engines were reliable and easy to maintain, and continued to
be used in coalfields until the early decades of the 19th century.

A fundamental change in working principles was brought about by Scotsman
James Watt. In close collaboration with Englishman Matthew Boulton, by 1778,
he had succeeded in perfecting his steam engine, which incorporated a series of
radical improvements (for further details, please refer to Refs. [1, 2]).

In relation to the long-term and difficult themes which this book deals with, i.e.
Solar to Chemical Energy Conversion, I would like to emphasize that although the
first invention by Newcomen triggered the start of the transition, it was the Watt and
Boulton engines that truly contributed to the Industrial Revolution. Through this
example, I would like to stress that younger generations have a better chance than
their predecessors to make breakthroughs to reach such a long-term achievement as
solar-to-chemical energy conversion. The fact that we use Watt as the physical unit
of power today surely supports this view.

M. Fujihira (&)
Department of Biomolecular Engineering,
Tokyo Institute of Technology, Tokyo, Japan
e-mail: mfujihira@jcom.home.ne.jp

© Springer International Publishing Switzerland 2016
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Secondly, I would like to introduce the world view, Spaceship Earth. This term
[3] usually expresses concern over the use of limited resources available on earth
and encourages humankind to act as a harmonious crew working toward the greater
good. The earliest known use is mentioned in a passage in Henry George’s best
known work, Progress and Poverty (1879). After it was rephrased several times by
others, the phrase was popularized by Buckminster Fuller in his book in 1968 called
Operating Manual for Spaceship Earth [4]. This quote, referring to fossil fuels,
reflects his approach:

…we can make all of humanity successful through science’s world-engulfing industrial
evolution provided that we are not so foolish as to continue to exhaust in a split second of
astronomical history the orderly energy savings of billions of years’ energy conservation
aboard our Spaceship Earth. These energy savings have been put into our Spaceship’s
life-regeneration-guaranteeing bank account for use only in self-starter functions.

I hope, within the next half a century or the next century at the longest, we will
succeed in producing artificial fuels at reasonably low costs, by the development of
the research fields discussed in this book. Examples of artificial fuels include H2

produced from water and CH4 and CH3OH from CO2 and water by utilizing solar
energy at their extremely high power conversion efficiencies without the expense of
fossil fuels. During the Industrial Revolution described in the beginning of this
introduction, Newcomen as well as Watt and Boulton used coal mainly as the
energy source of their piston steam engine. In the coming century, we will probably
not be allowed to use fossil fuels anymore, regardless of whether we agree with the
view proposed by Buckminster Fuller in 1968.

Thirdly, I would like to point out that a century is not long enough to make
breakthroughs for such long-term research themes. To clarify the grounds for
speculating the time necessary for the achievement of such long-term research
goals, I would like to introduce an international conference deeply related to these
long-term research themes. We called the conference “the International
Conference on Photochemical Conversion and Storage of Solar Energy (IPS)”.
The conference has been held every 2 years since the first one (IPS-0) in Boston in
September 1974. Fortunately, I was involved in this international conference as a
member of the international organization committee from IPS-10 in 1994 to IPS-12
in 1998.

When the conference started in 1974, I was 30 years old and had just come back
to the University of Tokyo from Ohio State University after a 2 year post-doctoral
experience in the USA [5]. I thus had little background knowledge of why the
conference was organized. Probably or hopefully the conference was motivated by:
(1) oil crisis which started in 1973, (2) Nature’s publication of water photolysis on
TiO2 reported by Honda and Fujishima in 1972 [6], and (3) the Spaceship Earth
view written in 1968 described above.

On the occasion of the 10th International Conference (IPS-10) in 1994, the
Chairman of IPS-1, Bolton, was asked to write a historical perspective [7]. In 2014,
IPS-20 was held in Berlin. All the past host cities of the conference are listed on the
conference website [8]. From the comparison between Bolton’s historical perspective

2 M. Fujihira



and the IPS-20 program, we can clearly see the progress made from IPS-10 in 1994 to
IPS-20 in 2014. I hope someone in the present international organization committee
will one day describe another historical perspective of these two decades (IPS-11–
IPS-20). Only by witnessing the long-term progress made in a particular field can we
envision the future prospects of that field correctly.

Finally, I would like to mention that Japan is still suffering from the 9.0 mag-
nitude Great East Japan Earthquake which hit the Tohoku area at 14:46 on Friday
March 11, 2011. A year after the disaster, a new conference “International
Workshop on Solar-Chemical Energy Storage” was held in Sendai, the capital city
of the Tohoku area, gathering world leading researchers of solar to chemical energy
conversion. After the conference, some of the participants of the Sendai Conference
saw the devastation of the earthquake during their visit to the coastal area by bus.
The conference motivated the organizers to compile this book in the hope to suc-
ceed in some of the long-term difficult themes faced, through concentrated efforts to
overcome the hardships caused by this serious disaster, especially energy related
problems. To end, I would like to express my gratitude to the organizers of the
Sendai Conference, Masakazu Sugiyama, Katsushi Fujii, and Shinichiro Nakamura
for their efforts in realizing such a wonderful meeting and completing this signif-
icant book, Solar to Chemical Energy Conversion.
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Part I
Fundamental Background



Thermodynamics for Electrochemistry
and Photoelectrochemistry

Katsushi Fujii

Abstract Electrochemistry and photoelectrochemistry are based on thermody-
namics, especially for its equilibrium. In this chapter, the thermodynamics for the
electrochemistry and photoelectrochemistry are discussed.

1 Gibbs Free Energy and Chemical Reaction

Thermodynamics is an important tool for understanding the theoretical background
of electrochemical reactions. It is an established rule of thumb and defines
macroscopic variables, such as internal energy, entropy, and pressure, and other
textbooks should be referenced for its details [1]. This chapter focuses on ther-
modynamics used for electrochemical and photoelectrochemical reactions.

According to the first law of thermodynamics for a closed system, any net
increase in the internal energy U is described using heat δQ entering the system and
the work δW done by the system;

dQ ¼ dUþ dW : ð1Þ

This shows that heat entering the system is used for the net increase in the internal
energy and the work done by the system. This is the analogous to the law of energy
conservation, i.e., the energy entering the system is used for the net increase in the
potential energy and the work done by the system (The energy for thermodynamic
“work” is accounted for by changes in the external generalized mechanical con-
straints on the system. The work is a generalization of the concept of mechanical
work in physics.). Usually, this is expressed as follows:

K. Fujii (&)
Global Solar Plus Initiative, The University of Tokyo, 4-6-1 Komaba,
Meguro-Ku, Tokyo 153-8904, Japan
e-mail: k.fujii@rcast.u-tokyo.ac.jp
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dU ¼ dQ� dW : ð2Þ

The letter d indicates an exact differential, expressing that internal energy U is a
property of the state of the thermodynamic system. The internal energy depends
only on the original state and the final state, and not upon the path taken. In
contrast, the Greek delta (δ) in this equation reflects the fact that the heat transfer
and work transfer are not properties of the initial and final states of the system.
Thus, heat and work depend on the path taken and are not state functions. (The
work is changed by the path taken in the real world, that is, the existence of friction
etc. This means the process in reality can be close to the reversible process but is a
non-reversible process.) For a reversible process in a closed system, δW has the
following relationship of differential equation using pressure (P) and volume
(V) under constant pressure condition (This pressure can be changed to variable in
some cases. In this chapter, the equations are treated as the chemical reaction
occurring under standard conditions (25 °C, 101.3 kPa for chemical reaction).);

dW ¼ PdV : ð3Þ

Enthalpy is defined as the entering heat used for the net increase of internal
energy and the work done by the system, which does not depend on the path.
Enthalpy (H) consists of the internal energy of the system (U) plus the work done
by the system, that is the product of pressure (P) and volume (V) of the system,
which are all functions of the state of the system;

dH ¼ dUþPdV : ð4Þ

The unit of enthalpy is the energy unit like “joule.” Enthalpy changes with its
energy transfer, i.e., increases with receiving heat from the environment. It should
be noted that enthalpy includes internal energy change, thus this change is observed
as system phase changes, reactions, and heat capacitances.

The other important thermodynamic concept is entropy. It should be noted that
entropy is included in internal energy U and cannot be used for the work done by
the system. Entropy (S) is a measure of disorder of the system. According to
statistical mechanics, entropy is defined by Boltzmann’s entropy formula with the
quantity Ω, which is the number of microstates corresponding to a given
macrostate;

S ¼ kB lnX; ð5Þ

where, kB is the Boltzmann’s constant. The other definition from thermodynamics
according to the Clausius theorem is;

dS� dQ
T

; ð6Þ

8 K. Fujii



where, Q is heat entering into a closed system and T is absolute temperature. This
clearly shows that entropy changes upon heat transfer. The equality establishes only
in a closed system at the same temperature under the reversible process. Entropy is
also the state function of a system and the unit is the energy/temperature like
“joule/kelvin.”

Thermodynamic free energy is a state function like internal energy U and is
defined as the energy converted to do work. (The free energy is the internal energy
of a system minus the amount of energy that cannot be used to perform work. This
unusable energy is given by the entropy of a system multiplied by the temperature
of the system.) The unit is energy/amount of substance, that is, “joule/mole.” Free
energy can be voluntarily reduced, that is, a chemical reaction occurs spontaneously
if the change in free energy is negative. Furthermore, when the free energy takes a
constant value of minimum, the system is in equilibrium. Free energy is defined in
particular, as Helmholtz energy (F) under constant temperature and volume;

dF ¼ dU � TdS ¼ dH � TdS� pdV : ð7Þ

Gibbs energy (G) is defined under constant temperature and pressure;

dG ¼ dU � TdSþ pdV ¼ dFþ pdV ¼ dH � TdS: ð8Þ

Since chemical reaction is usually treated under the condition of constant temper-
ature and pressure, Gibbs energy is used. When the chemical reaction contains its
pressure change, Helmholtz energy has to be used. It should be noted that internal
energy cannot be determined but free energy, enthalpy, and entropy can be mea-
sured. Thus, chemical reaction can be discussed by using free energy.

Standard formation Gibbs energy (ΔfG
0, where the 0 expresses the system under

the standard condition; 25 °C, 101.3 kPa) is the change of Gibbs free energy that
accompanies the formation of 1 mol of that substance from its component elements
at their standard states (the most stable form of the element at 25 °C, 101.3 kPa).
Thus, the standard molar Gibbs energy of formation of element is defined as zero
(0). Standard formation Gibbs energy is defined from Eq. (8) as

Df G
0 ¼ Df H

0 � TDf S
0 ð9Þ

where, ΔfH
0 is standard formation enthalpy and ΔfS

0 is standard formation entropy.
Standard formation Gibbs energy also tells us about the spontaneity of a

reaction;

Df G0\0, favored reaction, stabilizing direction, spontaneous, exergonic,
Df G0 ¼ 0, Neither the forward nor the reverse reaction proceeds, at equilibrium,
Df G0\0, disfavored reaction, instabilizing direction, nonspontaneous, endergonic.

One of the simplest substance formation, water generation from hydrogen and
oxygen reaction, is used as an example here. The reaction under the standard
condition is described as follows:

Thermodynamics for Electrochemistry and Photoelectrochemistry 9



H2ðgÞþ 1
2
O2ðgÞ ! H2Oð‘Þ: ð10Þ

The standard formation enthalpy (ΔfH
0) is obtained due to the phase change and the

reaction;

Df H
0 ¼ �285:83 ½kJ/mol]: ð11Þ

The standard formation entropy (ΔfS
0) also exists;

�TDf S
0 ¼ 48:70 ½kJ/mol]

ðin this condition;Df S
0 ¼ �163:34 ½J/mol/K�Þ: ð12Þ

As a result, the total energy change is expressed by the change of the Gibbs energy
(standard formation Gibbs energy, ΔfG

0);

Df G0 ¼ Df H0 � TDf S0 ¼ �237:13 ½kJ/mol�: ð13Þ

Since the ΔfG
0 for the stable standard substance with a singular element is defined

as zero, the ΔfG
0s of H2 and O2 in Eq. (10) are zero. The lower Gibbs energy

indicates the more stable condition. Thus, H2O is more stable than H2 and O2

because the Gibbs energy of H2O is lower than those of H2 and O2. The free-energy
diagram associated with this reaction is shown in Fig. 1.

It should be noted here that the Gibbs energy change does not contain the
activation energy (Ea). As known well, the reaction of H2 and O2 does not occur
under the standard condition due to the existence of a large activation energy. The
discussion of electrochemical reactions is based on this Gibbs energy change,
which means it does not contain the activation energy. Unknown energies including
activation energy for electrochemical reactions are expressed as “overpotential.”

H2

H2(g)  +  ½ O2(g)

Activated State

Δ fH 0 ΔfG
0

Τ Δ fS0

ΔG 0

[kJ/mol]

0

-273.13
-285.83

Fig. 1 Schematic diagram for H2 and O2 forms H2O. The relationship of Gibbs energy (ΔfG
0),

enthalpy (ΔfH
0), and entropy term (TΔfS

0) are shown here

10 K. Fujii



2 Equilibrium Criteria for Chemical and Electrochemical
Systems

Ideal chemical equilibrium condition can be expressed by using standard formation
Gibbs energy (ΔfG

0). An equilibrium chemical reaction is;

pPþ qQþ � � � ðreactants) ¼ xX þ yY þ � � � ðproducts): ð14Þ

The ideal equilibrium condition of this reaction is expressed as;

pDf G
0ðpÞþ qDf G

0ðqÞþ � � � ¼ xDf G
0ðxÞþ yDf G

0ðyÞþ � � � ;X
reactant

pDf G
0ðpÞ ¼

X
product

xDf G
0ðxÞ: ð15Þ

This expresses that the sum of Gibbs energy equals between the products and the
reactants when the reaction is under equilibrium.

Considering the free energy for nonideal mixed substance, driving force of
reaction is weakened in mixed substances compared with pure substances due to the
concentration decrease. In order to express this nonideality, chemical potential (μi

0)
of ith component is introduced. When pressure is constant, chemical potential in a
mixture is expressed as the partial molar Gibbs energy. The pure component is
estimated as 1 mol using this expression. The definition for ideal condition of n
mole ith component in a mixture is;

l0/i ¼ @Df G0

@ni
¼ @

@ni

X
j

njDf G
0ðnjÞ: ð16Þ

where, ni is the molar ratio of ith component in a mixture. This μi
0ϕ is standard

chemical potential. Describing this deviation for nonideal mixed substance from the
ideal one, activity (a) is introduced. Nonideal chemical potential (μi

0) is expressed
with activity as;

l0i ¼ l0/i þRT ln a; ð17Þ

where, R is gas constant. The definition of this activity (a) without any interaction
between molecules is the molar ratio of a substance in the mixture. That is,
gas partial pressure (pi [kPa]) divided by standard pressure (p0 = 101.3 [kPa]),
solute molar concentration (mi [mol/kg or mol/L]) divided by standard condition

(m0 = 1 [mol/kg or mol/L]),
solvent solvent for diluted solution is defined as a = 1,
solid pure solid is defined as a = 1,
electron electrons in a material is defined as a = 1.
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Using the chemical potential, the equilibrium reaction of Eq. (14) for nonideal
mixed substance is expressed instead of Eq. (15) as;

pl0/p þ pRT ln ap þ ql0/q þ qRT ln aq þ � ��
¼ xl0/x þ xRT ln ax þ yl0/y þ yRT ln ay þ � � � : ð18Þ

From the definition of a general chemical reaction, the temperature and pressure are
constant, thus;

� xRT ln ax þ yRT ln ay þ � � �� �� pRT ln ap þ qRT ln aq þ � � �� �� �
¼ xl0/x þ yl0/y þ � � �
� �

� pl0/p þ ql0/q þ � � �
� �

¼ DrG
0;

�RT ln
axxa

y
y. . .ðproductÞ

appa
q
q. . .ðreactantÞ

� �
¼ DrG

0: ð19Þ

where, ΔrG
0 is standard reaction Gibbs energy. Equilibrium constant (K) is defined

by using Eq. (19) as;

DrG
0 ¼ �RT ln

axxa
y
y. . .ðproductÞ

appa
q
q. . .ðreactantÞ

� �
¼ �RT lnK: ð20Þ

This Eq. (20) is called “low of mass action.”
Electrode potential also plays an important role in electrochemical reaction. The

basis for an electrochemical reaction is always a redox reaction (reduction and
oxidation reaction), which can be broken down into two half-reactions: oxidation at
anode (loss of electron) and reduction at cathode (gain of electron). The driving
force of the redox reaction is the electricity due to electric potential difference
between two electrodes. This potential difference is created by the applied potentials
of the two metal electrodes in an electrolyte. The electron energy at an electrode
under equilibrium condition can be defined for a certain half-reaction including ions
and electrons as follows. The ideal half-reaction can be described as;

pPþ qQþ � � � ðreactants/oxides)þ ne� ¼ xXþ yY þ � � � ðproducts/redactants)
ð21Þ

Important point of this Eq. (21) is that P, Q, X, Y, … represent not only substances
but also ions. The equilibrium condition of Eq. (21) using the Faraday constant
(elementary charge for 1 mol electron; F = 96,485 [°C/mol]) and standard electrode
potential (oxidation reduction potential, redox potential; ϕ0(Ox/Red) under standard
condition) is;
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pDf G
0ðpÞþ qDf G

0ðqÞþ � � � þ nDf G
0ðeÞ ¼ xDf G

0ðxÞþ yDf G
0ðyÞþ � � � ;

/0ðOx=RedÞ ¼ �nDf G0ðeÞ
nF

¼
� P

product=Red
xDf G0ðxÞ � P

reactant=Ox
pDf G0ðpÞ

 !

nF
¼ �nDrG0

nF
:

ð22Þ

It should be noted that the sign of ϕ and that of ΔfG are opposite from the
definition.

The electrode potential may not be obtained empirically. The galvanic cell
(composed of only two electrodes, anode, and cathode) potential results from a pair
of electrodes. Thus, only one empirical value is available in a pair of electrodes and
it is not possible to determine the value for each electrode in the pair. A reference
electrode, for which the potential is defined or agreed upon by convention, needed
to be established. The most important reference electrode is the standard hydrogen
electrode (SHE) (or normal hydrogen electrode (NHE)), where the half-reaction can
be described as;

2H þ ðin ‘Þþ 2e� ¼ H2ðgÞ: ð23Þ

The Gibbs energy of H+ is defined conventionally as;

Df G
0ðH þ Þ ¼ 0:00: ð24Þ

The equilibrium of hydrogen gas and ion in aqueous solution is;

Df G
0ðH þ Þ � 2F/0 H þ =H2ð Þ ¼ Df G

0ðH2Þ: ð25Þ

From definitions;

Df G
0ðH þ Þ ¼ 0:00;Df G

0ðH2Þ ¼ 0:00;

thus,

/0 H þ =H2ð Þ ¼ 0:00 ½V�: ð26Þ

This standard electrode potential of Eq. (26) is used as a reference for electro-
chemical reactions. Any electrode, for which the electrode potential is not yet
known, can be paired with SHE to form a galvanic cell. The galvanic cell potential
gives the unknown electrode’s potential. Using this process, any electrode with an
unknown potential can be paired with either the SHE or another electrode for which
the potential has already been derived and that unknown value can be established.
From electrochemical notation, the potential needs to clarify the value with “+” or
“−”, and the unit with “V versus (reference electrode)” like “V versus SHE” due to
the relative measurement method.
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One simple reaction is the chemical reaction with electron transfer. The example
of half-reactions are;

5FeðCNÞ3�6 þ 5e� ¼ 5FeðCNÞ4�6 ;

/0 FeðCNÞ3�6
.
FeðCNÞ4�6

� �
¼ þ 0:36 ½V vs: SHE�;

MnO�
4 þ 8Hþ þ 5e� ¼ Mn2þ þ 4H2O;

/0 MnO�
4

�
Mn2þ

� � ¼ þ 1:51 ½V vs: SHE�:

ð27Þ

Electron moves from the lower to the higher electrode potential, thus;

5FeðCNÞ4�6 þMnO�
4 þ 8Hþ ¼ 5FeðCNÞ3�6 þMn2þ þ 4H2O: ð28Þ

Similar to this Eq. (28), an electron in electrochemical reaction moves from/to
electrode. That is, an electron moves from an electrode when the electrode potential
is more negative (electrode energy is more positive) than a half-reaction under
equilibrium condition (reduction), and an electron moves to electrode when the
electrode potential is more positive (electrode energy is more negative) than a
half-reaction under equilibrium condition (oxidation). The details is discussed in
Sects. 4 and 5.

For nonideal conditions, electrochemical potential has to be introduced in order
to express the nonideality similar to chemical reaction. The electrochemical
potential (~li) is defined using the valence of ion (zi) as;

~l0i ¼ l0/i þRT ln ai þ ziF/i: ð29Þ

Electrochemical potential of electron is;

~l0e ¼ l0/e þRT ln ae � F/e: ð30Þ

Nonideal equilibrium condition of Eq. (21) is expressed using electrochemical
potential instead of Eq. (22) as;

pl0/p þ pRT ln ap þ pzpF/
0 þ ql0/q þ qRT ln aq þ qzqF/

0 þ � � � þ nl0/e þRT ln ae � nF/0

¼ xl0/x þ xRT ln ax þ xzxF/
0 þ yl0/iy þ yRT ln ay þ yzyF/

0 þ � � � :
ð31Þ

That is;

� xRT ln ax þ yRT ln ay þ � � � ðredactantÞ� �� pRT ln ap þ qRT ln aq þ � � � ðoxideÞ� �� �
� xzx þ yzy þ � � �� �� pzp þ qzq þ � � �� �� �

F/0þ nl0ue þ nRT ln ae
� �� nF/0

¼ xl0/x þ yl0/y þ � � �
� �

� pl0/p þ ql0/q þ � � �
� �

:

ð32Þ
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The charge has to be balanced in the chemical equation in Eq. (32), thus,

� xzx þ yzy þðreductantsÞ� �� pzp þ qzq þðoxidesÞ� �� �
F/0 � nF/0 ¼ 0: ð33Þ

From the relationship between chemical potentials and standard reaction of Gibbs
energy in Eq. (19) and the definition of standard electrode potential of Eq. (22);

xl0/x þ yl0/y þ � � �
� �

� pl0/p þ ql0/q þ � � �
� �

¼ DrG
0 ¼ �nF/0ðOx=RedÞ: ð34Þ

Equation (32) can be organized with the relationship of Eqs. (33) and (34),

RT ln
appa

q
q. . .ðoxideÞ

axxa
y
y. . .ðredactantÞ þ n l0/e þRT ln ae

� � ¼ �nF/0ðOx=RedÞ: ð35Þ

The definition of electrode potential and Eq. (35) derive;

/0 ¼ � n l0/e þRT ln ae
� �

nF
¼ /0ðOx=RedÞþ RT

nF
ln

appa
q
q � � � ðoxideÞ

axxa
y
y � � � ðredactantÞ : ð36Þ

This Eq. (36) indicates that the electrode potential changes when the activity of the
elements in the mixture changes even under standard condition. This relationship is
called Nernst equation.

3 Marcus Theory and Gerischer Model

The thermodynamic treatment of chemical reaction shows the equilibrium condition
but it cannot treat the rate of chemical reaction. Activation energy is required for the
discussion of the rate. Marcus theory explains the activation energy of chemical
reaction and the rates of electron transfer reactions [2]. The rate at which an electron
can move or jump from one chemical species (called the electron donor) to another
(called the electron acceptor). It was originally explained as outer sphere electron
transfer reactions, in which the two chemical species only change in their charge
with an electron jumping (e.g., the oxidation of an ion like Fe2+/Fe3+), but do not
undergo large structural changes. It was extended to include inner sphere electron
transfer contributions, in which a change of distances or geometry in the solvation
or coordination shells of the two chemical species is taken into account; e.g., the
Fe–O distances in Fe(H2O)

2+ and Fe(H2O)
3+ are different. Adiabatic (continuous

free energy change of reacting substance during reaction) and nonadiabatic (dis-
continuous free energy change existing of reacting substance during reaction)
reactions are usually discussed in chemical reactions. The Marcus theory discusses
adiabatic reactions, and the Gerischer model applied for electrochemical reaction
can take into account nonadiabatic reactions.
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Reaction coordinate (an abstract one-dimensional coordinate to represent pro-
gress along a reaction pathway) has to be introduced for the discussion of the
chemical reaction rate as shown in Fig. 2. The chemical reaction process starts from
the configuration of reactants (A + B), passes through via activation state (X), and
reaches to the configuration of products (A′ + B′). The reaction coordinate typically
choses to follow the path along the gradient (path of shallowest ascent/deepest
descent) of potential energy from reactants to products. For this configuration,
energy needs to reach the activation state (X) from the configuration of reactants
(A + B), and it goes naturally from activation state to the configuration of reactants
(A′ + B′) with certain probability. For common chemical reaction, the energy from
A + B to X is given by thermal motion. The chemical reaction probability Pcr from
A + B to X is described with Boltzmann distribution because the fraction of A + B
with the activation energy ΔRG

0‡ out of entire ensemble of A + B follows
Boltzmann distribution;

Pcr ¼ exp
�DRG0z

RT

 !
; ð37Þ

where R is gas constant, and T is absolute temperature. Reaction speed (vct) from A
to B is described with the concentration of reactants A + B (cA+B) and Pcr;

vcr ¼ kcAþB; k ¼ k0Pcr ¼ k0 exp
�DRG0z

RT

 !
; ð38Þ

where k0 is a constant related to the probability of the process from X to the
configuration of products (A′ + B′).

For the Marcus theory, the reaction coordinate path is selected as a parabolic
shape of the Gibbs energy of activation. Since the reaction coordinate describes the
minimum energy path from the reactants to the products, the real path may not be
simplified as parabolic shape. The activation energy of the Marcus theory is

Activation state
X

A+B
Reactants

Free 
energy

-

+
Potential

-

+

Reaction coordinate

ΔRG0‡

ΔrG0

A’+B’
Products

Fig. 2 Schematic diagram for
reaction coordinate. The
direction of energy and
potential are opposite
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calculated when the parabolic potential curves of Gibbs energy shapes have the
same curvature for both reactants and products;

DRG
0z ¼ DrG0 þ kð Þ2

4k
ð39Þ

where λ is reorganization energy and λ = λR = λP in Fig. 3 for this case. This
reorganization energy is considered the energy required for the reorganization
process of the molecule after electron transfer is finished. The electron transfer
occurs very fast compared with the molecular reorganization, that is, the electron
transfer occurs without any nuclear motion in the molecule (Franck–Condon
principle). It should be noted that the energy of activation state calculated from the
Marcus theory is that for the adiabatic reaction (ΔRG

0‡) and not for the nonadiabatic
reaction (λ).

Quantum mechanical treatments considering the molecular wave function
overlap were also proposed in order to develop more detailed treatment of electron
transport for chemical reactions. Famous models include Dogonadze and Levich
treatment, which takes into account the Landu–Zener formula of transition theory,
and the theory proposed by Hopfield, which introduces the Fermi’s golden rule for
the transition. Detailed descriptions can be found in text books [2].

For electrochemical reaction, equilibrium condition for oxidant (Ox) and
reductant (Red) is described as;

Oxþ ne� $ Red: ð40Þ

This equilibrium condition can be established with a certain electrode potential of
electron. For this condition, the reaction speed of reduction and oxidation are the
same, i.e., the minimum points of reaction coordinates for both reactants and
products are the same. For the situation shown in Fig. 4, the activation energies
from Ox + ne− to Red and Red to Ox + ne− are the same as;

Reactants
A+B

Free
energy

Reaction
coordinate

ΔRG0‡

ΔrG0

Products
A’+B’

ρR
0 ρX ρP

0

ΔPG0‡

λR λP

Activation
State

X,X’

Fig. 3 Schematic diagram of
chemical reaction based on
Marcus Theory using reaction
coordinate
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DeqG0z ¼ DcG0z ¼ DaG0z; ð41Þ

where, ΔeqG
0‡, ΔcG

0‡, and ΔaG
0‡ are equilibrium, cathodic, and anodic activation

energy, respectively. As a result, the chemical reaction rate of Ox + ne− to Red (vc)
and Red to Ox + ne− (va) are the same. Thus;

vc ¼ kccOx ¼ va ¼ kacRed ; ð42Þ

where, kc and ka are cathodic (reduced) and anodic (oxidized) rate constant, COx

and cRed are the concentration of oxidant and reductant. Using Eq. (38);

keq ¼ kc ¼ ka ¼ k0 exp
�DeqG0z

RT

 !
ð43Þ

Oxidation and reduction current can be estimated from Eq. (43);

i0 ¼ nFkeqcOx exp
�DeqG0z

RT

 !
¼ nFkeqcRed exp

�DeqG0z
RT

 !
: ð44Þ

where, i0 is exchange current density.
The equilibrium condition of Eq. (40) can be changed by bias. When positive

bias (η) is applied to the equilibrium condition, the electron energy changes by
−nFη. The α of this change is applied to anodic reaction (oxidation) and 1 − α is
applied to cathodic reaction (reduction). This can be understood from Fig. 4. Thus,
the anodic current (ia) and cathodic current (ic) change with bias;

Reactants
Ox+ne-

Free
energy

Reaction
coordinate

ΔeqG0‡

-nFη

Products
Red

ρR
0 ρX ρP

0

Activation
State

−αnFη

ρX’

Fig. 4 Schematic diagram of
electrochemical equilibrium
and the changes with applied
bias η
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ic ¼ nFkeqcOx exp
�DeqG0z � 1� að ÞnFg

RT

 !
;

ia ¼ nFkeqcRed exp
�DeqG0z þ anFg

RT

 !
:

ð45Þ

This is called Butler–Volmar equation. The measured current (i) is the sum of
cathodic and anodic currents. Considering the current direction;

i ¼ ia � ic

¼ nFkeq exp
�DeqG0z

RT

 ! !
cOx exp

� 1� að ÞnFg
RT

� �
� cRed exp

anFg
RT

� �� �
:

ð46Þ

This can be observed by Tafel plot in experiments when the applied bias is large
enough. It can be described using the measured current (i);

g ¼ a� b log ij j, in the equation,

b ¼ RT
1� að ÞnF or b ¼ RT

anF
: ð47Þ

Under equilibrium condition of Eq. (46), this can be expressed as;

exp
nFg
RT

� �
¼ cOx

cRed
; ð48Þ

here, η = ϕ0 − ϕ0(Ox/Red), thus, Eq. (48) is;

/0 ¼ /0ðOx=RedÞþ RT
nF

ln
cOx
cRed

� �
: ð49Þ

This Eq. (49) is exactly the same as the Nernst equation of Eq. (36).
The Gerischer model uses a different approach from the Marcus theory. In this

model, the charge transfer is considered in terms of electric energies in solid and of
energy levels in solution. The energy level in solution is much more complex than
in solid state physics because of the effect of the polar solvent surrounding the ions.
As a result, the Gerischer model is only applicable for weak interactions between
the redox system and the electrode, that is, mainly for nonadiabatic conditions.

The energy diagram for reduced and oxidized species in polar solvent is shown
in Fig. 5. The energy levels involved in an electron transfer differ from the ther-
modynamic equilibrium value of EF,redox due to the interaction with the solvent.
(Electron energy is used for the Gerischer model instead of chemical potential
because the model is based on an electron transfer like in solid. Thus, this electron
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energy of EF,redox is the same as the equilibrium state of electrochemical potential
(~li). It should be noted here that the signs of electron energy and electrochemical
energy are opposite.) The electron energy of ERed

0 is required to transfer an electron
from the reduced state (Red) to the vacuum, and the energy is leading to the
formation of the oxidation state (Ox). This electron transfer is expected to be very
fast compared with the reorganization of the solvation shells and the solvent dipoles
(Franck—Condon principle). Thus, the reorganization of solvation shells and sol-
vent dipoles occur after the electron transfer step. The reorganization continues until
the oxidation spices reaches its equilibrium state with changing reorganization
energy λc. The opposite electron transfer process to capture an electron from vac-
uum level into the oxidation state (Ox) is similar. For this case, the electron transfer
energy and reorganization energy are expressed as EOx

0 and λa. The electron transfer
energy of ERed

0 and EOx
0 are similar to ionization energy (I0) and electronic affinity

(A0). In addition;

E0
Red � kc ¼ E0

Ox þ ka ¼ E0
F;redox: ð50Þ

Assuming harmonic oscillation for the fluctuation of the solvent molecules near
the equilibrium position of Red and Ox, the energy curves (ERed and EOx) have
parabolic shapes, that is;

ERedðqÞ ¼ cRed q� q0Red
� �2

;

EOxðqÞ ¼ cOx q� q0Ox
� �2

;
ð51Þ

where, γRed and γOx are force constants for Red and Ox, ρRed
0 and ρOx

0 are the
position at which energy takes the minimum for the Red and Ox, respectively. For
simplicity, the force constants and reorganization energy are assumed to be the

Ox+e-(vac)
Electron
energy

Reaction
coordinate

EF,redox
0 Red

λc

λa

EOx
0

ERed
0

ρRed
0ρOx

0

Fig. 5 Schematic diagram of the Gerischer model using reaction coordinate (left) and based on the
electron energy of vacuum (right)
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same (γRed = γOx = γ, λRed = λOx = λ). The distribution functions (WRed and WOx) of
solvation states are given by;

WRedðqÞ ¼ W0 exp
� ERedðqÞ � ERedðq0RedÞ
� �

kT

� �
;

WOxðqÞ ¼ W0 exp
� EOxðqÞ � EOxðq0OxÞ
� �

kT

� �
:

ð52Þ

Equation (52) can be converted into forms with electronic energy dependence alone
using Eq. (51), here the integration over an entire energy is unity by normalizing
pre-exponential factor;

WRedðEÞ ¼ 4kTkð Þ�1=2exp
� E � E0

F;redox � k
� �2

4kTk

0
B@

1
CA;

WOxðEÞ ¼ 4kTkð Þ�1=2exp
� E � E0

F;redox þ k
� �2

4kTk

0
B@

1
CA:

ð53Þ

Electron
energy

cRed = cOx

λ

λ

Density 
of states

cRed >> cOx

EF,redox
0

λEF,redox

λ

Electron
energy

Density 
of states

DOx (empty)

DRed (occupied)

DOx

DRed

Fig. 6 Schematic electron energies of a redox system versus density of states by Gerischer model

Thermodynamics for Electrochemistry and Photoelectrochemistry 21



The densities of electronic states are proportional to the concentration of the
reduced (cRed) and oxidized species (cOx), thus the total distribution (DRed(E) and
DOx(E)) is;

DRed ¼ cRedWRedðEÞ;DOx ¼ cOxWOxðEÞ: ð54Þ

The corresponding energy diagram is shown in Fig. 6.

4 Equilibrium and Non-equilibrium in Electrochemical
Reactions

Electrochemistry is one of the chemistry branches that studies chemical reactions
which take place at the interface of an electron conductor and an ionic conductor.
The electron conductor is an electrode and is usually made of a metal or a semi-
conductor. The ionic conductor is an electrolyte and is usually made of an ionic
solution or an ionic liquid. The reaction involves electron transfer between the
electrode and the electrolyte. Electrochemical reaction is both a chemical reaction
driven by an external voltage as in electrolysis and a voltage created by a chemical
reaction as in battery. A chemical reaction where electrons are transferred between
molecules are called oxidation/reduction (redox) reaction. In general, the situations
of electrochemistry are that the oxidation and reduction reactions are separated in
space or time with connections of external electric circuit. The oxidation and
reduction reactions are paired and cannot be isolated under real situation.

Equilibrium between an electrode and an electrolyte is important to understand
the electrochemical reaction. The equilibrium condition for chemical reactions is
usually discussed using chemical potential but the definition of equilibrium is
different in electron conductor. In order to connect the equilibrium condition
between chemical reaction and electron conductor, the discussion is started from the
concept of the Fermi level. The Fermi level is the hypothetic potential energy for an
electron inside an electron conductor.

In solid state physics, work function is the minimum thermodynamic work
needed to remove an electron from a solid surface to a point in the vacuum
immediately outside the solid surface as shown in Fig. 7. That is, “work” is an
energy. Here “immediately” means that the final electron position is far from the
surface on the atomic scale, but still so close to the solid that the energy of an
electron is influenced by ambient electric fields in the vacuum. The work function is
not a characteristic of a bulk material, but rather a property of the surface of the
material (depending on crystal facet and contamination). When the total energy of
the solid with N + 1 electrons is defined as Etot(N + 1), the energy of the solid with
one electron removed can be described as Etot(N) + Evac, where Evac is the energy of
the removed electron. The work function WF is;
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WF ¼ EtotðNÞþEvacð Þ � EtotðN þ 1Þ ¼ � @EtotðNÞ
@N

þEvac: ð55Þ

The total energy of the solid (Etot(N)) can be treated as the Gibbs energy in the
discussion of chemical reaction. Thus, in the case of N ≫ 1, from the definition of
chemical potential (Eq. (16));

@EtotðNÞ
@N

¼ l: ð56Þ

The electron energy which is defined as the work function can be treated as the
Fermi energy (EF), which is the free energy of a single electron in solid under
equilibrium. The energy defined as the work function at the temperature of 0 K is;

WF ¼ �lat 0K ¼ �EF at 0K: ð57Þ

The chemical potential is almost the same as the Fermi energy even around room
temperature.

For the strict definition for the finite temperature is little different. For a system
of identical fermions (like electrons), the average number of fermions in a
single-particle state i (ni), is given by the Fermi–Dirac (F–D) distribution as shown
in Fig. 7,

T = 0 [K] T = not-zero [K]

a state with 50% chance of being 
occupied by an electron

EF

Evac

WF

μ

Electrons

Electron
energy

Fig. 7 Relationship among vacuum level (Evac), the Fermi level (EF), chemical potential (μ), and
work function (WF)
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ni ¼ 1

1þ exp ei�l
kBT

� � ð58Þ

where kB is the Boltzmann’s constant, T is the absolute temperature, εi is the energy
of the single-particle at state i, and μ is the chemical potential [3]. For the case of
electrons in an electron conductor, μ, which is the point of symmetry, is typically
called the Fermi level (EF) or total electrochemical potential (~l). That is, the
average number of fermions (ni) is 0.5 when the εi = EF = ~l.

As we discussed, the standard point of electrode potential is standard hydrogen
electrode (SHE), which is the equilibrium between proton (H+) and hydrogen
molecule (H2) as shown in Eqs. (23)–(26). The electrochemical potential is mea-
sured using the unit of “V” with the applied bias. For work function, the standard
point is the vacuum level (Evac) and it is measured by the unit of “eV” due to the
definition for one electron energy. The positive/negative directions of electrode
potential and work function are opposite due to the definition. Although the vacuum
level is of no practical reference, the question arises where the SHE can be
quantitatively related to the vacuum level. Although many reports exist for the
value, the value of ESHE = −4.5 eV for the SHE is used mostly [4].

Work function (WF) depends on the configurations of atoms at the surface of the
material. For example, the work function for polycrystalline silver is 4.26 eV, but it
varies for different crystal faces as (100) surface: 4.64 eV, (110) surface: 4.52 eV,
(111) surface: 4.74 eV for silver crystals [5]. Examples of work function is shown
in Fig. 8. Standard hydrogen electrode is also shown in Fig. 8.
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Fig. 8 Examples of work functions. Work function has positive value for the definition but the
energy shown here is the value versus the electron energy of vacuum level as zero in order to
compare the standard hydrogen electrode. The position for standard hydrogen electrode (SHE) is
also shown
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The work function (WF) with existing electrostatic potential can be defined as;

WF ¼ �e/� EF ; ð59Þ

where, e is elementary charge, ϕ is the electrostatic potential in the vacuum nearby
the surface, and EF is the Fermi level (electrochemical potential of electrons) inside
the material. The term −eϕ is the energy of an electron in the vacuum nearby the
surface which is almost the same as the electrostatic potential of inside the material.
The work function is thus defined as the thermodynamic work required to remove
an electron from the material to a state in the vacuum nearby the surface.

The chemical potentials or the Fermi levels are the same when the materials are
in equilibrium. This means that the electrostatic potential in the vacuum near the
surface changes at the interface when two different material are contacted. Thus,
charge accumulation occurs at the interface. This charge accumulation forms to
prevent charged carrier flow of the electron energies before contact, that is, elec-
trons flow from high to low energy states of electron, for example. This is because a
small amount of charged particles (electrons) move from its relatively high energy
metal to relatively low energy metal. The thickness of the spatial distribution of the
charges (space charge region) are defined by the Poisson equation. Two different
kinds of metal contacts for example are shown in Fig. 9. The space charge region
for metals are negligible because a huge number of charged particle exist in metals.
This means the electrostatic potential at the interface changes abruptly.

In case of the equilibrium contact between a metal and an electrolyte, the situ-
ation of the space charge region is different form that for the two-metal contacts as
shown in Fig. 10. The depletion layer thickness (the thickness of the space charge
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Fig. 9 Schematic diagram of contact between two different metals (A and B) contact. The Fermi
levels (electrochemical potentials) become to be the same and the electrostatic potentials in the
vacuum nearby the surfaces change to be different after the contact
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region) for the electrolyte can be observed due to the density of charged particles in
an electrolyte is much smaller than that in a metal. The charged particle concen-
tration in an electrolyte is about 1020 cm−3 for 1 mol/L solvent ionic solution
whereas that for the metal is over 1022 cm−3. The Mott–Schottky plot (1/C2 vs. bias
where; C is the capacitance of the interface) is useful technique to know the
characteristics of the depletion layer in the electrolyte.

The surface potential of a metal is generally pinned due to absorbed molecules of
an electrolyte on the surface of the metal for the case of metal–electrolyte contact.
(This means that the surface potential does not move as long as the surface ion
condition does not change because the surface potential is defined by the coulomb
interaction of the absorbed ions and the charges in the metal.) The effect is negli-
gible, however, due to the huge number of charged particles in the metal as dis-
cussed. This means that the thickness of the depletion layer of metal is negligible
thin, thus the potential of the metal is the same from the inside to very close to the
surface, that is, the Fermi level. The surface orientation of a metal affects the ion
absorption due to its surface structure change, however, the surface potential
change of the metal is also negligible in the same way.

The chemical potential of an electrolyte was defined by the electrolyte compo-
sition, whereas the Fermi level of a metal can proceed when an appropriate bias is
applied to the metal. Thus, electrochemical reaction can be occurred with the bias.
Since the space charge region of a metal is too thin and can be neglected, it looks
like surface potential change when bias is applied to a metal. When the anodic
potential is more positive than the oxidized reaction in an electrolyte and the
cathodic potential is more negative than the reduced reaction in an electrolyte,
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Fig. 10 Schematic diagram for metal and electrolyte (A and el) contact. The space charge region
for the electrolyte is much larger than that for the metal due to the difference of the number of
charged particles
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electrochemical reaction start as shown in Fig. 11. During the reaction, ion moves
in the electrolyte and keeps the charge balance. This is electrochemical reaction
(electrolysis) driven by an external bias. The characteristic of the electrochemical
reaction is the high chemical reaction driving energy. The potential at 298 K for
standard condition for chemical reaction is about 26 meV. A few volts for elec-
trochemical reaction is commonly used for an electrochemical reaction. When
spontaneous electrochemical reactions occur due to the difference of the redox
potential, voltage is applied to the electrode, which is called battery.

5 Electrochemical and Photoelectrochemical Reactions

For energy conversion processes, not only electrochemical reaction but also pho-
toelectrochemical reaction is important [6]. Photoelectrochemical reaction is basi-
cally the same as the electrochemical reaction but it is much more complicated due
to the usage of semiconductor electrode which has a band gap between the valence
band and conduction band [6]. The difference among metal, semiconductor, and
insulator based on the electron energy is shown in Fig. 12. The conductivity of the
metal comes from the overlap of conduction band and valence band. Semiconductor
and insulator have gaps between the conduction band and valence band, thus, the
conductivity is much lower than that of metal. The difference of the semiconductor
and insulator is just the band gap size, that is, a large band gap material is generally
called as a insulator.

The most important elements for semiconductors are silicon (Si) and germanium
(Ge). The Si and Ge have four valence electrons in their outermost shell (s2p2 electron
configuration) which gives them the ability to generate sp3 orbital hybridisation. The

Fig. 11 Schematic diagram for electrochemical reaction. Water splitting is as an example for the
reaction. The depletion layer is not shown in this graph
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sp3 hybridisation has the lowest energy in spx hybridisation and the four bonds are
equivalent. This allows the formation of diamond-like crystal structure with pure
covalent bonds. This also results in the gaining or loss of electrons of the constituent
atoms equally at the same time. Binary compounds, particularly between elements in
Groups III and V such as gallium arsenide (GaAs), groups II and VI such as zinc
serenade (ZnSe), and between different group IV elements such as silicon carbide
(SiC) can be form covalent crystals in the same manner. Some oxide, organics, and
amorphous materials also have semiconductor-like properties.

A pure semiconductor is a poor electrical conductor due to the right number of
electrons filling in the valence band. Through doping technique (adding a small
amount of impurity), a semiconductor can be modified to have excess electrons
(becoming an n-type semiconductor) or a deficiency of electrons (becoming a
p-type semiconductor). This is equivalent to adding an excess of electrons to the
covalent bond in a crystal or to make a deficiency of electrons in the covalent bonds
in the crystal as shown in Fig. 13. Doping an element with excess electron(s)
(donor) makes n-type semiconductor and doping an element with deficient electron
(s) (acceptor) makes p-type semiconductor. Group-V elements are donors and
group-III elements are acceptors for the semiconductor consisting of group-VI
elements for example. In both cases, the semiconductor becomes much more
conductive. Electrons in conduction band are an origin of conductivity for n-type
semiconductors and holes (deficient of electrons) has an origin of conductivity for
p-type semiconductors. The polarity of n- and p-type and doping control of
semiconductor electrode affect photoelectrochemical properties.
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Fig. 12 Schematic electron energy diagram for metal, semiconductor, and insulator. The EF

shows the Fermi level, and that for semiconductor is an intrinsic case
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For metal, the Fermi level is located inside the conduction band, indicating that
the band is partially filled. This means the Fermi level of metal can be controlled by
external bias. For an insulator and a semiconductor, the Fermi level is located in the
band gap, indicating that an empty conduction band is located at far above the
Fermi energy as shown in Fig. 12. The definition of work function of semicon-
ductor is the same as the other materials but the position is in the band gap, where
electron cannot be allowed to exist. Therefore, the treatment of semiconductor
electrode for electrochemical reaction is inevitably different from a metal electrode.

The electron affinity of a semiconductor (Eea) is defined as the energy obtained
by moving an electron from the vacuum just outside the semiconductor (Evac) to the
bottom of the conduction band (Ec) just inside the semiconductor. Here “just
outside” means that the initial electron position is far from the surface on the atomic
scale, but still close to the solid to be influenced by the ambient electric field in the
vacuum, which is similar to the “immediately” for the work function. (It has to be
noted that the definition of “electron affinity” for molecule or atom is different.) The
electron affinity can be contrasted with the work function (WF). The work function
is the thermodynamic work that can be obtained by reversibly, isothermally moving
an electron from the material surface to the vacuum immediately outside the solid
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Fig. 13 Schematic diagram for intrinsic, n-type, and p-type semiconductors. The Ec, EF, Ev show
the bottom of conduction band, the Fermi level, and the top of valence band, respectively. The
crystal structure model is also shown with a doped impurity to make n- and p-type are also shown
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surface. The location is the Fermi level as discussed, not the conduction band edge.
While the work function of a semiconductor can be changed by doping, the electron
affinity ideally does not change with doping. Thus, it is almost an intrinsic value for
a material. However, the electron affinity depend on the surface condition (e.g.,
crystal surface and surface chemical bonds).

For a semiconductor, the ideal energy for an electron from the surface to the
vacuum immediately outside the semiconductor surface is “electron affinity (Eea)
plus band gap of semiconductor (Eg).” This is the case for intrinsic semiconductor.
(It is much more complicated in reality because of the existence of the doping atoms
for example.) The relationship is shown in Fig. 14.

The situation of the equilibrium at the contact between a semiconductor and an
electrolyte is different from the contact between a metal and an electrolyte. It is the
same that the chemical potentials or the Fermi levels are the same when the
materials are in equilibrium. It is also the same that the charge accumulation forms
to prevent charged carrier flow. The charged carrier in semiconductor is electron for
n-type and hole for p-type, and is excited from neutral electron or hole trap (neutral
donor or acceptor) thermally. The charged carrier can move in semiconductor,
however, the donor or acceptor cannot move. Thus, the charge to form depletion
layer is decided to be positive-charged donor for n-type and negative-charged
acceptor for p-type semiconductors. As a result, the polarity of depletion layer is
defined by this charged donor or acceptor. This situation is completely different
from the metal case. In addition, the depletion layer thickness inside the semi-
conductor is significant because the number of charged particles in a semiconductor
is much smaller than that in an electrolyte. The charged particle concentration in an
electrolyte is about 1020 cm−3 for 1 mol/L ionic solution whereas that for the
semiconductor is typically at the level of 1017 cm−3 depending on doping con-
centration. It has to be noted that for the contact between a metal and an electrolyte,

Evac= 0 
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WF

Ec

EF

Ev

electron

EEA

Eg

Fig. 14 Relationship among vacuum level (Evac), the Fermi level (EF), work function (WF),
electron affinity (Eea), the bottom of the conduction band (Ec), the top of the valence band (Ev), and
the band gap of semiconductor (Eg)
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the depletion layer can be observed only in the electrolyte region. It is caused by the
difference of the density of charged particles.

The position of the band edge energies of a semiconductor at the
semiconductor/electrolyte interface is generally pinned due to absorbed molecules
of an electrolyte on the surface of the semiconductor. This affects much of the
depletion layer of the semiconductor because the density of charged particle is not
high, whereas the pinned surface energy for a metal does not affect so much owning
to a very thin depletion layer. The Mott-Schottky plot (1/C2 vs. bias where C is the
capacitance of the interface) is useful technique to know the characteristics of the
depletion layer in the semiconductor [7]. This measurement indicates that not only
the depleted donor/acceptor concentration but also the flatband potential, which is
associated with the band bending in the depletion region inside the semiconductor.

The equilibrium contact condition of a semiconductor and an electrolyte is
shown in Fig. 15. This graph displays the case for n-type semiconductor. The
depletion layer curve is opposite where p-type semiconductor is used. It should be
noted here that the carrier for n-type semiconductor is electrons in conduction band
(not the electrons in valence band) and that for p-type semiconductor is holes in
valence band (not the holes in conduction band). The current–bias characteristic for
semiconductor–electrolyte electrode interface shows diode-like characteristics due
to this carrier distribution.

An interesting property of the electrochemical reaction using semiconductor
electrode is photoelectrochemical reaction without bias. The photoelectrochemical
reaction occurs under illuminated light, where the energy is larger than the band gap
energy of semiconductor, even without external bias as shown in Fig. 16.
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Fig. 15 Schematic diagram for n-type semiconductor and electrolyte (s and el) contact. The space
charge region for the semiconductor is much larger than that for the electrolyte due to the
difference of the number of charged particles
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The keypoint of this reaction is the generated minority carrier by light absorption,
that is, holes for n-type semiconductor and electrons for p-type semiconductor,
respectively. The minority carrier in semiconductors can move to the interface
between a semiconductor and electrolyte due to the electric field in the depletion
layer, which is formed by the semiconductor–electrolyte contact. The minority
carrier promotes photoelectrochemical reaction at the surface of the semiconductor,
that the reaction is oxidation for n-type semiconductor and reduction for p-type

Fig. 16 Schematic diagram for photoelectrochemical reaction using n-type semiconductor
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Fig. 17 Schematic diagram for photoelectrochemical reaction for n-type and p-type semicon-
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semiconductor, respectively. The differences in the photoelectrochemical reaction
between the n-type and p-type semiconductors are shown in Fig. 17. This reaction
without bias is the basic reaction for the energy conversion by photoelectrochemical
reaction.
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The current–bias characteristics is opposite between an n-type semiconductor
and a p-type semiconductor as shown in Fig. 18. Current is not observed at the
reverse bias region without light illumination. Photocurrent is observed in this
reverse bias region when the light, where the energy exceeds the band gap energy,
is illuminated. Band diagrams corresponding to the applied bias are also illustrated
in Fig. 18. The band bending inside the semiconductor can be changed by the
applied bias but the energies of conduction/valence band edges at the surface of the
semiconductor cannot be changed generally because the existence of the absorbed
molecule at the semiconductor surface is not changed by the applied bias. As a
result, band bending in the depletion layer is changed by the applied bias. This is
the cause of the dependence of current density on the applied bias. The flatband
condition, where the band edges are flat, corresponds to the bias at which current
density is zero.
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Fundamentals of Semiconductors
for Energy Harvesting

Masakazu Sugiyama

Abstract The most important feature of a semiconductor for the purpose of energy
harvesting, such as photovoltaic cells and photocatalysts, is that the number den-
sities of electrons and holes in a semiconductor is much smaller than in a metal and
those densities can be easily altered by external excitation such as light irradiation.
From a thermodynamic viewpoint, even though the internal energies of electrons
and holes are fixed at the band-edge energies of the conduction and the valance
bands, respectively, their free energies, which is equivalent to quasi Fermi levels,
can be altered significantly by the logarithm of electron/hole density. The larger
density of electrons (holes) reduces their entropy and their free energy gets closer to
the internal energy, i.e., the conduction (valence) band edge energy. The free
energy difference between electrons and holes in a semiconductor is the potential to
exert work externally, and it corresponds to the terminal voltage for a photovoltaic
cell. Such accumulation of electrons and holes upon the absorption of photons is the
common working principle for photovoltaic cells and photocatalysts. The following
properties are therefore important for a semiconductor to serve as a good material
for photovoltaic cells and photocatalysts:

(1) strong light absorption per volume;
(2) slow recombination between electrons and holes, which necessitates as small

density of crystal defects as possible not only inside the semiconductor but
also at the surface;

(3) efficient transport of electrons and holes to different regions that accepts
electrons or holes selectively.
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1 Electrons and Holes in a Semiconductor

A characteristic of a semiconductor is the existence of bands as a result of
hybridization among the orbitals with valence (highest energy) electrons as shown
in Fig. 1. It should be emphasized that a band is the collection of quantum states,
the wave function of which spreads over an entire crystal. Fermi-Dirac distribution
of electrons in the bands, which is a thermodynamic principle as will be described
in Sect. 8, makes one of the bands in a semiconductor, which is called as the
valence band, almost fully occupied by electrons and another band just above the
valence band is made almost empty and it is called as the conduction band. At a
temperature higher than zero kelvin, for the sake of minimizing the total free energy
of the system, some electrons occupy the states in the conduction band and cor-
respondingly some vacant states exist in the valence band. An electron surrounded
by unoccupied states in the conduction band move among neighboring quantum
states upon external force, which is the quantum-mechanical view of electrons’
motion in a semiconductor. Similarly, a vacancy in the valence band, which is
surrounded by the states occupied by electrons, switch from a state to a neighboring
one upon external force; this is the quantum-mechanical view of holes’ motion. For
electrons and holes to achieve equilibrium in a certain spatial range of a semi-
conductor, they have to migrate in the range. For the thermodynamics of electrons
and holes in a semiconductor, therefore, our interest is focused on the electrons and
holes that can move spatially. Those mobile electrons and holes are often referred to
as carriers since they carry charges. This is why we focus on a smaller number of
electrons in the conduction band and neglect abundant electrons in the lower-energy
bands including the valence band. In the same manner, we focus on a small number
of holes in the valance band and neglect all the vacant quantum states that exist in
the conduction band and the bands with higher energies.

A characteristic of semiconductors is that the concentrations of electrons and
holes can be altered by doping. In this chapter, we refer to concentration as the

Fig. 1 A schematic energy diagram of atomic quantum states and bands in a silicon crystal. One
s- and three p- orbitals form four degenerated sp3 hybrid orbitals. The orbitals with the highest
energy (sp3) interfere with each other due to the spatial overlap of orbitals and a set of stabilized
states (the valance band) and un-stabilized states (the conduction band) are formed
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number density in a unit volume. Fermi-Dirac distribution of electrons imposes a
law of mass action in which the product between electron concentration n and hole
concentration p is determined by several material parameters as well as
temperature,

np ¼ NcNv exp � Eg

kT

� �
; ð1Þ

where Nc (Nv) are the effective density of states in the conduction (valance) band,
Eg is the bandgap, k is the Boltzmann constant and T is absolute temperature.
Approximately, the effective density of states for electrons (holes) in the conduction
(valence) band is the maximum number of quantum states that electrons (holes) can
occupy. It is, as well as the bandgap, a parameter unique to a semiconductor
material. For example, the values for GaAs at 300 K is as follows: Nc = 4.7 × 1017

cm−3, Nv = 9.0 × 1018 cm−3 and Eg = 1.42 eV, resulting in the concentrations of
electrons n and holes p if no impurity exist, n = p=4.7 × 106 cm−3. The value is
called intrinsic carrier concentration ni where “intrinsic” means a pure semicon-
ductor without any impurity.

The relationship in Eq. (1) also holds true when dopant atoms exist in a semi-
conductor. Adding atoms with extra valance electrons to a semiconductor (n-type
doping) increases the concentration of electrons according to the concentration of
dopant atoms, and the concentration of holes decreases to keep the relationship in
Eq. (1) as depicted in Fig. 2. Similarly, the dopant atoms with insufficient valance
electrons increases the concentration of holes (p-type doping) and the concentration

Fig. 2 Concentrations of electrons and holes in a semiconductor with different doping conditions.
The relevant energies are also shown; Ec the conduction-band edge, Ev the valence-band edge, EF

the Fermi level (for both electrons and holes), �Un the averaged internal energy of elctrons, �Up: the
averaged internal energy of holes. Sn denotes entropy for electrons and Sp is entropy for holes
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of electrons decreases accordingly. Such an interaction between the concentrations
means equilibrium between electrons and holes. The situation is analogous to H+

and OH− ions in an electrolyte.

2 Free Energy of Electrons in a Semiconductor:
An Intuitive Picture

A variety of semiconductor heterostructures can be fabricated by combining
semiconductors with different bandgaps and doping concentrations. A typical
example of a silicon pn junction is shown in Fig. 3. It should be emphasized that a
n-type-doped semiconductor contains the same density of free electrons and posi-
tive ions of dopant atoms, resulting in the neutral charge density. The ions are
bound to the lattice of silicon atoms. Similarly, a p-type semiconductor contains
both free holes and negative ions of dopant atoms. At the pn junction, electrons
and holes migrate and combine with each other, and they disappear. As a result,
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Fig. 3 The band lineup of a silicon pn junction. The bottom cartoon depicts the distribution of
dopant ions (B− and As+) as well as electrons and holes. At the junction, depletion region is
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38 M. Sugiyama



the negative ions in the p-region and the positive ions in the n-region, which are
immobile because they compose chemical bonds with the host silicon atoms, forms
charge distribution and an electric field emerges. Since the energy of an electron,
which is the vertical axis of the band diagram, is affected not only by the existence
of neighboring atomic cores but also by such an electric field spreading over a large
number of atomic cores, the energies of all the electron states (and the vacuum state
as the origin of electrons’ energy states) changes as a function of the position in the
pn junction. This is a well-known band bending that emerges when different kinds
of semiconductors (and metals) are put together. The band bending prevents
electrons and holes from both migrating to the junction front and disappearing by
recombination. As a result of these two competing processes at the junction front,
the recombination of electrons and holes and the emergence of the electric field that
prevents the additional supply of electrons and holes, establish equilibrium for the
concentrations of electrons and holes.

Such equilibrium can be described in terms of thermodynamics. The criteria of
thermodynamic equilibrium is the balance of free energy. It is therefore vital to
obtain the free energies for electrons and holes. In general, free energy F for an
ensemble of particles is described as

F ¼ E � TS; ð2Þ

where E is internal energy, T is temperature and S is entropy. Conventional dis-
cussion on the behavior of electrons and holes employs energy per a particle, not for
a mole of particles as is often employed in chemistry, and here we also discuss all
the energies per a particle. Let us neglect the term associated with a work by
volume expansion and use Helmholtz free energy (this is not exactly correct as we
can see in the following section).

According to the Fermi-Dirac distribution of electrons, a majority of electrons
and holes exist at the states with the energy close to the band edges. More precisely,
the averaged energy of electrons in the conduction band is

Eavr electronsð Þ ¼ Ec þ 3
2
kT : ð3Þ

The detailed derivation is found in Sect. 9. The term (3/2)kT can be regarded as
the averaged kinetic energy of a particle moving in 3-dimensional space and this
term is negligibly small compared with Ec since kT is approximately 1/40 eV at
room temperature while Ec takes an order of eV. In this section, we will neglect the
term (3/2)kT.

The entropy for an electron approximately takes the form

S ¼ �kln
n
Nc

� �
: ð4Þ
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This can be derived based on the definition of entropy in statistical
mechanics:

S ¼ 1
n

� �
k lnW ; ð5Þ

where W is the number of possible arrangements for n electrons to occupy their
places out of Nc sites, with n and Nc as numbers in a unit volume. The denominator
n is for the purpose of obtaining entropy per a single electron.

To obtain Eq. (4) from Eq. (5), a well-known mathematical relationship is used

W ¼ Nc!

Nc � nð Þ!n! ; ð6Þ

with Stirling’s approximation:

ln x! � x ln xð Þ � x: ð7Þ

In most cases, n is much smaller than Nc and an approximation Nc � n � Nc

is used.
The discussion above leads to the expression for the free energy of an electron:

EFn ¼ Ec þ kTln
n
Nc

� �
; ð8Þ

where the subscript n of EFn denotes electrons. Equation (8) actually is well known
in solid state physics as Fermi level for electrons. This is not at all a coincidence but
has a profound meaning; Fermi level is equivalent to free energy if we apply
thermodynamics to the electrons in a semiconductor!

It is important to exaggerate the difference between internal energy and free
energy. For an electron in a semiconductor, its internal energy is fixed at the edge of
the conduction band Ec (if we neglect the contribution of kinetic energy (3/2)kT).
On the other hand, the free energy of an electron can be altered by electron con-
centration n by adding dopant atoms for example. The larger electron concentration
is, the closer its free energy approached to its internal energy by the reduction of
entropy term TS. In other words, increasing electron concentration boosts the free
energy through the reduction in entropy.

3 The Energy of Holes

It is important to recognize that the energy of a hole takes the opposite sign with
respect to the energy of an electron that has been removed to make the hole. Let us
consider two states with and without a hole as in Fig. 4. The energy of a hole is
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obtained by taking the difference in the total energy between the state 2 with a hole
and the state 1 without a hole.

Eh ¼
X
state 2

E �
X
state 1

E: ð9Þ

The only difference between the two states is the absence of an electron in the state
2 and the total energy of the state 2 can be equalized to that of the state 1 by adding
the energy of a missing electron Ee.X

state 1

E ¼
X
state 2

EþEe: ð10Þ

From Eqs. (9) and (10), it is clear that the sign of energy is opposite between an
electron and a hole:

Eh ¼ �Ee: ð11Þ

This complexity stems from the concept of holes: a hole is not a real particle but a
virtual one describing the vacancy of an electron. As a result, both the internal
energy and the free energy of a hole should be accompanied by a negative sign, or
these energies increases downwards in an energy diagram, when the energy of a
hole is discussed simultaneously with that of an electron.

We can now discuss on the free energy of a hole in analogy to the one for an
electron. The internal energy of a hole is approximately the energy of the valance
band edge Ev. The entropy of a hole can be described using the hole concentration
p and the effective density of states Nv in the valence band, which can be regarded
as the maximum number of the states that holes can occupy:

k

E

One electron vacancy 
in the valence band

(one hole)

k

EState 1 State 2

ke

Ee

Fig. 4 Two states with and
without a hole. In the state 2,
an electron has been removed,
leading to the appearance of a
hole in the valance band
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S ¼ �kln
p
Nv

� �
: ð12Þ

Then the free energy of a hole can be obtained as

�EFp ¼ �Ev þ kTln
p
Nv

� �
; ð13Þ

where the subscript p of EFp denotes holes. Both the free energy EFp and the internal
energy Ev are accompanied by a negative sign because they are the energies for a
hole. The entropy term, however, has the same sign as the formula for an electron
(Eq. (8)) because the derivation of entropy depends solely on the combination of
particles occupying the states, regardless of whether the particle is real or virtual.

Equation (13) can be converted to a famous form:

EFp ¼ Ev � kTln
p
Nv

� �
; ð14Þ

which is identical to the expression of the Fermi level for holes. Fermi level is
identical to free energy not only for electrons but also for holes. Interestingly,
Eq. (14) can be derived from the formula of electron free energy (Eq. (8)) using the
low of mass action (Eq. (1)) and the relationship

Eg ¼ Ec � Ev: ð15Þ

This fact indicates that electron free energy and hole free energy take the same
value, i.e., both particles are in equilibrium, when the law of mass action holds true.

4 Equilibrium of Electrons and Holes in a pn Junction

In a semiconductor under equilibrium, i.e., without an external work, electrons and
holes take the same free energy and it changes according to doping as depicted in
Fig. 2. When a junction of p- and n-type semiconductors is in equilibrium, ther-
modynamics imposes the equal free energy (or Fermi level) for the entire region of
the structure. At the same time, apart from the junction front, i.e., outside the
depletion region, the concentrations of electrons and holes never changes from the
original value before forming the junction, and the free energy (or Fermi level) stays
at the same position with respect to the band edges. These two requirements result in
the band bending in the depletion region and the size of the band-edge offset is equal
to the difference in the free energies in p- and n- regions. The exact shape of the band
bending is determined by electrostatics: the distribution of charge density in the
vicinity of the junction front, which emerges as a result of the depletion of electrons
and holes, results in the band bending according to Poisson’s equation.
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As depicted in Fig. 3, most of electrons exist in the n-region because of the slope
of the band-edge energy Ec accelerates the electrons whose energy is close to Ec to
the direction of the n-region. However, some of the electrons in the n-region have
sufficient kinetic energy to climb up the slope of Ec and migrate to the p-region.
From the n-region to the p-region, electron concentration n decreases exponentially
as the band-edge energy Ec increases, following

n ¼ Nc exp �Ec � EF

kT

� �
; ð16Þ

which is the relationship transformed from Eq. (8), with the constant free energy
EFn. Hole concentration similarly follows the relationship upon a change in Ev,

p ¼ Nv exp �EF � Ev

kT

� �
; ð17Þ

which is converted from Eq. (14).

5 Free Energies of Electrons and Holes in a Metal
and a Schottky Junction

For metals, electrons occupy the quantum states to the middle of a band and there is
no bandgap on the top of the states occupied by electrons. In this situation,
according to Fermi-Dirac distribution, the concentrations of electrons and holes are
so large that the entropy of electrons and holes is almost zero. Accordingly, the free
energy of electrons corresponds to the energy top of the quantum states that
electrons occupy at 0 K. (At a temperature higher than 0 K, some electrons are
excited to higher-energy states than the energy top at 0 K). Above the electron free
energy, a lot of unoccupied quantum state exist and they can exchange electrons
with occupied states upon external force, leading to free motion of holes as well as
electrons. Therefore, we can assume that a collection of holes exist at the energy
states neighboring to electrons and the free energy of holes takes the same value as
that of electrons in a metal. Note that the entropy of electrons and holes in a metal is
almost zero and the free energy is independent of the concentration of electrons and
holes, resulting in a constant value of the free energies for electrons and holes
across the spatial axis.

We can now discuss the equilibrium for a junction between a metal and a semi-
conductor: a Schottky junction. Similarly to the case of a semiconductor pn junction,
free energy is equalized for the entire structure and the position of the free energy
with respect to the band edges is preserved for a semiconductor region apart from the
junction (i.e., outside the depletion region). As depicted in Fig. 5, the free energy
takes the same value across the entire structure. The band bending in a semiconductor
emerges in order to equalize the free energies in a metal and that in a semiconductor,
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which had been different before forming the junction. The band bending is formed as
a result of electron depletion in a part of semiconductor close to the junction, i.e., a
depletion region. The electrons which initially existed there accumulates in the metal
region close to the junction front. Nevertheless, the locally large concentration of
electrons in the metal never affects the free energy in that region.

In reality, it often the case that a set of quantum states exist at the surface of a
semiconductor because of the breakage of periodicity in atomic arrangement at the
surface. These states often exist in the middle of the bandgap, which we call surface
states or interfacial states. If electrons occupy these states, the free energy of
electrons at the surface of a semiconductor is clamped to the energy of surface states
because the density of such surface states is so small that the occupancy of states by
electrons is large, making entropy almost zero. As a result, the electron free energy
in a semiconductor aligns to the energy of surface states, which also determines the
extent of band bending in the depletion region, as depicted in Fig. 6. Such a

Fig. 5 The band lineup for a Schottky junction between a metal and an n-type semiconductor. The
distribution of electrons, holes and ionized impurities is also shown at the bottom schematic

Fig. 6 The band lineup for a Schottky junction with trap states at the surface of a semiconductor
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phenomena is often called as Fermi level pinning. When a semiconductor with such
as surface state forms a junction with a metal, the band bending in a semiconductor
is already determined by the energy of surface states and the misalignment of the
electron free energy between the metal and the semiconductor is compensated by
the appearance of the electric double layer at the metal/semiconductor interface.
This is a very thin layer, less than a couple of nanometers, in which the opposite
charges (electrons and holes) face each other between the metal and the semicon-
ductor sandwiching the metal/semiconductor interface. The reason why we deal
with such a complicated band alignment here is that the situation is quite similar to
the interface between an electrolyte and a semiconductor which inevitably appears
in photocatalysis and photoelectrochemistry using semiconductors.

6 Non-equilibrium in a Semiconductor

So far, we have discussed situations without external work applied to a semicon-
ductor and the law of mass action has been always applicable. Here we will discuss
situations in which some external work increases the concentrations of electrons
and holes in a semiconductors from their equilibrium values.

The most readily-understandable situation may be the generation of
electron-hole pairs in a semiconductor upon the absorption of photons. A photon
absorbed in a semiconductor creates a pair of an electron and a hole by exciting an
electron from a state in the valance band to another one in the conduction band.
Such extra electrons and holes recombine and disappear as a successive event. The
balance of the rates between generation and recombination determines the con-
centrations of electrons and holes upon light absorption by a semiconductor. Such
concentrations of both electrons and holes are clearly larger than the values
determined by the law of mass action (Eq. (1)). The electrons and holes in such a
situation are no more in equilibrium. The increase in the concentration makes
entropy smaller for both electrons and holes and the values defined by Eqs. (8) and
(14) now take different values between electrons and holes. We call the value of EFn

and EFp as quasi Fermi level for electrons and holes, respectively. Since electrons
and holes are no longer in equilibrium, we have to define quasi free energies
individually for electrons and holes.

The behavior of (quasi) free energies, or (quasi) Fermi levels, upon light
absorption is depicted in Fig. 7. For an intrinsic semiconductor, light irradiation
increases the concentrations of both electrons and holes by Δn and Δp, respectively,
where Δn = Δp. Quasi Fermi levels approach to the band edge energies following
Eqs. (8) and (14) upon an increase of electron and hole concentrations to n + Δn,
p + Δp, respectively. Then a splitting Δμ (= EFn−EFp) emerges between the quasi
free energies of electrons and holes. If we are able to take an electron and a hole out
of the semiconductor under light irradiation while avoiding their recombination, the
pair of an electron and a hole can generate external work if they can recombine at a
place outside the semiconductor and release the difference of free energies Δμ. The
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splitting between the quasi Fermi levels for electrons and holes, Δμ, is therefore
very important as a measure of the maximum work if a pair of an electron and a
hole is extracted out of a semiconductor.

For a n-type semiconductor without light irradiation, the electron concentration is
determined by the dopant concentration ND, and the hole concentration p is very
small so that the product ND p satisfies the law of mass action. Upon light absorption,
the electron and the hole concentrations increase by Δn and Δp, respectively. But Δn
is much smaller than the initial electron concentration ND and almost no change is
brought about in the electron quasi Fermi level EFn. On the other hand, the hole
concentration increases substantially from the initial value p, leading to a substantial
shift of the hole quasi Fermi level EFp to the direction of valence-band-edge energy.
For a p-type semiconductor, similarly, only the electron quasi Fermi level moves
upon light absorption. In this manner, for a doped semiconductor, only the quasi
Fermi level of minority carriers moves upon light absorption and the quasi Fermi
level of majority (doped) carriers is almost never changed.

7 Semiconductor Device Structures for Energy Harvesting
from Light

Based on the considerations on non-equilibrium of carriers in a semiconductor, let
us look at a couple of structures including a semiconductor which serve for energy
harvesting from light. The first example is a semiconductor photocatalyst. Figure 8
depicts its conceptual structure. Here, two metals with different Fermi levels are

Fig. 7 The positions of Fermi levels and quasi Fermi levels for semiconductors in equilibrium and
under light irradiation. For the latter (bottom row), the dotted lines denoted as EF indicates the
position of Fermi levels without light irradiation for reference. n and p denote electron and hole
concentration, respectively, and N means the concentration of dopants with the subscripts D as
donor and A as acceptor, respectively
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attached to a semiconductor particle which is slightly doped to be n-type.
Theoretically, an intrinsic semiconductor can serve for energy harvesting from
light. In reality, however, it is often difficult to obtain a genuinely intrinsic semi-
conductor with extremely high purity. In addition, slight doping helps deactivate
crystal defects as centers for electron-hole recombination without photon emission,
i.e., a process leading to energy dissipation, by filling the quantum energy states in
the band gap associated with crystal defects. It is therefore realistic to apply a slight
doping to a bulk of semiconductor. Figure 8 supposes such a situation in which an
entire semiconductor particle is doped to be slightly n-type.

Under a dark condition, the Fermi level in the metal C is aligned to the Fermi
level of the semiconductor so that the slope of Ec in the vicinity of the junction
favors the transport of electron to the metal C while hole transport to the metal C is
conversely blocked by the slope of Ev. The mismatch of Fermi level between the
metal A and the semiconductor forms a large band bending, which blocks (favors)
the transport of electrons (holes) to the metal A. Note that no net transport of
carriers exist in the junction under equilibrium and the discussion on the ease of
transport here is only for the carriers that exist in excess of the equilibrium

Fig. 8 The left-bottom schematic depicts an idealized semiconductor photocatalyst with two
metals serving as selective contacts for electrons and holes. The metals also function as catalysts
for the transfer of electrons and holes to the molecules in an electrolyte. Three diagrams depicts
band lineup and (quasi) Fermi levels before making a contact, a contact under dark and
illumination. For the band lineup under illumination, the vacuum level is omitted because its
misalignment between an electrolyte and a semiconductor is not straightforward; it is affected by
the electric double layer at the electrolyte/semiconductor interface and is strongly dependent on the
surface. The level denotes as “H+/H2” is the redox potential for H2 evolution from H+, which is
described in another chapter. Similarly, the level with the notation “O2/H2O” is the redox potential
for O2 evolution from H2O
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concentration upon external work such as light illumination. Since the semicon-
ductor here is n-type, almost no holes exist and we normally focus on the transport
of electrons. This is why we call the junction with the metal C as “ohmic” (con-
ductive) and the junction with the metal A as Schottky (rectifying or inslative under
a zero bias condition).

Upon illumination, the generation of extra electrons and holes in the semicon-
ductor splits the quasi Fermi levels for electrons and holes. The remaining band
bending still favors the transport of electrons to the metal C and that of holes to the
metal A. As a result, an electron-hole pair with the difference of free energy Δμ is
split to the different directions, making it possible to extract work Δμ out of the
semiconductor.

Now, the electrons in the metal C and the holes in the metal A have the free
energies, i.e., quasi Fermi levels: EFn for the electrons and EFp for the holes,
respectively. These values are determined by the band-edge energies of the semi-
conductor bulk and the concentrations of electrons and holes that exist in the
semiconductor based on Eqs. (8) and (14). On the other hand, there exists a rela-
tionship between the band-edge energies of semiconductors and the standard
electrode potentials for a variety of redox reactions in an electrolyte, as is described
in the previous chapter. If, as is the situation in Fig. 8, the free energy of the
electrons in the metal C, EFn, exists at the upper side of a redox reaction, electrons
can be transferred from the metal C to the molecules in an electrolyte participating
in the reaction. Note that this is a consideration in terms of thermodynamics and just
the possibility of the reaction progress is predicted; nothing is known about the rate
of the electron transfer. Similarly, if the free energy of the holes in the metal A, EFp,
exists at the lower side of a redox reaction, holes can be transferred from the metal
A to the molecules in an electrolyte participating in the reaction. It should be kept in
mind that the energy of holes increases downwards in an energy diagram that
depicts the energy of an electron. This is an ideal operation mode of a semicon-
ductor photocatalyst in an electrolyte; a semiconductor particle with the surface
modified by two appropriate kinds of metals can serve for water splitting upon light
irradiation.

Of course, if we expand the size of the hypothetical structure in Fig. 8 and
connect two electrical wires to the metals A and C, we can extract electrons and
holes to an external device with the difference in the free energies Δμ between
electron and holes. This is a photovoltaic cell using one Schottky junction (at the
interface with the metal A) and the other junction that favors the transfer of
the majority carriers in the semiconductor (in this case, electron) at the
semiconductor/metal interface, which is often called ohmic junction.

As for a photovoltaic cell, it is more common to use a semiconductor pn junction
for the purpose of separating electrons and holes to different electrodes. A typical
solar cell employs a pn junction in the vicinity of a surface as depicted in Fig. 9. In
this example, a thicker region is n-type but it can be p-type with an n-region at the
surface. The back side is contacted to the metal C with ohmic band alignment by
employing a metal with its original Fermi level a bit larger than the Fermi level of
the n-type semiconductor, similarly to the case in Fig. 8. As for the metal contacting
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to the p-region of the semiconductor, the metal A is assumed to have the same
Fermi level as the one in the semiconductor p-region for the simplicity of the
picture. The resultant slope of the conduction-band-edge energy, Ec, favors
the majority of electrons with smaller kinetic energies to migrate to the direction of
the metal C. Since the electrons are in equilibrium across the device structure, a
small fraction of electrons exist in the vicinity of the metal A, where Ec is much
larger, but the majority exist in the n-region and the metal C. Similarly, the majority
of holes prefers moving to the direction of the metal A owing to the slope of Ev.

Under illumination, similar to the case of a photocatalyst in Fig. 8, the quasi
Fermi levels are split and band bending becomes smaller, but still a slope of Ec and
Ev exist and it separates electrons and holes to different directions. The electrons in
the metal C and the hole in the metal A have different free energies and they can
make external work if they are led to an external device.

If we compare the situations in Figs. 8 and 9, it is clear that a Schottky junction
and a pn junction work in a similar manner to separate electrons and holes. The
maximum difference in free energy (or quasi Fermi levels) Δμ is obtained when
intensive light absorption generates abundant electrons and holes accumulated in
the conduction and the valence bands, respectively. In this situation, a large electron
(hole) concentration makes it difficult for the positive donor (negative acceptor)
ions in a crystal lattice to exist unaccompanied by electrons (holes), where naked
ions are the source of a depletion region as depicted in Figs. 3 and 5. Such difficulty
of making a depletion region makes the bands flat upon the existence of abundant
electrons and holes in a semiconductor. This favors large Δμ as is understandable by
the band-lineup charts in Figs. 8 and 9. Such a flat-band situation, however, lacks

Fig. 9 Upper schematic
depicts a typical photovoltaic
cell using a semiconductor pn
junction with two metals
serving as contacts for
electrons and holes,
respectively. Bottom two
diagrams depict the band
lineup and (quasi) Fermi
levels under dark and
illumination
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electric field inside, making it difficult to drive electrons and holes to the separated
electrodes. This is called “open-circuit” situation when we can obtain the maximum
Δμ (or voltage in the case of a photovoltaic cell) while no current is obtained.

One practical disadvantage of Schottky junction is that it is not easy to make a
large band bending in the semiconductor. Even though an appropriate metal is
employed which have a sufficiently large difference in Fermi level with respect to
the one in a semiconductor, the existence of semiconductor surface states prevents a
large band bending as expected from the difference in Fermi levels. On the other
hand, it is relatively easy to have a large band bending at a pn junction and this is
why a pn junction is a common structure in photovoltaic devices for the separation
of electrons and holes.

8 Fermi-Dirac Distribution of Electrons in the Bands
and Effective Density of States

This section can be skipped if the reader is not so familiar with solid-state physics.
More detailed discussion is found in many textbooks on semiconductor physics
such Refs. [1] and [2].

Here we will review a conventional theory on how electrons populate in the
conduction and the valence bands and we will find a connection to the thermo-
dynamic treatment of the concentrations of electrons and holes in a semiconductor.
An ordinary discussion of electron occupancy of the quantum states in a semi-
conductors first assumes Fermi level, EF. As depicted in Fig. 10, the electron
density in each energy segment n(E) is determined by the product between the
density of states in the conduction band De(E) and the probability of an electron
occupying a state at energy E, f(E).
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Fig. 10 Distribution of electrons along its energy in the bands of a semiconductor
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n Eð Þ ¼ De Eð Þf Eð Þ; ð18Þ

where

De Eð Þ ¼ 4p
2m�

e

h2

� �3
2

E � Ecð Þ12; ð19Þ

i.e., the density of states increases according to the square root of the energy
distance from the edge of the conduction band, where m�

e is the effective mass of an
electron in the conduction band and h is the Planck constant. f(E) takes a
well-known form of Fermi-Dirac distribution with a reference energy EF, which we
call Fermi level.

f Eð Þ ¼ 1

exp E�EF
kT

� �þ 1
: ð20Þ

With EF positioned at a certain energy in the bandgap, at 0 K, electrons occupy the
valence band completely and the conduction band is completely empty. At a
temperature above 0 K, the function f(E) makes a small portion of the states in the
conduction band occupied by electrons and some of the states in the valence band
become empty, which states are regarded as holes.

The total electron concentration is obtained by integrating n(E) along the energy
over the conduction band.

n ¼ Z1

Ec

De Eð Þ exp �E � EF

kT

� �
dE ¼ 2

2pm�
ekT

h2

� �3
2

exp �Ec � EF

kT

� �
; ð21Þ

where f(E) is approximated since E � EF � kT:

f Eð Þ � exp �E � EF

kT

� �
; ð22Þ

meaning that Fermi-Dirac distribution is approximated as Boltzmann distribution if
the energy of our interest is far enough from EF. Equation (21) can be summarized
as

n ¼ Nc exp �Ec � EF

kT

� �
; ð23Þ

with

Nc ¼ 2
2pm�

ekT
h2

� �3
2

: ð24Þ
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The intuitive interpretation of Eq. (23) is that all the electrons take the energy of EC

and the density of quantum states NC are concentrated at the same energy. The
exponential term is the probability of electrons occupying the quantum states at the
energy EC with the origin of energy taken at EF.

Interestingly, Eq. (23) is completely the same as Eq. (16) that was converted
from Eq. (8), indicating that the Fermi level for electrons distribution along the
energy axis is in essence the free energy of electrons according to a thermodynamic
interpretation.

In a similar manner, the concentration of holes is obtained as:

p ¼ Nv exp �EF � Ev

kT

� �
: ð25Þ

where Nv is the effective density of states for holes. This is equivalent to the
thermodynamic expression, Eq. (14). Multiplying the concentrations of electrons
n and holes p with Eqs. (23) and (25) yields the law of mass action in Eq. (1). Here
the relation in Eq. (15) is used. The discussion above clarifies that the thermody-
namic treatment of carrier concentrations in a semiconductor is another viewpoint
of Fermi-Dirac distribution of electrons in a semiconductor.

9 Detailed Derivation of Electron/Hole Free Energies
in a Semiconductor

This section can be skipped if the reader is not so familiar with solid-state physics.
The detailed discussion is in Ref. [3].

Let us first obtain the averaged energy of the electrons in the conduction band.

h�ei ¼ 1
ne

Z1

Ec

EDe Eð Þf Eð ÞdE ¼ Ec þ 3
2
kT : ð26Þ

Similarly, the averaged energy of the holes in the valence band is:

�h�hi ¼ 1
nh

Z�1

Ev

�Eð ÞDh Eð Þf Eð ÞdE ¼ �Ev þ 3
2
kT; ð27Þ

where Dh(E) is the density of states in the valence band, which takes the form of
Eq. (19) with a substitution of me with mh, effective mass of a hole in the valence
band.

Here, the tedious process of calculation is omitted but we certainly get the
relationship in Eq. (3). Because the kinetic energy of electrons and holes in
3-dimensional space is (3/2)kT, electrons and holes in a semiconductor can be
regarded as monoatomic ideal gases. Then, we can apply the precise formulation of
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entropy for a monoatomic ideal gas due to 3-dimensional translational motion,
which is known as Sackur-Tetrode equation [4]:

S ¼ k
5
2
þ ln

2pm�
ekT

h2

� �3
21
n

 !( )
; ð28Þ

where n is the electron concentration. Here we describe the derivation for the
electrons but similar treatment is possible for holes. Using Eq. (24), we can obtain
the expression

TS ¼ kT ln
Nc

n

� �
þ 5

2
kT: ð29Þ

Therefore, admitting that �e corresponds to the internal energy of an electron U,
Gibbs free energy of an electron is

G ¼ UþPV � TS ¼ h�eiþPV � TS ¼ Ec þ 3
2
kT

� �
þ kT � kT ln

Nc

n

� �
þ 5

2
kT

� �

¼ Ec þ kT ln
n
Nc

� �
¼ EFn:

ð30Þ

Here, ideal gas equation PV = kT is used and the last equator corresponds to Eq. (8).
Now we can confirm that the Fermi level for the electrons in a semiconductor is
equivalent to the Gibbs free energy for an electron in the viewpoint of thermody-
namics. Similar derivation confirms that the Fermi level for holes is equivalent to
the Gibbs free energy of a hole.
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Part II
Modeling Interface for Energy Storage:

Modeling of Chemical and
Electrochemical Reactions



Fundamentals of Chemical Reaction
Kinetics

Shinichiro Nakamura

Abstract This chapter discusses the fundamentals of chemical reaction kinetics.
Starting from conventional macroscopic aspect, the author intends to bridge it to the
molecular theory, including quantum chemistry and molecular dynamics. The
former is established with Arrhenius and Eyring plots, and the latter is represented
by transition state theory (TST). Problems in solid surfaces and in catalytic turn
over frequency (TOF) are also discussed. These will be provided as an overview of
the basic concepts in accordance with the purpose of this book.

1 Arrhenius Plot and Eyring Plot

Chemical kinetics is based on experiments. The method is now established as one
of the most indispensable research methods [1, 2]. Chemical kinetics enables the
experimental determination of reaction rates from which rate laws and rate con-
stants are derived. Rate laws can be derived for zero order reactions (for which
reaction rates are independent of concentration), first order reactions, and second
order reactions. The activation energy for a reaction is experimentally determined
through the Arrhenius equation and Eyring equation. The main factors are the
physical state of the reactants, the concentrations of the reactants, temperature, and
whether or not any catalysts are present in the reaction. The Arrhenius equation
gives the dependence of the rate constant k for a chemical reaction at the absolute
temperature T (in kelvins) via the Arrhenius plot (ln(k) vs. 1/T). Here, A is the
pre-exponential factor (or simply the pre-factor), Ea is the activation energy, and KB

is the Boltzmann’s constant. It is considered as an empirical relationship.

k ¼ A expð�Ea=KBTÞ

S. Nakamura (&)
Nakamura Laboratory, RIKEN Research Cluster for Innovation, RIKEN,
2-1 Hirosawa, Wako, Saitama 351-0198, Japan
e-mail: snakamura@riken.jp

© Springer International Publishing Switzerland 2016
M. Sugiyama et al. (eds.), Solar to Chemical Energy Conversion,
Lecture Notes in Energy 32, DOI 10.1007/978-3-319-25400-5_4

57



The Eyring equation, known also as Eyring–Polanyi equation, has equivalent
importance.

k ¼ KBT
h

expð�DG�=RTÞ

where ΔG* is the Gibbs energy of activation, h is Planck’s constant, R is gas
constant. This equation can be rewritten as:

k ¼ KBT
h

expðDS�=RÞ expð�DH�=RTÞ:

The linear form,

lnðk=TÞ ¼ �DH
�

R
� 1
T
þ ln

KB

h
þ DS�

R

is used as the Eyring plot (ln(k/T) vs. 1/T). It can provide important properties of
enthalpy of activation (ΔH*) and entropy of activation (ΔS*).

To link the discussion with the microscopic molecular level description, in other
words, to advance from thermodynamics to statistical mechanics, the partition
function q plays an essential role. The relation of q to statistical mechanics is the
relation of wave function to quantum mechanics, where ej denotes the energy of
microscopic state.

q ¼
X
j

expð�ej=kTÞ

Here, it is relevant to notice the relation of the partition function with important
thermodynamic properties. Energetic properties, such as internal energy ΔU, pres-
sure ΔP and enthalpy ΔH, all depend on derivatives of the partition function q. On
the other hand, entropic properties, such as Helmholtz free energy ΔF (F = U –TS),
entropy ΔS, and Gibbs free energy ΔG, depend directly on the value of q.

An illustrative example of a gas phase reaction is useful to show that the
equilibrium constant K, in fact it is related to ΔG and can be expressed by the
partition functions.

NOCl !NOþCl

K ¼ ½NO�½Cl�½NOCl�

The partition function q is introduced to give a P (i), i.e., probability of the
system existing in a state with energy ei.
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PðiÞ ¼ expð�ei=kTÞ=q

On the left and right sides of the reaction, we have

PðNOCLÞ ¼ qNOCl=qt
PðNOþCLÞ ¼ qNOþCl=qt

where qNOþCl represents the state in which the two gases are coexisting. Since the
two exist in the same volume of area, the property of the microscopic states is
obtained by multiplication.

qNOþCl ¼
X

expð�eNOþCl=kTÞ
¼

X
expð�eNO=kTÞ

X
expð�eCl=kTÞ

¼ qNOqCl

By determining a reference point of energy, and introducing the distribution
function per unit volume (the volume of the system is assumed to be V),

qoi ¼ qzi expð�ei=KTÞ;

where qzi is conventional partition function.

K ¼ NNONCl

NNOCl
¼ qNOqCl

qNOCl
¼ qoNOVq

o
ClV

qoNOClV

Kc ¼ K=V ¼ qzNOq
z
Cl

qzNOCl
expð�De=kTÞ

De ¼ eNOþ eCl � eNOCL

Thus, we can express here the equilibrium constant of macroscopic chemical
reaction in terms of molecular partition functions. We are now ready to proceed to the
next discussion of the transition state theory TST, from a molecular point of view.

2 Transition State Theory

Transition-state theory (TST) is an established method. There are excellent review
papers which readers can refer to [3]. There are very instructive explanations in
some theoretical chemistry books [4, 5]. This theory provides a basis for under-
standing qualitatively how chemical reactions take place. Since the Arrhenius
equation is derived from empirical observations, further development was necessary
to reveal the meaning of two parameters; the pre-exponential factor (A) and the
activation energy (Ea). The TST successfully showed the meanings.
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Transition state theory is a semi-classical theory. The quantum nature is taken
into account by means of the quantization of vibrational, translational, rotational
and electronic states. The microscopic rate constant consists of a function of these
states. The macroscopic rate constant is an average over such microscopic rate
constants weighted by the probability of finding a molecule with a given set of
quantum numbers. The connection between the properties of a single molecule and
the experimental conditions from a very large number of molecules is based on the
statistical mechanics.

The basic ideas are: (i) rates of reaction can be determined by activated com-
plexes (or states) existing near the saddle point (transition state) on a potential
energy surface (PES). The details of the complexes are not important. (ii) The
activated complexes are in equilibrium (quasi-equilibrium) with the reactant.
(iii) The activated complexes turn out to be products, and one can calculate the rate
of this conversion. The schematic picture is shown in Fig. 1.

The reactants undergo collisions that keep all of their degrees of freedom in
thermal equilibrium. At any instant of time, some will have enough internal energy
to access a transition state (TS) on the Born-Oppenheimer ground state PES. The
rate is expressed in terms of the concentration of species that exist near the TS
multiplied by the rate at which these species move through the TS region. The
concentration of the species at the TS is written in terms of equilibrium constant
expressed by partition function as shown above.

For a reaction, A + B (reactant in Fig. 1) → C (product in Fig. 1), passing
through a TS denoted as AB*, as explained for NOCl example (vide supra), we can
write the concentration (in volume V) of the species in terms of the concentration of
A and B and their partition functions as

AB�½ � ¼ ðqAB�
V
Þ= qA

V

� � qB
V

� �h i
A½ � B½ �

Fig. 1 Schematic picture of transition state theory, the reaction proceeds along with the reaction
coordinate, the other coordinates are perpendicular to the reaction coordinate
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In the partition function of the TS, the qAB* contains all of the rotational,
vibrational, translational, and electronic terms, except for one contribution for
motion along the one internal coordinate corresponding to the reaction path (hor-
izontal line of Fig. 1). In the next stage, we must consider the factor for a collision
along with the reaction coordinate with a momentum ps. It is known that the
momentum factor entering into the partition function for translation along the
reaction coordinate is

1
h
expð�p2s=2lKBTÞdps

where l is the mass factor associated with the reaction coordinate. Putting all of
these elements together, we arrive at an integral of ps and narrow TS region of ds, as
following,

ZZ
j
1
h
expð�p2s=2lKBTÞðps=ldsÞdpsds

where j is so-called transmission coefficient which specifies the fraction of tra-

jectories crossing the TS that proceed to products. By integration from ps ¼
ð2lE�Þ1=2 to infinitive, and the transmission coefficient being constant, we will
obtain,

jðKBT=hÞ expð�E�=KBTÞ;

where E* denotes the energy of the transition state. Following the basic assumption
of TST, the exponential part is now replaced by above obtained [AB*] value.
Therefore, the rate of the chemical reaction is given in terms of molecular partition
function as

k ¼ jðKBT=hÞ AB�½ � ¼ jðKBT=hÞðqAB�V
Þ= qA

V

� � qB
V

� �h i
A½ � B½ �

The theory is remarkably successful for most thermal reactions. However, it has
limitations [3]. For example, for photochemical reactions where the reactants do not
reach thermal equilibrium before the reaction occurs, TST would not be a good
model. Other example includes the case when TST is applied to each elementary
step of a multi-step reaction, the theory assumes that each intermediate is enough
stable to reach a Boltzmann distribution before the next step. When the interme-
diates are very unstable with very short lifetime, TST fails because the momentum
of the reaction trajectory from the reactants to the intermediate can influence much
on the product selectivity. TST assumes that unless atoms or molecules collide with
enough energy to form the transition structure, the reaction does not occur.
However, as quantum mechanics teaches us, for any barrier with a finite amount of
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energy, there is a possibility that particles can still tunnel across the barrier. There is
a chance that molecules will react even if they do not collide with enough energy to
pass the energy barrier. Although it is expected to be negligible in many reactions
with large activation energies, it becomes of critical importance for reactions with
relatively low energy barriers, such as many biological systems, since the tunneling
probability increases with decreasing barrier height.

Transition state theory also fails for some reactions at high temperature because
the theory assumes that the reaction systems will pass over the lowest energy saddle
point on the PES. Although the description is consistent when occurring at rela-
tively low temperatures, molecules populate higher energy vibrational modes at
high temperatures. The motion becomes very complex and collisions may lead a
molecule in the TS from the lowest energy saddle point to much higher excited
states.

3 More Complexed Systems

The theories mentioned above have been successful in explaining the chemical
kinetics of many reaction systems occurring in dilute or homogeneous environment.
Such success has been based on the assumption that reaction rate constants depend
only on the properties of the reactants. The effect of the surrounding environment is
neglected. Nevertheless, in condensed matter especially on the solid surface of the
catalyst, this is a crude approximation that is rarely valid. There are important
reviews that point out some of the deviations from conventional chemical kinetic
theories that result from the influence of co-adsorbates on the rate of surface
chemical reactions [6].

In practice, the chemical reactions consist of complexity. There are at least two
categories of the complexity. The first one is complexity due to numerous elemental
steps. With combustion reactions for example, there are so many elemental reac-
tions included that sometimes it is almost impossible to identify each reaction.
Especially in many industrial researches and developments, there is no choice but to
numerically solve the simultaneous differential equations. For the sake of these
important but difficult problems, there are various available software codes which
can be useful [7].

For the second category of the complexity in chemical kinetics, there is an
example which represents its complexity with clear images. This is chemical
oscillations, such as the Belousov-Zhabotinsky reaction, or more generally many
reactions which appear with dissipative structure. The details of this subject are out
of the scope of this chapter, but some instructive books are cited with one comment
that the chemical oscillation reaction is a much more common phenomenon than is
generally believed [8–10].
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4 Efficiency of Catalysts

This book aims to provide a general overview on saving energy in chemical bonds
from various technological points of views. In this regard, for discussing the
chemical reaction kinetics, it is a catalyst that plays a central role. Therefore,
concerning the catalysts, we will present here an important point to bridge exper-
iments and molecular level approaches. A computational study of a catalytic cycle
generates the energies of quantum states, whereas experiments focus on obtaining
rate constants.

The most important properties for catalyst, amongst all, are activity, selectivity
and efficiency. When it comes to the efficiency of a catalytic cycle, the most
important property is its turnover frequency (TOF),

TOF ¼ N=½C�t;

where N is the number of cycles per catalyst with concentration C, per time t. There
are many simulations and theoretical computational studies. Based on TST, a large
number of researches on catalyst design is reported. However, until recently, there
has been no simple way to evaluate it from a theoretically obtained energy profile.

S.Kozuch and S.Shaik recently presented an important review paper which
proposes energetic span model (dE in Fig. 2) that enables one to evaluate TOFs in a
straightforward manner [11]. It implies a change in kinetic concepts. In a similar
manner to Ohm’s law, the catalytic chemical current, that is TOF, was shown by a
chemical potential.

In order to design the efficient catalysts, naturally there should be neither very
high barriers nor deep stable intermediates in the PES of the catalytic cycle. Even
though this common sense is well accepted by catalyst researchers, there remain
unanswered questions; which is more efficient, the cycle with TS of low barrier but
with deep (in energy) intermediate, or the cycle with TS of high barrier and with
relatively shallow (in energy) intermediate? It was not evident before the discussion
of the TOF by their researches. The essence of the study by S.Kozuch et al. will be
explained briefly below.

Fig. 2 Energetic Span Model, the important parameter is not the barrier but the energy span [12]
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They showed that the critical property for TOF is not TS (Ea) but energetic span
dE, following to Amatore and Jutand [12], as shown in Fig. 2. According to
Arrhenius, the rate of reaction is

Rate ¼ k½Ca� ¼ ðA expð�Ea=RTÞÞ½Ca�:

Since the concentration of the active species is given by their Boltzmann distri-
bution relative to the lowest intermediate (C0), we have

½Ca� ¼ ½C0� expð�DE=RTÞ

By using this, we get

Rate ¼ ½C0�A expð�ðEaþDEÞ=RTÞÞ
dE ¼ EaþDE

This equation is accurate only when the energy of the reaction (ΔGr is shown in
Fig. 3) approaches zero. In other words, the catalytic cycles can advance forward,
only when the ΔGr value is positive. As a result of the turn of catalytic cycle, the
energy of the system (counting the energy of a new reactant and discounting that of
a leaving product) has changed. That is, the starting-point is now below the original
one by the reaction energy, ΔGr. In this situation, do we apply the Boltzmann
distribution with respect to C0 of the first or the second cycle? The answer is no.
This is a typical feature of catalytic cycle that contrasts with ordinal closed ther-
modynamic reaction systems. According to S.Kozuch et al. the reason lies in the
“Ouroboros-like” nature of a catalytic cycle: once one turnover is completed, the
catalyst restarts a new cycle.

In their works, they presented an equation to evaluate the turn over frequency.
The derivations were explained in the papers [12], but here we show the final form.

Fig. 3 Advance of catalytic cycles depends on the positive value of ΔGr, if zero or negative, no
cycle can advances
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TOF ¼ KB

h
expð�DGr=RTÞ � 1

PN
i;j¼1

exp½ðTi � Ij � dG0i;jÞ=RT �

dG
0
i;j ¼ DGr; if i[ j

¼ 0; if i� j

They introduced the criterion of dG0i;j which makes it possible to estimate TOF. This
term can be the value of DGr, when j-th TS follows the j-th intermediate in the
forward direction, or zero if the TS precedes the intermediate. The Ti and Ij denote
the energy of i-th transition state and the energy of j-th intermediate, respectively
(see Ref. 11 for the details).Based on their examples, they present the concept of
TOF-determining transition state (TDTS) as well as TOF-determining intermediate
(TDI). According to their works, there is no meaning for the rate-determining step
term in catalytic cycle, instead, the rate-determining state (TDI and TDTD) define
the kinetics of the catalytic cycle. Contrasting with the conventional arguments,
they presented: (i) one transition state does not determine the kinetics of the cycle,
and (ii) the rate determining states are not necessarily the highest TS or the lowest
intermediate. This issue is still a recently proposed discussion. It will be validated
with a number of experiments, and will further be improved so that the theory
would become more reliable and applicable.
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Physical Model for Interfacial Carrier
Dynamics

Mikiya Fujii, Ryota Jono and Koichi Yamashita

Abstract This chapter reviews interfacial carrier dynamics in power convergence
processes of organic solar cells and dye-sensitized solar cells from the standpoint of
chemical reactions. To this end, three models are reviewed for organics solar cells
along with recent studies. The first model is chemical kinetics based on reaction
rates estimated by Marcus theory. The second model is chemical dynamics, where
quantum dynamics is introduced to understand charge carrier dynamics as chemical
dynamics. The third one is a modeling of photovoltaic devices to reproduce and
consider power convergence efficiencies based on drift and diffusion dynamics of
carriers. For dye-sensitized solar cells, theoretical models for electron transfer from
dyes to TiO2 and charge recombination due to internal conversion are reviewed.
Through reviews of these different models, we discuss current understanding and
remaining problems, which should be addressed in the future, of carrier dynamics in
power convergence of organic solar cells and dye-sensitized solar cells.

1 Introduction

Photovoltaics, such as organic solar cells and dye-sensitized solar cells, have attracted
much interest as an alternative energy source over recent years because low manu-
facturing cost, flexibility, and sustainability can be expected. Developing new
materials to archive high photoconversion efficiency is carried by huge amount of
non-systematized knowledge and experiences of chemists because a basic principle
exploring relation chemical structures and ability of photoconversion has not been
revealed yet. To further improve power convergence efficiency, the fundamental
understanding of the complicated process of photogeneration of free carrier is desired.
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2 Interfacial Carrier Dynamics in Organic Solar Cells

The mechanism of photoconversion in organic photovoltaics is basically explained
with five elementary processes: (1) formation of an exciton in donor molecules by
photon absorptions, (2) the exciton migrates to the interfaces between donor and
acceptor molecules, (3) the exciton dissociates at the interface, which leads to the
formation of free carriers (electron and hole), (4) The generated free carriers migrate
as polarons involving disorder of molecular configurations to electrodes. Finally,
(5) the free carries are captured to the electrodes. Besides, sometimes in the course
of the photoconversion process, the electron and hole recombine with each other
and then decay to the electronic ground state. Recombination in the course of the
exciton dissociation process is called geminate recombination because the recom-
bined electron and hole were generated from an identical exciton. On the other
hand, recombination of the free electron and hole after the exciton dissociation is
called bimolecular recombination because these free electron and hole were gen-
erated from different excitons.

Power convergence efficiencies and energy loss of organic photovoltaics depend
on various chemical factors in various time and spatial scales, e.g. chemical
structures in angstrom scale, exciton diffusion length in nanometer scale, miscibility
and morphology of domains of the donor and acceptor in micrometer scale, etc.
Especially, exciton dissociation and recombination of the electron and hole, on the
course of photoconversion process, are known as key factors deciding the power
conversion efficiency and energy loss. Roughly speaking, the efficiency of the
charge generation and recombination of free carriers depend on chemical condition
at the interface, i.e. chemical composition, molecular configuration and inter-
molecular packing, energy alignment of molecular orbitals, spatial delocalization of
molecular orbitals, local permittivity, etc. Therefore, we, here, focus on the theo-
retical and computational modeling of chemical reactions at the interface such as
exciton dissociation, charge transfer, and recombination reactions.

2.1 Charge Transfer Kinetics: Marcus Theory

Excitons are thought to be able to dissociate into free carriers with aid of energy gap
of LUMOs between an electron donor and an electron acceptor after the excitons
that were generated in donor domain reached the interface. In other words, the
electron populating in LUMO of the donor can transfer to LUMO of the acceptors
on extremely rapid time scale (femtosecond) [1]. To analyze such electron transfer
reaction, the first approach is based on kinetic approaches estimating rates of charge
transfer reactions from an electron donor to an acceptor. The Marcus theory, which
was presented about six decade ago first and is sometimes regarded as a nonadi-
abatic electron transfer theory, has been successfully applied to many charge
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transfer reactions [2–4]. The Marcus theory has been constructed based on a similar
idea with the transition state theory (TST) on the Gibbs free energy. But, the
reaction coordinates used in the theory are not any 1-dimensional manifold in the
configuration space and are abstract coordinates representing reorganization of
distributions of molecular orientation of solvents although the reaction coordinates
in the TST is 1-dimensional manifold in the configuration space. Representing
charge transfer reactions along with the abstract reaction coordinates related to
molecular orientation can be considered one concrete example of “slaving princi-
ple” presented by Haken [5, 6]. Namely, the fastest dynamics of charges follows the
slowest rotational dynamics of solvent molecules in systems.

The Marcus theory considers the reaction (charge non-transferred) and product
(charge transferred) state in charge transfer reactions as two harmonic free energy
surfaces (see Fig. 1). First, systems thermally fluctuate on the reactant parabola and
then stochastically reach to an intersection of the two parabolas. At this intersection
point, the systems can transit to the product parabola, i.e., charge transfer reaction
can occur nonadiabatically. Finally, the systems fall down to the bottom of the
product parabola, i.e. the systems reach thermally equilibrated state. Then, charge
transfer rates in the Marcus theory is represented as

kET ¼ 2p

�h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pkkBT
p V2

RP exp �
DGz
kBT

 !
withDGz ¼ kþDGð Þ2

4k
ð1Þ

where kB, T, DG, and DGz are Boltzmann constant, temperature, difference of free
energy, and activation energy, respectively. Besides, k is called as reorganization
energy and considered as virtually released energy to equilibrate the distribution of

Fig. 1 Reactant and product
parabolas considered in
Marcus theory
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molecular orientation of solvents after “sudden” transition (“vertical” transition at
m = 0 in Fig. 1) of charge distribution,

k ¼ e2

2
1
eop
� 1

e

� �
1
rD
þ 1

rA
� 2
RDA

� �
: ð2Þ

Here, eop and e are the optical dielectric constant of the medium and the static
dielectric constant, respectively. rD and rA are the effective radii of donor and
acceptor, respectively. The last term of Eq. (2) represents the Coulomb interaction
between the donor and acceptor. The reorganization energy k is, sometimes, con-
sidered as summation of reorganization energies related to molecular orientation of
solvents and configurational change of solutes, which are virtually caused by

“sudden” charge transfer. As shown in Eq. (1), the activation energy DGz is
determined by a balance of the reorganization energy k and the free energy gap DG.
VRP in the expression for rate constant represents nonadiabatic electronic coupling
between reactant and product. This electronic coupling can be written as a
well-known generalized Mulliken- Hush (GMH) formula [7, 8]:

VRP ¼ lRPDERPffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lRPð Þ2þ 4 DlRPð Þ2

q ; ð3Þ

where DERP and DlRP correspond to the energy difference and dipole difference
between the reactant and product, respectively. lRP is transition dipole moment
between them. Because the GMH represents a vertical transition between adiabatic
reactant and product states, the GMH can be used along with traditional quantum
chemistry calculations, e.g. Configuration Interaction (CI) methods, even though
diabatic representations are adopted in the Marcus theory. To apply the GMH to
calculation of charge transfer rates in photovoltaics, extending the time dependent
density functional theory (TDDFT) to enable calculation of transfer properties
between excited states is very desirable because the transition dipole moment
between donor excited and charge transfer states is required. On the other hand,
diabatic representations are more straightforward than the adiabatic representation
to understand chemical phenomena considered in the Marcus theory. In the diabatic
representation, the electronic coupling can be written as [9]

VRP ¼ 1� S2RP
� ��1

HRP � SRP HRRþHPPð Þ=2ð Þ: ð4Þ

Besides, constrained density functional theory (CDFT) [10–12] or constrained
Hartree Fock (CHF) is considered to be useful to prepare the diabatic states. The
above procedure that is mixture of the diabatic representation and constrained
methods can be accessible with NWCHEM package [13].

Many studies applying the Marcus theory to organic photovoltaics have been
presented [14–17]. P.A. van Hal et al. have used the Marcus theory to explain
experimental results that charge transfer rates of OPV4/C60 depend on polarity of
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solvents [14]. They theoretically showed that, in the more polar solvents,
charge-separated state (OPV4+/C60

−) is stabilized with concomitant increase of the
reorganization energy and the charge separation reaction is in Marcus’ normal
region (0\kþDG). Their qualitative analyses lead to the reduction of the barrier
for charge transfer reaction,

DGz ¼ kþDGð Þ2
4k

; ð5Þ

in the more polar solvents. They also show that charge recombination reactions are
in Marcus’ inverted region (kþDG\0) and the barriers for the recombination
reactions are more strongly reduced than ones for the charge separation as increase
of the polarity of the solvents.

Brédas and coworkers have developed a method of calculating charge transfer
and recombination rates in ideal interfacial configurations by estimating each
component in the Marcus theory with quantum chemical calculations. They also
investigated the effects of the intermolecular configuration between donor and
acceptor molecules to the reaction rates. Their analyses of Pc/PTCDI indicated the
charge transfer and recombination reactions are in Marcus’ normal and inverted
regions, respectively [15], as well as the study of OPV4/C60 by P.A. van Hal et al.
[14]. They showed that the both charge transfer and recombination rates strongly
depend on the intermolecular geometry and local excited states. Especially, the
electronic coupling is very sensitive to the intermolecular geometry because the
overlap of wave functions strongly depends on the intermolecular geometry.
Besides, charge transfer reaction is much faster (ca. 102–104 times) than charge
recombination reactions in general. However, in some geometry, e.g. in the case of
parallel configurations of pentacene and C60 as shown in Fig. 2, they also found that
the decay of the charge transfer state is very fast and could compete with the
dissociation process of the charge transfer state into mobile charge carriers [17].

Charge transfer rates at the ideal interfaces were well studied as mentioned in the
previous paragraph. However, the molecular configurations and packing in realistic
devices are generally disordered. Namely, the interfaces of the donor and acceptor
are far from uniform, which leads to different excitation energies, charge transfer

Fig. 2 A parallel
configuration of pentacene
and C60 (From Ref. [17])
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rates, etc. To clarify effects of different microscopic atomic arrangements on the
electronic structure and charge transfer rates, Troisi et al. studied the effects in the
prototypical photovoltaic interface between P3HT and PCBM by molecular
dynamics simulations and quantum chemical calculations [18]. Typical disordered
structures at the interface, which are obtained by the molecular dynamics simula-
tion, are shown in Fig. 3. They found two types of interfacial configurations
indicating distinct charge transfer characteristics. The first type exhibits charge
transfer states with complete charge separation while the second one exhibits charge
bridging states which some experimental groups had reported [19, 20]. A very
broad range of charge separation (7.7 × 109 − 1.8 × 1012s−1) and charge recom-
bination (2.5 × 105 − 1.1 × 1010s−1) ‘‘instantaneous’’ rates were also reported
because various configurations exist at the interface. Especially, they found a sig-
nificant correlation between the internal reorganization energy and rates of charge
recombination process. Because no correlation was found in the charge separation
process, they concluded that reduction of the internal reorganization energy might
help reducing the (unwanted) charge recombination while the charge separation
process might not decrease.

2.2 Charge Transfer Dynamics at Interfaces

Charge transfer kinetics could provide quantitative explanations of experimental
results and chemical understandings of the competition of multi reaction processes
as reviewed in the previous section. However, chemical mechanism of charge
transfer and recombination processes has not been fully revealed yet. For example,
how excitons overcome the Coulombic binding energy of a few hundred milli-
electronvolts, which is one order of magnitude higher than thermal fluctuation (ca.

Fig. 3 Typical disordered configurations of the complex of P3HT/PCBM at the interface, which
are obtained with molecular dynamics simulation. The configurations at t = 0.5 and 9.5 ns are
represented in the tube frame and the wire frame, respectively. (From Ref. [18])
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25 meV)? How reaction path should be set as a unified notion of multiple electronic
states (i.e. nonadiabatic) and nuclear configuration? Therefore, detailed analyses of
chemical dynamics in each elementary process like charge transfer and recombi-
nation reactions are required to shed light on the interfacial carrier dynamics. To
this goal, recent transient absorption spectroscopy and time-resolved photo lumi-
nescence are one of the most promising experimental approaches [21–23].
Theoretically, nonadiabatic quantum dynamics among multiple electronic states on
the electronic devices like organic solar cells and photocatalyst is a tremendous
challenge even in modern theoretical chemistry with computer resources. Although
no agreement on how to analyze the nonadiabatic quantum dynamics in such
devices has not been established, some studies to analyze the dynamics have been
presented based on various approximations. Here, we introduce three approaches to
analyze quantum dynamics on the multiple electronic states: quantum master
equation, Multi Configurational Time Dependent Hartree (MCTDH), and nonadi-
abatic surface hopping dynamics approaches.

Fujii and Yamashita [24] investigated charge transfer dynamics as transition
dynamics of quantum population between electronic eigenstates. Especially, the
packing effects in organic donor–acceptor molecules were investigated. Their
analyses are based on an electron and harmonic bath Hamiltonian:

H ¼
X
k

�hxk Uk að Þi Ukh að Þj j þ
X
m

�hXmB
y
mBmþ

X
k;l

X
m

Cklm Uk að Þi Ukh að Þj j BymþBm

� �
;

ð6Þ

where �hxk is the electronic eigenenergy. Bym and Bm are creation and annihilation
operators, respectively, for the mth harmonic mode of which frequency is Xm; Cklm

is a coupling constant between electrons and the mth phonon mode. a is a rotating
angle of the donor molecule and specify the packing of donor and acceptor
molecules. Substituting Eq. (6) into the time-dependent Schrödinger equation and
applying the Born–Markov approximation [25] lead to an equation of motion for
the electronic density matrix that is well known as the quantum master equation
(QME):

_qkk0 tð Þ ¼ �i xk � xk0ð Þqkk0 tð Þ �
X
ll0

Ckk0:ll0qll0 tð Þ; ð7Þ

where Ckk0:ll0 is called decay matrix. This QME was calculated to investigate charge
transfer dynamics from the donor excited state in some molecular packing. Then,
they revealed that the charge transfer dynamics strongly depends on the molecular
packing. In Fig. 4, the charge transfer dynamics are shown for three cases of the
molecular packing. While the efficient charge transfer that is suitable for photo-
voltaic devices is achieved in the case of a ¼ 0 (Fig. 4b), the charge transfer is
hardly achieved in the case of a ¼ 10 (Fig. 4c). The charge transfer dynamics in the
packing a ¼ �10 (Fig. 4d) is different from other two cases. A slow hole transfer
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from the donor to the acceptor occurred following the charge transfer, which leads
to the acceptor excited state. These differences originate in differences of energy
levels of charge transfer states that depend on the molecular packing because the
Coulomb interaction between hole on the donor and electron on the acceptor
depends on the packing. Their results indicate a dynamical aspect of configurational
dependency of the charge transfer reaction as Troisi et al. showed the disorder of
configuration affects the charge transfer rates at the interface.

Tamura and et al. have also investigated charge transfer dynamics at the inter-
face. Especially, they have attempted a molecular-level description of exciton
dissociation in the terms of nonadiabatic nuclear wave packet dynamics on multiple
potential energy surfaces by using MCTDH (Multi-Configurational
Time-Dependent Hartree) method. MCTDH is one of the most promising meth-
ods to propagate multidimensional wave packets [26]. In the MCTDH approach,
the wave packets are expanded in terms of Hartree products of single particle
functions /k

jk xk; tð Þ as

Fig. 4 Packing dependency of charge transfer dynamics. a A stable structure of the complex of
donor (TFB) and acceptor (F8BT) molecules. n and a is rotating axis and angle of the donor,
respectively. b–d Charge transfer dynamics estimated with the quantum master equation when
a ¼ 0 (b),a ¼ 10 (c), and a ¼ �10 (d)
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� � �
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Yf
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where Aj1;���;jf tð Þ is time-dependent expansion coefficient. Equations of motion for
the time evolution of the single particle functions and the expansion coefficients are
given in terms of nonlinear dynamical equations derived from the Dirac-Frenkel
time-dependent variational principle. Then, they applied the MCTDH to
oligothiophene-fullerene complex whose potential energy surfaces consist of two
diabatic surfaces for exciton (XT) and charge transfer (CT) states [27, 28] (see
Fig. 5a and b). Figure 5c shows the exciton populations in the quantum dynamics
calculations at the donor-acceptor distance of 3 and 3.5 Å. The differences between
results for 3 and 3.5 Å arise from the distance-dependency of the nonadiabatic
coupling and potential profiles shown in Fig. 5b. At 3.5 Å, an oscillatory dynamics
of the exciton population due to back transfers from the CT to XT states occurs
because of small ΔE (∼0.007 eV). This oscillatory behavior extremely differs from
chemical kinetics calculated by Marcus theory (dashed curve). In contrast to the
distance of 3.5 Å, the electronic excess energy at 3 Å rapidly dissipates into the
vibrational energy because of relatively large ΔE (∼0.21 eV).

Jailaubekov et al. [29] have experimentally/theoretically investigated real-time
dynamics of formation and relaxation of hot charge-transfer exciton at the interfaces
of donor (phthalocyanine) and acceptor (fullerene). Concretely, they experimentally
applied two nonlinear optical techniques (time-resolved second harmonic genera-
tion and time-resolved two-photon photoemission) to interfaces of
copper-phthalocyanine/fullerene. Besides, they theoretically applied a nonadiabatic
surface hopping dynamics based on QM/MM quantum chemical calculations [30,
31] to interfaces of H2-phthalocyanine/fullerene. In the interfaces of
H2-phthalocyanine/fullerene, some charge transfer states are found as shown by
density of states in Fig. 6a. Spatial distribution of electron and hole in the charge

Fig. 5 a Molecular configuration of oligothiophene-fullerene complex. b Two diabatic energy
surfaces. These diabatic surfaces represent exciton (XT) and charge transfer (CT) states,
respectively. c Quantum dynamics of exciton dissociation by the MCTDH (solid curve).
Exponential decay curves representing kinetics of exciton dissociations by Marcus theory are also
shown as a reference (dashed curves). (From Ref. [28])
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transfer states are shown in Fig. 6d, where electron and hole are separated larger in
the higher excited charge transfer states. Their nonadiabatic simulations showed
that the charge transfer reaction from the S1 exciton in the donor to some charge
transfer excitons including “hot charge transfer excitons” which are highly excited

Fig. 6 a Time-averaged DOS distributions for the S1 exciton in donors (red), the interfacial CT
exciton (blue) and the inter-donor exciton (green). b Time-dependent populations of S1 in H2Pc
(red), the inter-donor exciton (green) and the total CT exciton (blue). c Time-dependent
sub-populations of the four interfacial CT excitons: CT1 (black), CT2 (blue), CT3 (orange),
CT4 (red). d Snapshots of selected excitonic state charge distributions (red, electron; blue, hole).
(From Ref. [29])
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charge transfer states occur (see Fig. 6b). Surprisingly, the higher energy charge
transfer states are formed at slightly faster rates initially than the lower energy
charge transfer states (see Fig. 6c). As time goes on, the separated electron and hole
that were in the highly excited charge-transfer states gradually approach each other
at the interface. Namely, the system decays to low-lying charge transfer states from
the highly excited charge-transfer states. Ultimately, the electron and hole pair may
recombine from the lowest charge transfer states to the ground state. These nona-
diabatic dynamics over multiple potential energy surfaces indicate that the current
understanding of the charge transfer reactions at the interface, which is based on the
two electronic states, is insufficient and should be reconsidered in the future.

In the present section, we have briefly reviewed charge transfer dynamics,
especially quantum and/or nonadiabatic dynamics, at the donor-acceptor interfaces.
These quantum dynamics could reveal interesting and unique features in elementary
process of organic solar cells (e.g., strong dependency to the molecular packing,
backward charge transfer and so non-exponential decay, and nonadiabatic dynamics
over multiple potential energy surfaces), which cannot be addressed by Marcus
theory. However, some open questions presented at the first of this section do not
resolved yet. So, further detailed analyses of elementary processes like charge
transfer and recombination reactions are demanded in the future.

2.3 Device Simulators of Organic Solar Cells

In the previous two sections, we focused on an elementary process, especially
charge transfer reaction. However, studies of only an elementary process could not
address the power convergence efficiencies because organic solar cells generate
electronic current through multiple elementary processes. To consider the efficiency
of power convergence efficiency, studies taking account of whole chemical pro-
cesses are desired. In the remaining of this part, therefore, we briefly introduce a
study of device simulator of organic solar cells, which treat whole chemical pro-
cesses to generate electronic current. Koster et al. have presented the most fasci-
nating study [32] among various device simulators [33–36]. They combined two
physical aspects. The first aspect is drift and diffusion dynamics of photo-generated
charge carriers represented as

Jn ¼ �qnln
@w
@x
þ qDn

@n
@x

; ð9Þ

Jp ¼ �qplp
@w
@x
� qDp

@p
@x

; ð10Þ

where Jn pð Þ is the electron (hole) current density, ln pð Þ is the electron (hole)
mobility, Dn pð Þ is the electron (hole) diffusion constant, and q is the elementary
charge. n(x) and p(x) are the electron and hole density, respectively. The potential,
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w xð Þ, is estimated by the Poisson equation. The second aspect is the chemical
kinetics considering generation and recombination of charge carriers at interfaces,
which is shown in Fig. 7a. The combination of these two approaches could simulate
an experimental J-V curve (Fig. 7b). So, studies based on such device simulator can
be regarded as starting point to consider the power convergence efficiencies from
physical and chemical properties of materials like diffusion constants, permittivity,
orbital energies, band-gap, reaction rates, etc. But, in such device simulators, there
are some bold approximations and parameters. Then, the parameters sometimes
require unrealistic value (e.g., too small recombination rate, kf). These approxi-
mations and parameters, therefore, should be reexamined by detailed studies of
each elementary process. Namely, Complementary studies of detailed analyses of
each process and overlooking analyses of whole processes are needed in the future.

3 Interfacial Carrier Dynamics in Dye-Sensitized
Solar Cells

Interfacial carrier dynamics in Dye–Sensitized Solar Cells (DSSC) occur at the
many interfaces such as TiO2/electrolyte, TiO2/dye, and dye/electrolyte. The most
important and studied carrier dynamics is the electron injection from the excited
state of the dye to the conduction band (CB) of the TiO2 and is under the influence
of electronic structure of the interface. The standard components of DSSC are
transparent electrode, dyes adsorbed on TiO2 nano–powder, redox couples in
electrolyte, and counter electrode in the order from photo–anode [37]. Many trials
improving the total conversion efficiency from light to electron have been reported
in half a century. In earlier DSSC, semiconductor plates had been used to support
dyes. Thereafter, Grätzel introduced TiO2 nano–powder to enlarge surface area to
support more dye molecules and reported 7.1 % for total efficiency in 1991 [38].
Now the total efficiency reaches 13 % [39]. The standard energetic model of dye–
sensitized solar cells is shown in Fig. 8.

Fig. 7 a Schematic view of the charge carrier separation at the interface, which is considered in
the Koster’s device simulator. b Light current by the Koster’s device simulator (solid line).
Experimental dark current (squares) and light current (circles). (From Ref. [32])
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The dye absorbs photon to be excited, and then, an electron in the photoexcited
dye is injected to the conduction band of TiO2. If the electron in the conduction
band does not recombine with a hole in dye or redox mediator in electrolyte, charge
separation is achieved and electric power is generated. In this review, we introduce
the electron transfer between dyes, molecules and semiconductor materials used in
DSSC.

3.1 Built–in Potential at Interface Between Two Materials

Figure 9 shows the energy levels of the interface before and after forming a contact
of TiO2 and mediator in electrolyte. TiO2 and mediator have their own Fermi levels
before contacted. Here the Fermi energy of n–TiO2 is supposed to be higher than
the energy of lowest unoccupied molecular orbital (LUMO) of the mediator, which
is approximated to be the reduction potential. To align these Fermi energies,
electrons in TiO2 migrate to the LUMO of redox mediators. As a consequence,

Fig. 8 The energetic model of Dye–Sensitized Solar Cells is composed of four elementally
processes. 1 Photon absorption to photoexcited state. 2 Electron injection from photoexcited state
of the dye to conduction band of TiO2. 3 Charge recombination to ground state. 4 Charge
separation

Fig. 9 Energy level picture at (a) before and (b) after forming a contact of TiO2 and redox
mediator in electrolyte. The electrons in Fermi level of n–type TiO2 migrate to redox mediator to
align the Fermi energies
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a depletion layer is formed at the surface of TiO2 and some amount of mediators is
reduced. The depletion layer results in a potential barrier between surface and bulk
of TiO2, i.e. built–in potential, to prevent electron migrations from TiO2 to the
mediators [40]. The built–in potential can be calculated by solving Poisson–
Boltzmann equation. The Poisson–Boltzmann equation and its solution are repre-
sented as follows:

@2/ xð Þ
@x2

¼ � qNd

ee0

/ xð Þ ¼ qNd

2ee0
x� dð Þ2

where x is the direction of the electron migration, / xð Þ is the potential energy, and
Nd and ε are the carrier density and the permittivity of TiO2. The depletion width
d is over 150 nm if we use / xð Þ ¼ 1:5eV, which is experimentally measured built–
in potential [41], Nd = 1018 cm−3, and ε * 100. However, TiO2 in the active layer
of DSSC is usually not bulk plate but rather nano–powder and its radius is usually
smaller than 20 nm. Such small radius hinders formation of depletion layer. In
nano–particles, Poisson–Boltzmann equation and its solution are rewritten in
spherical coordinate as follows.

@2/ rð Þ
@r2

� 2
r
@/ rð Þ
@r
¼ � qNd

ee0

/ rð Þ ¼ qNd

6ee0
R2 � r2
	 
þ qNd

3ee0
R2

where R is radius of particle. The calculated built–in potential is only 0.04 eV if
R = 20 nm is used [42]. Therefore we would not take the impact of built–in
potential in the electron transfer at the surface of TiO2 nano–powder in DSSCs into
account.

3.2 Theoretical Model of Non–radiative Transition

Electron injection from excited dye to conduction band of TiO2 is non–radiative
transition. There are many theoretical models of non–radiative transition [43, 44,
45]. The most simple and primitive model deals two–level system which have the
wave functions /i with eigenvalue ei if they are isolated system where i are Donor
and Acceptor (Fig. 10a). Suppose coupling between /D and /A is represented by
constant V, the time evolution of the population is oscillated between non–eigen-
states /D and /A. If the initial state is started from the pure donor state /D, the
population of the initial state /D and final state /A is expressed as follow.
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Figure 10b shows the time evolution of the population of donor state for each
parameter Δ and V. The strong coupling between donor and acceptor states leads
rapidly electron injection. The electron completely injects from donor to acceptor, if
the energy difference between them is zero (Δ = 0). The amplitude V2

D2 þV2 shows that

some population of initial state will remain if D 6¼ 0. If coupling parameter V is in
the order of energy difference parameter, D, about half of population are remained
in initial state /D. In very short time range for the time evolution of population,
larger energy difference leads to less electron injection. The time derivative of
population of acceptor state is the transition rate from donor to acceptor. At the limit
of infinite time, the transition rate from donor to acceptor is rewritten with Dirac
delta function d xð Þ, as follows.

kD!A ¼ d
dt

lim
t!1 /AjW tð Þh ij j2¼ 2p

�h
V2d eD � eAð Þ

This equation is called Fermi’s Golden rule.
The acceptor state in DSSC is continuous electronic band as the conduction band

of TiO2, therefore the two–level model must be expanded to multi–level model
(Fig. 10c). Bixon–Jortner Model gives the population of the initial state /D.

Fig. 10 a Energy diagram of two–level system. b Time evolution of the population of donor state
in early short time range. c Energy diagram of multi–level system
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/DjW tð Þh ij j2¼ exp
2pV2q

�h
t

� �

where ρ is the density of the acceptor states. In this expression, the rate of the
electron transfer is 2πV2ρ/ �h and most efficient at eD ¼ eA, which agrees with
Fermi’s Golden rule. This model tells us that the population of the donor state
decays exponentially.

3.3 Driving Force for Electron Transfer

Ruthenium bipyridine complex [Ru(bpy)3]
3+/2+ have been well studied as a model

complex for photocatalysis to split water to hydrogen. Its redox potential at the first
excited state E˚ (D+/D*), which is experimentally estimated by the redox potential
in ground state E˚ (D+/D) and the lowest excitation energy E0−0, is more negative
than the reduction potential (i.e. conduction band minimum) of TiO2. However the
electron injection from Ru complex in electrolyte to TiO2 is not efficient [46].
Chemically connected interface between dye molecule and semiconductor are
introduced to induce a strong electronic coupling between dye and semiconductor.
Carboxyl group is widely used due to the high overlap between 3d orbital of
titanium and 2p orbital of oxygen [47]. However [Ru(dcbpy)3]

3+/2+ complex
adsorbed on TiO2 surface does not show efficient electron transfer because its redox
potential E˚ (D+/D*) is −0.8 V vs SCE and more positive than that of original
complex [Ru(bpy)3]

3+/2+ [48]. Systematic research reveals the redox potential of
[Ru(dcbpy)2X2]

3+/2+, whose ligand is replaced by X = CN− or SCN− group, is
sufficiently negative than conduction band of TiO2 and shows efficient electron
injection from photoexcited state of the ruthenium dyes to conduction band of TiO2

[38, 49]. The transient absorption experiment shows the exponential rapid decay of
photoexcited ruthenium dye with time constant less than 20 fs [50]. The overlap
between density of states of the unoccupied molecular orbitals of the dye and
conduction band of semiconductor is needed for efficient electron transfer [51, 52].
As mentioned in 2–1–3, the Gericher model shows the most probable electronic
state of the reduced excited dye is E˚* + λ and the rate of electron transfer from dye
to conduction band is maximum when ECB < E˚* + 2λ where ECB is the conduction
band minimum of the semiconductor, E˚* and λ are the redox potential and the
reorganization energy of the photoexcited dye molecule (shown in Fig. 11).
Reorganization energy of the [Ru(phen)3]

3+/2+ redox couple is reported to be
0.25 eV, thus this energy offset is considered to be the driving force for electron
transfer from the Ru complex to the conduction bands of the TiO2.
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3.4 Electron Transfer from Dye to TiO2

The exponential rapid decrease of the population of photoexcited dye is also true for
organic dyes. The experimentally reported injection times are 6 fs for TiO2–alizarin
system by using transient absorption technique [53]. To simulate these electron
injection dynamics, we start from time–dependent Schrödinger equation (TD–SE).

i�h
@jW r;R; tð Þi

@t
¼ H r;R; tð ÞjW r;R; tð Þi

where r and R are electronic and nuclear coordinates, jW r;R; tð Þi is the full wave
function. The Hamiltonian of the total system H r;R; tð Þ includes nuclear kinetic
energy operator and electronic Hamiltonian Hel r;R tð Þð Þ.

H r;R; tð Þ ¼
X
A

��h2
2MA
r2

RA
þHel r;R tð Þð Þ

The eigenvalues and eigenstates of the Hel r;R tð Þð Þ are EJ and jUJ r;R tð Þð Þi. If we
approximate full wave function jW r;R; tð Þi as a product of electronic wave function
jUJ r;R tð Þð Þi and nuclear wave function, the solution of the TD–SE can be
expanded with the jUJ r;R tð Þð Þi and time–dependent coefficients CJ(t), which
includes nuclear wave functions [54],

jW r;R; tð Þi ¼
X
J

CJ tð ÞjUJ r;R tð Þð Þi

The TD–SE is rewritten in this basis.

Fig. 11 Energetic levels considered in Gericher model. The built–in potential of TiO2 conduction
band (CB) is neglected. Two Gaussian distributions indicate the energy fluctuation for reduced and
oxidized states and their crossing point is equal to the redox potential of adsorbed dyes. a Overlap
between photoexcited state of adsorbed dyes and conduction band of TiO2 is maximum
(ECB * E˚* + 2λ). b The energy of the most probable reduced state locates above conduction band
minimum of TiO2 is maximum (ECB * E˚* + λ). c There are no overlaps between photoexcited
state of adsorbed dyes and conduction band of TiO2 (ECB * E˚*)
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dR tð Þ
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The term UI r;R tð Þð ÞjrRUJ r;R tð Þð Þh i is nonadiabatic coupling and is finite when
two adiabatic states are close to each other. The Jth electronic wave function
jUJ r;R tð Þð Þi can be expanded by using the molecular orbitals, occupied Kohn–
Sham orbitals or configuration state functions with their coefficients. The nuclear
equation of motion is described by the Hamiltonian mechanics and the force acting
on nuclei is expressed as follows.

MA€RA ¼ �
X
I

X
J

C�I tð ÞCJ tð Þ UI r;R tð Þð ÞjrRAHel r;R tð Þð ÞjUJ r;R tð Þð Þ� �

The interface between alizarin molecule and TiO2 surface is investigated by
using this method under some numerical approximation [55]. The nuclear motion
was calculated in the ground state because the random thermal motions are regarded
to be dominant in the dynamics in both ground and excited states. The electron of
photoexcited state of alizarin, which lies above the conduction band minimum,
injects fast. The time constant calculated by exponential fitting for the population
change is 3.6 fs. On the other hand, the calculated density of states of the alizarin
attached to TiO2 shows some unoccupied orbital of the alizarin moiety is located
below the conduction band minimum of TiO2. The electron injection from these
states also occurs as predicted in two–level model, but the time constant is 3–fold
longer than that of electron injection from the photoexcited states whose energy is
higher than the conduction band minimum. The time constant of the averaged
overall electron dynamics is 7.9 fs in agreement with experiments.

3.5 Avoiding Energy Loss: Direct Charge Transfer
Transitions

As mentioned above, the reorganization energy λ is needed as a driving force for
electron transfer from a photoexcited dye to conduction band of semiconductor. It
means the energy loss λ is inevitable in DSSC. Direct charge transfer transition
from donor to conduction band of the semiconductor allows avoiding such energy
loss, but only few materials show such transition. Catechol– and TCNQ–derivatives
are organic materials to show direct charge transfer transitions to conduction band
of TiO2 (Fig. 12).

TCNQ is well known as an electron acceptor molecule. The usual electronic state
of TCNQ in electrolyte is anion state and its redox potential E˚ (TCNQ/TCNQ−) is –
0.1 V vs NHE. The energy difference from the conduction band minimum of TiO2 is
very small, therefore TCNQ may be inadequate molecule for DSSC due to small
VOC. However, TCNQ forms a chemical bond between one of dicyanomethylene
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carbon and oxygen at the TiO2 surface [56]. The chemical bond changes the redox
potential of the complex to more positive than free molecule in electrolyte. In fact,
the reported total efficiency of the device made of TiO2–TCNQ hybrid material is
2.2 % with 0.36 V for open–circuit voltage, and is much higher than those of TiO2–

catechol surface complex [57].
To fill a lack of the molecular level knowledge to design the materials showing

interfacial charge transfer absorption and control the absorption property, the for-
mationmechanism of TiO2–TCNQ complexwas investigated [58]. TheO–Cbonding
and anti–bonding orbitals are a linear combination of the 2p orbital of the surface
oxygen and a orbital fromTCNQ. The anti–bonding orbital corresponds to the highest
occupied molecular orbital (HOMO) of the TiO2–TCNQ. The HOMO formed by the
nucleophilic addition reaction is significantly delocalized on the O–C bond. The
transition probability of the interfacial charge transfer transition is determined by the
matrix element of the light–matter interaction (V = μE) between the wave functions of
the HOMO and unoccupied orbitals of TiO2. To induce the interfacial charge transfer
transition, the spatial overlap between theHOMOand unoccupied orbitals is required.
Hence, the delocalization of the HOMO contributes to the appearance of the inter-
facial charge transfer absorption. This electronic hybridization between TiO2 and
TCNQ results from the direct chemical bonding of TCNQ to the TiO2 surface by the
nucleophilic addition reaction with the above mentioned electronic flow.

3.6 Charge Recombination

Charge recombination occurs at the interface of donor and acceptor. The mecha-
nism is classified to internal conversion. The rate of internal conversion considered
in Fig. 13 is represented by Fermi’s golden rule

kIC ¼ 2p
�h

Vj j2d Ef þEf ;vf
� �� EiþEi;vi

� �� �
where Ej is the eigenvalue of the electronic wavefunction Uj. Ej;vj ¼ �hx vjþ 1

2

� �
is the eigenvalue of vibrational wave function Hj;vj at the electronic state Uj with
vibrational quantum number vj.

Fig. 12 The energetic model of direct electron injection from ground state to charge transfer state
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The interaction V is expressed in the normal mode coordinates Q = LR as
follows.

V ¼ �h
i

� �2X
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After each vibrational states at the initial electronic state is weighted with
Boltzmann factor, the net rate constant of internal conversion is rewritten
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where Rkl and Pkl are defined as the electronic and the vibrational parts of the
internal conversion rate.

The electronic part of the internal conversion rate Rkl is rewritten by using
Hellman–Feynmann theorem [59],
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����
� �

¼ Uf
@V̂
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����
����Ui

� �
= Ei � Ef
� �

V̂ is potential operator and depends on only the position of electron and nuclei.
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is the transition electric field at atom A and is computed from wave
function theory or time dependent density functional theory.

Fig. 13 Vibronic states of initial and final state. The reference energy of vibration state are each
electronic state
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Next let’s estimate the vibrational part Pkl. If we consider the normal modes at
the initial state to be equivalent to those at final, i.e. ground state, the vibrational
wave function is expressed as same form by using Hermite polynomials Hv.

Hi;vi ¼ Hf ;vf � Hv ¼
Y
k

ffiffiffiffiffiffiffiffi
1

2vv!

r
1
p

� �1
4

exp �Q2
k

2

� �
Hv Qkð Þ

In this expression, Pkl is identically dkl vik þ 1
2

� �
and does not depend on individual

molecules. The behavior of vibrational part of the internal conversion weighted by
Boltzmann factor is temperature dependent and is effective only in the modes
bEk � 1, i.e. low–frequency modes [60].

The internal conversion rate of the TiO2–TCNQ and its derivatives TiO2–TCNE
and TiO2–TCNAQ are calculated within some numerical approximation [61].
A significant improvement in absorption with TCNQ versus TCNE is accompanied
by only modest rise of the recombination rate. The recombination increases sig-
nificantly with TCNAQ, likely offsetting any gain in absorption. Because a larger
molecule will have a larger number of contributing lower–frequency vibrations, the
increase in internal conversion/recombination with TCNAQ is not surprising. The
computed trend in absorbance and recombination implies that TCNQ may provide
an optimal balance between the two considered factors among the three molecules.

4 Conclusion

In this chapter, we reviewed charge carrier dynamics in power convergence pro-
cesses of organic solar cells and dye-sensitized solar cells from the standpoint of
chemical reactions.

For organic solar cells, charge transfer kinetics based on the Marcus theory is
reviewed first as the starting point for considering interfacial carrier dynamics in
organic solar cells from the standpoint of chemical reactions. Then, charge transfer
dynamics as quantum and/or nonadiabatic dynamics is reviewed and revealed that
interfacial chemical reactions in organic solar cells are more complex and fascinating
than ones assumed in the chemical kinetics. Though the charge transfer reactions
have been well studied for a long time as a one of the most important chemical
reactions, the interfacial charge transfer reactions in organic solar cells are not
understood sufficiently yet and need to be studied in detail. Especially, the notion of
“hot charge transfer excitons and their dissociation” through multiple potential
energy surfaces as well as the suppression of recombination will be a key factor to
enhance the power convergence efficiency. Finally, studies of device simulators are
briefly reviewed. Though current device simulators have not been sufficient to
answer the demands of people who want to develop higher efficient organic solar
cells yet, the deep understanding of each process and taking them into account in the
device simulator will help us develop higher efficient organic solar cells in the future.
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For dye-sensitized solar cells, starting from the electronic structure of the TiO2/
dye/electrolyte calculated by Poisson–Boltzmann equation, we introduced expla-
nations for the driving force for electron transfer from the excited state of the dye to
the CB of the TiO2 which is recognized as energy loss by using the two-level
system, redox reaction, time–dependent Schrödinger equation. Our studies for
avoiding energy loss are also reviewed.

References

1. Bakulin AA, Martyanov DS, Paraschuk DYu, Pshenichnikov MS, van Loosdrecht PHM
(2008) Ultrafast charge photogeneration dynamics in ground-state charge-transfer complexes
based on conjugated polymers. J Phys Chem B 112:13730–13737

2. Marcus RA (1956) On the theory of oxidation-reduction reactions involving electron transfer.
I. J Chem Phys 24:966–978

3. Marcus RA, Sutin N (1985) Electron transfers in chemistry and biology. Biochim Biophys
Acta 811:265–322

4. Marcus RA (1993) Electron transfer reactions in chemistry. theory and experiment. Rev Mod
Phys 65:599–610

5. Haken H (1978) Synergetics: an introduction. nonequilibrium phase transitions and
self-organization in physics, chemistry, and biology, 2nd edn. Springer, ISBN:
978-3-642-96471-8

6. Haken H (1983) Advanced synergetics: instability hierarchies of self-organizing systems and
devices. In: Springer Series in Synergetics, vol 20, ISBN: 978-3-642-45553-7

7. Cave RJ, Newton MD (1996) Generalization of the Mulliken-Hush treatment for the
calculation of electron transfer matrix elements. Chem Phys Lett 249:15

8. Cave RJ, Newton MD (1997) Calculation of electronic coupling matrix elements for ground
and excited state electron transfer reactions: Comparison of the generalized Mulliken-Hush
and block diagonalization methods. J Chem Phys 106:9213–9226

9. Farazdel A, Dupuis M, Clementi E, Aviram A (1990) Electric-field induced intramolecular
electron transfer in spiro.pi.-electron systems and their suitability as molecular electronic
devices. a theoretical study. J Am Chem Soc 112:4206–4214

10. Dederichs PH, Blügel S, Zeller R, Akai H (1984) Ground states of constrained systems:
application to cerium impurities. Phys Rev Lett 53:2512–2515

11. Wu Q, Van Voorhis T (2005) Direct optimization method to study constrained systems within
density-functional theory. Phys Rev A 72:024502–024502-4

12. Wu Q, Van Voorhis T (2006) Direct calculation of electron transfer parameters through
constrained density functional theory. J Phys Chem A 110:9212–9218

13. Valiev M, Bylaska EJ, Govind N, Kowalski K, Straatsma TP, van Dam HJJ, Wang D,
Nieplocha J, Apra E, Windus TL, de Jong WA (2010) NWChem: a comprehensive and
scalable open-source solution for large scale molecular simulations. Comput Phys Commun
181:1477

14. van Hal PA, Meskers SCJ, Janssen RAJ (2004) Photoinduced energy and electron transfer in
oligo(p-phenylene vinylene)-fullerene dyads. J Appl Phys A 79:41–46

15. Lemaur V, Steel M, Beljonne D, Brédas J-L, Cornil J (2005) Photoinduced charge generation
and recombination dynamics in model donor/acceptor pairs for organic solar cell applications:
a full quantum-chemical treatment. J Am Chem Soc 127:6077–6086

16. Kawatsu T, Coropceanu V, Ye A, Brédas J-L (2008) Quantum-chemical approach to
electronic coupling: application to charge separation and charge recombination pathways in a
model molecular donor–acceptor system for organic solar cells. J Phys Chem C 112:3429

88 M. Fujii et al.



17. Yi Y, Coropceanu V, Bréas J-L (2009) Exciton-dissociation and charge-recombination
processes in pentacene/c60 solar cells: theoretical insight into the impact of interface geometry.
J Am Chem Soc 131:15777–15783

18. Liu T, Cheung DL, Troisi A (2011) Structural variability and dynamics of the P3HT/PCBM
interface and its effects on the electronic structure and the charge-transfer rates in solar cells.
Phys Chem Chem Phys 13:21461–21470

19. Kanai Y, Grossman JC (2007) Insights on interfacial charge transfer across P3HT/Fullerene
photovoltaic heterojunction from Ab initio calculations. Nano Lett 7:1967–1972

20. Li Z, ZhangX, LuG (2011) Electron structure and dynamics at poly(3-hexylthiophene)/fullerene
photovoltaic heterojunctions. Appl Phys Lett 98:083303–083303-3

21. Veldman D, İpek Ö, Meskers SCJ, Sweelssen J, Koetse MM, Veenstra SC, Kroon JM, van
Bavel SS, Loos J, Janssen RAJ (2008) Compositional and electric field dependence of the
dissociation of charge transfer excitons in alternating polyfluorene copolymer/fullerene blends.
J Am Chem Soc 130:7721–7735

22. Guo J, Ohkita H, Benten H, Ito S (2010) Charge generation and recombination dynamics in
Poly(3-hexylthiophene)/Fullerene blend films with different regioregularities and
morphologies. J Am Chem Soc 132:6154–6164

23. Bakulin AA, Rao A, Pavelyev VG, van Loosdrecht PHM, Pshenichnikov MS, Niedzialek D,
Cornil J, Beljonne D, Friend RH (2012) The role of driving energy and delocalized states for
charge separation in organic semiconductors. Science 335:1340–1344

24. Fujii M, Yamashita K (2011) Packing effects in organic donor-acceptor molecular
heterojunctions. Chem Phys Lett 514:146–150

25. Carmichael HJ (1999) Statistical methods in quantum optics 1: master equations and
Fokker-Planck equations. Springer, Berlin. ISBN 978-3-662-03875-8)

26. Meyer H-D, Gatti F, Worth GA (2009) Multidimensional quantum dynamics: MCTDH theory
and applications. Wiley, ISBN: 978-3-527-32018-9

27. Tamura H, Burghardt I, Tsukada M (2011) Exciton dissociation at Thiophene/Fullerene
interfaces: the electronic structures and quantum dynamic. J Phys Chem C 115:10205–10210

28. Tamura H, Marinazzo R, Ruckenbauer M, Burghardt I (2012) Quantum dynamics of ultrafast
charge transfer at a polymer-fullerene interface. J Chem Phys 137:22A540– 22A54-7

29. Jailaubekov AE, Willard AP, Tritsch JR, Chan W-L, Sai N, Gearba R, Kaake LG,
Williams KJ, Leung K, Rossky PJ, Zhu X-Y (2013) Nat Mater 12:66

30. Lobaugh J, Rossky PJ (1999) Computer simulation of the excited state dynamics of betaine-30
in acetonitrile. J Phys Chem A 103:9432–9447

31. Sterpone F, Bedard-Hearn MJ, Rossky PJ (2010) Nonadiabatic simulations of exciton
dissociation in poly-p-phenylenevinylene oligomers. J Phys Chem A 114:7661–7670

32. Koster LJA, Smits ECP, Mihailetchi VD, Blom PWM (2005) Device model for the operation
of polymer/fullerene bulk heterojunction solar cells. Phys Rev B 72:085205

33. Watkins PK, Walker AB, Verschoor GLB (2005) Dynamical monte carlo modelling of
organic solar cells: the dependence of internal quantum efficiency on morphology. Nano Lett
5:1814–1818

34. Frost JM, Cheynis F, Tuladhar SM (2006) Influence of polymer-blend morphology on charge
transport and photocurrent generation in donor–acceptor polymer blends. J Nelson Nano Lett
6:1674–1681

35. Meng L, Wang D, Li Q, Yi Y, Brédas J-L, Shuai Z (2011) An improved dynamic Monte Carlo
model coupled with Poisson equation to simulate the performance of organic photovoltaic
devices. J Chem Phys 134:124102–124102-7

36. Ray B, Nair PR, Alam MA (2011) Annealing dependent performance of organic
bulk-heterojunction solar cells: a theoretical perspective. Sol Energy Mater Sol Cells
95:3287–3294

37. Hagfeldt A, Boschloo G, Sun L, Kloo L, Pettersson H (2010) Dye-Sensitized solar cells. Chem
Rev 110:6595–6663

Physical Model for Interfacial Carrier Dynamics 89



38. O’Regan B, Grätzel M (1991) A low–cost, high–efficiency solar cell based on dye–sensitized
colloidal TiO2 films. Nature 353:737–740

39. Mathew S, Yella A, Gao P, Humphry-Baker R, Curchod BFE, Ashari-Astani N, Tavernelli I,
Rothlisberger U, Nazeeruddin MK, Grätzel M (2014) Dye–sensitized solar cells with 13 %
efficiency achieved through the molecular engineering of porphyrin sensitizers. Nat Chem
6:242–247

40. Zhang Z, Yates JT (2012) Band bending in semiconductors: chemical and physical
consequences at surfaces and interfaces. Chem Rev 112:5520–5551

41. Kavan L, Grätzel M, Gilbert SE, Klemenz C, Scheel HJ (1996) Electrochemical and
photoelectrochemical investigation of single-crystal anatase. J Am Chem Soc 118:6716–6723

42. Peter LM (2007) Dye–sensitized nanocrystalline solar cells. Phys Chem Chem Phys 9:2630–
2642

43. Rabi II (1937) Space quantization in a gyrating magnetic field. Phys Rev 51:652–654
44. Robinson GW, Frosch RP (1962) Theory of electronic energy relaxation in the solid phase.

J Chem Phys 37:1962–1973
45. Bixon M, Jortner J (1968) Intramolecular radiationless transitions. J Chem Phys 48:715–726
46. Desilvestro J, Grätzel M, Kavan L, Moser J (1985) Highly efficient sensitization of titanium

dioxide. J Am Chem Soc 107:2988–2990
47. Anderson S, Constable EC, Dare-Edwards MP, Goodenough JB, Hamnett A, Seddon KR,

Wright RD (1979) Chemical modification of a titanium (IV) oxide electrode to give stable dye
sensitization without a supersensitiser. Nature 280:572–573

48. O’Regan B, Moser J, Anderson M, Grätzel M (1990) Vectorial electron injection into
transparent semiconductor membranes and electric field effects on the dyamics of
light-induced charge separation. J Phys Chem 94:8720–8726

49. Nazeeruddin MK, Kay A, Rodicio I, Humphry-Baker R, Muller E, Liska P, Vlachopoulos N,
Grätzel M (1993) Conversion of light to electricity by cis–XzBis (2,2’–bipyridyl–4,4’–
dicarboxylate) ruthenium (II) charge-transfer sensitizers (X = Cl−, Br−, I−, CN−, and SCN−)
on nanocrystalline TiO2 electrodes. J Am Chem Soc 115:6382–6390

50. Wenger B, Grätzel M, Moser J-E (2005) Rationale for kinetic heterogeneity of ultrafast
light-induced electron transfer from Ru(II) complex sensitizers to nanocrystalline TiO2. J Am
Chem Soc 127:12150–12151

51. Clark WDK, Sutin N (1977) Spectral sensitization of n–Type TiO2 electrodes by
polypyridineruthenium (II) complexes. J Am Chem Soc 99:4676–4682

52. Watson DF, Meyer GJ (2005) Electron injection at dye-sensitized semiconductor electrodes.
Annu Rev Phys Chem 56:119

53. Huber R, Moser J-E, Grätzel M, Wachtveitl J (2002) Real-Time observation of photoinduced
adiabatic electron transfer in strongly coupled dye/semiconductor colloidal systems with a 6 fs
time constant. J Phys Chem B 106:6494–6499

54. Yonehara T, Hanasaki K, Takatsuka K (2012) Fundamental approaches to nonadiabaticity:
towards a chemical theory beyond the born-oppenheimer paradigm. Chem Rev 112:499–542

55. Duncan WR, Stier WM, Prezhdo OV (2005) Ab initio nonadiabatic molecular dynamics of the
ultrafast electron injection across the alizarin–tio2 interface. J Am Chem Soc 127:7941–7951

56. Jono R, Fujisawa J, Segawa H, Yamashita K (2011) Theoretical study of the surface complex
between TiO2 and TCNQ showing interfacial charge transfer transitions. J Phys Chem Lett
2:1167–1170

57. Segawa H, Fujisawa J, Kubo T, Uchida S (2009) Composite material for photoelectric
conversion material, contains cyano group–containing compound or its reduced form salt
exhibiting absorption characteristics at different wavelength region with respect to metal oxide,
Japan WO2009110618–A1, EP2249430–A1, US2011011459–A1

58. Jono R, Fujisawa J, Segawa H, Yamashita K (2013) The Origin of the strong interfacial
charge-transfer absorption in the surface complex between TiO2 and dicyanomethylene
compounds. Phys Chem Chem Phys 5:18584–18588

90 M. Fujii et al.



59. Niu Y, Peng Q, Deng C, Gao X, Shuai Z (2010) Theory of excited state decays and optical
spectra: application to polyatomic molecules. J Phys Chem A 114:7817–7831

60. Manzhos S, Segawa H, Yamashita K (2011) A model for recombination in Type II dye–
sensitized solar cells: Catechol–thiophene dyes. Chem Phys Lett 504:230–235

61. Manzhos S, Jono R, Yamashita K, Fujisawa J, Nagata M, Segawa H (2011) Study of
interfacial charge transfer bands and electron recombination in the surface complexes of
TCNE, TCNQ, and TCNAQ with TiO2. J Phys Chem C 115:21487–21493

Physical Model for Interfacial Carrier Dynamics 91



Physical Model
at the Electrode-Electrolyte Interface

Osamu Sugino

Abstract To understand the mechanism of an electrochemical reaction, it is useful
to reveal the atomic-scale details occurring on a model catalyst, such as a well-
defined Pt(111) surface. The study using the model catalyst is stronglxy assisted
today by the first-principles simulations, which has been originally developed for
solid-state physics. As such, the method is not perfectly suited for a realistic
electrochemical simulation and thus needs modification. This chapter explains
recent advances in electrochemical simulation methods as well as demonstrations
performed on noble metal—solution interfaces.

1 Introduction

Electrochemical reactions occurring on a real catalyst are usually too complex to be
studied microscopically, and hence for the study of the reaction mechanism,
structurally controlled model catalysts are utilized. Some of the model catalysts are
found to be surprisingly flat in the atomic scale [1], a fact which has motivated
surface scientists to modify their tools for the electrochemical study. In this context,
methods for surface sensitive measurement have been developed including infrared
and Raman spectroscopy, X-ray scattering and absorption, and scanning tunneling
microscopy. The interface has also been studied theoretically by utilizing the
first-principles electronic structure calculation, which may be better known as the
band-structure calculation. By the collaborative application of these experimental
and theoretical tools, understanding of the electrochemical reaction has greatly
advanced as reviewed by Koper [2]. Even with such studies, there remains con-
siderable controversy regarding the dominant reaction mechanism even for the
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Pt(111)—solution interface, which is probably the most studied model catalyst.
This indicates that further methodological advance is required.

Most of the band-structure calculation methods utilized for the electrochemical
study are based on the density functional theory (DFT) [3] although the accuracy
may be improved by using the many-body perturbation theory [4] or else. Owing to
the improvements in the computational algorithms, such as the iterative diagonal-
ization method [5], and owing also to the developments of the exchange-correlation
energy functional, the DFT-based approach can be applied to increasingly larger
systems with improved accuracy. Indeed, O2 adsorption on a catalyst surface, such
as Pt(111) [6], can be now reliably predicted although there still remains accuracy
problem, on the order of 0.1 eV, regarding the CO adsorption on Pt(111) [6]. So, in
most cases, the problem of the band-structure calculation method is not in the
applicability to a surface but in the adaptation to an electrochemical interface
(Fig. 1) which is significantly influenced by the solvation effect and the electrode
potential effect.

The concept of the electrode potential is essential for an electrochemical study in
that the reaction depends very sensitively on the potential. The potential is defined
in many textbooks on the basis of difference between the Fermi level of the elec-
trode and the vacuum level near the electrolyte—vacuum interface. Referring to the
level-difference under the electrochemical equilibrium condition, the shift of the

Fig. 1 Typical setup of the physical model of the electrode-electrolyte interface. Metal atoms and
solvent molecules are arranged in the form of a slab (applied with the periodic boundary condition
in the surface parallel directions) with finite thickness and are interfaced with each other. The
interface slab thus constructed (framed with thick line) is the target of the band-structure
calculation. The solution away from the interface slab is represented by a continuum, which takes
part in the interfacial dielectric screening. The charge induced on the continuum (þ q0), together
with the excess (or deficit) electrons induced on the metal surface (�r) and the ionic charges
(þ q and þQ), constitutes the interfacial dipole and causes the electrode potential. By performing
the first-principles molecular dynamics simulation, the interface structure is determined. The
simulation is mostly done under the condition of fixed number of particles, the electrons and the
ions, but is more favorably done under the condition where they are in contact with the reservoir of
given chemical potential. Such simulation yields the grand canonical ensemble. Establishing such
grand canonical ensemble simulation is the challenge of electrochemical theoreticians
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level-difference under a non-equilibrium condition is related to the over- or
under-potential of the interface. The potential thus defined reflects the potential
drop caused by the interface dipole, which is originated from the dielectric
screening property of the interface. Importantly, the dielectric screening accom-
panies not only the rearrangement of atomic structures at the interface but also the
change in the local concentration of the (electrolyte) ions as well as the change in
the coverage of adsorbates. This means that the electrochemical interface needs to
be treated as an open system and thus the grand potential, or the thermodynamic
potential, is the relevant quantity. This is beyond the capability of most of the
first-principles simulation codes now, and thus the development of the method is a
challenge of electrochemical theoreticians.

2 Modeling of the Electrochemical Interfaces

2.1 Early Stage Modelling

It is important to explain what has been made possible and what has not been in the
frontier of the electrochemical simulation. For this purpose, let us begin by
explaining the methodology developed in the early stage. At that time, the theory
was based on a simple thermodynamic argument, where the potential and the
interface dipole were treated only implicitly. Nørskov et al., as reviewed in Ref. [7],
used a theory that is based on the chemical equilibrium realized under the standard
hydrogen electrode (SHE) condition

H3Oþ aqð Þþ e� U0ð Þ $ 1
2
H2 gð ÞþH2O aqð Þ;

where ‘aq’ and ‘g’ parenthesized indicate a molecule in the aqueous and gaseous
conditions, respectively, e� Uð Þ is the electrons in the electrode of potential U, and
U0 is the equilibrium potential (Fig. 2). In this theory, using the energy DE required
for the (dissociative) adsorption of a hydrogen molecule

1
2
H2 gð Þ ! H adsð Þ

under the ultra-high vacuum condition (UHV), the energy required for the Volmer
step of the hydrogen evolution reaction

H3Oþ aqð Þþ e� U0ð Þ ! H adsð ÞþH2O aqð Þ

is approximated as DE. Simple argument tells that the (local) equilibrium for the
Volmer step is realized under a potential U that satisfies e U � U0ð Þ ¼ DE, where
e is the elementary charge. Parallel analysis can be applied to other electrochemical
reactions as well. Here it is assumed that the energy required for the hydrogen
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adsorption under UHV is the same as that at the electrochemical interface, of which
the justification requires careful comparison with experiment or accurate
calculation.

2.2 Solvation Effect

The success of the simple thermodynamic theory relies on the insensitivity of a
molecular adsorption to the solvation effect, but the solvation effect will be sig-
nificantly larger for a charged or a polarized molecule than for a neutral or an
unpolarized one. With this in mind, considerable efforts were made to develop a
method to incorporate the solvation effect to the first-principles simulation, although
the solvent effect had been the central issue of solution chemistry where handy
dielectric continuum models, such as polarizable continuum model (PCM) [8], had
been developed for a molecular solvation. In the approach of Ref. [9], the solvent is
replaced by a dielectric continuum with a cavity, in which the solute is contained.
The dielectric constant 2r of the continuum is let smoothly change from one (in the
cavity) to the 2r of bulk solvent (in the continuum) depending on the electron
density of the solute molecule (that is isolated in the vacuum). This approach was
applied to a cavity of infinite diameter, namely the electrochemical interfaces, by
other groups [10, 11]. Independently of Ref. [9], different dielectric model was
proposed [12], where two parallel dielectric continua are arranged in the form a
parallel-plate capacitor (Fig. 3) and let the interface slab be inserted in between.
Herein, instead of wrapping the solute (that is the solid surface in this case) with an
adaptive cavity as did in Ref. [9], the solute is put into the non-deformable parallel
container, but owing to this simplification one can handle much more atoms or
molecules and, in addition, follow a finite temperature dynamics, as demonstrated
in Ref. [12].

Fig. 2 The hydrogen
reduction reaction. This
two-step reaction is in
equilibrium at U0, and the first
step (Volmer step) is in
equilibrium at U when the
adsorption energy DE satisfies
DE ¼ e U� U0ð Þ.
Computation of DE is the
issue of the first-principles
calculation
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2.3 Effect of Potential

Another problem of the early thermodynamic model is due to the neglect of the
effect of the potential on the reaction environment, which can easily change the
reaction mechanism. Its importance can be seen from the potential dependent
redistribution of the solute, such as the water reorientation found on the gold surface
[13]. Perhaps more importantly, the potential effect is reflected in the shift of the
chemical equilibrium backwards or forwards, thereby rearranging the distribution of
the reaction intermediates on the surface. Recognizing its importance, efforts were
made to develop a method to explicitly apply the potential. Pioneering study was
done in Ref. [14] using a small cluster-based model for the interface, and later, the
potential was applied to the interface slab models [12, 15]. In applying the potential,
however, careful consideration is required on the physics of the electric double
layer formation, or the Holmholtz layer formation.

2.3.1 Screeing in the Inner- and Outer-Helmholtz Layer

It is known that the electric double layer is formed by the excess (or deficit) electrons
on the electrode on one hand and the compensating electrolyte ions in the solution on
the other hand (Fig. 1). When the potential is applied, the electrons are redistributed
within the skin depth of the surface, while the ionic redistribution is much more
complex: In the outer Helmholtz region, the ions follow the macroscopic

Fig. 3 Typical setup for the
electrochemical interface with
the effective screening
medium (ESM).
Metallic ESM is attached
above the solvent and the
vacuum ESM below
the electrode, by which the
electrostatic potential in the
electrode and that in the ESM
metal can be controlled
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Poisson-Boltzmann equation [15, 16] and screen the electric field taking 1 nm to
1 μm depending on pH of the solution: In the inner Helmholtz region, the ions are
bound strongly or weakly on the surface thereby screening the electric field inho-
mogeneously and, at the same time, disturbing significantly the structure of the
solvents, e.g., the hydrogen bond network of liquid water. This indicates that
the screening has a microscopic and a macroscopic component, which is considered
to require different theoretical treatment such that the latter is treated by introducing
excess/deficit electrons and ions explicitly in the model as did in Ref. [17] while the
former is treated by a continuum model.

Such method was adopted for a simulation of an acid solution in Ref. [12], where
the excess electrons are partly screened by a hydronium ion (H3Oþ ) introduced into
the slab and partly by the dielectric continuum, which is called the effective
screening medium (ESM); no hydronium ions are required under a neutral condition.
Applying this model to a Pt(111)—water interface, the value comparable to the
experiment was obtained for the magnitude of the interface dipole [12] as well as for
that of the interface capacitance [18], indicating that the electric double layer is
reasonably well described by such model. It should be mentioned that the simula-
tions were done only near the point of zero charge, where the surface is neutral and,
in addition, the surface is neither hydrogenated nor oxidized. At lower or higher
potentials, on the contrary, surface is complicated by the adsorbed H or O as well as
the electrolyte ions, which has been hampering a first-principles simulation.

2.3.2 Constant Potential Simulation

The simulations mentioned above were done using a given number of ions and
electrons, while experiments are done using the potentiostat under the constant
potential condition. It is preferable to do the simulation under the constant potential
condition although, in principle, the ensemble at constant particle number condition
can be transformed to that at constant chemical potential condition.With this in mind,
a constant potential scheme was formulated recently [19] using a technique known as
the method of the extended Lagrangian. The number of excess electrons, ne, is taken
as a fictitious dynamical variable and is reduced (or increased) when ne is too high (or
low) to keep the potential constant. By this, the potential fluctuates but is kept
constant on average. It was shown in Ref. [19] that the excess/deficit electrons follow
the grand canonical distribution when equilibrium is reached in the simulation.

In this simulation, although the electrons are let contact with a reservoir of given
chemical potential, ions are not. In this sense, the development of the electro-
chemical simulation is still halfway. In the classical molecular dynamics (MD), the
grand canonical MD simulation is conventionally done by introducing stochastic
attempts to increase or reduce the number of particles. However, in the first-
principles MD, where electrons are also treated within the Born-Oppenheimer
approximation, such simulation is hampered by the necessity to remove or add the
electrons together with the nuclei, which gives rise to global rearrangement of the
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electronic wave function. The grand canonical first-principles MD has thus been
impractical so far and an algorithmic breakthrough is required.

3 Mechanism Search

Thus far many first-principles calculations have been done to determine the reaction
mechanism. Instead of reviewing all such works, however, here we introduce two
of ours that illustrate limitation and achievement of the present first-principles
calculation.

3.1 Direct First-Principles Md Simulation

Instead of using the modified first-principles scheme mentioned above, Ref. [20]
investigated, using a conventional program package, how the oxygen reduction
reaction (ORR) will proceed on a M(111) surface, where M = Pt, Pd, Ru, or Au.
A metal—water interface was repeated three dimensionally applying the periodic
boundary condition, and using the repeated model, the first-principles MD simu-
lation was performed. Initially one O2 molecule was put on the metal surface and
the reaction dynamics was followed by introducing the hydronium ions. The
reduction reactions were found to occur through the associative mechanism (see
Fig. 4)

O2 adsð Þ ! OOH adsð Þ ! OH adsð ÞþO adsð Þ
! H2O adsð ÞþO adsð Þ ! H2O adsð ÞþOH adsð Þ ! H2O adsð Þ

Fig. 4 Reaction paths for the oxygen reduction reaction. Red, white and green circles correspond
to oxygen, hydrogen, and metal atoms, respectively. The associative mechanism (above) and the
dissociative mechanism (below) compete on noble metal surfaces. By analyzing the electrochem-
ical measurements and using the first-principles calculations as supplementary information, a
crossover in the dominant mechanism was found to occur as the potential is shifted
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on Pt and Pd, and the dissociative mechanism

O2 adsð Þ ! 2O adsð Þ ! OH adsð ÞþO adsð Þ
! H2O adsð ÞþO adsð Þ ! H2O adsð ÞþOH adsð Þ ! H2O adsð Þ

on Ru, while the reaction proceeded only up to a HOOH formation on the Au. This
apparently plausible result needs to be accepted with care because of the unreal-
istically large concentration of the hydronium ions used in that simulation [20]. The
concentration corresponds to a negative pH: The potential is lower than the
reversible hydrogen electrode, namely the simulation was done under a large
overpotential condition, because of the interface dipole formed by the positive
charge of the hydronium ion and the compensating negative charge of the electrons
on the surface. The fact that the plausible reaction paths were obtained even under
such condition might mean that the reaction paths are not so sensitive to the
environment except for the case where multiple paths are delicately competing.

3.2 Implication of Experiment

Quantitative understanding of the reaction mechanism requires accurate evaluation
of the grand potential. Although the first-principles evaluation is not possible now,
what can be learned when all existing electrochemical measurements in the liter-
atures are used for analysis? With this in mind, Ref. [21] determined the parameters
appearing in the Butler-Volmer theory of the current-voltage curve using available
experimental data with some lacking information supplemented by first-principles
calculations. The results obtained for the oxygen reduction reaction on Pt(111) are
found to support the associative mechanism as the dominant one, and in addition,
the dominant mechanism switches from the associative (under the reversible
potential condition) to the dissociative (under reduced potential conditions). The
analysis shows that the switch in the mechanism relies on the experimental result
that the reaction order versus the oxygen pressure is close to one both at low and
high current conditions [22, 23]; if it were not for such experiment, conclusion can
be different.

The study showed competing associative and dissociative mechanisms and the
most dominant one depends rather sensitively on the coverage of the reaction
intermediates. In this respect the result obtained in Ref. [20] may be questionable
because the coverage effect was neglected. To further investigate this issue it will be
important to improve the first-principles simulation to be able to determine the
equilibrium coverage by computing the grand potential of atoms and molecules.
One may consider if such cumbersome simulation is really necessary because of the
recent progress in measuring the reaction intermediates [24]. But, such simulation is
undoubtedly valuable to explore, for example, an electrode where experiments are
not feasible.
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4 Conclusion

Electrochemistry was born in 19th century and, since the beginning of this century,
development of the microscopic theory has been accelerated by the surface sensitive
measurements and the first-principles calculation, bridging therewith the gap
between electrochemistry and surface science or condensed matter physics.
Considering the potential that the first-principles calculation has, one can expect
further acceleration when the method is adapted to realistic electrochemical envi-
ronment. The development of the grand canonical simulation is one of the keys, and
progress has been made towards this goal, although there are still hurdles to
overcome as described in this chapter.
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Energy Storage in Batteries and Fuel Cells

Tetsuya Kajita and Takashi Itoh

Abstract Batteries and fuel cells (FCs) are the two major types of solar energy
storage devices currently in use. Secondary batteries reversibly convert stored
chemical energy (e.g., from solar power devices) into electrical energy. FCs gen-
erally convert chemical energy from fuel into electricity via chemical reactions with
oxygen. Hydrogen is the most common fuel, but hydrocarbons such as natural gas
and methanol are sometimes used. FCs are distinct from batteries in that the former
require a constant source of fuel and oxygen (e.g., through solar electrolysis of
water) to sustain their chemical reactions, and can continuously produce electricity
for as long as these inputs are supplied. A system consisting of stored hydrogen in a
cylinder tank and an FC system functions as a battery. In this chapter, we discuss
batteries and FCs for use with solar power devices, in terms of current practice and
future perspectives.

1 Secondary Batteries

Many current applications (e.g., cellular phones, bicycles, mobile computers,
vehicles, and large-scale storage) use secondary batteries because they are
rechargeable, low in total cost, and flexible, and also because they have a light
environmental impact. Batteries can be roughly classified as either physical or
chemical. Chemical batteries are further divided into primary (nonrechargeable) and
secondary (rechargeable) batteries; we discuss secondary chemical batteries in this
section. The electrochemical reactions in secondary batteries are reversible, and such
batteries use different combinations of battery elements, such as sodium-sulfur,
redox flow, lead-acid, nickel-cadmium, nickel metal hydride, and lithium ion.
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A charge-discharge reaction is a fundamental operating mechanism of secondary
batteries, which make use of an oxidation-reduction potential based on differential
ionization tendencies. A secondary battery consists of cathode and anode active
materials, and an electrolyte. The active materials of the cathode (reduction) and
anode (oxidation) undergo a redox reaction during battery discharge. The sum of
these potentials is the standard battery voltage. Figure 1 shows the electrochemical
reaction in a secondary battery.

During charging, the cathode active material (C in Fig. 1) is oxidized, thus
producing electrons, and the anode active material (A in Fig. 1) is reduced, thus
consuming electrons. In contrast, during discharge the cathode active material is
reduced and the anode material is oxidized. These electron flows constitute the
current in the external circuit. An electrolyte enables internal ion flow between the
anode and cathode, facilitating electrochemical reaction on the surface of the
electrodes.

In general, the performance requirements for a secondary battery are high
potential (high voltage), high capacity, long charge-discharge cycle life, high out-
put, low cost, and high safety. However, there is no secondary battery that satisfies
all of these requirements. The criteria for high-efficacy performance differ by sec-
ondary battery type. Figure 2 shows energy density calculations (capacity multi-
plied by average voltage) for several types of secondary batteries. It is clear that Li
ion batteries are the most useful but also the most expensive. In contrast, lead-acid
batteries have a lower cost.

We next describe several types of secondary batteries.

Fig. 1 Schematic of a
secondary battery
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1.1 Lead-Acid Batteries

Most old types of secondary batteries are lead-acid batteries, which were invented
by Gaston Plante (1834–1889) 150 years ago. Lead oxide, lead, and sulfuric acid
are the cathode active material, anode active material, and electrolyte, respectively.
The electrochemical reactions on each electrode are as follows (Fig. 3).

Charge state $ Discharge state
Cathode PbO2 þ 4Hþ þ SO2�

4 þ 2e $ PbSO4 þ 2H2O 1ð Þ
Anode Pb þ SO2�

4 $ PbSO4 þ 2e� 2ð Þ

During discharge, both the cathode and anode active materials are converted to
lead sulfate (PbSO4). The electrolyte loses its dissolved sulphuric acid and becomes
mostly water. The reverse reaction occurs during charging. The battery voltage is
2 V, which is larger than the theoretical potential of water electrolysis.

Lead-acid batteries deteriorate over the course of the charge-discharge cycle. The
lead sulfate generated during discharge on the anode readily crystallizes (termed
sulfation) and is largely insoluble in the electrolyte, thereby deteriorating battery
performance. Additionally, repeated charge-discharge cycles exfoliate lead oxide
from the cathode, a situation that can be minimized by optimizing electrode shape.
Hydrogen and oxygen generation on the anode and cathode due to water elec-
trolysis via overcharging is a safety problem. However, lead-acid batteries are
designed such that the gas is absorbed. This type is called a valve-regulated lead
acid battery [1].

Fig. 2 Energy density in
several types of secondary
batteries
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In many applications, lead-acid batteries are used due to their low cost, long
cycle life, and high safety, despite having a very low capacity (energy density)
compared with other secondary batteries. Lead-acid batteries have recently come
into use in large-scale energy storage and in power variation control for large-scale
power generation, such as wind and solar.

We next discuss batteries that improve upon the capacity and cycle life of
lead-acid batteries.

1.2 Sodium-Sulfur Batteries

Thirty years ago, Ford Motor Company developed sodium-sulfur batteries for
electric vehicles. Sulfur and sodium are the cathode and anode active materials,
respectively, and a beta alumina is the solid electrolyte. These batteries require a
high operating temperature (300–350 °C) because of ionic conductivity in the solid
electrolyte and the necessity of keeping the active materials in a molten state [2].
The reactions on the electrodes are as follows (Fig. 4).

Charge state $ Discharge state
Cathode 5Sþ 2Naþ þ 2e� $ Na2S5 3ð Þ
Anode Na $ Naþ þ e� 4ð Þ

During discharge, sulfur is reduced and becomes Na2S5 at the cathode; sodium is
oxidized and becomes sodium ion at the anode. The sodium ions migrate toward the
cathode through the electrolyte. Although further discharge is possible, solid-state

Fig. 3 Schematic of a lead-acid battery
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Na2S2 forms, which is indicative of poor discharge performance. During charging the
reverse electrochemical reaction occurs at the electrodes. The battery voltage is 2 V.

Sodium-sulfur batteries must be handled with care because the active materials
are combustible. If the battery burns, extinguishing the fire is difficult because water
reacts with sodium. However, the battery can be manufactured at low cost because
the component materials are common.

Sodium-sulfur batteries are used in large-scale energy storage due to their low
cost, long cycle life, and high capacity, despite the necessity of a very high tem-
perature. Their use is especially common in large urban areas because high energy
density enables miniaturization. The high energy density and long cycle life of
sodium-sulfur batteries have prompted their use in practical applications such as
power load-leveling and power variation control in large-scale power generation.
The practical application of sodium-sulfur batteries is expected to advance through
the effective use of their high energy density, long cycle life, and low cost.

1.3 Redox-Flow Batteries

The National Aeronautics and Space Administration developed the redox-flow
battery in the 1970s [3]. The active materials are in a liquid state and cause an
oxidation-reduction reaction at the surface of electrochemically inactive electrodes
in the battery. Elements that have multiple ionization states [such as iron (Fe3+/Fe2+),
chromium (Cr3+/Cr2+), and vanadium (V5+ to V2+)] serve as active materials.
A proton-exchange membrane separates the active materials. Storage tanks and

Fig. 4 Schematic of a
sodium-sulfur battery
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pumps are needed in order to store and circulate the two liquid active materials from
the tanks to the battery. The following discussion focuses on vanadium redox-flow
batteries because of their current use in practical applications [4].

Vanadium oxide and vanadium are the cathode and anode active materials,
respectively, dissolved in sulfuric acid. The reactions on the electrodes are as
follows (Fig. 5).

Charge state $ Discharge state
Cathode VOþ

2 þ 2Hþ þ e� $ VO2þ þ H2O 5ð Þ
Anode V2þ $ V3þ þ e� 6ð Þ

During discharge, the cathode reduces pentavalent vanadium (VO2
+) to

tetravalent vanadium (VO2+), and the anode oxidizes divalent vanadium to trivalent
vanadium. The resulting hydrogen ion (H+) produced at the cathode migrates to the
anode through the proton-exchange membrane and maintains the electrical neu-
trality of the liquid active materials. During charging, the reverse electrochemical
reaction occurs. The battery voltage is 1.4 V. Water electrolysis is problematic

Fig. 5 Schematic of a redox-flow battery
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during charging because the active materials are dissolved in acidic water.
However, this problem can be addressed by making use of an overvoltage in the
inactive electrode materials. For instance, carbon decreases the hydrogen produc-
tion potential and increases the oxygen production potential. Additional problems
such as the battery’s low energy density and limitations in large-scale energy
storage are due to the battery requiring a tank and circulator.

On the other hand, redox-flow batteries have a longer cycle life and lower cost.
Furthermore, the battery has a flexible layout, in which the power-generating sec-
tion (electrodes and proton-exchange membrane) and power-storing section (tank)
are separate. This advantage is particularly effective for large-scale energy storage,
which facilitates the use of redox-flow batteries in power-leveling and power
variation control. Large-scale demonstrations will be necessary for realizing future
applications of redox-flow batteries on a larger scale.

1.4 Ni-Metal Hydride Batteries

Battelle-Geneva Research Center invented the Ni-metal hydride battery in 1967. It
uses a hydrogen-absorbing alloy and NiO(OH) as the anode and cathode active
materials, respectively. The electrolyte is aqueous potassium hydroxide. The
reaction on the electrode is as follows (Fig. 6). M indicates an intermetallic
hydrogen-absorbing alloy. In most cases the compounds have the formula AB5; A
is a rare-earth mixture of lanthanum, cerium, neodymium, and praseodymium
termed a mischmetal, and B is nickel, cobalt, manganese, and/or aluminum [5, 6].

Fig. 6 Schematic of a Ni-metal hydride battery
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Charge state $ Discharge state
Cathode NiO OHð Þþ H2Oþ e� $ Ni OHð Þ2 þOH� 7ð Þ
Anode OH� þMH $ H2OþMþ e� 8ð Þ

During discharge, the cathode reduces NiO(OH) to Ni(OH)2, and the anode
oxidizes the hydrogen-absorbing alloy to hydrogen ion. During charging, the
reverse electrochemical reaction occurs. The battery voltage is 1.2 V. The battery
suppresses gas production during overcharge or overdischarge. The cathode pro-
duces oxygen under such conditions. Gas diffuses to the anode, where it reacts to
form water, or the anode absorbs the hydrogen. However, hydrogen absorption is
not sufficiently fast to prevent excessive hydrogen buildup if the discharge current
is too large.

Ni-metal hydride batteries exhibit a well-known memory effect, which decreases
their capacity. If the battery is repeatedly recharged after being only partially dis-
charged, the maximum usable capacity in the battery decreases. Repeating the
complete charge-discharge cycle several times negates the memory effect.

Ni-metal hydride batteries are used in many applications such as digital cameras,
electric razors, and hybrid electric vehicles (HEVs) due to a long cycle life, light
environmental load, low internal resistance, and high safety. More than 6 million
HEVs equipped with a Ni-metal hydride battery are running worldwide.
A demonstration test of a large-scale Ni-metal hydride battery was recently started,
with applications in large-scale energy storage, power load-leveling, and power
variation control.

1.5 Li Ion Batteries

In the 1970s, M. S. Whittingam proposed a Li ion battery that uses titanium sulfide
and lithium metal as the cathode and anode, respectively. A layered transition metal
oxide as the cathode active material [7], graphite as the anode active material [8], an
ethylene carbonate as the electrolyte solvent [9], and aluminum foil as an electric
collector in the cathode [10] are several subsequent innovations. Sony and Asahi
Kasei released the first commercial Li ion battery in the 1990s.

In general, Li ion batteries use an organic solvent that has LiPF6 dissolved in it.
An organic solvent containing a chain carbonate and cyclic carbonate is almost
always used in Li ion batteries, and some additive is included. The reactions at the
electrode are as follows. Figure 7 shows the electrochemical reaction that uses the
maximum amount of Li (x = 1).

Charge state $ Discharge state
Cathode Lið1�xÞCoO2 þ 1� xð ÞLiþ þ 1� xð Þe� $ LiCoO2 9ð Þ
Anode LixC6 $ C6 þ xLiþ þ xe� 10ð Þ
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During discharge, the cathode reduces Li(1-x)CoO2, by using intercalating Li ion,
to LiCoO2, and the anode oxidizes the Li-intercalated graphite and deintercalates
the Li ion. During charging, the reverse electrochemical reaction occurs. The bat-
tery voltage ranges from approximately 3–4 V.

During overcharge, the cathode heats up and the electrolyte decomposes,
transforming the crystal structure of the cathode active material. This may cause a
fire or explosion because the electrolyte is an organic solvent. During overcharge,
gas production and Cu foil elusion at the anode destroys the battery’s function. As a
countermeasure, an electrical circuit in modern batteries prevents overcharge and
overdischarge.

Li ion batteries are used in many applications, such as cellular phones, bicycles,
mobile computers, HEVs, and electric vehicles, since such batteries have a high
capacity (energy density) and long cycle life. The energy density is 2× that of
Ni-metal hydride batteries. Improvements in safety and cycle life are needed for
large-scale applications.

1.5.1 Future Perspectives for Batteries

Efforts to improve the energy density, safety, cycle life, and cost of secondary
batteries are now in progress. An all-solid-state battery is attractive in terms of
safety and cycle life. However, low ionic conductivity of the solid electrolyte and of
the interface between the electrolyte and active material is a considerable obstacle
for practical applications. Metal air secondary batteries that use metal and air
(oxygen) as the anode and cathode, respectively, have five times the theoretical
energy density of Li ion batteries. However, the basic composition of such an
improved battery has been not established yet. Using Na, Mg, and Ca as charge

Fig. 7 Schematic of a Li ion
battery
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carriers in secondary batteries is drawing attention because of the low material cost.
The composition of batteries using these charge carriers is almost the same as that
of a Li ion battery, and practical use in the near future is expected.

2 Fuel Cells

Around the world, energy consumption has grown during the last century and
continues to increase rapidly to meet growing needs. A possible solution to this
problem is water electrolysis. Figure 8 shows a schematic of water electrolysis
pertinent to FCs. Upon application of a direct current voltage to the aqueous
electrolyte, current flows between the electrodes, and hydrogen and oxygen evolve
at the anode and cathode, respectively. The reaction in a FC is the reverse reaction.
Supplying hydrogen and oxygen to the anode and cathode, respectively, results in
current flow along with the production of water, the only product of an FC. This
indicates that FCs are environmentally friendly power-generation systems.

Sir William Robert Grove (1811–1896) invented FCs. They are fundamentally
different alternatives to combustion-driven energy-conversion systems in that they
directly convert the chemical energy of fuel into electricity [11–15]. Figure 9 shows
the principle of the anode and cathode reactions in FCs, which consist of an anode
and cathode to which the fuel (hydrogen gas) and oxidant (oxygen gas) flow,
respectively. There is an electrolyte between the anode and cathode. Electrochemical
reactions occur at both electrodes. The overall reaction in an FC can be obtained by
summing both electrode reactions.

Fig. 8 Schematic for the relationships between water electrolysis and FC reactions

Fig. 9 Principles of the anode and cathode reactions in FCs
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H2 þ 0:5O2 $ H2O ð11Þ

There are several types of FCs, which are usually classified by electrolyte and
operating temperature (Table 1), as follows.

(a) Polymer electrolyte fuel cell (PEFC)
(b) Alkaline fuel cell (AFC)
(c) Phosphoric acid fuel cell (PAFC)
(d) Molten carbonate fuel cell (MCFC)
(e) Solid oxide fuel cell (SOFC)
(f) Direct methanol fuel cell (DMFC)

MCFCs and SOFCs are high-temperature FCs. PEFCs, AFCs, PAFCs, and
DMFCs are low-temperature FCs. In general, low-temperature FCs (except
DMFCs) use only H2 as fuel. MCFCs and SOFCs can also use CO and CH4 as fuel
through internal conversion (12) and reforming (13) reactions, respectively.

COþH2O ! H2 þCO2 ð12Þ

CH4 þ 2H2O ! 4H2 þCO2 ð13Þ

Low-temperature FCs are suitable for small-scale applications up to 100 kW (e.g.,
portable and mobile electric devices, automotive, and house electric
power-generation systems). High-temperature FCs are most suitable for mid- and
large-scale power-generation systems. The next section introduces various types of
FCs in detail.

2.1 Polymer Electrolyte Fuel Cells

PEFCs use thin films of a polymer electrolyte membrane (PEM) as the electrolyte.
PEFCs are sometimes also termed proton-exchange membrane fuel cells. Figure 10
shows the principle of the anode and cathode reactions in a PEFC. Hydrogen and
oxygen are the anode fuel and cathode oxidant, respectively, and the cell’s oper-
ating temperature is around 80 °C. PEFCs primarily consist of three elements,
which are the PEM, bipolar plates, and catalyst. The future of PEFCs depends on
development of these three elements.

The thickness of a PEM is approximately 0.05–0.1 mm. Since a PEM consists of
a perfluorosulfonic acid polymer, PEFCs should operate at temperatures less than
80 °C. The PEM is sandwiched between the anode and cathode electrodes. Both the
electrodes contain a platinum or platinum alloy catalyst on carbon, and both the
catalyst and the carbon have a high specific surface area. The membrane electrode
assembly comprises the electrodes and the PEM, and dictates cell performance. The
theoretical output voltage is 1.23 V; however, the actual output voltage is
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approximately 0.65–0.75 V because of the anode and cathode overvoltage, and the
voltage loss of the cell elements.

Bipolar plates distribute the fuel and oxidant within the cell, separate the indi-
vidual cells in the stack, carry current and water away from each cell, and keep the
cells cool. Nonporous graphite, a variety of coated metals, and a number of com-
posite materials have been suggested for use as bipolar plate materials. The most
widely used bipolar plate material is composite materials that contain graphite,
which has low corrosion resistance and high conductivity. However, graphite is
brittle and lacks mechanical strength, and therefore it is difficult to reduce plate
thickness.

Catalysts for PEFCs are also important because PEFCs operate at temperatures
less than 100 °C. Since hydrogen does not react with oxygen at such temperatures,
PEFCs require a catalyst to lower the activation energy. The catalyst is typically
platinum (particles that are several nanometers in diameter with a large specific
surface area) or a related metal. Hydrogen and oxygen molecules adsorb on the
platinum surface, and dissociate into hydrogen and oxygen atoms at the adsorption
site on each electrode.

PEFCs require high-purity hydrogen. At present, steam reforming is the most
common industrial hydrogen production method. Ideally, hydrogen production
would be solar powered, making it environmentally friendly.

2.2 Alkaline Fuel Cells

AFCs use an aqueous solution of potassium hydroxide as the electrolyte. Figure 11
shows the principle of the anode and cathode reactions in an AFC. The reactions at
the anode and cathode are as follows.

Anode H2 þ 2OH� ! 2H2Oþ 2e� ð14Þ

Cathode 0:5O2 þH2Oþ 2e� ! 2OH� ð15Þ

Anode: H2 2H++2e-

Cathode: 1/2O2 + 2H+ + 2e- H2O

Fig. 10 Principles of the
anode and cathode reactions
in PEFCs
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Total reaction H2 þ 0:5O2 ! H2O ð16Þ

AFCs can use nickel-related metal as electrodes. The operating temperature is
approximately 50–260 °C. Regarding electrolyte durability, only pure hydrogen
and oxygen can be used in AFCs because dissolved carbon dioxide impurities
decrease cell performance, though development in this area is progressing. AFCs
currently have only specialized applications in spacecraft, but use in hydrogen
supply infrastructure has been proposed. Technological development may improve
the prospects of AFCs.

2.3 Phosphoric Acid Fuel Cells

PAFCs include a phosphoric acid solution impregnated in a separator as the elec-
trolyte. The anode and cathode reactions, as well as the total reactions, of PAFCs
are as same as the reactions of PEFCs (Fig. 10), as follows.

Anode H2 ! 2Hþ þ 2e� ð17Þ

Cathode 0:5O2 þ 2Hþ þ 2e� ! H2O ð18Þ

Total reactionH2 þ 0:5O2 ! H2O ð19Þ

The operating temperature and power-generation efficiency are approximately
200 °C and 40 %, respectively. Analogously to PEFCs, the platinum catalyst may
deteriorate if there is carbon monoxide in the fuel. Commercialization is pro-
gressing and PAFC power-generation plants for onsite 50–200 kW energy pro-
duction are in development. Many PAFC plants continuously generate electric
power for more than 40,000 h, which is the PAFC development lifetime target.

Anode: H2+2OH- 2H2O+2e-

Cathode: 1/2O2 + H2O+2e- 2OH-

Fig. 11 Principle of the anode and cathode reactions in AFCs

118 T. Kajita and T. Itoh



2.4 Molten Carbonate Fuel Cells

MCFCs use a mixture of alkali carbonate (Li2CO3, Na2CO3, and K2CO3) melts as
electrolytes at high temperature. Figure 12 shows the principles of the anode and
cathode reactions in MCFCs. The anode and cathode reactions are as follows.

Anode H2 þCO2�
3 ! H2OþCO2 þ 2e� ð20Þ

Cathode 0:5O2 þCO2 þ 2e� ! CO2�
3 ð21Þ

Total reactionH2 þ 0:5O2 ! H2O ð22Þ

MCFCs operate at 600—700 °C. The carbonate mixture forms highly CO3
2−

conductive molten salt. The cathode reduces oxygen molecules in the presence of
CO2 to CO3

2−. The carbonate ions modulate electrical conductance inside the cell to
the anode. The anode oxidizes hydrogen gas and carbonate ions, producing CO2

and H2O as exhaust gas. CO2 gas can be reused at the cathode. Summing both the
anode and cathode reactions gives the overall reaction for MCFCs. Water is the
only final product. Although FCs generally use hydrogen fuel, MCFCs can also use
CO and CH4 through internal conversion and internal reforming reactions,
respectively.

At MCFC operating temperatures, an anode consisting of nickel alloy and alu-
minum (and/or chromate) as well as a nickel oxide cathode are sufficient for the
necessary electrochemical reactions. The nickel alloy is a catalyst, and reactions
(12) and (13) produce CO and CO2. For this reason, MCFCs can use hydrogen fuel,
even if the fuel contains CO from coal gasification gas. Within the cell, it is also
possible to reform methane, which is the main component of natural gas. Methane
reforming can also be done outside the cell; this is called external reforming and is
suitable for large-scale plants. Compared with internal-reforming MCFCs,
external-reforming MCFCs are simpler and lighter.

CO3
2-

CO2 +

Anode: H2 + CO3
2- CO2 + + 2e-

Cathode: CO2 + 1/2O2 + 2e- CO3
2-

H2 +

Fig. 12 Principle of the
anode and cathode reactions
in MCFCs
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MCFC melt composition is a key issue pertinent to cell performance and life-
time. Molten carbonate melts upon electrolyte impregnation of the porous LiAlO2,
and melt composition of Li–Na-K carbonates depends on melting point, conduc-
tivity, and Ni solubility.

2.5 Solid-Oxide Fuel Cell

Like MCFCs, SOFCs do not require a platinum catalyst or reformer for internally
producing hydrogen fuel. SOFCs also exhibit good power-generation efficiency.
The anode and cathode reactions in SOFCs are as follows.

Anode H2 þO2� ! H2Oþ 2e� ð23Þ

Cathode 0:5O2 þ 2e� ! O2� ð24Þ

Total reactionH2 þ 0:5O2 ! H2O ð25Þ

Figure 13 shows the principle of the anode and cathode reactions in SOFCs.
They typically operate at approximately 500–1000 °C. O2− is the electrolytic charge
carrier, and ZrO2 (zilconia), doped with 8–10 mol% Y2O3 (yttria), is the electrolyte,
termed yttria-stabilized zirconia (YSZ). A porous gas-diffusion structure (metallic
YSZ and related materials) is the anode. The high porosity and large surface area of
the electrodes facilitate rapid mass transport of the reactant and product gases. The
cathode is also porous and can be made of a strontium-doped lanthanum manganite
(La0.84Sr0.16)MnO3 and related materials, as well as lanthanum strontium ferrite and
lanthanum strontium cobalite.

SOFCs can attain at least 96 % of their theoretical open-circuit voltage. In the
absence of a major internal resistance drop they can operate at high current densities
(1000 mA/cm2), and they have a high fuel-conversion efficiency. Like MCFCs,

O2-

CO2 ,

Anode: H2 + O2- + 2e-

: O2- + 2e-

Cathode: 1/2O2 + 2e- O2-

H2 +

Fig. 13 Principle of the
anode and cathode reactions
in SOFCs

120 T. Kajita and T. Itoh



SOFCs require no CO2 recycling, leading to further simplification. Their use at
alternative thermal power stations, such as thermal electric power plants, is
expected.

2.6 Direct Methanol Fuel Cell

DMFCs are similar to PEFCs. Instead of hydrogen gas (as in PEFC), DMFC uses
liquid methanol directly. Figure 14 shows the principle of the anode and cathode
reactions in DMFCs. The chemical reactions at the anode and cathode are as
follows.

Anode CH3OHþH2O ! CO2 þ 6Hþ þ 6e� ð26Þ

Cathode 3=2ð ÞO2 þ 6Hþ þ 6e� ! 3H2O ð27Þ

Total reaction CH3OHþ 3=2ð ÞO2 ! CO2 þ 2H2O ð28Þ

At the anode, methanol is converted to water, carbon dioxide, protons, and
electrons. Oxygen reacts with the proton, and the final products are water and
carbon dioxide. The actual reactions in DMFCs are complex. First, methanol
adsorbs on the platinum catalyst, is oxidized, and releases a proton.

CH3OH ! CH2OH ! HCHO ! CHO ! CO ð29Þ

Each oxidation step on the platinum catalyst yields one proton (reaction 29). The
final product is carbon monoxide, which poisons the platinum catalyst. Solving this
issue will require development of a catalyst that is unaffected by CO (e.g., a
platinum-related alloy).

DMFCs have a more serious problem. Methanol molecules permeate the PEM,
which is called crossover. The membrane electrode assembly of DMFCs is gen-
erally permeable to water and methanol. Unreacted methanol migrates to the
cathode and reacts with oxygen, yielding carbon dioxide and water. This process

Anode: CH3OH + H2O CO2 + 6H+ + 6e-

Cathode: 3/2O2 + 6H+ + 6e- 3H2O

Fig. 14 Principle of the
anode and cathode reactions
in DMFCs
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produces thermal energy not electrical power. One solution may be to decrease the
methanol concentration, but doing so decreases the electrical power output. Another
solution may be to use a different PEM to decrease methanol permeability.

DMFCs should be useful for mobile electronic devices, laptop computers, and
cell phones. These devices require an easy method for methanol refill via a small
cartridge. Investigations on using DMFCs in power-assisted bicycles and cars are
also progressing.

2.6.1 Future Perspectives for Fuel Cells

Researchers are currently working to improve fuel cells in terms of their energy
density, cycle life, and cost. Moreover, many governments are promoting the
commercialization of stationary FCs and FC-based electric vehicles. The devel-
opment of electrolytes, bipolar plates, and catalysts is important for the spread of
FCs in the future; also important is new technology for hydrogen generation,
transport, and supply. Further development of FCs will be required in order to get a
clearer picture of their promise for solving today’s energy challenges.
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Energy Storage in C–C, H–H and C–H
Bond

Masayuki Otake

Abstract Solar energy is most commonly converted into electricity by employing
photovoltaic or solar thermal generation systems. Various technologies for direct
storage of electricity have been proposed, although, with the exception of batteries
and capacitors, systems based on these technologies are minimally effective for
transportation applications. Energy storage in chemical substances is considered
much more effective for transportation and long-term storage, especially as fuels for
engines, turbines and boilers. In this chapter, chemical energy conversion/storage
systems based on C–C, H–H and C–H bonds will be discussed. Advanced catalyst,
electrode and process technologies play a key role in these systems.

1 Introduction of Energy Storage
in Chemical Compounds

The density of the solar energy flux reaching the surface of the earth is insufficient
for direct heating of boilers for power generation. On this account, photovoltaic and
other primary solar energy conversion tools have been developed to generate
electricity. Electricity can be transported via transmission lines to areas of demand,
but it cannot readily be stored, nor transported over very long distances due to the
low cost efficiency and significant energy loss. Energy storage in chemical com-
pounds relies on the conversion of energy, especially electricity or heat, into
chemicals with high energy densities such as fuels. Hydrogen possesses the highest
energy density (highest heat of combustion per unit mass), followed by methane.
The properties of these compounds make them suitable for transportation in vessels,
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and they can typically be produced by adding energy to less energy-rich compounds
such as water or CO2 through chemical, electrochemical, photo electrochemical or
photochemical processes. In nature, photosynthetic conversion of H2O and CO2

into carbohydrates is the most environment-friendly and efficient chemical reaction,
and the resulting products have played a key role in human life. Many researchers
have been trying to develop artificial means of photosynthesis, although only a
limited conversion of H2O into H2 and 1/2 O2 (Light reaction of photosynthesis)
has been reported [1]. A wide variety of technologies is currently available, and
there is no doubt that several potential methods of solar energy storage in chemicals
are adoptable, especially in C–C, H–H and C–H chemistries.

2 Solar Energy Storage by Chemical Means

Various efficient means for storage of electricity have been developed, including
mechanical, chemical and electrical storage methods. Solar photon energy can be
used not only in photovoltaic systems but also in natural photosynthesis for agri-
cultural, fishery, forestry and horticultural products, as well as photocatalytic pro-
cesses. Several compounds are known to be reversibly transformed into their
structural isomers, and in doing so storing photon energy as heat [2]. Concentrated
solar thermal energy has been used for power generation (CSP). 400 MMW and
higher electricity CSP facilities have been in operation in US, while application in
thermochemical H2 processes is currently under investigation. Low-level concen-
trations of solar thermal energy can be used for heating water, drying or regener-
ating desiccants for air conditioning. Solar energy, however, can be more efficiently
stored in C–C, H–H and C–H chemical bonds of fuels, since the energy density of
these products are much higher than batteries and other energy storage means.
Furthermore, fuels are easy to transport and store, and they boast high energy
densities, meaning their relative quantities are smaller.

Solar 
energy

Photon

Photovoltaic & other 
renewable electricity

Solar thermal

Artificial Photosynthesis

Energy storage in batteries & capacitors

Energy storage in chemicals & fuels
C-C, H-H and C-H bonds from CO 2 and H2O

Thermal energy storage

Chemical
technologies
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3 Solar Energy Storage via Chemical Processes

Many chemical processes have been developed or studied for the solar energy
conversion and storage. Table 1 classifies and summarizes technologies for solar
energy conversion applicable for H2O and CO2.

Figure 1 exhibits a classification of nearly 500 papers that appeared in Chemical
Abstracts in the 20 years between 1994 and 2014. This figure indicates the pre-
dominance of photochemical[1A, 1B], photo electrochemical [2] and solar thermal

Table 1 Classification of solar energy to chemicals conversion technologies

Class
No

Classification Definition Explanation in more detail

1A PC-semi Photochemical H2O conversion
with semiconductor catalysts

Water splitting by semiconductor
photocatalysts, Z-scheme,
sensitizer

1B PC-comp Photochemical H2O conversion
with organometallic catalysts

Water splitting by organometallic
photocatalysts, often with dyes
and sacrifices

2 PEC Photo electrochemical H2O
conversion

Water photo electrochemical
dissociation with or without
external bias potential to the
semiconductor

2A PEC-td Tandem PEC with monolithic PV
system

Smart and energy-saving
electrochemical process

3 EC Electrochemical H2O conversion
in liquid-phase

Water electrolysis with electricity
form external, solar or renewable,
energy sources

3A EC-pem Electrochemical H2O conversion
PEM electrolyte

PEM-type Water electrolysis with
electricity from external energy
sources

3B EC-soe Electrochemical H2O conversion
Solid oxide electrolyte

Solid-electrolyte based water
electrolysis with electricity from
external energy sources

3C EC-bio Microbial Fuel Cell with
electro-generating
microorganisms

Shewanella Ionica (K Hashimoto,
Univ Tokyo), Geobacter
metallireducens (Bruce E Logan,
Pennsylvania State Univ)

4 TC Solar thermal, thermochemical,
STEP (solar thermal
electrochemical photo) H2O
conversion

Thermochemical water splitting,
direct thermal splitting,
thermochemical, reforming with
solar heat

5 PS Biological photosynthesis H2-generating microorganisms

6 Biomass Thermochemical or direct
biological biomass conversion
to H2

Biomass conversion to syngas,
Hydrogen
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[3] H2O splitting versus other processes. Increases in the annual numbers of papers
for each classification [1A], [2, 3] was found during years between 2008 and 2013.

Storage of energy using CO2 and/or H2O, chemicals with the lowest energy
contents, corresponds to increase in enthalpy of formation of the products. In Fig. 2,
the increases in enthalpies of formation per C or H2 of several compounds with
C–C, H–H and C–H bonds are shown. The increments in enthalpy values of
hydrocarbon products are larger than oxygen-rich carbohydrates, which are the
product of photosynthesis by plants in nature.

[1A] 148

[1B] 19
[2] 99

[2A] 7 [3] 42

[3A] 14
[3B] 8 

[3C] 1 

[4] 109

[5] 39
[6] 27

Fig. 1 Numerical distributions of papers based on technical classification in Table 1

Fig. 2 Energy storage in C–C and C–H bonds, based on the heat of combustion
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3.1 C–C Bond Formation as Energy Storage Means

In the photosynthesis by floras, CO2 and H2O are converted into carbohydrates
through solar photon utilization via the Calvin cycle. Triglyceride fats are produced
by oil-producing plants via the TCA cycle. Abiotic and important chemical pro-
cesses of C–C bond formation for energy storage include C1 chemistry that has
been studied extensively in the 1980s. Typical industrial chemical processes [4]
include syngas (CO/H2) conversion via the Fischer-Tropsch reaction to hydrocar-
bons rich in lower olefins (Fe catalyst) or higher paraffin (Co catalyst) and a
combination of syngas conversion to methanol or dimethyl ether and their subse-
quent conversion to olefins (often referred to as MTO, MTP and DMTP reactions)
or gasoline (often referred to as MTG and MTA reactions). In the latter case, syngas
is produced by indirect and catalytic reduction of CO2 with solar energy-based H2,
or its direct electrochemical reduction. Another, but less efficient C–C bond for-
mation mechanism is methane coupling. This C1 compound is in thermodynamic
equilibrium with ethylene, acetylene, other C2+ hydrocarbon radicals, H2 and
carbon at temperatures higher than 1000 K. Catalytic oxidative coupling of methane
to ethylene was studied extensively in the 1980s, while oxidative or plasma cou-
pling to acetylene is one of the key processes for manufacturing acetylene. There is
little information indicating use of solar energy for this process.

C–C bond formation from CO2 results in typical hydrocarbonaceous products,
and their production from CO2 [C4+] is an efficient process for energy storage.
Preliminary or simultaneous multi-electron conversion to such intermediates as CO
[C2+], HCOOH[C2+], H2CO[C

0] and CH3OH[C
2–] is usually required before CO2

can be effective in C–C [apparently C+1, C0, C−1, C−2 or C−3, assuming H+ and O2−

valence] bond formation. In these CO2 reductions, chemical, electrochemical, photo
electrochemical and microbial means are used, as is summarized in Table 2 and
Fig. 3. Matthias Beller [3] reported carbonylation of alkenes with CO2/H2. Usually

Table 2 Processes for CO2 conversion to chemicals with C–C bonds

Hydrocarbons synthesis Chemical conversion of photosynthetic products or
biomass, Fischer-Tropsch conversion of solar syngas
(via CO2 + H2 RWGS)

Photosynthetic production CO2/H2O + solar irradiation to carbohydrates, lipids,
phytols, and other chemicals

Carbohydrates to oxygenates
conversion

Ethanol or other oxygenates from solar CO/H2 via catalytic
or biological conversion

Commodity/ fine chemicals
from CO2

Alkene carbonylation with CO2/H2, CO2 fixation or syngas
fermentation, Fine chemicals via photochemical reactions
Floras and micro-algal photosynthesis, photo-bioreactor
Electrochemical CO2 reduction (Oxalic acid,
ethyleneglycol, etc) Electrochemical bioreactor

Oxidative or thermal coupling of
lower hydrocarbons

Oxidative coupling of methane to ethylene, Plasma
coupling of methane to acetylene, Catalytic conversion of
methane to benzene, with CO2 as a H2 acceptor

Energy Storage in C–C, H–H and C–H Bond 127



chemical CO2 reductions use H2 or CH4 as economic electron sources. In elec-
trochemical CO2 reduction, electrolytic reduction in the aqueous or vapor phase
was studied over specified electrodes and electrochemical catalyst. As researchers
of Brookhaven National Laboratory reported, in imidazolium-based ionic liquids
and with Re(bpy)2 catalyst, electrolytic CO2 reduction proceeded at a substantially
low voltage (0.45 V) and high efficiency [5]. Only recently, US-based Liquid Light
Inc patented electrochemical reduction of CO2 to produce oxalic acid, an inter-
mediate to ethylene glycol [6]. In the photochemical or photo electrochemical CO2

reduction, semiconductor electrodes dipped in the aqueous phase are illuminated,
while CO2 in the aqueous phase is reduced. Product patterns depend strongly on the
electrode and photocatalyst, as is shown in Fig. 4 and Table 3.

3.2 H–H Bond Formation as Energy Storage Means

H2 is the sole compound that possesses an H–H bond. Many routes have already
been studied and used for H2 production. Tremendous amount of H2, globally more
than 40 million tons per year, is produced in industry via steam or partial oxidative
reforming of natural gas, petroleum hydrocarbons, coal and other renewable car-
bonaceous materials. Carbons in the reactant are used to reduce H2O into H2, while
they are oxidized into CO and CO2. CO in the syngas is further converted into H2

via Water Gas Shift (WGS) reaction: the CO-rich gaseous composition is shifted

CO2

Metal Electrodes
NaHCO3 solution electrolyte
with or without homogeneous catalyst

Metal Electrodes
Solid oxide electrolyte
at high Temperature

Metal Electrodes
Ionic liquid electrolyte

Semi-conductor/ Metal Electrodes
Photo-electrochemical conversion

Metal Electrodes
Microbial electrolysis (MEC)
ex Methanobacterium palustre, CO2 to Methane
ex Mariprofundus ferroxydans, CO2 to Polysaccharides
ex Ralstonia strain LH74D, CO2 to 3-Methyl-1-butanol

Fig. 3 Various electrochemical CO2 conversions into organic C–C and C–H bonds
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into H2-rich composition by the following equilibrium with the reverse WGS
(RWGS) reaction,

COþH2O�CO2 þH2

The reforming generates CO2 byproduct, which is increasingly an important
source of industrial CO2, since efficient separation/recovery before atmospheric
release is possible. Use of CO2 sequestration from industrial H2 plants(CCS) for
EOR (enhanced oil recovery) is also increasing in the US. Catalytic or light-driven
alkane dehydrogenation to olefin is also reported as an alternative chemical source
for H2.

In Fig. 5, electrochemical routes for H2O splitting are summarized. Hydro- or
geo-powered and electrolysis-based H2 for ammonia or methanol synthesis is
produced in several countries. In the early 1990s, the Euro-Quebec
Hydro-Hydrogen project was proposed. A typical commercial electrolyzer for
alkaline water is operated at 70–90 °C, up to 3 MPa pressure, 20 A/dm2 current
density at 1.86 V/cell [7]. Improvements in the electrolysis technology have been
made in cells with PEM and solid oxide electrolyte membranes, and several
national research projects for technology improvements have been executed, mainly
in Japan and the US. Several nano-structured electrodes with lower H2 and O2

overpotentials have been proposed [8–10]. Assuming massive production of H2 in

CO 2

Cu

Au, Ag, Zn

Pb, Hg, In, Sn, Cd, Tl

Ni, Fe, Pt, Ti, Ga

Metal Electrodes
in NaHCO 3 solution/ CO 2

Typical Products

Hydrocarbons

[C-C][C- H]

CO

HCOOH

[C-H]

H2 [H-H]

Electrocatalytic

ex Binuclear Cu(I) complex

Oxalates

[C-C]

C, Al, Si, V, Cr, Mn, Fe, Co, 

Zr, Nb, Mo, W, Hf, Ta, 

Ru, Rh, Ir

mostly inactive

Fig. 4 Electrodes and electrochemical reduction of CO2 in alkaline aqueous solution
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the future, tremendous volume of water is required along with the sufficient solar
energy. A floating system for renewable electricity generation and sea water elec-
trolysis would be the most practical facility. A chlorine-free electrolytic H2 and O2

production system for sea water has been developed in Japan [11].
Several microbes and algae are known to produce H2 via photobiological water

splitting and enzymatic, fermentative or bio-assisted electrolytic pathways.
In artificial photosynthesis, H2 and O2 are produced by photochemical or photo

electrochemical water splitting.
More than 100 thermochemical H2O splitting routes to H2 and O2 have been pro-

posed after the studies in 1960s. Several of them are still under development today.
Thus there are several practical ways for producing H2 from renewable energy, and all
of these can be effective in solar energy storage, as is shown in Table 4.

Table 3 Semiconductor catalysts for the photochemical CO2 reduction

Category Best system Co-catalyst Major
product

Rmax Minor
products

Traces

TiO2-based TiO2 (P-25) particles
in aq suspension

− CH3OH 3.4 CH4

TiO2 (P-25) particles
in Isopropanol
suspension

− HCOOH 1.2

TiO2 anatase, 14 nm
crystalline particles

− CH4 0.4 CH3OH H2,
CO

Ag/TiO2 particles Ag (5.2wt%) CH4 +
CH3OH

10.5

CuO/TiO2(P-25) in aq
suspension

Cu (2.0wt%) CH3OH 443.0

Ti-SBA-15 − CH4 106.0 CH3OH C2H4,
C2H6,
O2

Glass wool supported
sensitized TiO2-SiO2

Cu (0.5wt%) CO 60.0 CH4

Optical fiber coated
with sensitized TiO2

Cu-Fe
(0.5wt%)

CH4,
C2H4

17.5

ZnS ZnS nanoparticles Cd HCOOH 75.1 H2, CO

ZnS nanoparticles in
silica

HCOOH 7000.0

CdS CdS nanoparticles CO 8.4 H2

CuAgInZnS Mixed sulfide
nanoparticles

RuO2 CH3OH 34.3

WO3 Monoclinic crystals CH4 0.3

W18O49 nanowire CH4 666.0

N-Ta2O5 N-Ta2O5 nanoparticles Ru-dcbpy H2CO 7700.0 H2CO

p-InP p-InP photocathode Ru-complex HCOOH 140.0

Rmax: maximum formation rate reported for the major product(s), in μmolg-1h-1, see Jacek K
Stolarczyk et al. Angew Chem Int Ed, 2013, 52, 7372
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3.3 C–H Bond Formation as Energy Storage Means

C–H bonds are common to most of organic compounds. The energy storage
chemistry in C–H bonds is nearly in parallel to that for organic C–C bonds
described in 3.1, since the conversions of inorganic CO2 to C–C proceed along with
its catalytic, electrochemical or photochemical reduction. C–H bond formation for
energy storage is also possible in the conversion of H2-deficient to H2-rich com-
pounds. Hydroconversion of heavier to lighter hydrocarbons (scission of C–C bond
to two –CH3, or hydrocracking) is a typical C–H bond forming reaction in petro-
leum refining. Hydrodeoxygenation and hydrogenative elimination of N, S and
halogen atoms from the starting organic compounds to form C–H bonds are
additional examples of an H2-enrichment chemical process.

Carbohydrates with C–C and C–H bonds are produced in the photosynthesis,
while mostly C1 compounds with C–H bond are produced in the photochemical or
photo electrochemical reductions of CO2, as is seen in Fig. 4 and Table 3.

H2O

Electrolyte
Pure water, Alkali hydroxide(KOH, NaOH), sulfuric acid
Solid polymer electrolyte, Solid oxide electrolyte

Electrode (Activation Overpotential, theoretical minimum 1.23V) 
(Many modification are being proposed)

H2 electrode (Cathode): Pt, Pd (-0.07V), Au(-0.09V), Fe(-0.15V), Ag (-0.22V), Ni(-0.28V), 
Graphite (-0.62V), Pb(-0.71V), Zn(-0.77V), Hg(-0.85V)    

O2 electrode (Anode): Pt (+0.77V), Pt(+0.93V), Au(+1.02V), Fe (+0.75V), Ag(+0.91V),   
Ni (+0.56V), Graphite (+0.95V), Pb(+0.81V)

Other resistances (Overpotentials)
Reaction, Concentration, Bubble, Resistance (junction)

Industrial process (Hofmann voltammeter type cell

Complex Pt plate or honeycombs electrodes
High pressure electrolysis
High-temperature electrolysis

Alkaline water electrolysis, 
Polymer electrolyte membrane electrolysis, 
Solid oxide electrolyte electrolysis

Energy consumption/ efficiency   10.6 MJ/m3 (2.94 kWh/m3) at 100% efficiency

Salt (Sea water) electrolysis, Chlorine/ NaOH free H2/O2 

Renewable
Electricity & 
Energy

Fig. 5 Electrochemical routes for H2O splitting

Table 4 Solar energy-based H–H bond formation processes

Hydrogen Solar-to-hydrogen technologies; H2O splitting to H2 and 1/2 O2, photochemical,
electrochemical, photo electrochemical and thermochemical H2O splitting

Steam or POX reforming of renewable organic chemicals like methane and
biomass, solar thermal conversion

Photobiological H2O splitting, biohydrogen via biocatalyzed electrolysis,
fermentative or enzymatic H2 production
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4 Prospects of the Chemical Energy Storage

Although a variety of solar energy storage technologies have been developed,
photon, electric and thermal energies are storable in chemicals with C–C, H–H and
C–H bonds. In the chemical storage, products bear energy contents higher than CO2

and H2O. Hydrogenative conversions of CO2 to C–C and/or C–H compounds are,
however, exothermic. H2O splitting to H2 and O2 is an endothermic process, and
hence is the key issue for the chemical energy storage processes. Photochemical,

Table 5 Application of solar or renewable energy storage in chemical bonds

Type Primary solar energy
conversion

Secondary storage
process

R&D or industrial status of
solar energy storage

[C–C] CO2 to syngas via RWGS Syngas to
Fischer-Tropsch or
methanol synthesis

No solar H2 available;
Commercial GTL from
natural gas but with no solar
energy use

Electrochemical CO2

conversion
CO2 to oxalate Several successful results in

labs

Photocatalytic CO2

conversion
CO2 to ethylene Several successful results in

labs

Photo electrochemical
CO2 conversion

Several successful results in
labs

Solar thermal conversion
of biomass

Syngas to
Fischer-Tropsch or
methanol synthesis

No solar energy-based
process

[H–H] Photocatalytic,
Electrochemical, Photo
electrochemical & Solar
thermal H2O splitting

Compression of H2 gas
Liquified H2

H2 adsorbent
Reversible chemical
H2 fixation

H2 via Hydro- and
geo-powered electrolysis of
H2O for commercial NH3

and methanol production, H2

storage in high-pressure
transportable vessel for FCV
(70 MPa) High-pressure H2

pipeline (currently 21–
22 MPa) Various adsorbents,
metal hydrides, inorganic
hydrides Organic hydride
(Methylcyclohexane)

[C–H] CO2 to syngas via RWGS Syngas to
Fischer-Tropsch or
methanol synthesis

H2 via Hydro- and
geo-powered electrolysis of
H2O for commercial
methanol production,
Commercial GTL and
mega-methanol from natural
gas with no solar energy use

CO2 conversions as in [C–
C]

CO2 to Formate,
methanol, methane

Several successful results in
labs
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electrochemical and photo electrochemical conversion of CO2 for energy storage
purposes are not mature at present. In Table 5 are summarized the applications of
solar or renewable energy in the formation of chemical bonds.

The viability of artificial solar energy storage in chemical substances depends on
its competitiveness versus the photosynthetic process in nature and electrical energy
storage tools. Various technologies can be applied in the artificial processes; e.g.,
solar energy concentration to allow compact facilities for energy conversion, var-
ious catalysts and promoters already available, and the storage and transportation of
primary solar energy to energy-consuming chemical plants. Strategies of chemical
energy storage using CO2 and water as starting materials are increasing in impor-
tance. CO2 is a GHG gas, but can be recovered from chemical plants and boiler tail
gas. The US Navy is reportedly [12] studying sea water as a CO2 and H2O source,
producing fuel oil via Fischer-Tropsch conversion of syngas (H2/CO). The con-
centration of CO2 in sea water is much higher than in pure water, while anodic
chlorine formation during the electrochemical H2 production can be eliminated by
optimizing electrodes and electrolytic conditions.

The key chemical for energy storage through C–C, H–H and C–H bonds is
hydrogen which can be obtained via splitting of H2O into H2 and O2. If the low cost
and abundant renewable H2 is available, energy storage in C–C and C–H chemical
bonds becomes very attractive, and could be economically viable. H2 is the key
intermediate for the chemical energy storage process [13, 14].
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Thermochemical Water Splitting
by Concentrated Solar Power

Hiroki Miyaoka

Abstract Thermochemical water splitting (WS) is an attractive conversion tech-
nique of solar energy to hydrogen, which is a type of energy storage and trans-
portation media. The thermochemical WS cycle is composed of several kinds of
chemical reactions, and thus they are basically classified by the reaction process and
usable solar concentration systems. The cycles operated at more than 1000 °C have
a simple reaction process and high theoretical conversion efficiency although large
scale solar heat systems with high solar concentration are required. In the case of
WS with lower operating temperature than 1000 °C, the reaction process become
complicated, and the efficiency is theoretically low. However, various kinds of heat
sources can be utilized to operate them. This section discusses the basic properties
of typical thermochemical WS cycles and suitable solar heat systems. Especially,
alkali metal redox cycles reported in recent years are introduced in detail as a novel
hydrogen production technique.

1 Introduction

To establish a sustainable energy system in future, the development of effective
utilization techniques of natural energy such as solar, hydro, and wind is important
issue. Particularly, energy conversion techniques to secondary energy such as
electricity and chemical energy are required to effectively utilize the natural energy
because such energy fluctuates with time cycle of earth and is localized to specific
areas. In our current society, the infrastructure to use electricity has already been
established, suggesting that the conversion from natural energy to electricity is an
ideal process. However, it is difficult to store and transport large amount of energy
by conventional battery systems. Thus, many researchers recently focus on the
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conversion process to chemical energy, which has significant advantages for
long-time storage and/or long-distance transportation of energy.

The technologies to utilize natural energy strongly depend on environments of
areas, suggesting that the suitable techniques should be selected and established for
each area. For instance, solar, hydro, and wind power generation systems are
suitable for Sun-belt area, Northern Europe, and South America, respectively. In
these areas, the generated electric power can be shared with neighbor area and/or
countries by electrical grid. For island countries with poor natural resources such as
Japan, large amount of energy should be transported from outside countries to
sustain and develop the society. In this case, the technologies related to energy
storage and carrier as well as power generation are important. Namely, various
kinds of technologies should be required for effective utilization of natural energy,
and an alternative energy system of current one based on fossil fuels should be
realized by combining those technologies.

This section introduces the conversion techniques from solar energy to chemical
energy, especially hydrogen, and discusses the characteristic properties of each
technique.

2 Solar Heat Technology

The heat energy generated by concentrating sunlight is generally called solar heat.
For the thermochemical conversion to chemical energy, solar heat is used because
the conversion proceeds via several steps of thermochemical reactions. To establish
effective solar heat systems, elemental technologies such as reflector, receiver, heat
exchanger, and heat storage media are being investigated. Only typical solar heat
systems are introduced below. At present, various types of solar heat systems are
considered with the environmental situation and roughly classified by the shape of
heliostat and concentration ratio. The heliostat is a mirror to reflect and concentrate
sunlight, and it is computationally controlled to chase the sun. The concentration
ratio of sunlight is directly related to the possible temperature of the generated heat.
Figure 1 shows the schematic images of typical solar heat systems, (a) tower,
(b) beam down, (c) trough, (d) fresnel, and (e) dish types, and the properties are
listed in Table 1.

In the tower type (a), the sunlight is concentrated to the receiver at the top of the
central tower by heliostats placed on ground. In this case, high concentration can be
realized. The concentration factor C is 300–1500 [1]. Thus, high temperature
around 1000–1500 °C can be generated. The beam down type (b) is equipped with
a second reflector and ground receiver with concentrator, leading to the highest
concentration of sunlight, C > 5000, among them. The available temperature of
beam down type is also more than 1000 °C. However, the above systems require
large field and enough solar irradiation to exhibit essential performance, suggesting
that the place for construction of these plants is limited to particular areas. The
trough type system (c) is composed of linear parabolic mirror and collector tube
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located at the focal line of the concentrator. The solar energy is absorbed and
transferred by fluid such as oil. The temperature generated by trough type is 400–
600 °C because of low concentration factor. On the other hand, this system is
currently utilized as commercial power generation plant due to the simple structure.
As a modified system of the trough, the fresnel type (d) is proposed and being
developed recently. In this case, the linear mirrors are placed, and the angle of each
mirror is controlled with the sun motion, suggesting that it is not necessary to
produce the large parabolic mirror with accuracy to realize the high concentration.
The parabolic reflector is used for the dish type (e). The sunlight is concentrated to
the receiver at the focus point of the dish mirror. Although the dish type is a smaller
scale system than others, more than 1500 °C is available because the concentration
factor C reaches to 1000–1500.

For the solar heat systems, only direct normal irradiation is available. Thus, the
studies on utilization of solar heat are being carried out in mainly “Sun-belt” area

Fig. 1 Schematic images of typical solar heat systems. a Tower type. b Beam down type.
c Trough type. d Fresnel type. e Dish type

Table 1 Performance and characteristics of typical solar heat plants

Type Temperature T (°C) Concentration factor C Scale

Tower 1000–1500 300–1500 Large

Beam down 1000–1500 1000–5000 Middle-large

Trough 400–600 30–100 Middle-large

Dish >1500 1000–1500 Small
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such as United State, Spain, and Northern Africa [2–7], which are suitable due to
fine and arid climate throughout the year [1]. Recently, the construction of the pilot
plants actively proceeds in Asian countries such as Korea and China as well [8, 9].
In Japan, suitable areas for solar heat systems are limited to southern parts, and the
disadvantageous climate such as high humidity is problem for the effective uti-
lization. However, the pilot solar heat system of beam down type is constructed at
Miyazaki University, and the studies are being achieved by several research groups
[10].

So far, solar heat systems have been investigated as a power generation tech-
nique. In this case, the concentrated solar energy is used for steam turbine, and then
the heat energy is converted to electricity. In large continents such as United State
and Europe, the generated electricity can be transferred by the huge power grid
structured across the own and/or possibly neighbor countries, and it is effectively
utilized by combination with other renewable energy, hydro and wind power [11].
On the other hand, such systems are difficult to be established in island countries
such as Japan. Thus, the technologies for the conversion from solar heat to chemical
energy, which is medium to store and transport the energy, are required. Typical
thermochemical conversion processes using water (H2O) are water splitting
(WS) (1), coal gasification (2), and steam reforming (3) as follows,

Water splitting : H2O ! H2 þ 1=2O2; ð1Þ

Coal gasification : H2OþC ! H2 þCO; ð2Þ

Steam reforming: H2OþCH4 ! 3H2 þCO: ð3Þ

In reactions (1) and (2)–(3), hydrogen and syngas are generated, respectively.
Considering the utilization of hydrogen by fuel cell, H2 is ideally produced by the
water splitting. However, the direct water splitting using solar heat is quite difficult
because of the high stability of H2O. For reactions (2) and (3), the contribution of
natural energy is relatively lowered compared with WS due to high energy state of
coal and hydrocarbons, which can be burned and generate energy by themselves,
although the reaction can be controlled by catalytic process at realizable tempera-
ture range. Here, the final product CO2 is problem because it is considered as one of
greenhouse gases, and thus effectual process for the treatment of CO2 is necessary.

3 Hydrogen Production by Thermochemical Water
Splitting

To directly decompose H2O to H2 and O2, more than 4000 °C is required from
thermodynamic point of view. However, such extreme high temperature is difficult
to generate by using solar heat systems and be handled by existing materials. Thus,
thermochemical WS has been considered and investigated so far. In this case, H2O
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is split via several steps of chemical reactions, resulting in the lower operating
temperature than 4000 °C. Because the thermochemical WS is composed of
chemical reactions, the reaction properties are expected by the thermodynamics of
each reaction. Generally, the thermodynamic properties of chemical reaction is
expressed by following Gibbs free energy change ΔG,

DG ¼ DH � TDS; ð4Þ

DS ¼ DS0 þRln
p0
ppro

� �
; ð5Þ

where ΔH is enthalpy change, ΔS is entropy change, ΔS0 is standard entropy
change, R is gas constant, p0 is standard pressure, and ppro is partial pressure of
gaseous products, respectively. Basically, ΔH and ΔS0 are more or less determined
by the included elements, composition, and molecule or crystal structure of starting
materials and products in the reaction. To modify the thermodynamics and reduce
the operating temperature, ΔH and/or ppro should be controlled by material and
engineering points of view. The substitution of elements and optimization of the
composition are generally useful techniques to control ΔH. When the gaseous
reaction products are effectively separated and removed from the reaction field, the
equilibrium condition is shifted due to decrease in ppro, and then the reaction
temperature is lowered like steam reforming using membrane reactor.

The theoretical efficiency of the thermochemical water splitting ηWS is calculated
by following equation,

gWS ¼ DHH2O

Qendo � aQexo þWð Þ ; ð6Þ

where ΔHH2O is heat of formation of H2O, 286 kJ/mol, Qendo is total energy
required by the endothermic reactions, Qexo is total energy generated by exothermic
reactions in the thermochemical WS cycle, α is ratio of heat recovery from Qexo,
and W is working energy required to operate the hydrogen production process such
as power for pumping of fluid. Since α and W are determined after designing and
making the operating systems, the ideal efficiency is estimated under α = 0 and
W = 0. In addition, the efficiency of solar heat systems ηsystem is expressed as
follows,

gsystem ¼ gsolar � gCarnot; ð7Þ

gsolar ¼
asIC � �rT4

IC
; ð8Þ

gCarnot ¼
T � Tlow

T
: ð9Þ
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The efficiency of receiver for solar energy absorption ηsolar is defined by the
effective absorption of solar radiation αs, intensity of solar radiation I, concentration
factor of the solar heat system C, emittance of the receiver ϵ, the Stefan-Boltzmann
constant σ, and operating temperature T, assuming that the heat conduction and
convection are negligible [1]. For the utilization of thermochemical cycle, the
maximum efficiency is limited by Carnot efficiency ηCarnot shown by Eq. (9), where
Tlow is the temperature of cold thermal receiver. Figure 2 shows the conversion
efficiency of ηsolar·ηCarnot as a function of operating temperature T with αs = ϵ = 1,
I = 1 kW/m2, and Tlow = 25 °C for the concentration factor in the range from 100 to
5000. The ηsolar and ηCarnot are shown as broken and dotted lines, respectively. The
drop of ηsolar starts at a lower temperature with smaller concentration factor C [1,
12]. Thus, the maximum efficiency for C = 100 is about 50 % around 500 °C and
increases with higher C values. If taking into account only energy conversion
efficiency, solar heat systems with high concentration factor around 1000–5000 and
high operating temperature around 1000–1500 °C are suitable, namely, the tower
and beam down types are better than others (Table 1).

4 Thermochemical Water Splitting Cycle

Figure 3 shows the operating temperature of the typical thermochemical WS cycles
with heat sources based on solar concentrating systems and unused heat, in which
the efficient utilization of unused energy such as exhaust heat from factories is also
important issue in future society. As shown in this figure, various thermochemical
WS cycles are proposed and investigated so far. The WS cycles are classified into
high (>1000 °C) and low (<1000 °C) temperature types. As the typical cycles, the
properties of 2-step cycles [13–22], Iodine-sulfur (I-S) cycles [23–25], and sodium

Fig. 2 Conversion efficiency
from solar energy to heat
energy
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(Na) metal redox cycles [26], which is recently reported as WS of low temperature
type, are introduced below.

4.1 Two-Step Water Splitting Cycles

The 2-step cycles is generally defined by the following two reactions,

MxOy ! MxOy�1 þ 1
2
O2 ðThermal reductionÞ; ð10Þ

MxOy�1 þH2O ! MxOy þH2 ðWater splittingÞ: ð11Þ

where M is transition and rare-earth elements. Basically, x and y are integers. The
thermal reduction and water splitting in the cycle proceed via valence fluctuation of
M. All the 2-step cycles requires more than 1000 °C to be operated, thus utilization
of tower and beam down types is considered. Considering the Carnot efficiency, the
potential conversion efficiency is theoretically obtained with the higher temperature
range. However, ηsolar is decreased at the high temperature even with large C value.
Thus, the current target temperature of 2-step cycles are set to 1000–1500 °C, and
then more than 60 % of efficiency is expected with C = 1000–5000.

In the recent pilot plant, WS by the 2-step cycles is performed by direct irra-
diation of concentrated sunlight in the reactor placed into receiver part (Fig. 1a, b)

Fig. 3 Operating temperature of typical thermochemical water splitting cycles and temperature
range of heat sources based on solar and unused energy
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because heat storage and transfer materials are not able to withstand such high
temperatures. In addition to the high efficiency, another advantage of the cycles is
simple reaction process based on a solid-gas reaction. Both reactions can be
operated by controlling gas phases, suggesting that the working energy W can be
suppressed, and the efficient system including heat recovery can be designed. So
far, ferrite: Fe3O4/FeO [13, 15, 16], cobalt oxide: Co3O4/CoO [16], and manganese
oxide: Mn3O4/MnO [16] cycles have been investigated mainly. Important proper-
ties for the 2-step cycles are thermodynamic stability and melting point of the
oxides. The oxides have to be reduced below target temperature, 1000–1500 °C,
generated by the solar heat systems. Moreover, the melting point is related to the
sintering of oxide particles in the high temperature process, which generally causes
degeneration of the kinetic properties. To modify the thermodynamic and material
properties, the substitution of third elements is useful technique. In fact, various
kinds of modified cycles have been proposed [17, 20, 22, 27–33]. In recent years,
the 2-step cycle based on ceria CeO2, which has high melting point, is drawing
widespread interest. Although the ceria cycle using valence fluctuation: CeO2/
Ce2O3 requires about 2000 °C for the thermal reduction, it was reported that O2 is
released to form nonstoichiometric phase CeO2-δ below 1500 °C as follows [34],

CeO2 ! CeO2�d þ d
2
O2; ð12Þ

CeO2�d þ dH2O ! CeO2 þH2: ð13Þ

In addition to above fundamental studies, more practical researches are also carried
out. The scaffold as support of oxides effectively improves the reaction kinetics and
suppresses sintering of the particles [20–22]. The circulating fluidized bed reactor is
proposed as the efficient reaction system considering the heat recovery [35].

4.2 Iodine-Sulfur (I-S) Cycle

Iodine-sulfur (I-S) cycle is the typical WS cycle of low temperature type. This cycle
is composed of three kinds of chemical reactions as follows,

SO2 þ I2 þH2O ! 2HIþH2SO4 ð14Þ

2HI ! I2 þH2 ð15Þ

H2SO4 ! SO2 þ 1
2
O2 þH2O ð16Þ

The reaction (12) is generally called Bunsen reaction, which produces HI and
sulfuric acid H2SO4 from the mixture of SO2, I2, and H2O. The produced HI and
H2SO4 are thermally decomposed at the processes (13) and (14), respectively.
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The most difficult reaction is thermal decomposition of H2SO4 and requires about
900 °C. The theoretical conversion efficiency for WS is 67 % without the heat
recovery, which is relatively higher value among the reported cycles. The I-S cycle
is based on a gas-liquid system unlike the 2-step cycles, which are gas-solid sys-
tems mentioned above. Although the reaction yield is essentially limited by ther-
modynamic equilibrium, this is an advantage from engineering point of view
because the fluids are easily transferred by using mechanical pumps in the reaction
processes. Historically, the I-S cycle have been investigated as the conversion
technique of nuclear energy generated by high temperature gas-cooled reactor
(HTGR) to hydrogen via WS [25]. In Japan, the research on this cycle has being
carried out in mainly Japan Atomic Energy Agency (JAEA) by using HTTR (High
Temperature engineering Test Reactor). The bench-scale plant is constructed in
JAEA, and the continuous hydrogen production has been succeeded already [36].
As other energy sources for operating the I-S cycle, solar heat systems of high
temperature types such as tower and beam down are available because the enough
high temperature than 1000 °C can be produced. While the reactions in I-S cycle
proceed under equilibrium conditions as mentioned above, effective catalysts are
being investigated in recent years [37].

4.3 Alkali Metal Redox Cycle

Alkali metal redox cycle is proposed in 2012 as a low temperature type. Although
studies about the cycles are fundamental research, the sodium (Na) cycle is
potentially operated at lower temperature than 600 °C, in which the low temperature
heat generated by solar heat system such as trough type is utilizable [26]. The
following four kinds of reactions make up the cycle,

2MOH sð Þþ 2M lð Þ ! 2M2O sð ÞþH2ðgÞ; ð17Þ

2M2O sð Þ ! M2O2 sð Þþ 2MðgÞ; ð18Þ

2MðgÞ ! 2MðsÞ ! 2MðlÞ; ð19Þ

M2O2 sð ÞþH2O ! 2MOH sð Þþ 1
2
O2ðgÞ; ð20Þ

where M is alkali metals such as Li, Na, and K. Enthalpy change ΔH and entropy
change ΔS of each reaction for all the cycles with ppro = 0.1 MPa are listed in
Table 2, where the values are estimated by using NIST database [38].

For the H2 generation reaction (17), only Li cycle is exothermic. The Na cycle
has suitable ΔH = 11 kJ, suggesting that this reaction proceeds below 500 °C under
equilibrium condition with ppro = 0.1 MPa. On the other hand, temperatures higher
than 500 °C is necessary to operate the reaction of the K cycle because of large
ΔH and small ΔS values. To realize the H2 generation, the partial pressure of
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H2 should be decreased to less than 1 × 10−2 Pa. Experimentally, the H2 generation
is clarified at 350 °C with 80 % of reaction yield for the Na cycle [26]. The
hydrolysis of all the cycles is exothermic, thus it is expected that the reactions can
be controlled below 500 °C. The most difficult reaction is thermal reduction of M
by Eq. (18) because of huge ΔH for all the cycles, and thus more than several
1000 °C is necessary under equilibrium state with ppro = 0.1 MPa. In other words,
this reaction is most important for controlling the cycles at lower temperatures
because the thermodynamic properties of other reactions satisfy the conditions to
operate the cycle by lower temperature heats than 600 °C. When the reaction (18) is
performed at more than 300 °C, the generated metals M are immediately melted,
after which some parts of the molten metal vaporize. Therefore, by condensing and
removing the generated metal vapor from the reaction field, the entropy value is
increased due to the reduction of ppro, which is partial pressure of M vapor near
M2O. As a result, the operating temperature of thermal reduction should be low-
ered. In fact, the Na generation is experimentally found at 500 °C for the Na cycle.

Figure 4 shows the experimental system. Na2O is put into the bottom part of the
reactor made by Ni-based alloy and is heated up to 500 °C. The generated Na vapor
is condensed as a solid phase by the water cooling part equipped at the upper side of
the reactor. From the photo of cooling part after the reaction in Fig. 4, it can be
clearly seen that the metallic product is generated. The product is assigned to Na
metal by X-ray diffraction (XRD) measurements as shown in Fig. 5. These results

Table 2 Thermodynamic parameters of ΔH (kJ) and ΔS (J/K) for the alkali metal redox cycles

(17) (18) (19) (20)

ΔH ΔS ΔH ΔS ΔH ΔS ΔH ΔS

Li −232 53 883 258 −314 −210 −51 62

Na 11 36 540 252 −210 −192 −55 66

K 119 18 409 246 −173 −178 −68 77

Fig. 4 Schematic image of
experimental system and
photo of product at cooling
part
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indicate that the temperature of Na generation is significantly decreased by the
control of thermodynamic properties using effective material transfer. On the other
hand, in the XRD pattern of the product at heating part, only starting material and
NaOH as impurity are observed, and peroxide Na2O2 as expected product is not
found. It is suggested that the phenomena are originated in the decomposition of
Na2O2 and/or the corrosion of Na2O2 with the reactor [39]. Here, the decomposition
of peroxide is indicated for the Li cycle as well. Considering the decomposition of
peroxide M2O2, the alkali metal redox cycles are modified as follows:

2MOH sð Þþ 2M lð Þ ! 2M2O sð ÞþH2ðgÞ; ð21Þ

2M2O sð Þ ! M2O2 sð Þþ 2MðgÞ; ð22Þ

M2O2 sð Þ ! 2M gð ÞþO2ðgÞ; ð23Þ

4MðgÞ ! 4MðsÞ ! 4MðlÞ; ð24Þ

2M lð Þþ 2H2O lð Þ ! 2MOH sð ÞþH2ðgÞ: ð25Þ

In this cycle, the reactions of (22) and (23) would continuously proceed, indicating
that the M2O is thermally decomposed into M and O2. The most serious problem is
corrosion to utilize the alkali metal cycles safely as practical application. Here, for
the K cycle, this problem is mentioned in review [40]. In fact, a strong corrosion is
found in the experiments for the K cycle. In the case of Li and Na cycles, although
the degree of corrosion is weaker than that of the K cycle, the problem has to be
considered. Therefore, the details of reaction process and mechanism including the
corrosion have to be investigated in future works. The temperature reduction below
500 °C using entropy control is realized by only alkali metals because of the low

Fig. 5 XRD patterns of
Na2O, the products at cooling,
and heating after the reaction
at 500 °C
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melting point. The following Zn/ZnO cycle is similar to the Na cycle because the
metal vapor is generated in the process [19]. However, more than 1000 °C is
necessary to obtain enough Zn generation due to the higher melting point.

ZnOðsÞ ! Zn gð Þþ 1
2
O2ðgÞ; ð26Þ

Zn sð ÞþH2O ! ZnOðsÞþH2ðgÞ ð27Þ

The cupper-chlorine (Cu-Cl) is another attractive low temperature type WS [41].
The reactions in this cycle are described as follows,

2Cu sð Þþ 2HCl gð Þ ! 2CuCl lð ÞþH2ðgÞ; ð28Þ

2CuCl sð Þ ! 2CuCl aqð Þ ! CuCl2 aqð ÞþCuðsÞ; ð29Þ

CuCl2 aqð Þ ! CuCl2 sð Þ; ð30Þ

2CuCl2 sð ÞþH2O gð Þ ! CuO � CuCl2 sð Þþ 2HClðgÞ; ð31Þ

CuO � CuCl2 sð Þ ! 2CuCl lð Þþ 1
2
O2ðgÞ: ð32Þ

Although the maximum temperature required to operate the cycle is <500 °C,
electrochemical process (29) is included. Thus, the design of suitable operation
system would be required considering both of thermochemical and electrochemical
processes.

For thermochemical WSs such as the Na cycle, the energy conversion efficiency
is theoretically lower than that of the high temperature types and the I-S cycle
because of the limitation of Carnot efficiency. On the other hand, various kinds of
solar heat systems, trough as well as tower types, and heat storage materials, which
is possible to be used below 600 °C [42, 43], can be utilized. Therefore, it is
expected that the operation time for the hydrogen production via the WS of low
temperature type becomes longer than the conventional cycles.

5 Conclusion

Thermochemical water-splitting is one of the key technologies for converting solar
energy into hydrogen as energy storage and transportation medium. Currently,
various kinds of solar heat systems are investigated, and performance such as
realizable temperature strongly depends on the environment of the areas. Thus, the
WS cycles should vary according to the environmental conditions as well. The
conventional 2-step cycles are composed of simple reactions using valence fluc-
tuation of transition or rare-earth elements in oxides. Although high temperature of
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1500 °C is required for water splitting and thermal reduction, the theoretical con-
version efficiency is essentially high. The I-S cycle is also a promising WS tech-
nique and operated around 900 °C. The bench-scale test has been established to
produce hydrogen via continuous three-step reactions. Alkali metal redox cycles
have been proposed in recent years. Although their research is still at the laboratory
scale, the Na cycle is recognized as a potential WS operated below 600 °C, sug-
gesting that it can be utilized by various kinds of solar heat systems and unused
heats as wide practical application.

References

1. Kodama T, Gokon N (2007) Thermochemical cycles for high-temperature solar hydrogen
production. Chem Rev 107:4048–4077

2. Sandia National Laboratories. http://energy.sandia.gov/
3. Palumbo R, Keunecke M, Möller S, Steinfeld A (2004) Reflections on the design of solar

thermal chemical reactors: thoughts in transformation. Energy 29:727–744
4. Paul Scherrer Institute. http://www.psi.ch/ene/
5. DLR Institute of Solar Research. http://www.dlr.de/sf/en/desktopdefault.aspx/tabid-7066/
6. Weizmann Institute of Science, Solar Research Facilities Unit. http://www.weizmann.ac.il/

weizsites/solarenergy/
7. Plataforma solar de Almería. http://www.psa.es/webeng/index.php
8. Korea Institute of Energy Research. http://www.kier.re.kr/eng/05_about/org_solarheat_

energy.jsp
9. Solar Energy Laboratory of Chinese Academy of Sciences. http://english.iee.cas.cn/rh/rd/

200907/t20090722_24883.html
10. Miyazaki University. http://www.miyazaki-u.ac.jp/topics/20120806
11. White Book -Clean Power from Deserts- (2007) The DESERTEC concept for energy, water

and climate security. DESERTEC foundation
12. Fletcher EA, Moen RL (1977) Hydrogen- and oxygen from water. Science 197:1050–1056
13. Nakamura T (1977) Hydrogen production from water utilizing solar heat at high temperatures.

Sol Energy 19:467–475
14. Ambriz JJ, Ducarroir M, Sibieude F (1982) Preparation of cadmium by thermal dissociation of

cadmium oxide using solar energy. Int J Hydrogen Energy 7:143–153
15. Sibieude F, Ducarroir M, Tofighi A, Ambriz J (1982) High temperature experiments with a

solar furnace: The decomposition of Fe3O4, Mn3O4, CdO. Int J Hydrogen Energy 7:79–88
16. Lundberg M (1993) Model calculations on some feasible two-step water splitting processes.

Int J Hydrogen Energy 18:369–376
17. Ehrensberger K, Frei A, Kuhn P, Oswald HR, Hug P (1995) Comparative experimental

investigations of the water-splitting reaction with iron oxide Fe1-yO and iron manganese
oxides (Fe1-xMnx)1-yO. Solid State Ionics 78:151–160

18. Steinfeld A, Sanders S, Palumbo R (1999) Design aspects of solar thermochemical
engineering- case study: two-step water-splitting cycle using the Fe3O4/FeO redox system.
Sol Energy 65:43–53

19. Weidenkaff A, Steinfeld A, Wokaun A, Auer PO, Eichler B, Reller A (1999) Direct solar
thermal dissociation of zinc oxide: condensation and crystallisation of zinc in the presence of
oxygen. Sol Energy 65:59–69

20. Kodama T, Kondoh Y, Yamamoto R, Andou H, Satou N (2005) Thermochemical hydrogen
production by a redox system of ZrO2-supported Co(II)-ferrite. Sol Energy 78:623–631

Thermochemical Water Splitting by Concentrated Solar Power 149

http://energy.sandia.gov/
http://www.psi.ch/ene/
http://www.dlr.de/sf/en/desktopdefault.aspx/tabid-7066/
http://www.weizmann.ac.il/weizsites/solarenergy/
http://www.weizmann.ac.il/weizsites/solarenergy/
http://www.psa.es/webeng/index.php
http://www.kier.re.kr/eng/05_about/org_solarheat_energy.jsp
http://www.kier.re.kr/eng/05_about/org_solarheat_energy.jsp
http://english.iee.cas.cn/rh/rd/200907/t20090722_24883.html
http://english.iee.cas.cn/rh/rd/200907/t20090722_24883.html
http://www.miyazaki-u.ac.jp/topics/20120806


21. Gokon N, Hasegawa T, Takahashi S, Kodama T (2008) Thermochemical two-step
water-splitting for hydrogen production using Fe-YSZ particles and a ceramic foam device.
Energy 33:1407–1416

22. Gokon N, Murayama H, Nagasaki A, Kodama T (2009) Thermochemical two-step water
splitting cycles by monoclinic ZrO2-supported NiFe2O4 and Fe3O4 powders and ceramic foam
devices. Sol Energy 83:527–537

23. O’Keefe D, Allen C, Besenbruch G, Brown L, Norman J, Sharp R, McCorkle K (1982)
Preliminary results from bench-scale testing of a sulfur-iodine thermochemical water-splitting
cycle. Int J Hydrogen Energy 7:381–392

24. Sakurai M, Nakajima H, Amir R, Onuki K, Shimizu S (2000) Experimental study on
side-reaction occurrence condition in the iodine-sulfur thermochemical hydrogen production
process. Int J Hydrogen Energy 25:613–619

25. Kubo S, Nakajima H, Kasahara S, Higashi S, Masaki T, Abe H, Onuki K (2004) A
demonstration study on a closed-cycle hydrogen production by the thermochemical
water-splitting iodine-sulfur process. Nucl Eng Des 233:347–354

26. Miyaoka H, Ichikawa T, Nakamura N, Kojima Y (2012) Low-temperature water-splitting by
sodium redox reaction. Int J Hydrogen Energy 37:17709–17714

27. Ehrensberger K, Kuhn P, Shklover V, Oswald HR (1996) Temporary phase segregation
processes during the oxidation of (Fe0.7Mn0.3)0.99O in N2-H2O atmosphere. Solid State Ionics
90:75–81

28. Tamaura Y, Kojima M, Sano T, Ueda Y, Hasegawa N, Tsuji M (1998) Thermodynamic
evaluation of water splitting by a cation-excessive (Ni, Mn) ferrite. Int J Hydrogen Energy
23:1185–1191

29. Steinfeld A, Kuhn P, Reller A, Palumbo R, Murray J, Tamaura Y (1998) Solar-processed
metals as clean energy carriers and water-splitters. Int J Hydrogen Energy 23:767–774

30. Kaneko H, Kojima N, Hasegawa N, Inoue M, Uehara R, Gokon N, Tamaura Y, Sano T (2002)
Reaction mechanism of H2 generation for H2O/Zn/Fe3O4 system. Int J Hydrogen Energy
27:1023–1028

31. Inoue M, Hasegawa N, Uehara R, Gokon N, Kaneko H, Tamaura Y (2004) Solar hydrogen
generation with H2O/ZnO/MnFe2O4 system. Sol Energy 76:309–315

32. Kaneko H, Miura T, Ishihara H, Taku S, Yokoyama T, Nakajima H, Tamaura Y (2007)
Reactive ceramics of CeO2-MOx (M = Mn, Fe, Ni, Cu) for H2 generation by two-step water
splitting using concentrated solar thermal energy. Energy 32:656–663

33. Fresno F, Yoshida T, Gokon N, Fernández-Saavedra R, Kodama T (2010) Comparative study
of the activity of nickel ferrites for solar hydrogen production by two-step thermochemical
cycles. Int J Hydrogen Energy 35:8503–8510

34. Abanades S, Flamant G (2006) Thermochemical hydrogen production from a two-step
solar-driven water-splitting cycle based on cerium oxides. Sol Energy 80:1611–1623

35. Gokon N, Murayama H, Umeda J, Hatamachi T, Kodama T (2009) Monoclinic
zirconia-supported Fe3O4 for the two-step water-splitting thermochemical cycle at high
thermal reduction temperatures of 1400–1600 °C. Int J Hydrogen Energy 34:1208–1217

36. Japan Atomic Energy Agency. http://httr.jaea.go.jp/
37. Machida M, Miyazaki Y, Matsunaga Y, Ikeue K (2011) Efficient catalytic decomposition of

sulfuric acid with copper vanadates as an oxygen-generating reaction for solar thermochemical
water splitting cycles. Chem Commun 47:9591–9593

38. National Institute of Standards and Technology, NIST Chemistry WebBook. http://webbook.
nist.gov/chemistry/

39. Miyaoka H, Ichikawa T, Kojima Y (2014) Thermochemical energy storage by water-splitting
via redox reaction of alkali metals. Energy Procedia 49:927–934

40. Abanades S, Charvin P, Flamant G, Neveu P (2006) Screening of water-splitting
thermochemical cycles potentially attractive for hydrogen production by concentrated solar
energy. Energy 31:2805–2822

150 H. Miyaoka

http://httr.jaea.go.jp/
http://webbook.nist.gov/chemistry/
http://webbook.nist.gov/chemistry/


41. Naterer G, Suppiah S, Lewis M, Gabriel K, Dincer I, Rosen MA, Fowler M, Rizvi G,
Easton EB, Ikeda BM, Kaye MH, Lu L, Pioro I, Spekkens P, Tremaine P, Mostaghimi J,
Avsec J, Jiang J (2009) Recent Canadian advances in nuclear-based hydrogen production and
the thermochemical Cu-Cl cycle. Int J Hydrogen Energy 34:2901–2917

42. Dincer I, Dost S (1996) A perspective on thermal energy storage systems for solar energy
applications. Int J Energy Res 20:547–557

43. Gil A, Medrano M, Martorell I, Lázaro A, Dolado P, Zalba B, Cabeza LF (2010) State of the
art on high temperature thermal energy storage for power generation. Part 1—concepts,
materials and modellization. Renew Sustain Energy Rev 14:31–55

Thermochemical Water Splitting by Concentrated Solar Power 151



Photocatalytic Approach for CO2 Fixation

Kazuhiko Maeda

Abstract In order to address the depletion of fossil fuels and the serious envi-
ronmental problems accompanying their combustion and the concomitant CO2

emission, large-scale chemical conversion of CO2 into energy-rich materials would
be an ultimate solution, and several reactions have been proposed. There have been
a lot of challenges that have to be addressed in this field of research, but several
breakthroughs have been achieved in recent 10 years. In this chapter, photocatalytic
CO2 reduction systems, which are of particular importance, are reviewed, with a
focus on both homogeneous and heterogeneous aspects.
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1 Introduction

1.1 Research Background

Photocatalytic CO2 fixation into energy-rich chemicals such as carbon monoxide
and formic acid has attracted attention in order to address the depletion of carbon
resources and the suppression of global warming as well as to accomplish the
CO2-reduction half cycle in artificial photosynthesis [1, 2]. Because CO2 is a very
stable molecule, the reduction of CO2 remains a big challenge; it requires a high
potential to electrochemically reduce CO2 by one electron (–1.9 V vs. NHE at pH
7). On the other hand, the required potential for CO2 reduction can be reduced if
one utilizes multi-electron process. For example, the potentials of two-electron
reduction of CO2 into formic acid and CO are –0.61 and –0.53 V (vs. NHE at pH
7), respectively, approximately 1.3 V more positive than the potential required to
drive one-electron reduction of CO2.

CO2 þ 2Hþ þ 2e� ! HCOOH E� ¼ �0:61V

CO2 þ 2Hþ þ 2e� ! CO + H2O E� ¼ �0:53V

CO2 þ 4Hþ þ 4e� ! HCHO + H2O E� ¼ �0:48V

CO2 þ 6Hþ þ 6e� ! CH3OH + H2O E� ¼ �0:38V

CO2 þ 8Hþ þ 8e� ! CH4 + 2H2O E� ¼ �0:24V

Thus, a catalyst that allows one to promote multi-electron transfer is needed. As
described below, certain metal complexes and semiconductors (as well as their
composites) work as such (photo)catalysts.

Since the seminal work by Lehn et al. who demonstrated selective CO2 reduction
into CO using Re(I) diimine complexes in 1983 [3], photocatalytic CO2 reduction
has been extensively studied for the purpose of light-to-chemical energy conver-
sion. However, a satisfactory system has yet to be devised to date. As the goal of
CO2 fixation by a photocatalyst is to convert solar energy into chemical energy on a
large-scale, a given system has to meet the following requirements.

(1) A given CO2 fixation system has to be workable under sunlight having low
energy density, and to be stable and efficient during long-term operation.

(2) CO2 reduction has to be promoted while suppressing any side reaction that can
occur during the reaction (e.g., H2 reduction via water reduction).

(3) Water should be used as an electron source.

Unfortunately, no photocatalytic system that satisfies all of the above requirements
has been reported to date. Besides, energy conversion scheme via CO2 reduction
where the change in Gibbs energy is positive had not been achieved until very
recently. Nevertheless, there were some breakthroughs especially in the last
10 years. This chapter describes recent progress on photocatalytic CO2 reduction
using metal complexes and semiconductors, along with some important early works.
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1.2 Some Important Aspects in Photocatalytic CO2

Fixation Research

One should be careful when reading a literature on photocatalytic CO2 reduction, as
some may be problematic. For example, even though a given CO2 fixation system is
claimed to work in water, quantification of O2, which is the product of water
oxidation, is ambiguously or not described. Besides, it is extremely important in
any of photocatalytic CO2 reduction research to investigate the origin of
carbon-containing products by isotope tracer experiments with 13CO2, because
contaminated carbon species may become such materials upon photo-irradiation
especially in a heterogeneous system. For example, using a commercially available
titania loaded with nanoparticulate metal promoters as a heterogeneous photocat-
alyst for CO2 reduction, it has been revealed that both CO and CH4 were obtained,
but the contribution of surface contaminants to the reaction products cannot be
neglected [4]. High turnover number with respect to the amount of catalytically
active sites or the photocatalyst itself is also an important indicator to judge whether
or not a given reaction photocatalyzes CO2 reduction. In this section, the author
would like to focus on representative, but “reliable” systems in this regard, which
are considered important milestones in photocatalytic CO2 reduction research.

2 Metal Complexes

2.1 Re Diimine Tricarbonyl Type Complexes

In 1983, Lehn et al. reported that fac-[Re(N^N)(CO)3X]
+ (N^N = diimine ligand;

X = Cl–, Br–) not only works as an efficient CO2 reduction photocatalyst but also as
a catalyst (Scheme 1). These Re(I) complexes selectively produce CO in a
dimethylformamide (DMF)/triethanolamine (TEOA) solution. It is noted that even
in the presence of water, certain Re(I) complexes are capable of selectively pro-
ducing CO without noticeable H2 formation [3].

Follow-up studies have been made to create more active photocatalysts. The
chloro ligand on fac-Re(bpy)(CO)3Cl (bpy = 2,2′-bipyridine) undergoes substitu-
tion with various phosphorus ligands, PR3 (R = alkyl, alkoxy, or allyl group),

CO2

/ h

In DMF–TEOA (5:1 v/v)
CO

Scheme 1 Photocatalytic CO2 reduction into CO on fac-[Re(bpy)CO3Cl]
+ in a mixed solution of

DMF and TEOA
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giving fac-[Re(bpy)(CO)3(PR3)]
+ [5]. The photocatalytic activity for CO2 reduction

was found to depend strongly on the phosphorus ligand [6]. For example, fac-[Re
(bpy)(CO)3{P(OEt)3}]

+ is an efficient photocatalyst for CO formation with a
quantum yield (QY) of 38 % at 365 nm [7], which is twice as large compared with
that with fac-Re(bpy)(CO)3Cl.

The reaction mechanism of photocatalytic CO2 reduction in a homogeneous
system was investigated by Ishitani et al. in detail using three different Re(I) diimine
complexes, fac-[Re(bpy)(CO)3L] (L = SCN− (1–NCS), Cl− (1–Cl), and CN−

(1–CN)) [8]. The reaction scheme is given in Scheme 2. It has been revealed by
means of laser spectroscopy that the initial step of the reaction is the reductive
quenching of the triplet metal-to-ligand charge transfer (3MLCT) excited-state of
the Re complex by TEOA, generating one-electron reduced (OER) species of the
rhenium complex [ReI(N^N•−)(CO)3X]

− [9–11]. The corresponding OER species
of these complexes play two important roles of capturing CO2 after loss of the
monodentate ligand (L) and of donating the second electron to CO2 by another
OER species without losing L. In the case of 1–NCS, the corresponding OER
species play these two roles in the photocatalytic reaction, resulting in more effi-
cient CO evolution (30 % QY) than that of 1–Cl (16 % QY), whose OER species
are too short-loved to accumulate during the photocatalytic reaction. On the other
hand, 1–CN showed no photocatalytic ability, because the corresponding OER
species does not dissociate the CN- ligand. Based on this mechanistic information,
the most efficient photocatalytic system was successfully developed using a mixture
of fac-[Re(bpy)(CO)3(CH3CN)]

+ and fac-[Re{4,4′-(MeO)2bpy}(CO)3{P(OEt)3}]
+,

which respectively work as a catalyst and a redox sensitizer. The QY of this system
was 59 % at the optimal condition.

Scheme 2 Photocatalytic reaction mechanism by 1–NCS. (Reproduced with permission from
Ref. [8]. Copyright 2008, American Chemical Society)

156 K. Maeda



Based on the mechanistic study, Ishitani et al. have proposed strategies to
develop a highly efficient CO2 reduction photocatalyst.

(1) Efficient formation of OER species by quenching of 3MLCT excited-state by
an electron donor.

(2) Effective production of [Re(LL•−)(CO)3] by dissociation of the ligand from the
OER species.

(3) Efficient reduction of CO2 adduct(s) by another OER species.
(4) Prompt recovery of the starting complex by re-coordination of a ligand after

CO formation.

A highly efficient CO2 reduction has thus been established. However, there still
remained unclear point(s) on the reaction mechanism, especially a CO2 addition
step to the Re center. So far, 17-electron species, i.e., [Re0(N^N)(CO)3] and/or
[ReI(N^N•−)(CO)3] [3, 12–14] and a Re dimer with CO2 as a bridge ligand [14, 15]
have been proposed as possible intermediates derived from reduced Re complexes.
However, no clear evidence had been obtained to clarify the mechanism. Another
important aspect in photocatalytic CO2 reduction on Re complexes is that TEOA
works as a special electron donor, which enhances catalytic turnover number and
selectivity of CO production, compared with other reductants such as triethylamine
[16], suggesting a special action of TEOA during the reaction.

Ishitani et al. pointed out that fac-[ReI(bpy)(CO)3{R2N–CH2CH2O–COO}]
(R = CH2CH2OH) could be a predominant complex in various photocatalytic CO2

reduction reactions using [ReI(N^N)(CO)3X]
n+ (X = monodentate ligand; n = 0, 1)

type complexes in a DMF–TEOA mixed solution (Scheme 3) [17]. A DMF-
coordinated complex, fac-[ReI(bpy)(CO)3(DMF)]+ (1), underwent transformation
upon addition of TEOA to generate fac-[ReI(bpy)(CO)3(OCH2CH2NR2)] (1′) with
an equilibrium constant of 19. Further exposure of 1′ to CO2 resulted in the gener-
ation of 2, whereas a similar CO2 treatment of 1 did not. The equilibrium constant
between 1′ and 2 (K = [2] /[1′][CO2]) in a CO2 atmosphere was estimated to be
1.7 × 103 M−1, which means the exclusive formation of 2 in the CO2-saturated mixed
solution of DMF and TEOA. This also suggests that even a very low concentration of
CO2 is enough to produce the CO2−TEOA adduct. Electrochemical analysis indi-
cated the superior CO2 reduction ability of 2 to 1. On the basis of these observations,

In DMF–TEOA

K = 19

11 ’

Ar

K = 1.7 103 M–1

CO2

2

Scheme 3 Structural change of fac-[Re(bpy)CO3DMF]+ in the presence of TEOA and CO2.
(Reproduced with permission from Ref. [17]. Copyright 2013, American Chemical Society)
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it was claimed that 2 should be the catalytically active species in many photocatalytic
CO2 reduction systems that have been reported so far, because TEOA was used as an
electron donor in these reported systems.

2.2 Supramolecular Metal Complexes

As introduced above, Re(I) diimine complexes work as photocatalysts and elec-
trocatalysts for CO2 reduction. However, there are several problems in these
Re-based complexes including (1) insufficient visible-light-absorption, (2) low
stability, and (3) reliance on a strong electron donor. A strategy to address the
problems (1) and (2) is to couple a catalytic metal complex with a redox photo-
sensitizer so as to improve the electron transfer process from the excited-state
sensitizer to the catalytic unit.

Ishitani et al. prepared a series of Ru(II)−Re(I) binuclear complexes (see Fig. 1),
and examined their photocatalytic activities [18]. As shown in Fig. 1, improved
photocatalytic activity was obtained with the binuclear complex [d2Ru-Re]

2+,
compared to either the corresponding Ru or Re unit alone and a physical mixture of
the Ru and Re unit. This is attributed to improved intramolecular electron transfer
from the OER species, which were produced following the selective excitation and
subsequent reductive quenching of the Ru 3MLCT excited state, to the catalytic Re
moiety. It is also noted that photocatalytic responses were extended further into the
visible region by applying a Ru moiety as the sensitizing unit.

Another important information obtained from this work is that the photocatalytic
abilities of the binuclear complexes with a 4-methyl-4′- [1, 10] phenanthroline-
[5,6-d]imidazol-2-yl)bipyridine (abbreviated as BL) bridging ligand, i.e.,
[Ru-BL-Re]2+ and [Re-BL-Ru]2+, were much lower than that containing a
bpyC3bpy bridging ligand ([d2Ru-Re]

2+). When (CF3)2bpy or bpy were used as
peripheral ligands, the binuclear complexes also had poor photocatalytic ability,
giving a turnover numbers (TNs) for CO formation of 3 and 50, respectively, for
[tfbRu-Re]2+ and [b2Ru-Re]

2+ (data not plotted in Fig. 1). In these metal com-
plexes that showed poorer photocatalytic activity, the intramolecular electron
transfer was found to be endothermic, hindering the forward electron transfer and
leading to inferior performance. In addition to the endothermic character in the
intramolecular electron transfer event, it appears that electron localization on the
bridging ligand appears to be another decisive factor. One can assume that, elec-
trons in [Ru-BL-Re]2+ are mainly localized on the Ru end of the bridging ligand,
because the energy level of the π* orbital on the phenanthroline-imidazolyl motif of
BL is lower than that on the bpy one coordinating to the Re unit. The low electron
density on the catalytic Re site in the OER species could account for the low
photocatalytic activity of [Ru-BL-Re]2+.

In the case of [Re-BL-Ru]2+, in contrast, electron localization must occur on the
Re site, which is supposed to contribute to higher photocatalytic activity. It has been
reported that photocatalytic CO2 reduction activities of mononuclear complexes of
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fac-[Re(N^N)(CO)3(PR3)]
+ (R = an alkyl group) depend strongly on their reduction

potentials, E1/2
red(LL/LL•–), and efficient photocatalytic reduction of CO2 requires

E1/2
red(LL/LL•–) < –1.41 V vs. Ag/AgNO3 [6]. In view of the wide conjugation of BL

and the strong electronic interaction across the bridging ligand, the reduction ability
of the OER species (E1/2

red = –1.1 V vs. Ag/AgNO3) should be insufficient for prompt
reduction of CO2 under these conditions.

According to the same strategy, they also recently developed photocatalytic CO2

reduction systems using various multinuclear Ru complexes, which selectively
produce HCOOH with high turnover numbers (*671) under visible light
(λ = 480 nm) [19]. This kind of supramolecular metal complexes has been shown to
be applicable to a Z-scheme CO2 reduction system, in combination with a suitable
semiconductor material, as will be discussed later.

[Ru-BL-Re]2+
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Fig. 1 Photocatalytic activities of supramolecular metal complexes (0.05 mM) for CO formation
in a CO2-saturated DMF–TEOA (5:1 v/v) solution containing 0.1 M 1-Benzyl-1,
4-dihydronicotinamide (BNAH) as a sacrificial electron donor under selective photoexcitation
of the Ru moieties (λ > 500 nm). (Reproduced with permission from Ref. [18]. Copyright 2005,
American Chemical Society)
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2.3 Metal Complex Catalysts Based on Earth-Abundant
Elements

Most of the metal complexes that have been developed to date for CO2 reduction
are comprised of Re- and Ru-based ones. In order to replace such precious metals
from the sustainable chemistry point of view, an earth-abundant material that is
sufficiently active, and alternative to precious metals, is highly desirable. Bourrez
et al. reported that a manganese-based complex exhibited electrocatalytic activity
for CO2 reduction to CO, although the TON was moderate (TON = 13 for 4 h) [20].
Ishitani et al. used the same Mn complex as a catalyst, in combination with a
ruthenium(II) tris-diimine complex as a redox sensitizer, to achieve CO2 reduction
into HCOOH in the presence of BNAH as an electron donor [21]. The QY of
HCOOH formation by this Mn complex was 5.9 %, which is comparable to that
achieved by a similar Re complex (6.9 %).

2.4 Enhanced Photocatalytic Activity of Rhenium(I)
Complex by Light-Harvesting Periodic Mesoporous
Organosilica

As briefly mentioned above, sunlight is a very “dilute” energy source (ca. 10 photons
nm−2 s−1) especially for small molecules such as metal complexes. Therefore,
light-harvesting would be highly desirable for efficient photocatalysis by a homo-
geneous metal complex. In nature, a wheel-like array of chlorophylls in LH1 and
LH2 of purple photosynthetic bacteria efficiently absorbs sunlight, funneling the
captured energy to a reaction center by resonance energy transfer (RET) with a QY
of almost unity [22]. For the construction of an artificial photosynthetic system, the
three-dimensional organization of molecular parts, that is, light absorbers and
multi-electron catalysts, at appropriate positions is of particular importance, because
the RET efficiency is strongly dependent on the distance between the energy donor
and acceptor molecules and their orientation [23].

Inagaki et al. employed a mesoporous biphenyl-silica (Bp-PMO) anchoring fac-
[ReI(bpy)(CO)3(PPh3)]

+(OTf)– (OTf = CF3SO3) in the mesochannels for CO2

reduction [24]. The structure of this hybrid material is depicted in Fig. 2. The
incident photons (λ = 280 nm) were effectively absorbed by the biphenyl groups in
Bp-PMO, and the excited energy was funneled into the Re complex by RET. As the
result, photocatalytic CO evolution from CO2 was enhanced by a factor of 4.4,
compared with direct excitation of the Re complex. In addition, Bp-PMO helped to
protect the Re complex against photo-decomposition. These results demonstrate the
potential of PMOs as a light-harvesting antenna for designing various photoreaction
systems, mimicking the natural photosynthesis.

160 K. Maeda



3 Semiconductors

As described above, certain metal complexes catalyze CO2 reduction to CO or
HCOOH photocatalytically or electrochemically with high selectivity and QYs in a
homogeneous system. From the viewpoint of large-scale application and efficient
solar energy utilization, however, semiconductor-based heterogeneous photocata-
lysts would be more advantageous over molecular-based homogeneous catalysts,
considering their superior oxidation ability to utilize a mild reductant (ideally, water)
and potential recyclability [25]. In this section, several kinds of heterogeneous
photocatalysts based on inorganic semiconductors for CO2 reduction are described.

3.1 CO2 Reduction on Wide Gap Semiconductors
in the Presence of CH4 or H2

Tanaka et al. have developed several wide-gap semiconductors (some of them may
be mentioned as insulators) such as ZrO2 and MgO for CO2 reduction into CO in
the presence of CH4 or H2 gas as a reductant [26–28]. Their results indicated that
CO2 adsorbed on ZrO2 and MgO, which are solid base oxides, is reduced to formate
species by gas phase H2. Importantly, the stable linear form of CO2 transforms into
a reactive species upon adsorption, which are more susceptible to reduction than the
linear form.

Their group also reported that β-Ga2O3 having a band gap of ca. 4.5 eV showed
higher activity for photocatalytic CO2 reduction into CO in the presence of H2 than
other solid bases such as MgO [29]. This reaction is subject to a Langmuir-
Hinshelwood type mechanism, where the monodentate bicarbonate species was

Fig. 2 Schematic representation of light-harvesting by PMO and enhancing of photocatalysis of
Re complex. (Reprinted with permission from Ref. [24]. Copyright 2010, American Chemical
Society)
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reduced by the dissociatively adsorbed hydrogen, thereby generating bidentate
formate on β-Ga2O3 that was finally decomposed into CO under photo-irradiation
(Scheme 4). Despite the inferior affinity of β-Ga2O3 with CO2, the dissociatively
adsorbed H2 on β-Ga2O3 was responsible for the higher photocatalytic activity.

3.2 Semiconductor Photocatalysts Workable in Water

As described above, some of wide-gap semiconductor oxides (or insulators) have
been shown to exhibit activity for CO2 reduction into CO in the presence of CH4 or
H2 as an electron donor. However, a semiconductor photocatalyst that is capable of
reducing CO2 using water as an electron source and of producing stoichiometric
amount of O2 had not been reported until recently.

In 2011, Kudo et al. reported that ALa4Ti4O15 (A = Ca, Sr, and Ba) layered
perovskites having 3.79–3.85 eV band gaps showed photocatalytic activity for CO2

reduction to form CO and water oxidation into O2 [30]. ALa4Ti4O15 (A = Ca, Sr, and
Ba) has been originally developed as a photocatalyst for overall water splitting into
H2 and O2 under UV irradiation [31]. Table 1 summarizes the photocatalytic
activities of ALa4Ti4O15 (A = Ca, Sr, and Ba) for CO2 reduction in water. While the
CO2 reduction activity was negligible in the absence of a cocatalyst, the activity
could be enhanced by modification with Ag cocatalysts. Among three semicon-
ductors tested, the Ba derivative was found to exhibit the highest performance.
Under Ar bubbling condition, water splitting reaction proceeds on Ag/BaLa4Ti4O15,

Scheme 4 Mechanism of photocatalytic reduction of CO2 over β-Ga2O3 in the presence of H2.
(Reprinted with permission from Ref. [29]. Copyright 2010, American Chemical Society)
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but continuous CO2 bubbling of the reactant solution allowed one to proceed CO2

reduction into CO and HCOOH as the major and minor product, respectively.
Although H2 evolution via overall water splitting could not be suppressed com-
pletely, modification of BaLa4Ti4O15 with *10 nm Ag nanoparticles, which was
achieved by employing the liquid-phase reduction method, improved the selectivity
for CO2 reduction while suppressing the undesirable H2 evolution.

Even under CO2 bubbling, cocatalysts of NiOx, Ru, Cu, and Au did not achieve
any appreciable CO2 conversion, but promoted overall water splitting. Ag is known
to be an efficient electrocatalyst for CO2 reduction, but has relatively large over-
potential for H2 evolution [32]. This is a preferable feature for use as a cocatalyst
for CO2 reduction on a semiconductor photocatalyst, and appears to contribute to
the superior performance of Ag-loaded material for CO2 fixation. Kudo et al. also
pointed out that continuous bubbling of the reactant suspension with CO2 was
important to get more CO, suggesting the occurrence of some backward reactions.
It should be noted that in the optimal condition, the ratio of reduction/oxidation
products {(CO + HCOOH + H2)/O2} was almost equal to 2/1, consistent with the
reaction stoichiometry. The stoichiometric evolution of O2 clearly indicated that
water was consumed as a reducing reagent (an electron donor) for the CO2

reduction. Thus, an uphill reaction of CO2 reduction accompanied with water
oxidation was achieved using the Ag/BaLa4Ti4O15 photocatalyst.

Teramura et al. have developed layered double hydroxides (LDHs; [M1–x
2+ Mx

3

+(OH)2]
x+(An–)x/n mH2O) as new heterogeneous photocatalysts for CO2 reduction

Table 1 Photocatalytic activities for CO2 reduction over ALa4Ti4O15 (A = Ca, Sr, and Ba)
modified with Ag cocatalyst under UV irradiation (λ > 200 nm)a

Entry Photocatalyst Cocatalyst
(wt%)

Loading method Activity/µmol h−1

H2 O2 CO HCOOH

1 CaLa4Ti4O15 0 – 1.3 0.6 0.07 0

2 CaLa4Ti4O15 Ag (1.0) Liquid-phase
reduction

3.2 6.6 9.3 0.4

3 SrLa4Ti4O15 0 – 0.8 0.5 0.06 0

4 SrLa4Ti4O15 Ag (1.0) Liquid-phase
reduction

4.8 5.8 7.1 0.8

5 BaLa4Ti4O15 0 – 5.3 2.4 0 0

6 BaLa4Ti4O15 Ag (1.0) Liquid-phase
reduction

5.6 12 19 0.4

7 BaLa4Ti4O15 Ag (1.0) Impregnationb 5.6 8.7 8.9 0.3

8 BaLa4Ti4O15 Ag (1.0) Photodeposition 10 7.0 4.3 0.3

9c BaLa4Ti4O15 Ag (1.0) Liquid-phase
reduction

20 11 0 0

aCatalyst 0.3 g, water 360 mL, CO2 flow system (15 mL min−1), a 400 W high-pressure mercury
lamp, an inner irradiation quartz cell
bCalcination at 723 K for 1 h in air, followed by reduction with H2 at 473 K for 2 h
cAr flow
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workable in water under UV irradiation (λ > 200 nm) [33]. LDHs are natural or
synthetic clays that consist of brucite (Mg(OH)2)-like positively charged
two-dimensional sheets interleaved with anionic species (An–) such as CO3

2– for
charge compensation, in which some divalent cations such as Mg2+ are substituted
by trivalent cations. Although the reaction products did not meet the stoichiometry
(in most cases, excess O2 evolution was observed) and the reason still remains
unclear, several kinds of LDHs showed activity for CO and O2 evolution in water,
as shown in Fig. 3. As exemplified by Mg-In LDH, interestingly, neither Mg- nor
In-hydroxide gave CO or O2 from water in the presence of CO2, but the combi-
nation of the two metals to make a Mg-In LDH resulted in clearly observable CO
and O2 evolution. It indicates the importance of the formation of LDH structure for
driving CO2 reduction in water. They also conducted isotope tracer experiments
with 13CO2, which indicated that the main source of CO generated was CO2

molecules in gas phase, but some residual CO3
2– ions in the interlayer became the

source of CO.

4 Metal-Complex/Semiconductor Hybrid Photocatalysts

4.1 The Proof-of-Concept

As introduced above, certain metal complexes based on rhenium or ruthenium
catalyze CO2 reduction to CO or HCOOH (photo)catalytically with high selectivity
and QYs. However, the oxidation ability of these metal complexes is in general too
low to oxidize water. By contrast, while the selectivity for CO2 reduction is not very
high, the stability of semiconductors for oxidation reactions is attractive.

On the basis of these backgrounds, one can simply draw a composite material, as
shown in Scheme 5, consisting of a light-absorbing semiconductor and a catalytic

Fig. 3 Yields of O2 and CO for the photocatalytic conversion of CO2 in water, over various LDHs
(M2+/M3+ = 3) after 10 h of photo-irradiation (λ > 200 nm). (Reprinted with permission from Ref.
[33]. Copyright 2011, Wiley–VCH Verlag GmbH and Co. KGaA)
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metal complex, which shows high performance both for water oxidation and CO2

reduction. In 2010, Morikawa et al. reported a proof-of-concept of this kind of a
metal-complex/semiconductor hybrid photocatalyst to reduce CO2 into formic acid
[34]. They used a p-type semiconductor, N-doped Ta2O5 (energy gap = ca. 2.6 eV),
and ruthenium(II) complexes [Ru(bpy)2(CO)2]

2+, [Ru(dcbpy)(bpy)(CO)2]
2+ or [Ru

(dcbpy)2(CO)2]
2+ (dcbpy: 4,4′-dicarboxy-2,2′-bipyridine; bpy: 2,2′-bipyridine). [Ru

(dcbpy)2(CO)2]
2+ is an electrocatalyst for CO2 reduction into HCOOH [35]. Under

irradiation of the composite with visible light in a mixed solution of acetonitrile
(MeCN) and TEOA, electrons and holes are generated in the conduction and
valence band of N-Ta2O5, respectively. Here, the adsorbed metal complexes do not
essentially harvest the incident photons. The conduction band electrons move to the
adsorbed Ru complex, thereby reducing CO2 into HCOOH. On the other hand,
holes left behind the valence band are consumed by oxidation of TEOA. The
selectivity of HCOOH production was more than 75 % before the turnover number
underwent saturation. Unfortunately, however, N-Ta2O5 is unable to oxidize water
into molecular O2 because the valence band potential is more negative than the
water oxidation potential. Therefore, this system is not applicable to an artificial
photosynthetic assembly using water as an electron source.

4.2 Metal-Complex/Polymeric Semiconductor Hybrid

As an alternative semiconductor material that has stronger oxidation ability, Maeda
et al. focused on carbon nitride polymers [36, 37]. Carbon nitride is an
earth-abundant polymer semiconductor photocatalyst, which has recently been
developed for water splitting with visible light by the same group [38, 39]. It has
several proposed allotropes with diverse properties, but the graphitic phase is
regarded as the most stable under ambient conditions. Graphitic carbon nitride is
yellow powder with high chemical stability both in acid and base, exhibiting a steep
absorption edge at around 450 nm and a tail extending to 600 nm. Importantly, the

Scheme 5 Photocatalytic CO2 reduction and water oxidation on a metal complex/semiconductor
hybrid. V.B. and C.B. indicate the valence and conduction band of a semiconductor, respectively
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material shows photocatalytic activity for water oxidation, in contrast to nitrogen
doped Ta2O5. However, there had been no reliable report on photocatalytic CO2

reduction using C3N4 as a photocatalyst until very recently.
Mesoporous graphitic carbon nitride (mpg-C3N4) polymers with a ruthenium

complex, cis, trans-[Ru{4,4′-(CH2PO3H2)2-2,2′-bipyridine}(CO)2Cl2] (abbreviated
Ru for simplicity), that works a catalyst for CO2 reduction were combined together
to create a new CO2 reduction photo-assembly [36]. Table 2 summarizes CO2

reduction activities, which were tested in a MeCN–TEOA mixture (4:1 v/v) under
>400 nm irradiation. Mpg-C3N4 alone did not show any activity for CO2 reduction.
However, combining mpg-C3N4 with Ru resulted in the production of HCOOH and
CO as CO2 reduction products, with H2 as a byproduct. Under optimal condition,
turnover number with respect to the adsorbed Ru exceeded 200 after 20 h of visible
light irradiation, with selectivity of formic acid production of higher than 80 %.
These numbers are higher than those recorded by the previous report using nitrogen
doped Ta2O5. Control experiments showed that using an insulator, alumina, instead
of carbon nitride, did not give any products. Nothing happened without catalyst
sample as well. When the reaction was conducted under argon atmosphere, no
carbon-containing product was obtained, evolving H2 alternatively. Without TEOA,
the amounts of produced HCOOH and CO became very low.

Figure 4 shows an action spectrum of formic acid production on Ru/mpg-C3N4.
The apparent quantum yield (AQY) decreased with increasing the wavelength of
incident light, and reached zero at 550 nm. This change in AQY corresponds to the
light-absorption profile of carbon nitride, which is shown by red curve. It clearly
means that the formic acid production originates from light absorption by carbon
nitride. Because Ru/mpg-C3N4 photocatalyst consists of large amount of carbon,
isotope tracer experiments were conducted using 13CO2 as the reactant.
Interestingly, the main product of HCOOH was found to originate solemnly from

Table 2 Photocatalytic activities for CO2 reduction over Ru/mpg-C3N4 in a CO2-saturated
MeCN−

–TEOA mixed solution under visible light (λ > 400 nm)a

Entry Photocatalyst Solution Amount of products (5 h)/nmol

H2 CO HCOOH

1 mpg-C3N4 MeCN–TEOA 354 0 0

2 Ru/mpg-C3N4 MeCN–TEOA 1267 580 5455

3 Ru/Al2O3 MeCN–TEOA 7 0 0

4 None MeCN–TEOA 0 0 0

5b Ru/mpg-C3N4 MeCN–TEOA 3772 0 0

6 Ru/mpg-C3N4 MeCN 0 160 110
aCatalyst 8.0 mg (Ru 7.8 µmol g−1 adsorbed), MeCN–TEOA mixed solution (4:1 v/v) 4 mL, a
450 W high-pressure mercury lamp with a NaNO2 solution filter, a Pyrex test tube cell (11 mL
capacity)
bAr atomsphere. (Reproduced with permission from Ref. [36]. Copyright 2013, The Royal Society
of Chemistry)
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CO2, not the decomposition of C3N4 component. Based on these results, it was
concluded that Ru and carbon nitride work as CO2 reduction catalyst and
light-absorber, respectively. Also, TEOA is an electron donor to scavenge holes in
the valence band of carbon nitride, and a proton source.

In contrast to inorganic semiconductors, it is possible to control both bulk and
surface properties of C3N4 based on an organic chemistry protocol [40], thereby
modulating the band-gap structure and introducing a desired organic moiety that
anchors a metal-complex catalyst. Besides, C3N4 is structurally flexible, exhibiting
various shapes with the aid of a hard template such as silica during the synthesis
[41]. Maeda et al. have also reported that the activity of Ru/C3N4 for the CO2

reduction reaction is sensitive to specific surface area and crystallinity of carbon
nitride, but is largely insensitive to the pore size and the volume [37].

4.3 Artificial Z-Scheme

Very recently, Ishitani et al. developed a new type of photocatalytic CO2 fixation
system using Ag-loaded TaON semiconductor and a Ru(II) binuclear complex,
which works according to Z-scheme principle somewhat similar to natural

Fig. 4 Schematic illustration of photocatalytic CO2 reduction into HCOOH on Ru/mpg-C3N4

under visible light, along with the action spectrum. (Reproduced with permission from Ref. [36].
Copyright 2013, The Royal Society of Chemistry)
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photosynthesis in green plants [42]. As illustrated in Scheme 6, two components of
TaON and light-harvesting Ru unit both undergo photoexcitation upon visible light
in the initial step. The photogenerated hole in the TaON valence band oxidizes
methanol, and the conduction band electrons move to the excited or oxidized pho-
tosensitizer unit, but cannot be transferred to the ground state. An OER species
generated as a result of the interfacial electron transfer is consumed by intramolecular
electron transfer, which is thermodynamically down-hill, finally reducing CO2 into
HCOOH on the catalytic Ru unit. Because formic acid production from CO2 involves
a two-electron reduction, the stepwise two-photon absorption and subsequent elec-
tron transfer processes would occur twice during the reduction of CO2 to give one
HCOOHmolecule. It should be noted that the whole reaction is energetically up-hill,
involving a positive change in the Gibbs energy of 83.0 kJ mol−1. Isotope tracer
experiments indicated that this hybrid material photocatalytically produced formic
acid as the major reduction product and formaldehyde as the oxidation product from
CO2 and methanol, respectively. Under visible light (λ > 400 nm), both Ag/TaON
and the sensitizer unit in the supramolecular complex undergo photoexcitation. The
conduction band electrons in Ag/TaON migrate to the excited state or oxidized
sensitizer unit, producing a one-electron reduced species. Subsequent intermolecular
electron transfer occurs from the one-electron- reduced species in the photosensitizer
unit to the catalyst unit, as it is a thermodynamically downhill process. Finally, holes
left in the valence band of Ag/TaON oxidize methanol to give formaldehyde,
whereas electrons transferred to the catalyst unit reduce CO2 into formic acid. Since
the CO2 reduction to give formic acid is a two-electron process, the stepwise
two-photon absorption and the subsequent electron transfer events are likely to occur
twice during the reaction to give one HCOOH molecule.

Scheme 6 Artificial Z-scheme for photocatalytic CO2 reduction using Ag-loaded TaON
semiconductor and a Ru(II) binuclear complex (RuBLRu′). (Reproduced with permission from
Ref. [42]. Copyright 2013, American Chemical Society)
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Currently, the main problem of this Z-scheme system includes competitive H2

evolution that lowers the selectivity of CO2 reduction, significant electron–hole
recombination in the TaON component [43], and possible back electron transfer
from the excited-state photosensitizing unit to Ag/TaON, which is thermodynam-
ically a down-hill process. To address these problems, refinement of preparation
condition of TaON as well as proper design of the metal complex component to
maximize the forward electron transfer rate is required. In addition, role(s) of Ag
deposits on TaON need to be clarified, as the efficiency of this system becomes very
low in the absence of the Ag modification.

5 Summary and Future Outlook

In this chapter, photocatalytic CO2 reduction both in homogeneous and heteroge-
neous systems are reviewed. Certain metal complexes consisting rhenium, ruthe-
nium, or manganese are shown to work as efficient (photo)catalysts for CO2

reduction into CO or HCOOH with high quantum yields and selectivity.
Unfortunately, however, no metal complex that is capable of oxidizing water to drive
CO2 reduction has been reported so far. On the other hand, semiconductor photo-
catalysts having high photooxidation ability could be applicable to a CO2 reduction
system that should utilize water as an electron source. For example, ALa4Ti4O15

(A = Ca, Sr, and Ba) modified with Ag nanoparticles exhibit activity for CO2

reduction and water oxidation under band-gap irradiation. A suitable combination
between a metal complex and a semiconductor led to the development of new
visible-light CO2 reduction systems. Importantly, some of them could work
non-sacrificially, converting visible-light energy into chemical energy.
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Water Splitting Using Electrochemical
Approach

Akira Yamaguchi, Toshihiro Takashima, Kazuhito Hashimoto
and Ryuhei Nakamura

Abstract For electrochemical water splitting, a number of bioinspired and bio-
mimetic Mn-based materials have been developed; however, the catalytic perfor-
mances markedly differ between natural and synthetic Mn catalysts. Based on the
recent in situ detection of surface intermediates for the oxygen evolution reaction
(OER) by MnO2, this chapter introduces the design rationale for the efficient OER
catalysts, and discusses the evolutional origin of natural Mn4-clusters to provide a
better understanding of the differences in activity between natural and man-made
OER catalysts.

1 Introduction

Water is by far the most abundant source of electrons in nature. In biological
systems, plants, algae, and cyanobacteria utilize water as the primary electron
source to maintain cellular function and growth, thereby contributing to home-
ostasis and sustainable ecosystems. For humans to mimic such sustainable natural
systems, the development of artificial water splitting systems that efficiently utilize
water as an electron source is needed for generating renewable fuels [1–4]. In
particular, relatively clean water at neutral pH is the most desirable resource, as it is
abundant and safe for handling. However, artificially extracting electrons from
water requires excess energy owing to the inherent difficulty of catalyzing the
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overall four-electron/four-proton reaction, known as the oxygen evolution reaction
(OER) (2H2O → 4H+ + 4e− + O2). In contrast, the tetrameric Mn cluster of
photosystem II (PSII) in photosynthetic organisms catalyzes the OER with
remarkably high activity and selectivity, as demonstrated by the overpotential
values of 160–300 mV [5–7] and maximum turnover frequencies of *103 s−1 [8].

Inspired by natural water-splitting catalysts, OER catalysts composed of Mn,
which is an inexpensive and abundant element, have attracted considerable research
interest. A number of bioinspired and biomimetic Mn-based materials have been
developed as water-splitting catalysts; however, the catalytic performances mark-
edly differ between natural and synthetic Mn catalysts, particularly under neutral
pH conditions. Despite intensive studies aiming at understanding the catalytic
process of natural and artificial catalysts, the reasons underlying the differences in
ability are unclear. Furthermore, the fundamental question as to why Mn is the only
element found in nature that is capable of efficient water splitting remains unan-
swered. This question is particularly relevant to the evolution of PSII, as oxygen
reduction reactions in respiration (O2 + 4H+ + 4e− → 2H2O), which is the reverse
reaction of the OER and operates at essentially the same potential region with OER
(1.23 V vs. RHE), exploit several metal elements, such as Fe and Cu, but not Mn, as
catalytic centers.

To help resolve the above questions, this chapter describes recent development
in OER catalysts designed based on electrochemical systems, particularly focusing
on MnO2-based catalysts. First, a brief overview of electrochemical OER catalysts,
including a comparison of Mn-, noble metal-, and Co-based catalysts, is presented
in Sects. 2 and 3. In Sect. 4, the results of spectroscopic examination of MnO2-
based OER catalysts are presented, and the importance of Mn3+ in the overall
water-splitting reaction is discussed. Based on these findings, the origin of the
differences in activity between natural and man-made MnO2 OER catalysts is
discussed in Sect. 5. In Sect. 6, a strategy for controlling proton transfer and
improving the catalytic activity of MnO2 for OER under neutral pH conditions is
proposed. In the final section, perspectives related to the evolutional origin of
natural Mn4-clusters are described.

2 Electrochemical Water Oxidation Catalysts
with 3d-Block Elements

To achieve high catalytic activity for the electrochemical OER, a number of noble
metals, such as Ir and Ru, have been adopted as catalysts. For example, in 1971,
Trasatti et al. [9] reported that a RuO2 film electrode prepared on titanium exhibited
high OER activity, with an overpotential at 10 mA cm−2 of 200 mV in 1 M HClO4.
This finding inspired the development of a number of colloidal and heterogeneous
RuO2-based OER catalysts [10, 11]. However, despite their high catalytic activity,
RuO2-based catalysts exhibit anodic corrosion at high anodic potential, thereby
limiting their practical application.
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IrOx are potentially suitable candidates for OER catalysts as they exhibit both
high catalytic activity and stability [10, 12, 13]. Yagi et al. [14] reported that a
monolayer of citrate-stabilized IrO2 nanoparticles (50–100 nm) deposited on an
ITO electrode had catalytic water oxidation activity with an onset potential of 1.2 V
vs. SHE at pH 5.3. Furthermore, by decreasing the particle size (1.6 ± 0.6 nm), the
catalytic activity of IrO2 drastically increased, with an overpotential of 150–
250 mV at 0.5 mA cm−2 over a pH range of 1.5–13, and showed a current efficiency
of 100 % at an overpotential of 250 mV at 0.5 mA cm−2 [15, 16]. Although these
catalysts displayed high catalytic activity and durability over a wide range of pH,
the high cost and scarcity of noble metals severely limit their widespread use as
water-splitting catalysts. Thus, a distinct need exists for more abundant materials
that can serve as efficient catalysts in such systems.

For the utilization of abundant elements, particularly 3d-block transition metal
elements, as OER catalysts, it is necessary to understand the mechanisms under-
lying OER activity from a theoretical perspective [17–19]. One possible determi-
nant of OER activity is metal ion (M)–OH bond strength. In the early 1950s,
Rüetschi et al. [17] theoretically investigated the OER under alkaline conditions
with several types of noble metal and 3d-block transition metal electrodes,
including electrodes composed of Ag, Au, Cd, Co, Cu, Fe, Ni, Pb, Pd, and Pt, and
found that the overpotential for OER linearly decreases with increasing M–OH
bond energy.

Another potential determinant is the occupancy of the eg orbital in active metal
sites. Iwakura et al. [18] reported that OER activity of transition metal oxides with
spinel structures (CoxFe3-xO4, MnxFe3-xO4, and NixFe3-xO4) increases with
increasing number of unpaired d-electrons when the rate-determining step is the
generation of OH radical via oxidation of OH− (HO− → HO• + e−), but decreases
with increasing number of unpaired d-electron if the rate-determining step is the
reaction between OH radical and OH−. Bockris et al. [19] investigated the relation-
ship between OER activity and multiple factors, such as the effective magnetic
moment, formation enthalpy of the corresponding hydroxides, M–OH bond strength,
and d-electron numbers, of 18 perovskite-type oxides. The authors concluded that
OER activity is related to the occupancy of the antibonding orbitals of M–OH and
predicted a volcano plot for OER efficiency as a function of M–OH bond strength.
Motivated by these theoretical studies and the success of d-band modeling to predict
catalytic activity, in 2011, Shao-Horn et al. [20] investigated the OER activity of
Ba0.5Sr0.5Co0.8Fe0.2O3-δ, which has a perovskite structure, and found this compound
catalyzes the water oxidation reaction under alkaline conditions with an overpotential
of 250 mV at current density of 50 μA cm−2. In addition, these researchers investi-
gated the OER activities of more than 10 metal oxides and found that the activity
showed a volcano-shaped dependence on the electron occupancy of an eg orbital of
surface transition metal cations [20]. The highest predicted catalytic activity based on
volcano plots was for the Ba0.5Sr0.5Co0.8Fe0.2O3-δ-based catalyst, which possesses
one electron in its 3d eg orbital (Fig. 1). Taken together, these studies demonstrate that
the d-band model is effective for the rational design of OER catalysts comprised of
3d-block transition metal elements under alkaline conditions [17–20].
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It is important to note, however, that predicted catalytic efficiencies based on
d-band models are not always applicable for the neutral pH conditions. For
example, Raabe et al. [21] examined the surface conditions of Pr1-xCaxMnO3

(PCMO) during the OER at pH 7 by in situ transmission electron microscopy
(TEM) and revealed that an amorphous PCMO layer formed with a concomitant
decrease of OER activity. Furthermore, in situ electron energy-loss spectroscopy
(EELS) analysis revealed that the oxidation state of the Mn site was reduced to 2.0
from the initial value of 3.2 during the reaction. This tendency for the deterioration
of OER activity at neutral pH cannot be directly explained by the d-band model and
is most likely because the overall rate-determining step is the storing process of
oxidative power, not the downstream reactions, such as H2O adsorption and O-O
bond formation, as discussed in Sect. 4.

Among 3d-block transition metal elements, the OER catalytic efficiency of
soluble aquo and hydroxo complexes of CoOx has been widely investigated under
both heterogeneous and homogeneous conditions at neutral pH since the early
1980s [22–24]. In 2008, Nocera et al. [23] reported the in situ formation of a
catalytic film composed of cobalt phosphates, hydroxide, and oxides from a neutral
solution of Co(II) and phosphate ions upon application of a positive potential to an
ITO electrode. This film catalyst exhibited OER activity with an overpotential of
410 mV at 1 mA cm−2 at pH 7. In 2009, a preparation of cubic Co3O4 nanoparticles
(5.9 ± 1.0 nm) showed an electrochemical OER current density of 10 mA cm−2,
with an overpotential of 330 mV, under alkaline conditions [24]. Although these
Co-based materials display high catalytic activity even at neutral pH, as is the case
for IrO2, which are active over a wide pH range, Mn-based OER catalysts exhibit
low activity under neutral pH conditions, as described in the following section.

Fig. 1 The volcanic relation
between the OER activity,
defined by the overpotentials
at 50 μA cm−2

ox of the OER
current, and the occupancy of
the eg-symmetry electron of
the transition metal (B in
ABO3) under alkaline
condition [20]
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3 Manganese-Based Catalysts Inspired by the Natural
Oxygen-Evolving Center

Inspired by the natural O2 evolution center, large numbers of Mn-based water
oxidation catalysts, including metal complexes and bulk oxides such as MnO2,
Mn2O3, and MnOOH, have been investigated [25–43]. Mn-based catalysts
demonstrate high OER activity under alkaline conditions. For example, a complex
metal oxide MnFe2O4 catalyzes electrochemical OER in 1 M KOH at an overpo-
tential of 400 mV at 100 mA cm−2 [42], and similarly, nanostructured MnOOH
electrodeposited on a gold electrode at pH 14 with an overpotential of 390 mV at
50 mA cm−2 [27]. In addition, efficient OER catalytic activity was demonstrated for
Mn2O3 with an overpotential of 290 mV at 1 mA cm−2 at pH 14 [28].

Despite the high catalytic OER activity of Mn-based catalysts under alkaline
conditions, their activity dramatically decreases at neutral pH. This response was
clearly demonstrated by Tamura et al. [29], who examined the OER activity of
MnO2 electrocatalysts that were synthesized on Ti or Pt electrodes by the thermal
decomposition of Mn(NO3)2 under highly acidic (1 N H2SO4), highly alkaline (1 N
KOH), and neutral (1 N K2SO4) conditions. Although the electrodes exhibited high
catalytic activity under alkaline and acidic conditions, with an overpotential of
300 mV at 1 mA cm−2, the activity was markedly lower under neutral conditions,
with overpotential of 610 mV. This tendency has also been observed with other
Mn-based materials, including MnOOH and Mn2O3 [26, 28]. Therefore, the cat-
alytic OER activity of Mn-based catalysts varies drastically between alkaline and
neutral pH.

4 Electrospectroscopic Examination of Manganese Oxide
Water Oxidation Catalyst

To determine why synthetic Mn catalysts show a sharp decline in catalytic activity
under neutral conditions, we recently performed a spectroelectrochemical charac-
terization of intermediate species of the OER for an MnO2 electrode [44–46].
During the OER at neutral pH, a new absorption band with a maximum around
510 nm was observed at the potential slightly negative than the onset for OER.
Utilizing pyrophosphate as a probe molecule, the new absorption peak was assigned
to the d-d transition of Mn3+ that was generated via the injection of electrons from
water to MnO2. We also examined the pH dependence of the onset potential of the
water oxidation current on the MnO2 electrode and found that under neutral con-
ditions (pH 4–8), the onset potential for OER remained constant at approximately
1.5 V vs. SHE, whereas it sharply shifted in the negative direction and showed
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linear pH-dependent behavior under alkaline conditions (Fig. 2). Notably, the OER
current was accompanied by the appearance of the d-d transition absorption of Mn3
+, indicating that Mn3+ acts as an intermediate for the OER. However, Mn3+ is
unstable at neutral pH due to charge disproportionation (2Mn3+ → Mn2+ + Mn4+),
but exists stably under alkaline conditions. Based on these experimental observa-
tions and the pH-dependent redox behavior of Mn3+, we proposed a new model to
explain the low activity of MnO2 OER catalysts under neutral conditions (Fig. 3). In
this model, electrons are injected from water to MnO2 prior to the evolution of O2,
resulting in the formation of Mn3+ at the MnO2 electrode surface. Because Mn3+ is
unstable due to the disproportionation reaction, Mn2+ must be electrochemically
oxidized to Mn3+ to sustain the catalytic turnover. The regeneration of Mn3+ from

Fig. 2 pH dependences of the onset potential for oxidation current (Uon,j, squares) and optical
absorption at 510 nm (Uon,A510, circles). The solid line represents the standard potential for OER
[44]

Fig. 3 Oxidation states of Mn ions involved in OER on a δ-MnO2 electrode at a pH 4−8 and
b pH ≥ 9 [44]
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Mn2+ serves as the rate-determining step of the OER under neutral conditions. This
model is supported by the experimental observation that the onset potential for OER
under neutral conditions remains constant at approximately 1.5 V, as the oxidation
potential of Mn2+ to Mn3+ (Mn2+ → Mn3+ + e−) is approximately 1.4 V regardless
of the solution pH (Fig. 3). Thus, the origin of the large overpotential for the OER
with MnO2 catalysts is attributable to the inherent instability of Mn3+ under neutral
conditions. Then the new question arises: does Mn3+ stably exist in the tetrameric
Mn cluster of PSII during the reaction cycle, known as Kok cycle?

5 Natural Versus Man-Made MnO2

A key process in natural photosynthesis is the four-electron/four-proton water
oxidation reaction that produces O2. This reaction occurs in the oxygen-evolving
complex (OEC) of PSII. Among 3d-block transition metal elements, only Mn is
utilized as a photosynthetic center in OEC [47, 48]. Similarly, in almost all pho-
tosynthetic organisms, the μ-oxo-bridged tetrameric Mn cluster CaMn4O5, func-
tions as an OEC [47]. This Mn4-cluster catalyzes the oxidation of water to
molecular oxygen with a low overpotential (160–300 mV) [5–7] and high turnover
frequency (maximum 103 s−1) under mild conditions [8]. The catalytic cycle of the
Mn4-cluster has been extensively investigated both spectroscopically and compu-
tationally [49–56]. In the Kok cycle, the OEC is sequentially oxidized by four
photogenerated oxidizing equivalents. Although the oxidation states of the inter-
mediates, which are denoted as Sn states (n = 0 − 4), are still debated, they are
commonly assigned from S0, 3MnIII MnIV, to S4, which is a putative 3MnIV, MnV,
or 4MnIV-ligand radical that promotes O−O bond formation and O2 release. In the
Kok cycle, MnIII exists stably in spite of the fact that Mn3+ is vulnerable to charge
disproportionation in man-made Mn catalysts (Fig. 3). Therefore, the regulation
between charge comproportionation (Mn2+ + Mn4+ → 2Mn3+) and charge dis-
proportionation (2Mn3+ → Mn2+ + Mn4+) is of key importance for enhancing the
OER activity of MnO2-based materials at neutral pH. Recently, we enhanced OER
activity by the formation of an N-Mn bond via coordination of the amine groups of
poly(allylamine hydrochloride) to surface Mn sites of MnO2 electrodes [45]. Using
this approach, charge disproportionation is suppressed by the introduction of
asymmetry into the Mn-centered crystal field, thereby eliminating the orbital
degeneracy of Mn3+ (t2g

3 eg
1). Nevertheless, the molecular mechanisms behind the

stabilization of Mn3+ relative to charge disproportionation in OEC is largely
unknown. The knowledge developed in charge ordering of perovskite materials
may provide new insight in this subject [57, 58].
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6 Strategy for Efficient Manganese Oxide-Based Water
Oxidation Under Neutral Conditions

In Sect. 4, we described a reaction model for the OER mechanism of MnO2 cat-
alyst, and proposed a strategy to increase the catalytic activity based on this model
in Sect. 5. In the reaction model, the onset potential for OER of MnO2 catalyst
under neural conditions is determined by the regeneration of Mn3+ from the Mn2+

generated in the disproportionation reaction [44–46]. On examination of the pH
dependence of the onset potential, it is clear that the reaction mechanism changed at
a pH of approximately 10 (Fig. 2). It is important to note that the pKa of the
coordinated water ligand of Mn2+ is 10.6 [59], indicating that the protonation state
of the ligand changes at around pH 10; i.e., the ligand is protonated at neutral pH
and deprotonated at alkaline pH. However, because the pKa of the coordinated
water ligand of Mn3+ is reported to be 0.7 [59], the water ligand exists in the
deprotonated state over a wide pH range. As the onset potential for OER was shown
experimentally to be pH-independent under neutral conditions (Fig. 2), the regen-
eration of Mn3+ from Mn2+ proceeds via Mn3+-OH2, because proton transfer is not
involved in the rate-determining step. Thus, the regeneration of Mn3+ is not a
proton-coupled process, rather, it involves the sequential transfer of electrons and
protons.

In contrast to the sequential electron/proton transfer step in man-made MnO2

OER catalysts, the amino acid residues coordinating to the Mn4-cluster in PSII
construct a complex hydrogen-bonding network and regulate the transfer of protons
generated in the water oxidation reaction [47, 60, 61]. Moreover, proton transfer is
coupled to electron transfer in each oxidizing step of the Kok cycle [56]. Therefore,
proton transfer is involved in the catalytic cycle of the natural enzyme, but it is
absent in the rate-determining step of the OER by man-made MnO2 catalysts. Based
on this difference, the control of proton transfer appears to be one of the reasons for
the higher catalytic activity of Mn4-clusters. If this is the case, the OER catalytic
activity of man-made catalysts can be enhanced by induction of concerted
proton-coupled electron transfer (CPET) [62], as occurs in the OEC of natural
systems.

As a strategy to induce CPET in artificial MnO2 catalysts, we focused on the
libido rule of acid-base catalysis [63–65], which was proposed by Jencks in 1972
[64] and states that general acid-base catalysis of reactions coupled to proton
transfer (PT) in aqueous solution can occur only at sites that undergo a large
change in pKa in the course of the reaction and when this change in pKa converts
an unfavorable to a favorable PT with respect to the catalyst; i.e., the pKa of the
catalyst is intermediate between the initial and final pKa values of the substrate site.
Based on this rule governing acid-base catalytic reactions, we anticipated that
CPET would be induced by the addition of base reagents with a pKa between those
of Mn2+–OH2 (10.6) and Mn3+–OH2 (0.7) (Fig. 4).
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As possible CPET inducers, we selected pyridine because of its relatively high
durability for electrochemical oxidation. Introducing pyridine into the electrolyte
solution enhanced the electrochemical OER activity of the MnO2 electrode, as
demonstrated by the 200 mV decrease in an overpotential and markedly enhanced
current density. Importantly, the onset potential for the OER showed clear pH
dependence under neutral conditions, but were nearly constant in the absence of
pyridine. This behavior indicates that introduction of the base reagent induced
proton transfer in the rate-determining step, as was predicted from the libido rule.
The induction of simultaneous electron and proton transfer reactions is also sup-
ported by the experimental observation that the kinetic isotope effect, which is
determined by the ratio of current density under H2O to that under D2O and is
defined at 1.29 V vs. SHE and the predicted degree of proton transfer that occurs in
the rate-determining step, were both increased by the addition of pyridine to the
MnO2-based catalytic system.

To achieve even higher OER activity, we selected several candidate pyridine
derivatives with pKa’s higher than that of pyridine with the expectation that proton
transfer would be accelerated due to the stronger proton-extracting ability of the
derivatives. Upon addition of the methyl group-substituted pyridines
3-methylpyridine (β-picolline), 4-methylpyridine (γ-picolline), 2,6-dimethylpyridine
(2,6-lutidine), and 2,4,6-trimethylpyridine (γ-collidine), into the electrolyte solution
of the MnO2 catalyst, the OER activity increased with increasing pKa value
(Fig. 5) and was found to approximately half of that observed under alkaline condi-
tions in the presence of γ-collidine. In addition, the KIE also increased with increasing
pKa value. Taken together, these results indicate that bases with higher
proton-extracting ability promote greater proton transfer in the rate-determining step
and thereby increase the OER activity of the catalyst. Yet it should be noted that the
base has the possibility to affect several elementary steps other than the oxidation of
Mn from 2+ to 3+ in a course of electrocatalytic water oxidation.

Fig. 4 Electrooxidation of
Mn2+ to Mn3+ on the surface
of MnO2 electrodes
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7 Elemental-Based Strategy for Biological Water Splitting

In the previous sections, we described several reasons for the differences in OER
activity between natural and man-made Mn-based catalysts, and introduced a
strategy for enhancing the activity of the latter. In this section, we will attempt to
answer why Mn was adopted for OEC in natural systems. The possible evolutionary
origin of natural Mn4-clusters has been discussed in the literature [66–68]. Russell
et al. [66] suggested that the Mn4-cluster originated from the colloidal cluster of
CaMn4O9·3H2O and was generated by the super-ultraviolet irradiation-induced
reaction between Mn2+ and Ca2+ [66]. Sauer and Yachandra [67] compared the
bond lengths of Mn–Mn in the Mn4-cluster (2.7–2.8 and 3.3 Å) with those of
several Mn-based minerals and speculated that hollandite (mainly composed of α-
MnO2) was possibly the evolutionary origin of the Mn4-cluster due to the structural
similarity between hollandite and the OEC.

As mentioned in the Introduction, the OEC does not use 3d-block elements other
than Mn, unlike other enzymatic reaction centers, such as those used for O2

reduction, even though these elements, particularly Fe, are much more abundant in
nature [69]. Armstrong [68] considered that Mn was selected of natural catalytic
systems because of its various oxidation states [68] and hypothesized together with
Dismukes et al. [70] that the precursor for natural OEC was the Mn(II)-bicarbonate
cluster in the Archean sea.

Photosynthesis is thought to have evolved 2.7 billion years ago with the
emergence of cyanobacteria [71]. As a result of this activity, the O2 concentration in
ancient earth atmosphere dramatically increased 2.4 billion years ago, promoting
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the evolution of multicellular organisms. In contrast, the CO2 concentration of the
earth’s atmosphere gradually decreased and was not strongly correlated to the O2

concentration. In high CO2 environments, Mn ions predominantly exist as MnCO3,
but form MnOx through reaction with O2. Geological examination of the Kalahari
Desert revealed that a critical change in mineral composition from carbonate to
oxides occurred 2.3 billion years ago, [72]. The geologic stratum of the Kalahari
Desert in southern Africa retains the metamorphosed record for the past *1.6–4
billion years ago, and the desert’s manganese field reflects a major transition of the
oxidation state of the Earth’ surface. Specifically, a stratum of FeOx was deposited
over 2.7 billion years ago underneath a MnCO3 layer. These findings indicate that
the concentration of dissolved Mn2+ in shallow water could be much larger than
that of Fe2+, and that this difference in element availability may have led to the
evolutionary selection of Mn over Fe in photosynthetic OEC systems. This con-
straint in element availability may have been intensified by the positive feedback
manner of the photosynthetic process, as CO2 is consumed and O2 is produced,
which would promote precipitation of Fe ions as Fe oxides.

Despite of this availability difference between dissolved Mn and Fe ions, it is
possible that early photosynthetic centers adopted Fe. To examine the outcome
of this selection, the bioenergetics of such systems were considered. The OER is
one of the strongest oxidative reactions (E° = 1.23 V) in biological systems. Due to
this property, other reactions, such as the oxidation of amino acids especially
histidine, may also occur if the OER proceeds. Therefore, for PSII to have evolved,
the energy gained from photosynthesis must be larger than the energy required to
restore or replace the decomposed proteins. In other words, the reaction selectivity
towards OER over amino acid oxidation should be sufficiently high to maintain the
catalytic cycle for PSII evolution. One strategy to avoid the self-decomposition of
amino acids is ligand adoption. The Mn4-cluster is coordinated by 6 carboxylate
ligands [47]. Such the high number of carboxylate ligands is unique for PSII, as
other enzymatic active centers are typically surrounded by thiol or histidine groups,
which are less tolerant toward oxidative decomposition than carboxylate ligands. In
addition to the adaptation of carboxylate ligands, it is speculated that the autocat-
alytic electron transfer under protein coordination environments is an important
consideration for the selective oxidation of water by OEC. Mn can induce chemical
autocatalysis in the potential range of the OER of water [73, 74] and this property
could be advantageous to induce multi-electron transfer for realizing highly
selective OER [75]. OER is at the heart of the natural photosynthetic process, and
also the efficiency-limiting reaction of artificial photosynthetic process designed to
produce hydrogen through proton reduction or convert carbon dioxide to liquid
fuel. Therefore, seeking the elemental-based strategy in biological water splitting
will bring a new design rationale for functional analogues of the OEC for efficient
and robust water splitting at neutral pH.
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CO2 Reduction Using Electrochemical
Approach

Yoshio Hori

Abstract Electrochemical Reduction of CO2 may contribute to energy storage
process. It has been a challenging subject, since it competes with hydrogen evo-
lution in aqueous electrolytes. The studies started in the beginning of 20th century
using metal electrodes of high hydrogen overvoltage, and the main product
remained formate for long time. A breakthrough appeared in 1980s; Cu electrode
gives rise to hydrocarbons, and Au and Ag form CO. This chapter provides an
overview of the electrocatalysis of metal electrodes in CO2 reduction, and briefly
discusses some problems to be solved.

1 Introduction

Carbon dioxide, the most important greenhouse gas as well as a potential carbon
resource abundant on the earth, is rapidly increasing in the atmospheric concen-
tration for the recent two centuries. Chemical fixation of CO2 is an attractive
technique for utilization of carbon resource and for possible reduction of atmo-
spheric concentration. CO2 reduction might practically contribute to a new energy
storage process in the future, which could support intermittent renewable natural
energy resources. From the chemical point of view, CO2 is the stablest among
carbon based substances under the environmental conditions. Thus, CO2 can be
electrochemically reduced to useful materials under mild conditions, but with
remarkably low energy conversion efficiency roughly 30–40 % [1, 2]. It may
discourage practical application of CO2 reduction in very near future. However, the
significance of the CO2 reduction should be reevaluated in various aspects of
science, since many interesting facts in basic electrochemistry have been revealed
by the recent studies.
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This section attempts to provide a brief description of electrochemical reduction
of CO2 at metal electrodes in aqueous solutions, stressing basic problems involved
with experimental aspects. Some review papers are introduced, which contain the
history and classical works of CO2 reduction [3–10].

2 Fundamental Problems in CO2 Reduction
and Experimental Procedures

2.1 Electrochemical Equilibria in Aqueous Media

The equilibrium potentials of CO2 reduction are in the same range as hydrogen
evolution reaction (HER) in aqueous electrolyte solutions. For example, electro-
chemical reduction of CO2 to HCOO

− in aqueous solution is calculated on the basis
of thermodynamic data, as shown below with respect to the standard hydrogen
electrode (SHE) at pH 7.0 at 25 °C.

CO2 þH2Oþ 2e� ¼ HCOO� þOH� �0:43V vs: SHE at pH 7:0ð Þ: ð1Þ

HCOO− is predominantly produced in neutral pH region instead of HCOOH
from CO2. The standard electrode potential of HER at pH 7.0 is also given.

2H2Oþ 2e� ¼ H2 þ 2OH� �0:414 V vs: SHE at pH 7:0ð Þ ð2Þ

Nevertheless, CO2 reduction does not take place easily in aqueous media, and
the actual electrolysis potentials for CO2 reduction are much more negative than the
equilibrium ones. The reason is that the intermediate species CO2

− is formed by an
electron transfer to a CO2 molecule as the first step at highly negative potential as
discussed later.

The standard potentials for CO2 reduction and HER, estimated from thermo-
dynamic data, decrease similarly with pH. However, the actual potential of CO2

reduction does not depend on pH, whereas that of HER decreases in accordance
with proton activity. Thus HER prevails over CO2 reduction in acidic solutions, and
most studies of CO2 reduction in aqueous media have been made in neutral pH
region.

The standard electrode potentials of CO2 reduction are given below for the
formation of CO, CH4, C2H4, C2H5OH, and C3H7OH. The values are estimated
from thermodynamic data in aqueous media at 25 °C with respect to SHE. The
standard potentials are conveniently given at pH 7.0, where most of actual CO2

reductions are carried out.
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CO2 þH2Oþ 2e� ¼ COþ 2OH� �0:52 Vð Þ ð3Þ

CO2 þ 6H2Oþ 8e� ¼ CH4 þ 8OH� �0:25 Vð Þ ð4Þ

2CO2 þ 8H2Oþ 12e� ¼ C2H4 þ 12OH� �0:34 Vð Þ ð5Þ

2CO2 þ 9H2Oþ 12e� ¼ C2H5OHþ 12OH� �0:33 Vð Þ ð6Þ

3CO2 þ 13H2Oþ 18e� ¼ C3H7OHþ 18OH� �0:32 Vð Þ ð7Þ

2.2 Equilibria of CO2 Related Species in Aqueous Solution

Thermodynamic equilibria of CO2 related species in aqueous media are important
in CO2 chemistry. Thermodynamic considerations are summarized briefly below.
An equilibrium of gaseous CO2 with HCO3

− is

CO2 þH2O ¼ HCO�
3 þHþ : ð8Þ

pH is related to the activities of other substances, [HCO3
−] and [CO2].

pH ¼ pKa1 þ log½HCO�
3 � � log CO2½ �; pKa1 ¼ 6:35 ð25 �CÞ ð9Þ

where Ka1 is the equilibrium constant of the reaction Eq. (8).
Taking into account of solubility of gaseous CO2 in the solution and another

aqueous equilibrium,

HCO�
3 ¼ CO2�

3 þHþ ð10Þ

pH values for equilibrium Eq. (8) in given [HCO3
−] solutions under P(CO2) 1 atm

are presented in Table 1.
Various electrolyte solutions are employed for CO2 electrolysis, not only HCO3

−

solutions. Since CO2 can not be present practically in basic aqueous solutions, CO2

reduction has been studied with neutral to acidic solutions. It is apparent that
aqueous 0.1 M KOH is converted to 0.1 M KHCO3 after saturation and equili-
bration with CO2 gas, and that aqueous 0.1 M K2CO3 to 0.2 M KHCO3. If a
solution with buffer ability, such as phosphate buffer solution, is employed, the
problem is more complicated. The pH of a phosphate buffer solution changes from
the value of the originally prepared one by equilibration with CO2, forming HCO3

−.

Table 1 pH of the solution of given activity [HCO3
−] under P(CO2) = 1 atm

[HCO3
−]/mol dm−3 1 0.3 0.1 0.03 0.01

pH of the solution 7.82 7.30 6.82 6.30 5.82
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In addition to the equilibrium between CO2 related species, the buffer reaction
equilibrium must be taken into account [9].

2.3 Variation of pH at the Electrode/Electrolyte Interface
During CO2 Reduction

Equilibrium values of pH in the electrolyte can be estimated as shown above.
Nevertheless, the electrolyte solution close to the electrode is not necessarily in
equilibrium during electrolysis. OH− is generated at the electrode, when H2O
molecule is involved with a cathodic reduction. For example,

CO2 þ 6H2Oþ 8e� ¼ CH4 þ 8OH�: ð11Þ

The rate of neutralization between OH− and CO2 is slow in aqueous solution at
the ambient temperature, as is well known, [11]

CO2 þH2O ¼ H2CO3 slowð Þ ð12Þ

CO2 þOH� ¼ HCO�
3 slowð Þ ð13Þ

whereas the following reactions proceed rapidly.

H2CO3 þOH� ¼ HCO�
3 þH2O instantaneousð Þ ð14Þ

HCO�
3 þOH� ¼ CO2�

3 þH2O instantaneousð Þ ð15Þ

Thus the pH adjacent to the electrode rises much above that of the bulk solution.
CO2 molecules are present in more or less nonequilibrium high pH region at the
electrode/electrolyte interface. The enhancement of pH is more significant in
solutions, such as K2SO4, KCl and NaClO4, which do not release protons. Anions
with buffer ability can neutralize OH−, mitigating the pH enhancement at the
electrode.

OH� þHCO�
3 ¼ H2OþCO2�

3 ð16Þ

OH� þHPO2�
4 ¼ H2Oþ PO3�

4 ð17Þ

Thus pH at the electrode/electrolyte interface in a phosphate buffer solution is
actually lower than in a KCl one, leading to anionic effect in the product distri-
bution in CO2 reduction.
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2.4 Electroactive Species in CO2 Reduction

Teeter and Rysselberghe showed that CO2 is reduced to HCOOH at a Hg cathode
with faradaic efficiency nearly 100 % [12]. They concluded on the basis of their
polarographic study that the electroactive species of CO2 reduction is CO2 mole-
cule, neither HCO3

− nor CO3
2– [13]. Several articles were published later, arguing

that HCO3
– can be reduced at a Hg coated Cu electrode, [14] Pd impregnated

polymer electrodes, [15] or metallic Pd electrodes [16]. However, the partial current
density of CO2 reduction was below 0.1 mA cm–2, [15] or the data were not
confirmed by quantitative chemical analysis [16].

The solubility of CO2 is as low as 30 mM in water under 1 atm at the ambient
temperature. Thus the rate of electrochemical reduction of molecular CO2 in
aqueous media must be limited by the transport process to a low value. If HCO3

– or
CO3

2– is electrochemically reduced, CO2 reduction will be highly promoted
without limitation of transport process.

Hori and Suzuki studied electrochemical reduction of NaHCO3 on the basis of
chemical analysis of the product HCOO– [17]. They showed that HCO3

– is
apparently reduced to HCOO– at a Hg electrode in aqueous NaHCO3 solutions. The
partial current density of HCOO– formation is proportional to the concentration of
NaHCO3 at a constant potential, if CO3

2– and HCO3
– activity ratio is kept constant

at a constant pH (Eq. 10). It increases with the increase of the negative potential,
reaching a limiting value (Fig. 1). The limiting current is below 1.0 mA cm–2 for a
mixture of 0.05 M CO3

2– and 1.0 M HCO3
–; the value is too low under usual

Fig. 1 Partial current density of HCOO− formation jc versus electrode potential from reduction of
HCO3

− with a Hg pool electrode. Electrolyte: NaHCO3 (m = 1.0 mol kg−1)– Na2CO3

(m = 0.05 mol kg−1). The potential axis negative to the right. (Reproduced from Ref. [17] with
permission of The Electrochemical Society)
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experimental conditions, if HCO3
– is assumed to be the electroactive species and

directly reduced to HCOO– at the electrode. In addition, the partial current density
of HCOO– formation is not affected by the convective motion of the electrolyte
solution. A detailed analysis of the results showed that the CO2 molecules formed
in the decomposition of HCO3

– are electrochemically reduced to HCOO– at the
electrode. Eggins et al. later examined reduction of HCO3

– at a glassy carbon
electrode by cyclic voltammetry. They applied a similar analytical procedure as
above, and confirmed that the decomposition of HCO3

– to CO2 is the rate deter-
mining step in the reduction of HCO3

– [18].

2.5 Deactivation of Electrodes and Purity of the Electrolyte
Solution

Trace amount of impurities interferes with surface process on electrodes as well as
any heterogeneous interfacial reactions. Many workers studied HER on various
metal electrodes. They attempted to obtain any correlation between the hydrogen
overvoltage and the properties of the electrode material. During the course of these
works, widely scattered voltage current relations were published by different
workers. Kuhn et al. reviewed the previous works, and decided to lay down criteria
to select the experimental data for their discussions [19]. They chose the data by
only those workers who had used preelectrolysis for the purification of the elec-
trolyte solution. Bockris described the importance of preelectrolysis of the elec-
trolyte solutions in the study of electrode process in detail on the basis of his own
studies for long years as well as the preceding studies [20, 21]. The preelectrolysis
is to scavenge the solution with an cathodically polarized large area electrode,
usually platinum black.

The electrochemical reduction of CO2 is also sensitive to the cleanliness of the
electrode, similar with the hydrogen electrode process. Any chemical reagents
contain impurities of ppm level according to manufacturers. For example, KHCO3

of the best quality contains 5 ppm of heavy metals as Pb and 5 ppm of Fe,
respectively as maximum. 0.1 M KHCO3, prepared from this reagent, will contain
ca. 1 μM of heavy metals or Fe ion. These metal ions are reduced to metals and
deposited on the electrode surface with one monolayer or more in 10 min or less
during the CO2 reduction under most experimental electrolysis conditions. The
deposited metal will severely affect the electrocatalytic property of the electrode.
Hydrogen overpotential drops, leading to HER prevalent in the total current. Thus,
an effective purification of the electrolyte solution is required to obtain reliable
results of the electrocatalytic property of metal electrodes.

Deactivation of metal electrodes in CO2 reduction has been reported by many
workers, and regarded as an unavoidable defect irrespective of the potential
importance of CO2 reduction. The “deactivation” was described; the formation of
CH4 and C2H4 at Cu electrode decays rapidly and hydrogen evolution prevails in
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short period. Au and Ag were also reported to suffer from the “deactivation”.
Various reasons of the deactivation were suggested, such as carbonaceous or
organic substances on the electrode surface intermediately formed during the CO2

reduction, which eventually poison the reaction [22–27].
Hori et al. revealed that poisoning of the reaction is derived from surface con-

tamination caused by deposition of impurity heavy metals in the electrolyte solution
originally contained in the chemical reagent. They showed that the deactivation of
the electrode does not take place in electrolyte solutions properly purified by the
preelectrolysis [28].

Another possibility of the deactivation may be derived from water from which
electrolytic solutions are prepared. Very tiny amount of organic substances, such as
surface active reagent, is contained in water [29]. These organic substances are
sometimes very hard to remove by distillation. Adsorption of surface active
reagents will easily prevent electrocatalytic activity of any electrode. Some organic
substances suppress CO2 reduction at Cu electrode. Slight amount of trimethy-
lamine, occasionally contained in anion exchange membrane, prevents CO2

reduction with enhanced HER [28].

3 Electrocatalysis of Metals in CO2 Reduction

3.1 Various Metals

HER readily takes place in aqueous electrolytes by cathodic polarization, com-
peting with CO2 reduction. The rate is proportional to the proton activity in the
electrolyte at a constant potential at various metal electrodes [30]. HER is prevalent
particularly in acidic solutions, whereas CO2 molecules do not exist in a basic
solution. Thus most of CO2 reduction have been studied with neutral electrolyte
solutions.

Many studies of electrochemical reduction of CO2 in early years were carried out
in aqueous media with metal electrodes of high hydrogen overvoltage such as
mercury and lead, aiming at suppression of HER. Eyring and his coworkers studied
CO2 reduction at a Hg electrode in detail; they showed that HCOO− is exclusively
produced with the faradaic efficiency 100 % in neutral aqueous electrolytes [31].
Hori and Suzuki revealed that the partial current of HCOO− formation at a Hg
electrode does not depend on pH at a constant potential, whereas HER is propor-
tional to proton activity [32].

CO2 reduction proceeds at various metal electrodes not only at those of high
hydrogen overvoltage. The product selectivity depends greatly on the metal elec-
trodes, [33] as tabulated in terms of faradaic efficiency with the current densities in
Table 2. The product selectivity is greatly affected by the purity of the electrode
metals as well as that of the electrolyte solution.
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Metal electrodes are divided into 4 groups in accordance with the product
selectivity as presented in Table 2. Pb, Hg, In, Sn, Cd, Tl, and Bi give formate ion
as the major product. Au, Ag, Zn, Pd, and Ga, the 2nd group metals, form CO as the
major product. Cu electrode produces CH4, C2H4, alcohols and aldehydes in
quantitatively reproducible amounts. The 4th metals, Ni, Fe, Pt, and Ti, do not
practically give product from CO2 reduction continuously, but hydrogen evolution
occurs. The classification of metals appears loosely related with that in the periodic
table. However, the correlation is not very strong, and the classification such as
d metals and sp metals as revealed for HER does not appear relevant.

These electrode metals may be regrouped broadly into 2 categories, i.e. CO
formation metals and formate formation metals [34]. Cu electrode yields CH4, C2H4

and alcohols from CO2, in which process CO is formed as an intermediate species
as described later. Ni, Pt and other platinum family metals give CO strongly
adsorbed on the electrode surface, which practically prevents further reduction of
CO2 under atmospheric pressure, forming H2 in aqueous systems. Au, Ag, Zn, Pd,
and Ga give CO as a major product in CO2 reduction. These metals (Cu, Au, Ag,
Zn, Pd, Ga, Ni and Pt) belong to CO formation metals. Formate formation metals

Table 2 Faradaic efficiencies of products in CO2 reduction at various metal electrodesa

Electrode Potential
versus
SHE/V

Current
density/mA cm−2

Faradaic efficiency (%)

CH4 C2H4 CO HCOO− H2 Total

Pb −1.63 5.0 0.0 0.0 0.0 97.4 5.0 102.4

Hg −1.51 0.5 0.0 0.0 0.0 99.5 0.0 99.5

Tl −1.60 5.0 0.0 0.0 0.0 95.1 6.2 101.3

In −1.55 5.0 0.0 0.0 2.1 94.9 3.3 100.3

Sn −1.48 5.0 0.0 0.0 7.1 88.4 4.6 100.1

Cd −1.63 5.0 1.3 0.0 13.9 78.4 9.4 103.0

Au −1.14 5.0 0.0 0.0 87.1 0.7 10.2 98.0

Ag −1.37 5.0 0.0 0.0 81.5 0.8 12.4 94.6

Zn −1.54 5.0 0.0 0.0 79.4 6.1 9.9 95.4

Pd −1.20 5.0 2.9 0.0 28.3 2.8 26.2 60.2

Ga −1.24 5.0 0.0 0.0 23.2 0.0 79.0 102.0

Cu −1.44 5.0 33.3 25.5 1.3 9.4 20.5 103.5b

Ni −1.48 5.0 1.8 0.1 0.0 1.4 88.9 92.4c

Fe −0.91 5.0 0.0 0.0 0.0 0.0 94.8 94.8

Pt −1.07 5.0 0.0 0.0 0.0 0.1 95.7 95.8

Ti −1.60 5.0 0.0 0.0 tr. 0.0 99.7 99.7

Electrolyte 0.1 M KHCO3, Temperature: 18.5 ± 0.5 °C
aThe data are taken from Hori et al. [34]
bThe total value contains C2H5OH (5.7 %), C3H7OH (3.0 %), C3H5OH (1.4 %), CH3CHO (1.1 %),
C2H5CHO (2.3 %) in addition to the tabulated substances
cThe total value contains C2H6 (0.2 %)
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(Pb, Hg, In, Sn, Cd, and Tl) give formate as a major product in neutral aqueous
electrolytes in CO2 reduction.

Such a classification obtained from the selectivity in aqueous systems may be
combined with the results in nonaqueous systems. CO formation metals in aqueous
electrolyte yield CO in propylene carbonate (PC). Some formate formation metals
in aqueous electrolyte, Hg, Tl and Pb, give oxalic acid in PC. The intermediate
metals, Cd, Sn, and In, give CO in PC solutions as the major product, whereas
formic acid in aqueous solutions. Extending above mentioned concept, with use of
another technique, adatom modified electrode, one can obtain the order of CO
selectivity of metals; Au > Ag > Cu > Zn > > Cd > Sn > In > Pb > Tl ≈ Hg. The
details may be referred elsewhere [34].

3.2 Copper Electrode

Copper metal electrode can reduce CO2 to CH4, C2H4 and alcohols in aqueous
electrolytes. The product distribution depends on electrolyte, potential and tem-
perature. Figure 2 shows results of controlled potential reduction of CO2 at a Cu
electrode in 0.1 M KHCO3. The faradaic yields of CO and HCOO– rise at –0.9 V,

Fig. 2 Variation of the
faradaic efficiencies of various
products in electrochemical
reduction of CO2 at a Cu
electrode in controlled
potential electrolysis,
0.1 mol kg−1 KHCO3, 1 atm
CO2, 18 °C. The potential
axis negative to the right.
(Reproduced from Ref. [35]
with permission of The Royal
Society of Chemistry)
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reaching maxima at –1.20 to –1.25 V, and drop with the increase of the cathodic
potential. C2H4 begins to increase at –1.1 V; CH4 starts at –1.2 V, rising steeply
with the potential.

CO can also be electrochemically reduced to hydrocarbons and alcohols at a
copper electrode with a similar product distribution with CO2 reduction (Table 3)
[35, 36], whereas HCOO– is not reduced at all at a Cu electrode. Infrared spec-
troscopic measurements showed that CO is adsorbed at Cu electrodes in CO2

saturated electrolyte solution in on-top mode on polycrystal surface [37] and in
bridged mode on Cu(111) surface [38]. These facts evidence that CO is interme-
diately formed at copper electrode during CO2 reduction and further reduced to
hydrocarbons and alcohols. The surface of Cu electrode is covered with CO with
the coverage more than 90 % with HER severely suppressed [39].

Figure 2 shows that CH4 formation starts at a more negative potential than C2H4,
and rises more steeply with the increase of the negative potential. C2H4 formation is
more favorable than CH4 in high pH solutions. Such different features strongly
suggest that CH4 and C2H4 are produced via different reaction paths from the
common starting substance, CO. The partial current of C2H4 formation from
reduction of CO was analyzed in relation with the electrode potential; a linear Tafel
relationship was obtained regardless of pH of the electrolyte [40]. CH4 formation is
different; the partial current is proportional to proton activity, giving a linear Tafel
relationship. These discussions lead to a molecular reaction pathway diagram in
which CH4 formation path is separated from C2H4 in an early stage of the reaction,
shown in Fig. 3, as also confirmed in a study with on-line mass spectroscopy [41].
Adsorbed CHO on Cu electrode was discussed in favor of hydrocarbon formation
over COH as an intermediate in a study of density function theory [42, 43].

The reason has not yet been fully elucidated why only Cu can yield hydrocar-
bons and alcohols from CO2 with high current density. An explanation was pub-
lished in terms of CO adsorption. As described in a previous section, Au, Cu, Ni
and Pt electrodes yield CO from CO2. The electrocatalytic activities of these metals
are compared for electroreduction of CO in reference to the heat of adsorption of

Table 3 Electrochemical reduction of CO in 0.1 M KHCO3 at various metal electrodesa

Electrode Potential/V
versus SHE

Faradaic efficiency/% Heat of adsorption of
CO/kcal mol−1CH4 C2H4 Other HCs and

alcoholsb
H2

Au −1.49 0.0 0.0 0.0 101.6 9.2

Cu −1.40 16.3 21.2 12.5 45.5 17.7

Ni −1.46 2.6 0.3 0.7 94.2 40.8

Pt −1.29 0.1 0.0 0.0 96.8 46.6
aCurrent density 2.5 mA cm−2

bC2H6, C2H5OH, n-C3H7OH, HCHO
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CO (Table 3) [44]. On the basis of the heats of adsorption, CO will scarcely interact
with Au surface; thus CO will not be reduced at Au. Ni and Pt have high heats of
adsorption, and adsorb CO strongly. CO, highly stabilized on the surface, cannot be
further reduced. The heat of adsorption of Cu is intermediate among these metals,
leading to CO adsorption with moderate strength; CO is effectively reduced to
hydrocarbons at Cu. Watanabe et al. studied a molecular orbital calculation of CO
adsorption on Cu and Ag. They showed that higher adsorption strength of CO on
Cu than Ag leads to more effective formation of hydrocarbons [45, 46]. Recently

Fig. 3 Molecular reaction pathway diagram of CO reduction. H2
+ represents H2

+ or a combined H
(ads) + H+. The → with a ∧ through it denotes a rate-determining step. (Reproduced from Ref.
[40], Copyright (1997) with permission of The American Chemical Society)
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Peterson and Norskov basically supported the concept on the basis of a density
functional theory approach [47].

CO is weakly adsorbed on Cu electrode, in equilibrium with gaseous CO dis-
solved in the electrolyte solution close to the electrode. When the electrolyte is
stirred, CO desorbs easily from the surface [35]. Sakata et al. reported that the yield
of CO from a Cu electrode is greatly enhanced when the electrolyte solution is
stirred, as is compatible with the weak adsorption of CO on the electrode surface
[48].

3.3 Copper Electrode; Effect of Anionic Species

The product distribution of Cu electrode is greatly affected by anionic and cationic
species of the electrolyte solution. Table 4 shows the results of electrochemical
reduction of CO2 at a constant current density 5 mA cm–2 in various 0.1 M elec-
trolyte solutions [35]. KHCO3, KCl, KClO4, and K2SO4 solutions favor the CO2

reduction. K2HPO4 solutions highly promote HER rather than CO2 reduction at less
negative potential; 0.5 M K2HPO4 gives much higher H2 yields than 0.1 M
K2HPO4.

Such an enhancement of HER is attributed to lower pH value at the
electrode/electrolyte interface caused by the buffer action of anions, mentioned
previously. pH would rise locally at the interface due to OH– generation in cathodic
reactions in aqueous media. Nevertheless, the buffer action of HPO4

2– neutralizes
the OH–, keeping the pH at a lower value. HER goes up with the concentration of
K2HPO4 owing to its buffer action. A similar process proceeds for KHCO3 solution.
KCl, KClO4, and K2SO4 do not have buffer ability, and thus the pH at the
electrode/electrolyte interface rises. No significant change in the product distribu-
tion is observed with the variation of KCl concentration as shown in Table 4.

In addition to the competition between CO2 reduction and HER, a product
selectivity is also observed in accordance with anionic species. KCl, KClO4, and
K2SO4 solutions provide higher yields of C2H4 and alcohols than CH4 in com-
parison with 0.1 M KHCO3. Locally high pH region, formed at the electrode in
these electrolytes, favors reduction of the intermediate CO to C2H4 and alcohols
rather than to CH4 as discussed previously.

3.4 Copper Electrode; Effects of Cationic Species

The cationic species also affects CO2 reduction at metal electrodes. Paik et al.
studied electroreduction of CO2 to HCOO− at a Hg pool electrode in Li+, Na+ and
(C2H5)4N

+ hydrogencarbonate solutions [31]. The electrode potential at a constant
current increases in the positive direction with the sequence of
Li+ < Na+ < (C2H5)4N

+. The results were discussed in connection with the variation
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of the potential at the outer Helmholz plane (OHP), and qualitatively ascribed to the
greater specific adsorption of the larger cations. Hori and Suzuki later confirmed
Paik et al.s’ observation at a Hg electrode [32].

The features of CO2 reduction at a Cu electrode also depends remarkably on
cationic species. Table 5 shows faradaic efficiencies of CO2 reduction at a Cu
electrode in 0.1 M various alkali hydrogencarbonate solutions at a constant current
density 5.0 mA cm−2 [49]. Hydrogen formation is prevalent in the Li+ electrolyte.
The formation of C2H4 and alcohols increases relatively in the order
Li+ < Na+ < K+ < Cs+. The CH4 and C2H4 ratio in the faradaic efficiency C1/C2

obviously shows a trend Li+ > Na+ > K+ > Cs+. The potential during the elec-
trolyses is in the order Li+ < Na+ < K+ < Cs+. An identical feature appears in
electrochemical reduction of CO, an intermediate species in CO2 reduction [49].
Such a cationic effect in CO2 reduction at a Cu electrode was confirmed by other
workers [50, 51]. These cationic effect may be derived from the extent of the
specific adsorption of the cations to the electrode [49].

3.5 Surface Treatment, Alloying and Modification of Metal
Electrodes

Surface treatments also affect CO2 reduction. Acid treatment and thermal treatment
are often applied in order to remove surface contamination as well as surface stress
caused by mechanical polishing. The product selectivity of Cu electrode depends
greatly on these surface treatments [22, 52, 53]. Frese reported formation of
CH3OH at intentionally preoxidized Cu electrodes. The maximum partial current of
CH3OH production reached 15 mA cm−2 [54]. However, Koga et al. did not detect
CH3OH from Cu electrodes oxidized in various manners [53]. Steady formation of
CH3OH from Cu electrodes at a high current density has not yet been confirmed by
other workers to date. Tang et al. showed that nanoparticle covered Cu surface is
favored for C2H4 formation and discussed in terms of density function theory [43].

Table 5 Faradaic efficiencies of the products in the electrochemical reduction of CO2 in various
0.1 M hydrogencarbonate solutionsa

Electrolyte Potential/
V versus
SHE

Faradaic efficiency (%) C1/
C2CH4 C2H4 CO EtOH PrOH HCOO− H2 Total

LiHCO3 −1.45 32.2 5.2 tr 1.6 tr 4.7 60.5 104.2 6.19

NaHCO3 −1.45 55.1 12.9 1.0 4.2 0.6 7.0 25.1 105.9 4.27

KHCO3 −1.39 32.0 30.3 0.5 10.9 1.6 8.3 14.5 98.1 1.06

CsHCO3 −1.38 16.3 30.5 2.4 7.2 4.4 15.8 24.4 101.0 0.53
aCurrent density: 5.0 mA cm−2. Temperature: 18.5 °C
Reproduced from Ref. [49] with permission of The Chemical Society of Japan
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Nanoparticle covered Au electrode was prepared by reducing amorphous surface
oxide of Au electrode. Electrolysis current as high as 6 mA cm−2 was observed with
high selectivity of CO. The overvoltage was reduced, and the electrode was not
deactivated for more than 8 h [55].

Cu based alloys have been used for CO2 reduction. Cu–Ni and Cu–Fe alloys,
formed by in situ deposition during CO2 reduction, gradually lose CH4 and C2H4

yields simultaneously with increased H2 evolution with the increase of Ni or Fe
coverage on the Cu surface [56]. A Cu–Cd electrode, also prepared by in situ
deposition, produced CH4 and C2H4. The yields gradually dropped with the
increase of Cd coverage, whereas CO formation rose [57]. Watanabe et al. studied
various Cu based alloys; Cu–Ni, Cu–Sn, Cu–Pb, Cu–Zn, Cu–Cd. They reported
that the major products are CO and HCOO− [58]. Kyriacou and Anagnostopoulos
prepared surface alloy electrodes Cu–Au. They showed that the surface alloying
severely suppresses the formation of hydrocarbons and alcohols, leading to the
increase of CO formation [59].

Modifications of Cu electrode have been reported with introduction of oxygen,
sulfur, or chlorine atoms to the surface in order to improve the product selectivity
[22, 54, 60–63]. It is not confirmed whether or not these atoms still remain on the
electrode surface during electrolytic reduction of CO2. These atoms would be
removed from the surface by cathodic polarization during the electrolysis, and
newly reduced Cu surface may be composed of crystallites with favorable atomic
configurations for preferred selectivity.

4 Problems with Regard to Efficient Utilization of CO2

Reduction

4.1 Energy Utilization Efficiency and Overpotential

CO2 can be electrochemically reduced to useful materials under mild conditions.
However, energy conversion efficiency, defined as the ratio of the free energy of the
products obtained in electrochemical CO2 reduction and that consumed in the
reduction, would be roughly 30–40 % [1, 2]. Such low energy efficiencies prevent
the electrochemical reduction of CO2 from practical process.

The standard potential of the reduction of CO2, calculated from the thermody-
namic data, depends on the products, −0.52 V versus SHE at pH 7 at 25 °C for CO
for example. The reduction of CO2 actually takes place at much more negative
potentials than the values estimated from the thermodynamic data. Such high
overpotentials result from involvement of intermediate species which requires
highly negative potential for formation; CO2·ˉ anion radical is the presumed
intermediate species. The standard potential of CO2

· ˉ formation is −2.21 V versus
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SCE in dimethyl formamide (DMF), [64] −1.90 [65] or −1.85 V versus SHE [66] in
aqueous media.

Some ideas have been proposed to circumvent the formation of high potential
intermediate, CO2·ˉ. Bocarsly showed pyridine and pyridinium redox system can
mediate CO2 reduction in aqueous media as an electron shuttle, preventing
hydrogen evolution. The redox system promotes the reduction of CO2 to formate,
formaldehyde and methanol subsequently with hydrogenated Pd electrode. The
redox system contributes to stabilization of CO2·ˉ radical by complexation, working
as a multielectron carrier. The overvoltage was greatly reduced by several hundreds
mV [67, 68].

An ionic liquid electrolyte, 1-ethyl-3-methylimidazolium tetrafluoroborate
(EMIM-BF4), is also effective for reduction of overvoltage in CO2 reduction. Using
an Ag electrode, Masel et al. succeeded in CO2 reduction to CO with overvoltage as
low as 0.17 V. They showed a selective formation of CO with an current efficiency
higher than 96 % for 7 h. This process is also derived from stabilization of CO2·ˉ
radical by complexation with the electrolyte solution. Energy conversion efficiency
reached 87 % [69]. In an extension, Kenis et al. synthesized nitrogen containing Ag
complexes, and utilized them as the catalysts in gas diffusion electrode in a flow cell
reactor. The presence of these nitrogen containing complexes reduced overvoltage
of CO2 reduction to CO, and enhanced the product selectivity. They suggest the
cocatalysis effect of the ligand in the reaction [70].

4.2 Enhancement of CO2 Transport to the Electrode
Interface

Low solubility of CO2 in water restricts the transport of CO2 to the electrode in
aqueous system. Under moderate experimental conditions, the highest current
density will be limited to 20 mA cm−2 or so for formation of CO or HCOO− for
example. Many trials have been attempted to solve the problem.

4.2.1 Elevated Pressure

Ito and his coworkers applied elevated pressure up to 20 atm to CO2 reduction in
aqueous and nonaqueous electrolyte solutions with Zn, In, Sn and Pb electrodes
[71–73]. They showed enhanced current density of 30 mA cm−2 at –1.7 V versus
SCE under 20 atm. The faradaic efficiency of HCOOH formation increased with the
increase of CO2 pressure.

Sakata and his coworkers studied CO2 reduction under elevated pressure
extensively [74, 75]. They could enhance the current density to 163 mA cm−2 with
a Cu electrode at –1.64 V versus Ag/AgCl under 30 atm with major products of
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CH4, C2H4 and CO [48]. The maximum partial current density of HCOOH for-
mation amounted to 560 mA cm−2 with an In electrode under 60 atm [76].

The solubility of CO2 is high in methanol. Fujishima and his coworkers
employed CO2 methanol mixtures under elevated pressure as the electrolyte solu-
tion. Tetraalkyl ammonium salts were used for the supporting electrolytes. They
showed that CO2 reduction can proceed with a Cu electrode at 200–500 mA cm−2

under 40–60 atm [77].
Later Mazin et al., and Li and Prentice also published studies on CO2 reduction

at Cu electrodes in methanol based electrolyte and ethanol based one under elevated
pressure [78, 79].

4.2.2 Gas Diffusion Electrode

Gas diffusion electrode (GDE), a porous composite electrode developed for fuel cell
technology, has been applied to CO2 reduction by many workers.

Mahmood et al. reported GDE with Pb particles as the catalyst which can reduce
CO2 to HCOOH. The highest current density was 100 mA cm−2 or more at –1.8 V
versus SCE [80]. In and Sn showed lower catalytic activity. Furuya et al. employed
Ru-Pd alloy particles as the catalyst, giving HCOOH at the current density
80 mA cm−2 at –1.1 V versus SHE [81]. They studied simultaneous electrolysis of
CO2 and nitrite or nitrate ions using GDEs with Cu catalyst particles and various
metal phthalocyanines. They obtained urea as the reaction product other than CO
and NH3 [82–84]. Ni−, Co− and Sn− phthalocyanines were tested for CO2

reduction as the catalyst particle. These catalysts gave CO (for Ni− and Co−
phthalocyanines) or HCOOH (Sn−, Cu− and Zn− phthalocyanine) as the reduction
products at high current density such as ca. 100 mA cm−2 [85–87].

GDEs with Cu particles as the catalyst produce C2H4 and C2H5OH from CO2 at
high current densities with high faradaic efficiencies. Sammells et al. communicated
the current density 667 mA cm−2 in KOH electrolyte solution with the current yield
of 53 % for C2H4 formation at –4.75 V versus Ag/AgCl [88]. Ikeda et al. showed
that C2H4 and C2H5OH are the main products with the current density
300 mA cm−2 at –1.25 V versus SHE [89].

Schwarz et al. incorporated Perovskite-type electrocatalysts A1.8A′0.2CuO4

(A = La, Pr, and Gd; A′ = Sr and Th) in GDEs with the electrolyte solution 1 M
KOH. They reported that CO2 was reduced to CH3OH, C2H5OH and n-C3H7OH
with the total current yield of alcohols 40 % of the current density 180 mA cm−2

[90]. They studied various perovskite type oxides, and argued that such oxides
without Cu are not active for CO2 reduction.

Sakata and his coworkers employed GDEs, loaded with Pt catalyst, and reduced
CO2 at elevated pressure higher than 5 atm in 0.5 M KHCO3, whereas the GDE
scarcely reduced CO2 at 1 atm. Under 20 atm, CO2 was reduced mainly to CH4 with
the current density of 600 mA cm−2 with the faradaic efficiency of ca. 50 % for total
CO2 reduction at –1.93 V versus Ag/AgCl [91, 92]. They further studied Fe, [93]
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Pd and Ag [94] for the catalyst particles for GDEs, and demonstrated that the current
density of CO2 reduction to CO amounted to 3.05 A cm−2 with an Ag loaded GDE.

Tryk et al. studied GDEs composed of active carbon fiber and loaded with
catalysts Ni, Fe, Pd metals, porphyrins, and phthalocyanines [95–97]. The GDEs
gave partial current density of CO2 reduction up to 80 mA cm−2 with production of
CO under atmospheric pressure. Kenis et al. studied flow electrolytic cells equipped
with GDEs loaded with nitrogen containing Ag complexes as mentioned previously
[70].

4.2.3 Solid Polymer Electrolytes

Ion exchange membrane coated with porous catalyst metal (Solid Polymer
Electrolyte, SPE) as well as GDE can provide gas phase electrolysis of CO2.
DeWulf et al. applied an SPE with Cu as the catalyst layer on a cation exchange
membrane (CEM) Nafion 115. The SPE reduced CO2 to CH4 and C2H4 for a while,
but the current density for CO2 reduction dropped below 1 mA cm−2 after 70 min
electrolysis [98].

Sammells et al. prepared a Cu coated SPE electrode using a CEM Nafion 117
[99, 100]. They reduced CO2 to C2H4 and C2H6 with the current density of 10–
30 mA cm−2 with the terminal voltage 1.5–3.5 V. The faradaic efficiency for CO2

reduction remained less than 10 %.
Kunugi et al. studied Cu coated SPEs prepared from a CEM (Nafion 117) and an

anion exchange membrane (AEM) Selemion AMV, attempting to reduce CO2 from
combustion flue gas [101]. The SPE from Nafion 117 formed C2H4 as the product
with the maximum partial current 2 mA cm−2 at –1.8 V versus SCE. Both types of
SPE retained stable activity in CO2 reduction for 5 h.

Hori et al. prepared porous silver coated SPEs with an AEM (Selemion AMV).
Their silver coated SPE reduced CO2 mainly to CO with the partial current density
60 mA cm−2 at –2.8 V versus SHE [102]. They pointed out that a CEM based SPE
is deteriorated in a short period of CO2 reduction, when the SPE is combined with
electrolyte solution other than strong acid. If KHCO3 solution is used for the
electrolyte solution for example, K+ will be accumulated at the electrode
metal/CEM interface in the cathode gas chamber during the electrolysis, since
cations (K+) are transported across CEM. OH− is simultaneously generated at the
interface by the cathodic CO2 reduction. KOH, thus formed in this process, is
neutralized by CO2 to form KHCO3 at the interface. The electrode metal/CEM
interface is easily destroyed by the accumulation of KHCO3 [102].

A modification of SPE was reported, using a porous membrane made of
polyvinylidene fluoride polymer deposited with thin porous Au film [103]. CO2

was reduced to CO with the faradaic efficiency 75 % at the partial current density
20 mA cm−2 as estimated from the difference of the two currents measured under
argon and CO2 atmospheres separately.
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4.2.4 Three Phase Electrodes

Three phase electrodes were devised aiming at enhancement of the transport pro-
cess in CO2 reduction. Ogura et al. reported Cu and Ag net cathodes with CO2

bubbled from the bottom of the electrolysis cell. They showed that the cathodic
current is enhanced [27, 104]. Koleli et al. used fixed bed reactor packed with Pb or
Sn granules. CO2 was supplied from the bottom of the reactor with K2CO3 or
KHCO3 electrolyte solution [105, 106]. Their reactor reduced CO2 mainly to
HCOOH with high faradaic efficiency. Akahori et al. examined another three phase
electrode device, composed of In impregnated Pb coated carbon fiber or Pb coated
glass fiber electrode [107]. Chandrasekaran et al. reported a Pb coated stainless steel
mesh electrode in a flow reactor cell which formed mainly formate with the current
efficiency of 93 % [108].
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CO2 Reduction Using an Electrochemical
Approach from Chemical, Biological,
and Geological Aspects in the Ancient
and Modern Earth

Akira Yamaguchi, Yamei Li, Toshihiro Takashima,
Kazuhito Hashimoto and Ryuhei Nakamura

Abstract The past few decades have witnessed significant advances in our
understanding of the synthesis routes and development of electrocatalysts for the
reduction of CO2 to hydrocarbons. It is also notable that the research field related to
the Origin of Life theory starts to recognize the significance of electrochemical CO2

reduction by metal-sulfide minerals as the primary step for organic carbon syn-
thesis. In this chapter, we describe recent progress in the development of catalysts
for CO2 reduction in electrochemical systems, particularly from the viewpoint of
the Origin of Life theory, and discuss the perspectives related to the evolutional
origin of carbon monoxide dehydrogenases (CODHs), known as one of the most
active natural enzymes for CO2 reduction.

1 Introduction

In an attempt to mitigate the adverse effects of global warming, there has been
considerable efforts to produce sustainable electricity from renewable energy
sources, such as hydro, solar, wind, and geothermal power. Despite these efforts,
renewable energy has inherent limitations: intermittency and fluctuation in the
amount of generated energy. One possible solution for overcoming this limitation is
to convert generated electricity into H2 via electrochemical water-splitting reac-
tions. Although electrolysis appears to be a promising solution for producing
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reliable and sustainable energy, it is highly desired that the generated H2 is con-
verted into liquid form for transport, a process that requires considerable energy.
Although the commercialization of H2 as an energy fuel has increased in recent
years, the processing and transport of H2, and the associated infrastructure, remain a
major restriction for the widespread use of H2 as an energy fuel. Another potential
solution for the effective use of electricity generated by renewable energy would be
to electrochemically convert CO2 into hydrocarbons. Compared to H2, hydrocar-
bons are more easily transformed to liquid form, and further, the infrastructure for
hydrocarbon distribution, storage and utilization has been firmly established.

The past few decades have witnessed significant advances in our understanding
of the synthesis routes and development of electrocatalysts for the reduction of CO2

to hydrocarbons. CO2 reduction catalysts are typically metals or metal alloys, such
as pure metallic Cu, which is considered to be an ideal catalytic material for the
production of hydrocarbons with high Faradaic efficiency (FE). However, the
selective production of hydrocarbons requires an overpotential (η) on the order of
1 V to avoid the formation of H2 gas. Furthermore, if water is oxidized to O2 at the
anode, the η for the electrochemical conversion of CO2 to hydrocarbons increases to
as high as 2 V. Such high η values are a major obstacle for improving the energy
efficiency of hydrocarbon synthesis, which is a necessary prerequisite for the
practical application of heterogeneous electrocatalysts in CO2 fixation systems.

Biological systems convert CO2 into hydrocarbons with remarkably low η and
high FE through diverse enzymatic reactions. The most outstanding example is
carbon monoxide dehydrogenases (CODHs), which are found in certain
chemolithoautotrophic microorganisms, including acetogens and methanogens,
convert CO2 into CO with a turnover frequency as high as 45 s−1 [1, 2]. CODHs
can also electrochemically reduce CO2 to CO at potentials near the thermodynamic
potential with the FE of nearly 100 % [1, 2]. The remarkable efficiency of CODHs
for CO2 reduction has inspired numerous scientists to determine the underlying
multi-step mechanisms for developing bioinspired catalysts for carbon utilization.

The family of CODHs has evolved over billions of years, and they have used Fe,
Ni, Cu and Mo as active sites. Thus, one of the fundamental issues to consider is
how the active cores of CODHs, namely Fe4S4Ni and MoSCu, have evolved from
environmentally abundant rock-forming elements and been functionalized specific
for CO2 reduction with the aid of N- and S-containing peptides. As proposed in the
Origin of Life theory, the surface of bisulfide-bearing hydrothermal precipitates
with trace metals, such as Ni, Cu, W and Mo, is suggested to have played a critical
role in prebiotic organic synthesis by CO2 reduction on ancient Earth [3–5]. Given
those facts, seeking the evolutional transition of inactive FeS minerals to active
inorganic analogs of natural enzymes is what scientists can learn from nature’s trails
in order to acquire the effective catalysts. In other words, in addition to determining
the multi-step mechanisms by which modern-day enzymes mediate CO2 reduction,
study of the evolutionary transition of prebiotic catalysts to biotic ones and the
geochemical conditions that fostered the transition may provide a new design
rationale for the functional analogues of biological catalysts.
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Based on the above considerations, this chapter describes recent progress in the
development of catalysts for CO2 reduction in electrochemical systems, particularly
from the viewpoint of the Origin of Life theory, which concerns the early evolution
of energy metabolism on ancient Earth. After briefly overviewing electrochemical
CO2 reduction by metal electrodes in Sects. 2 and 3, bioinspired approaches for
catalytic CO2 reduction are presented, and the importance of the “frustrated Lewis
acid-base pair motif” for CO2 activation is discussed in Sects. 4 and 5. In Sects. 6
and 7, recent progress on the Origin of Life theory is introduced, and the interaction
between electrocatalysts and biogeochemical communities is discussed as a plat-
form for exploring functional analogues of biological catalysts for CO2 reduction.
In Sects. 8, perspectives related to the bioenergetic evolution of CO2 reduction and
carbon assimilation are described.

2 CO2 Reduction by Metal Electrodes

The first report in the late 19th century on the electrochemical conversion of CO2 to
organic chemicals described the reduction of CO2 to formic acid [6]. Early elec-
trochemical conversion studies utilized mercury and amalgam, such as
zinc-amalgam and sodium-amalgam, as electrocatalysts and demonstrated the high
FEs for the production of formic acid [6–12].

Since the late 1970s, researchers have searched for metal electrodes capable of
acting as catalysts for CO2 reduction. For example, Ito et al. investigated CO2

reduction by Zn, Pb, Sn, In, and Cd metal electrodes using chromotropic acid
testing and infrared spectroscopy [13] and revealed that only formate was produced
by all of these catalysts during the reduction of CO2. In 1985, Hori et al. conducted
galvanostatic electrolysis at a constant current density of 5 mA cm−2 on various
metal electrodes, including Cu, Au, Ag, Zn, Pd, Ga, Pb, Hg, In, Sn, Cd, Tl, Ni, Fe,
Pt, and Ti [14, 15], and found that formate was predominantly formed at Cd, In, Sn,
and Pb cathodes, whereas carbon monoxide was the primary product at Ag and Au
cathodes (Table 1). Furthermore, among the examined metals, the Cu cathode was
specifically active for the eight-electron reduction of CO2 to form methane. Based
on the work by Ito and Hori et al., electrode metals can be categorized into four
groups: (i) metal electrodes that selectively produce formate (Hg, In, Pb, and Sn
electrodes); (ii) those that mainly produce carbon monoxide (Au, Ag, Zn, and Pd
electrodes), (iii) electrodes that yield hydrocarbons and alcohols (Cu electrode), and
(iv) those that show no or little activity toward CO2 reduction (Ni, Fe, Pt and Ti
electrodes). Although the factors controlling the product dependence on the metals
remain unknown [15, 16], the results reported by Ito et al. and Hori et al. clearly
indicate that the nature of the metal electrodes influence the products formed during
electrochemical CO2 reduction.
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3 Nitrogen-Containing Molecules as Cocatalysts
for Electrochemical CO2 Reduction

One approach for improving the catalytic activity and FF for electrochemical CO2

reduction on metal electrodes is the utilization of nitrogen (N)-containing com-
pounds as catalysts. In 1994, Seshadri et al. [17] reported that hydrogenated Pd
electrodes electrochemically reduced CO2 to methanol with an FE of 30 % and η of
less than 200 mV in the presence of pyridine. Morris et al. [18] further studied
pyridine-catalyzed CO2 reduction with Pt electrodes by changing the catalyst
concentration, temperature, and pressure, and confirmed that the reaction kinetics
follow the first order with respect to both CO2 and pyridine. Based on these
experimental results, combined with density functional theory (DFT) calculations,
the authors proposed the reduced activation energy for CO2 reduction by pyridine
stabilization of carbamate species, which are possible intermediates for CO2

reduction, by the Lewis basicity of the pyridyl N and metal electrode surface.
Further calculations by Keith et al. [19] indicated that the active species was a
“surface-bound” dihydropyridine (DHP), rather than a pyridinyl radical in solution.

The use of ionic liquids as catalysts for CO2 reduction has also been demon-
strated as an effective approach to lower η and increase FEs. For example, Rosen
et al. [20] electrochemically reduced CO2 with an Ag cathode in an ionic liquid
electrolyte and achieved an η of less than 200 mV and an FEs of more than 96 % for
CO production. Notably, the authors utilized 1-ethyl-3-methylimidazolium
fluoroborate (EMIM-BF4) with the expectation that this compound would com-
plex with CO2 to stabilize the intermediate CO2

− radical species. The discovery of
ionic liquid-based CO2 reduction has significantly expanded the range of materials
that can function as electrocatalysts for CO2 reduction [21–26].

Table 1 CO2 reduction products on metal electrodes in aqueous solution reported by Hori et al.
[14]

Metal
electrode

Electrode
potential

Faradaic efficiency/% Lower limit/Upper limit

(V vs. SHE) HCOO− CO CH4 H2 Total

Cd −1.66 ± 0.02 65.3/67.2 6.2/11.1 0.2 14.9/22.2 93/100

Sn −1.40 ± 0.04 65.5/79.5 2.4/4.1 0.1/0.2 13.4/40.8 94/110

Pb −1.62 ± 0.03 72.5/88.8 0.3/0.6 0.1/0.2 3.8/30.9 94/100

In −1.51 ± 0.05 92.7/97.6 0.9/2.2 0.0 1.6/4.5 93/102

Zn −1.56 ± 0.08 17.6/85.0 3.3/63.3 0.0 2.2/17.6 90/98

Cu −1.39 ± 0.02 15.4/16.5 1.5/3.1 37.1/40.0 32.8/33.0 87/92

Ag −1.45 ± 0.02 1.6/4.6 61.4/89.9 0.0 10.4/35.3 99/106

Au −1.14 ± 0.01 0.4/1.0 81.2/93.0 0.0 6.7/23.2 100/105

Ni −1.39 0.3 0.0 1.2 96.3 98

Fe −1.42 2.1 1.4 0.0 97.5 101
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Although these observations clearly indicate that N-containing molecular cata-
lysts are effective for electrochemical CO2 reduction in terms of the stabilization of
intermediate species, the properties of the metal electrodes and their contribution to
catalytic activity have not been examined in detail.

4 Cooperative Activation of CO2 by Metals and Amino
Acids in Biological Systems

The former section described the effectiveness of using homogeneous molecular
catalysts for achieving high FE and low η for electrochemical CO2 reduction.
Because the electrochemical reaction proceeds at the metal electrode surface, the
interaction between the metal electrodes and CO2 and/or other reaction interme-
diates, in addition to the presence of N-containing compounds, should be taken into
consideration when designing CO2 reduction catalysts. One of the most sophisti-
cated examples of the cooperative effect of metals and N-containing compounds for
CO2 reduction is the natural enzymatic system CODH [27, 28]. There are two main
types of CODHs: Mo-containing CODHs, which are used by aerobic bacteria [29],
and Ni-containing CODHs, which are found in anaerobic bacteria [30]. The crystal
structure of Mo–CODH was first reported by Dobbek et al. in 1999 [31] at a
resolution of 2.2 Å (Fig. 1, left). The active site of Mo–CODH is composed of
molybdopterin-cytosine dinucleotide and S-selanylcysteine connected to a [2Fe–
2S] cluster and flavin-adenine dinucleotide. The same research group determined
the crystal structure of Ni–CODH in 2001 [32] at a resolution of 1.63 Å (Fig. 1,
right).

To better understand the catalytic mechanisms of CO2 reduction, a series of
spectroscopic, biochemical, and structural experiments have been conducted for
Ni–CODH as summarized in a review paper [33], because it catalyzes the inter-
conversion between CO2 and CO [2], while Mo–CODH can only catalyze the

Fig. 1 Crystal structures of the active centers of Mo-containing CODH from aerobic bacteria [31]
(left) and Ni-containing CODH from anaerobic bacteria [32] (right), as reported by Dobbek et al.

CO2 Reduction Using an Electrochemical Approach … 217



oxidation of CO to CO2. The findings from these studies highlight the importance
of nucleophilic and electrophilic interactions for the cooperative activation of CO2

[27]. For Ni–CODH, the cooperative activation of CO2 occurs through the nucle-
ophilic interaction of a Ni site to a carboxylate carbon atom, and also involves
electrophilic interactions of a lysine residue and Fe site with one of the carboxylate
oxygen atoms [27]. These combined interactions, which is a so-called “frustrated
Lewis acid-base pair motif” [34], are essential for decreasing the C–O bond order of
CO2, enabling Ni–CODH to effectively reduce CO2 to CO without the use of strong
electrophiles or nucleophiles (Fig. 2). The concept of a “frustrated Lewis acid-base
pair” has been proposed for a number of enzymatic reactions in biological systems;
however, few examples are applicable for the rational design of electrocatalysts.

5 Metal Sulfides as Biomimetic Catalysts

As the active sites of CODHs are composed of metal-sulfur clusters, metal sulfides
are possible candidates for CO2 reduction catalysts; however, metal sulfides have
received relatively little attention as electrocatalysts for CO2 reduction compared to
electrocatalysis with metals and metal alloys. Inspired by the active sites for
enzymatic CO2 reduction in natural systems, Hidai et al. synthesized Fe–S cubane

Fig. 2 Ball-and-stick
drawing of the active site of
Ni-containing CODH.
A combination of
nucleophilic (Nu and Ni sites
in the CODH active center)
and electrophilic (E, histidine
93 in CODH) interactions
facilitates the reduction of
CO2 [27]
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clusters, [Fe4S4(SR)4]
2− (R = CH2C6H5 or C6H5), and evaluated the potential of

these clusters for electrochemical CO2 reduction in N, N-dimethylformamide
(DMF) [35]. The addition of [Fe4S4(SR)4]

2− clusters on a mercury pool electrode
resulted in an approx. 700 mV decrease in η. Although the main reaction product
was oxalate, the addition of small amount of water increased the production rate of
both formate and CO. Tanaka et al. synthesized a metal-sulfur cluster [36] com-
posed of Mo, Fe and S ([Mo2Fe6S8(SEt)9]

3 to mimic the enzymes that found in the
reductive carboxylic cycle in photosynthetic bacteria. The model reaction of α-keto
acid synthesis proceeded in the presence of the cluster under acetonitrile conditions
with an applied electrode potential of −1.55 V versus SCE: RC(O)
SEt + CO2 + 2e− → RC(O)COO− + EtS− (R = CH3, C2H5, C6H5). In addition to α-
keto acid synthesis, β-keto acid synthesis was also promoted by [Fe4S4(SPh)4]

2−

and [Mo2Fe6S8(SPh)9]
3−; 8PhC(O)CH3 + 8CO2 + 2NO2

− + 6e− → 8PhC(O)
CH2COO

− + N2 + 4H2O [37]. In 2011, Kanatzidis et al. reported [38] that a
chalcogel-type material, in which Fe–S cubane clusters and transition metals (Pt,
Co, Ni, Sn, or Zn) were connected by Sn–S clusters, was capable of electrochemical
CO2 reduction. Notably, the CO2 reduction efficiency in DMF tended to be higher
when Ni or Co was utilized as transition metal sites. In all of these reports, the
electrochemical reduction of CO2 was conducted in an organic solvent, and the use
of metal-sulfide clusters in aqueous solution has not been extensively examined,
even though CODHs can catalyze the reduction of CO2 to CO with high FE and
low η under aqueous conditions [2]. To functionalize metal sulfides as CO2

reduction catalysts, the cooperative effects of the metal centers and the surrounding
N-containing molecules are an important consideration, as demonstrated in natural
systems, as described in Sect. 4.

In 2014, having the idea that FeNi2S4 (violarite) has the structural similarity to
the Fe4S4Ni active site in CODH [39], the electroreduction of CO2 by FeNi2S4
(violarite) in aqueous solution was reported by our group [40]. Although Fe3S4
(greigite) inefficiently reduces CO2, the efficiency of CO and CH4 production was
substantially improved by the substitution of Fe with Ni to form violarite. The
electroreduction of CO2 by FeNi2S4 in aqueous solution was further enhanced by
modifying the surface of violarite with amine compounds, such as triethylamine and
poly-allylamine hydrochloride (Fig. 3). As CO2 reduction by CODH involves
cooperative activation via both nucleophilic and electrophilic interactions [27], the
enhanced activation of CO2 reduction by substitution of Fe with Ni and the surface
modification by amine compounds is of particular interest for the rational design of
the efficient CO2 reduction catalysts.

To clarify the role of Ni in the active site of CODH for the electroreduction of
CO2, Nørskov et al. [41] performed DFT calculations for a [Fe4S4] cubane cluster
with and without the substitution of Fe with Ni. The substitution of Ni in place of
Fe was found to markedly decrease the activation energy for the reduction of CO2

to CO, but the activation energy for COOH production was not affected. The
authors attributed this decrease to a change in the coordination environment of the
adsorbed COOH (COOH*) intermediate resulting from the Ni substitution (Fig. 4).
Specifically, COOH* only binds to S sites in [NiFe3S4] clusters, but binds to both S
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and Fe in [Fe4S4] clusters. Interestingly, a further decrease in the activation energy
was predicted by additional Ni substitution, but only one or zero Ni-substituted
cluster was predicted to be stable during the catalytic cycle. Notably, however, the
computational study by Nørskov et al. did not consider the function of amino acid
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Fig. 3 Faradaic efficiencies (FEs) for CO, CH4 and H2 production by greigite, violarite
(Fe/Ni = 1) and violarite (Fe/Ni = 1) modified with triethylamine (TEA) or polyallylamine
(PAH) under a potentiostatic condition of −1.3 V versus SHE for 30 min [40]. The electrolyte pH
was 5.5

Fig. 4 Free energy diagram for CO2 reduction on [Fe4S4]
2− (left top and right bottom) and

[NiFe3S4]
2− (left bottom and right top) cubane complexes based on DFT calculations reported by

Nørskov et al. [41]
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residues in the activation process of CO2 reduction. As we reported previously,
amine compounds play a cooperative role with Ni sites for electrochemical CO2

reduction [40]. Therefore, a DFT study on the role of amino acids in this process is
expected to provide new insights into the differences between CODH and abiotic
catalysts comprised of NiFe3S4 clusters, and aid in incorporating the function of the
‘frustrated Lewis acid-base pair motif’ into man-made electrocatalysts.

An interesting and unanswered question is how prebiotic catalysts for CO2

reduction evolved from readily available elements in the environments, and further,
how these catalysts were functionalized to achieve low η and high FE. Concerning
these points, numerous hypotheses related to chemical evolution in the prebiotic
ocean and the early evolution of energy metabolism in ancient Earth have been
proposed [3–5, 42]. In Sects. 6, 7 and 8, we describe the intimate relationship
between processes related to the Origin of Life and electrochemistry, and discuss
how these processes can help shape the design rationale for heterogeneous elec-
trocatalysts for efficient CO2 reduction.

6 Prebiotic Organic Synthesis by Metal Sulfides

Hydrothermal vents in the deep sea floors are surrounded by diverse ecosystems
that are sustained by the chemical energy within hydrothermal fluid [43]. It is
generally considered that the hydrothermal environment played a crucial role in the
emergence of life on primordial earth. Although it remains a topic of debate as to
whether primordial life was autotrophic or heterotrophic, the discovery of
hydrothermal vents in the 1970s led researches to consider that the first species
were autotrophic in nature [44]. One of the main problems of the autotrophic origin
theory is the process of carbon fixation; namely, how were organic compounds
continuously synthesized at hydrothermal vent? In an attempt to answer this
question, Wächtershäuser proposed that CO2 reduction proceeded at the surface of
pyrite (FeS2) [45, 46]. In this model, organic molecules synthesized on pyrite
self-organized to form the first metabolizing cell. The driving force of CO2

reduction in this system is the oxidative formation of pyrite
(4CO2 + 7H2S + 7FeS → (CH2–COOH)2 + 7FeS2 + 4H2O, G

O = −420 kJ/mol).
This hypothesis is supported by the experimental observations that thiol (CH3S

−) is
formed from CO2 in the presence of FeS [47]; acetic acid is formed from CH3SH
and CO on iron-nickel sulfide [5]; and peptides are formed from amino acids with
CO and iron-nickel sulfide [48].

In contrast to Wächtershäuser’s hypothesis, Russell proposed that CO2 in ocean
water reacts with H2 contained in alkaline hydrothermal fluid in three-dimensional
nano- or micro-sized cavities composed of iron sulfides [49]. The main difference
between the hypotheses of Wächtershäuser and Russell is that the former considers
FeS as an energy source for CO2 reduction, whereas the latter treats FeS as a
component for the reactors, with H2, rather than FeS, acting as the electron donor
for CO2 reduction. Of note, iron sulfides, particularly Nickelian mackinawite
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(FeNiS2), Ni-containing greigite (NiFe5S8), and violarite (FeNi2S4), are speculated
to act as the “catalysts” for CO2 reduction in the cavities proposed in Russell’s
model, as these materials share structural similarity to [Ni–Fe] hydrogenase, the
C-cluster in CODH, and the ACS active site A-cluster, respectively [39]. Russell
et al. further hypothesized that H2, when adsorbed onto and/or absorbed into the
mineral cubane sites, is dissociated into a proton, electron, and reactive hydrogen
atom (H∙), which then reduces CO2 to CO [42]. Subsequently, the generated CO
reacts with methane thiol (CH3SH) produced in the Earth’s crust [45] to form
thioester acetyl methylsulphide, which is then hydrolyzed to acetate [5].

7 Bioelectrochemical CO2 Reduction at Deep-Sea
Hydrothermal Vents

To explain how processes related to the Origin of Life and electrochemistry are
being merged, we introduce our recent findings regarding the energetics of CO2

reduction at deep-sea hydrothermal vents. In 2010, we reported that deep-sea
hydrothermal vents function as naturally occurring electrochemical fuel cells, which
are powered by the reductive chemicals stored in the Earth’s crust [50]. We found
that natural minerals dominated by CuFeS2 and FeS2 from Black smoker chimneys
in the Mariner hydrothermal field display excellent metallic electrical conduction
over a 10 cm distance. In addition, we also demonstrated that deep-sea minerals
promote the electrocatalytic oxidation of H2S and H2, as well as the electrore-
duction of O2 and ferric ions. These findings led us to propose that a new type of
energy propagation for CO2 reduction and carbon assimilation occurs in the deep
floor. In addition to the reductive chemicals, such as H2 and H2S, emitted from
hydrothermal vents, we speculate that high-energy electrons from hot reduced
hydrothermal fluid are directly delivered to cold oxidative seawater in the form of
electrical current, with the same operation principals as electrochemical fuel cells
(Fig. 5).

Based on our experimental findings, together with the hypothesis of Russell et al.
that Ni/greigite may be the evolutionary origin for the NiFe3S4 cluster in CODH
[39, 42], we also investigated the energetics for electrocatalytic CO2 reduction by
FeNi2S4 [40]. Through the examination of potential-dependent CO2 reduction
activity, it was found that CO2 reduction by H2 in hydrothermal fluids involves a
strong endergonic electron transfer reaction. Therefore, a naturally occurring
proton-motive force (PMF) as high as 200 mV must be established across the
hydrothermal vent chimney wall. These findings are consistent with the speculation
that highly alkaline hydrothermal vents in the Hadean ocean are the most likely
system that supported prebiotic organic synthesis [42], as the chimney interior of
these hydrothermal vents has a pH of 9–10 and the outer walls are bathed in ocean
water with a pH of 5–6, generating a PMF of 180–300 mV. Of note, in addition to
the PMF, steep temperature difference between hydrothermal fluid and sea water
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realized by low thermal conductivity of natural minerals resulted in the generation
of high reduction energy, which is comparable to the photosynthetic CO2 fixation
center (Fig. 6) [51]. Therefore, the geochemical ‘settings’ of electrochemical
reactors in the Hadean Ocean satisfy the thermodynamic and kinetic preconditions
that are necessary to initiate the electroreduction of CO2 to hydrocarbons. However,
it is interesting to consider how prebiotic catalysts for CO2 reduction were func-
tionalized to achieve low η and high FE in these naturally occurring electrochemical
fuel cells.

8 Evolution of Active Cores of CODHs and Challenges
for the Design of Efficient CO2 Reduction Catalysts

Finally, to help solve the questions related to the functionalization of prebiotic CO2

reduction catalysts, here, we discuss the importance of N-containing molecules in
CO2 conversion, particularly focusing on the role of C–N bonding and N-assisted
CO2 reduction in the evolution of chemical reactions underlying the emergence of
primitive life forms, and the implications of these processes in the design of
electrocatalysts for the reduction of CO2 to hydrocarbons.

As discussed in Sects. 3, 4 and 5, N-containing species functions as cocatalysts
for electrochemical CO2 reduction by either stabilizing the reduced CO2 interme-
diates or directly activating CO2 molecules by weakening the C=O bond via the
concept of frustrated Lewis acid-base pair motif. We therefore speculate that

Sea water
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Zone

Oxidative Zone

Magma

H2S  / H2

Electrical 
current

H2S, H2

S0, H+e-

Oxidation
Reduction

e-

Fe Sulfides 

CO2, NO3 /NO2
-

CO, CH4, 
urea, NH3
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Fig. 5 Proposed model for electrical current generation in the chimneys of deep-sea hydrothermal
vents [50]. Electrons generated via the oxidation of H2S in hydrothermal fluid (Reductive Zone) are
transported through the conductive chimney wall to sea water (Oxidative Zone) where they reduce
Fe3+, O2, and CO2
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N-containing compounds in the deep-sea hydrothermal environment could aid in
the conversion of oceanic CO2 into organics or even the formation of C–N bonded
compounds. From a thermodynamic perspective, the potential gradient generated
from the pH, temperature, and redox disequilibrium between hydrothermal vents
and acidic ocean is favorable for the reduction of nitrite/nitrate, which might exist in
the oxidative ocean environment, to ammonia (E0 = 0.897–0.875 V vs. RHE)
(Fig. 6). During the reduction, in situ-formed amine-like species have the potential
to coordinate with CO2 to reduce the overpotential for CO2 reduction and/or form
C–N bonded compounds, such as urea. Of particular note is that such a C–N bond
forming reaction has already been demonstrated by Shibata et al., in which urea was
synthesized via simultaneous electrochemical reduction of CO2 and nitrite/nitrate
using Cu as an electrode [52, 53].

Although deep-sea electrochemical reactors are theoretically feasible to drive
CO2 reduction and C–N bond formation, determining how these inorganic minerals
functioned, at least with activity comparable to their enzymatic counterparts,
remains challenging. In addition, a large gap exists in our understanding of the
related function of generally inactive artificial catalysts and robust bioenzymes.
Russell et al. [3, 54] assumed (Fig. 7) that the mineral counterparts were the original
precursors to various present-day enzymes, including [NiFe]-hydrogenases, CODH,

(a) (b)

Fig. 6 a (top) The schematic image of the components of natural photosynthetic system, and
(bottom) the energy diagram of each component; photosynthetic electron transfer chain.
b Temperature and pH dependence of the standard redox potential of H+/H2 couple. Based on
our results for electrochemical CO2 reduction on violarite, a pH gradient of larger than 4 between
hydrothermal fluid and ocean water is required to promote electrochemical CO2 reduction on the
surface of iron sulfide. Considering the large temperature difference between hydrothermal fluid
(573 K) and ocean water (277 K), the driving force of the reaction should be high. The pH and
temperature gradient between hydrothermal fluid and sea water can provide alkaline hydrothermal
vent with the reduction power as high as that of photosynthetic CO2 fixation center (PSI)
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nitrate reductase, methane monooxygenase, methanol dehydrogenase, and
pyrophosphate synthetase, acting as molecular engines. Russell et al. [3, 54] also
assumed that the mineral counterparts convert redox and proton gradients to drive
the endergonic reactions required for the initial stages of metabolism and ultimately
life itself. This proposed theory inspired us to not only study the possible abiotic
formation of C–N bonded compounds, but also to obtain insight into the design of
CO2 reduction systems from the catalytic functions of extant enzyme active centers.
There should be some evolutionary reasons for the elemental strategy that nature
has selected, such as energetic and kinetic priority towards some critical reactions.
We speculate that C–N bonding reactions via simultaneous reduction of CO2 and
nitrite/nitrate [52, 53] may be one such critical reaction and therefore deserve
detailed analysis to test the feasibility of the deep-sea emergence of primitive life
theory.

The electrocatalytic formation of C–N bonds may allow for the synthesis of
complex chemicals, such as urea, urethane derivatives, amides, carbamates, and
isocyanate [55], by the insertion of CO2 into other N-containing species. Such C–N
bonded compounds comprise a large family of basic organic chemicals and fuels. It
is expected that the coupling of different (reduced) N-compounds with CO2-derived
species may lead to the formation of various kinds of C–N bonded compounds.
Although the utilization of CO2 to synthesize such C–N bonded compounds
through thermal catalysis has already been commercialized, high
temperature/pressure conditions are typically required, which are energy intensive

Fig. 7 Left Structural comparisons between transition element sulfides and oxides found in the
precipitate membranes with the active sites of metalloenzymes present in the Last Universal
Common Ancestor (LUCA) [39]: a [Fe(OH)2]n (cf. brucite) with methane monooxygenase,
b greigite with acetyl CoA synthase, c violarite with CODH, d nickelian mackinawite with [NiFe]-
hydrogenase. Right The hypothetical proto-bioelectronic and proto-bioprotonic circuitry and
channels in the inorganic membrane that feed the redox and proton disequilibria to the putative
carbon-fixing and pyrophosphatase nano engines [54]
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to maintain [56, 57]. We expect that better catalysts based on earth-abundant ele-
ments could be developed by understanding the bio-enzymatic functions, which
could achieve the CO2 reduction or C–N bonding with high efficiency under mild
conditions.

References

1. Svetlitchnyi V, Peschel C, Acker G, Meyer O (2001) Two membrane-associated
NiFeS-carbon monoxide dehydrogenases from the anaerobic carbon-monoxide-utilizing
eubacterium Carboxydothermus hydrogenoformans. J Bacteriol 183:5134–5144

2. Parkin A, Seravalli J, Vincent KA, Ragsdale SW, Armstrong FA (2007) Rapid and efficient
electrocatalytic CO2/CO Interconversions by Carboxydothermus hydrogenoformans CO
Dehydrogenase I on an Electrode. J Am Chem Soc 129:10328–10329

3. Nitschke W, Russell MJ (2009) Hydrothermal focusing of chemical and chemiosmotic energy,
supported by delivery of catalytic Fe, Ni, Mo/W Co, S and Se, forced life to emerge. J Mol
Evol 69:481–496

4. Koonin EV, Martin W (2005) On the origin of genomes and cells within inorganic
compartments. Trends Genet 21:647–654

5. Huber C, Wächtershäuser G (1997) Activated acetic acid by carbon fixation on (Fe, Ni)S
under primordial conditions. Science 276:245–247

6. Royer E (1870) Reduction of carbonic acid into formic acid. C R Acad Sci 70:731–735
7. Coehn A, Jahn S (1904) Über elektrolytische Reduction der Kohlensäure. Ber dt Chem Ges

37:2836–2842
8. Ehrenfeld R (1905) Zur elektrolytischen Reduction Kohlensäure. Ber dt Chem Ges

38:4138–4143
9. Fischer F, Prziza O (1914) Über die elektrolytische Reduktion von unter Druck gelöstem

Kohlendioxyd und Kohlenoxyd. Ber dt Chem Ges 47:256–260
10. Rabinowitsch M, Maschowetz A (1930) Elektrochemische Gewinnung von Formiaten aus

Kohlensäure. Z Elektrochem Angew 36:846–850
11. Van Rysselberghe P, Alkire GJ (1944) Polarographic reduction of Carbon Dioxide. J Am

Chem Soc 66:1801
12. Chechel PS, Antropov LI (1958) Electrochemical method for production of Sodium Formate

from Carbon Dioxide and Sodium Amalgam. J Appl Chem 31:1846–1850
13. Ito K, Murata T, Ikeda S (1975) Electrochemical Reduction of Carbon Dioxide to Organic

Compounds. Bull. Nagoya Inst. Tech. 27:209–214
14. Hori Y, Kikuchi K, Suzuki S (1985) Production of CO and CH4 in electrochemical reduction

of CO2 at metal electrodes in aqueous Hydrogen Carbonate Solution. Chem Lett 1695–1698
15. Hori Y, Wakabe H, Tsukamoto T, Koga O (1994) Electrocatalytic process of CO selectivity in

electrochemical reduction of CO2 at metal electrodes in aqueous media. Electrochim Acta
39:1833–1839

16. Nakato Y, Yano S, Yamaguchi T, Tsubomura H (1991) Reactions and mechanism of the
electrochemical reduction of Carbon Dioxide on Alloyed Copper-Silver Electrodes. Denki
Kagaku 59:491–498

17. Seshadri G, Lin C, Bocarsly AB (1994) A new homogeneous electrocatalyst for the reduction
of carbon dioxide to methanol at low overpotential. J Electroanal Chem 372:145–150

18. Morris AJ, McGibbon RT, Bocarsly AB (2011) Electrocatalytic Carbon Dioxide activation:
the rate-determining step of Pyridinium-Catalyzed CO2 reduction. Chem Sus Chem 4:191–196

19. Keith JA, Carter EA (2013) Electrochemical reactivities of Pyridinium in solution:
consequences for CO2 reduction Mechanisms. Chem Sci 4:1490–1496

226 A. Yamaguchi et al.



20. Rosen BA, Salehi-Khojin A, Thorson MR, Zhu W, Whipple DT, Kenis PJA, Masel RI (2011)
Ionic liquid-mediated selective conversion of CO2 to CO at low overpotentials. Science
334:643–644

21. Rosen BA, Zhu W, Kaul G, Salehi-Khojin A, Masel RI (2013) Water enhancement of CO2

conversion on silver in 1-Ethyl-3-Methylimidazolium tetrafluoroborate. J Electrochem Soc
160:H138–H141

22. Watkins JD, Bocarsly AB (2014) Direct Reduction of Carbon Dioxide to formate in
high-gas-capacity ionic liquids at Post-Transition-Metal Electrodes. Chem Sus Chem
7:284–290

23. Sun L, Ramesha GK, Kamat PV, Brennecke JF (2014) Switching the reaction course of
electrochemical CO2 reduction with ionic liquids. Langmuir 30:6302–6308

24. Grills DC, Matsubara Y, Kuwahara Y, Golisz SR, Kurtz DA, Mello BA (2014)
Electrocatalytic CO2 reduction with a homogeneous catalyst in ionic liquid: high catalytic
activity at low over potential. J Phys Chem Lett 5:2033–2038

25. Quezada D, Honores J, García M, Armijo F, Isaacs M (2014) Electrocatalytic reduction of
carbon dioxide on a cobalt tetrakis(4-aminophenyl)porphyrin modified electrode in BMImBF4.
New J Chem 38:3606–3612

26. Zhou F, Liu S, Yang B, Wang P, Alshammari AS, Deng Y (2014) Highly selective
electrocatalytic reduction of carbon dioxide to carbon monoxide on silver electrode with
aqueous ionic liquids. Electrochem Commun 46:103–106

27. Appel AM, Bercaw JE, Bocarsly AB, Dobbek H, DuBois DL, Dupuis M, Ferry JG, Fujita E,
Hille R, Kenis PJA, Kerfeld CA, Morris RH, Peden CHF, Portis AR, Ragsdale SW,
Rauchfuss TB, Reek JNH, Seefeldt LC, Thauer RK, Waldrop GL (2013) Frontiers,
opportunities, and challenges in biochemical and chemical catalysis of CO2 fixation. Chem
Rev 113:6621–6658

28. Doukov TI, Iverson TM, Seravalli J, Ragsdale SW, Drennan CL (2002) A Ni-Fe-Cu center in
a bifunctional Carbon Monoxide Dehydrogenase/Acetyl-CoA Synthase. Science 298:567–572

29. Meyer O, Gremer L, Ferner R, Ferner M, Dobbek H, Gnida M, Meyer-Klaucke W, Huber R
(2000) The role of Se, Mo and Fe in the structure and function of Carbon Monoxide
Dehydrogenase. Biol Chem 381:865–876

30. Ferry JG (1995) CO Dehydrogenase. Annu Rev Microbiol 49:305–333
31. Dobbek H, Gremer L, Meyer O, Huber R (1999) Crystal structure and mechanism of CO

dehydrogenase, a molybdo iron-sulfur flavoprotein containing S-selanylcysteine. Proc Natl
Acad Sci USA 96:8884–8889

32. Dobbek H, Svetlitchnyi V, Gremer L, Huber R, Meyer O (2001) Crystal structure of a Carbon
Monoxide Dehydrogenase reveals a [Ni–4Fe–5S] cluster. Science 293:1281–1285

33. Ragsdale SW, Kumar M (1996) Nickel-Containing Carbon Monoxide Dehydrogenase/
Acetyl-CoA synthase. Chem Rev 96:2515–2539

34. Stephan DW (2008) “Frustrated Lewis pairs”: a concept for new reactivity and catalysis. Org
Biomol Chem 6:1535–1539

35. Tezuka M, Yajima T, Tsuchiya A, Matsumoto Y, Uchida Y, Hidai M (1982) Electroreduction
of Carbon Dioxide Catalyzed by Iron-Sulfur Clusters [Fe4S4(SR)4]

2−. J Am Chem Soc
104:6834–6836

36. Komeda N, Nagao H, Matsui T, Adachi G, Tanaka K (1992) Electrochemical Carbon Dioxide
Fixation to Thioesters Catalyzed by [Mo2Fe6S8(SEt)9]

3−. J Am Chem Soc 114:3625–3630
37. Tanaka K, Wakita R, Tanaka T (1989) Electrochemical Carboxylation Coupled with Nitrite

Reduction Catalyzed by [Fe4S4(SPh)4]
2− and [Mo2Fe6S8(SPh)9]

3−. J Am Chem Soc
111:2428–2433

38. Yuhas BD, Prasittichai C, Hupp JT, Kanatzidis MG (2011) Enhanced electrocatalytic
reduction of CO2 with Ternary Ni–Fe4S4 and Co–Fe4S4–Based Biomimetic Chalcogels. J Am
Chem Soc 133:15854–15857

39. Nitschke W, McGlynn SE, Milner-White EJ, Russell MJ (1827) On the antiquity of
metalloenzymes and their substrates in bioenergetics. Biochim Biophys Acta 871–881:2013

CO2 Reduction Using an Electrochemical Approach … 227



40. Yamaguchi A, Yamamoto M, Takai K, Ishii T, Hashimoto K, Nakamura R (2014)
Electrochemical CO2 Reduction by Ni-containing Iron sulfides: how is CO2 electrochemically
reduced at bisulfide-bearing deep-sea hydrothermal precipitates? Electrochim Acta
141:311–318

41. Varley JB, Hansen HA, Ammitzbøll NL, Grabow LC, Peterson AA, Rossmeisl J, Nørskov JK
(2013) Ni–Fe–S Cubanes in CO2 reduction electrocatalysis: a DFT study. ACS Catal
3:2640–2643

42. Russell MJ (2007) The alkaline solution to the emergence of life: energy, entropy and early
evolution. Acta Biotheor 55:133–179

43. Reysenbach A-L, Shock E (2002) Merging Genomes with Geochemistry in Hydrothermal
Ecosystems. Science 296:1077–1082

44. Weiss RF, Lonsdale P, Lupton JE, Bainbridge AE, Craig H (1977) Hydrothermal plumes in
the galapagos rift. Nature 267:600–603

45. Wächtershäuser G (1988) Pyrite formation, the first energy source for life: a hypothesis. Syst
Appl Microb 10:207–210

46. Wächtershäuser G (1990) Evolution of the first metabolic cycles. Proc Natl Acad Sci USA
87:200–204

47. Heinen W, Lauwers AM (1996) Organic sulfur compounds resulting from the interaction of
iron sulfide, hydrogen sulfide and carbon dioxide in an anaerobic aqueous environment. Orig
Life Evol Biosph 26:131–150

48. Huber C, Wächtershäuser G (1998) Peptides by activation of Amino Acids with CO on (Ni,
Fe)S surfaces: implications for the origin of life. Science 281:670–672

49. Russell MJ, Daniel RM, Hall AJ, Sherringham JA (1994) A hydrothermally precipitated
catalytic iron sulphide membrane as a first step toward life. J Mol Evol 39:231–243

50. Nakamura R, Takashima T, Kato S, Takai K, Yamamoto M, Hashimoto K (2010) Electrical
current generation across a black smoker chimney. Angew Chem Int Ed 49:7692–7694

51. Ang R, Khan, AU, Tsujii N, Takai K, Nakamura R, Mori T, Thermoelectricity generation and
electron-magnon scattering in natural chalcopyrite mineral from a Deep-Sea Hydrothermal
Vent, Angew Chem Int Edn., in press

52. Shibata M, Yoshida K, Furuya N (1995) Electrochemical synthesis of urea on reduction of
carbon dioxide with nitrate and nitrite ions using Cu-loaded gas-diffusion electrode.
Electroanal Chem 387:143–145

53. Shibata M, Yoshida K, Furuya N (1995) Electrochemical synthesis of urea at gas-diffusion
electrodes, III. Simultaneous reduction of carbon dioxide and nitrite ions with various metal
catalysts. J Electrochem Soc 145:595–600

54. Russell MJ, Barge LM, Bhartia R, Bocanegra D, Bracher PJ, Branscomb E, Kidd R,
McGlynn S, Meier DH, Nitschke W, Shibuya T, Vance S, White L, Kanik I (2014) The drive
to life on wet and icy worlds. Astrobiology 14:308–343

55. Tsipis CA, Karipidis PA (2005) Mechanistic Insights into the Bazarov synthesis of Urea from
NH3 and CO2 using electronic structure calculation methods. J Phys Chem A 109:8560–8567

56. Aresta M, Dibenedetto A, Angelini A (2014) Catalysis for the valorization of exhaust carbon:
from CO2 to chemicals, materials, and fuels. Technological use of CO2. Chem Rev
114:1709–1742

57. Sakakura T, Choi JC, Yasuda H (2007) Transformation of carbon dioxide. Chem Rev
107:2365–2387

228 A. Yamaguchi et al.



Electrochemical Water Splitting Coupled
with Solar Cells

Katsushi Fujii

Abstract The simplest method for solar to chemical energy conversion is water
splitting using electrochemical cells operated by solar cells. Both two devices have
been established and well-studied, however, their coupling is difficult due to the
variability of the solar radiation. In this chapter, the coupling technique and effi-
ciency improvement of the combination of the electrochemical cell and solar cell
are discussed based on the basic principles of both devices.

1 Introduction

Electrochemical water splitting has a long history, starting with William Nicholson
and Anthony Carlisle who in 1800 used the voltaic pile (battery) invented a few
weeks before by Alessandro Volta [1]. The industrial water splitting method to
hydrogen and oxygen was developed by Dmitry Lachinov in 1888 [2]. Today,
electrochemical water splitting is one of the major water splitting methods along-
side photoelectrochemical, photochemical, photobiological, and thermochemical
water splitting.

Solar cells also have a long history. The first demonstration of photovoltaic
effect was performed by Alexandre Edmond Becquerel via an electrode in a con-
ductive solution exposed to light. In 1887, James Moser introduced the dye sen-
sitized photoelectrochemical cell. The first solid state photovoltaic cell was built by
Charles Fritts in 1883, which consisted of semiconductor selenium with an extre-
mely thin layer of gold to form junctions [3]. The first practical photovoltaic cell
with a diffused silicon p-n junction was developed by Daryl Chapin, Calvin Souther
Fuller, and Gerald Pearson in 1954 at Bell Laboratories [4]. After that solar cells
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based on the p-n junction concept spread widely to become a representative means
of creating renewable energy.

The combined use of electrochemical water splitting and solar cells began in
1970s in order to produce hydrogen energy in a sustainable way [5]. The system is
the combination of two well-known technologies, however, electrochemical cell
operated by solar cells was accompanied with many technical difficulties. This
chapter discusses electrochemical water splitting coupled with solar cells.

2 Electrochemical Water Splitting

Electrochemical water splitting is the method of decomposing water (H2O) into
hydrogen (H2) and oxygen (O2) using a current path through the water (electrolyte)
[6]. The most simple electrochemical water splitting can be performed as shown in
Fig. 1. In this case, the water includes some acid or salt, which is not
oxidized/reduced by the water splitting (adding NaCl usually produces Cl2 instead
of O2 from the anode.) The electrode must also not be oxidized/reduced by water
splitting like carbon.

In water splitting, the chemical reactions in acidic solutions are basically;
Cathode (reduction):

2H þ ðaqÞþ 2e� ! H2ðgÞ; ð1Þ

Anode (oxidation):

4H2Oð‘Þ ! O2ðgÞþ 4H þ ðaqÞþ 4e�; ð2Þ

Water with Salt 
(Electrolyte)

Anode Cathode

Oxygen Hydrogen

BatteryFig. 1 Schematic
electrochemical water
splitting
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in basic solution are;
Cathode (reduction):

2H2O ‘ð Þþ 2e� ! H2 gð Þþ 2OH�; ð3Þ

Anode (oxidation):

4OH� aqð Þ ! O2 gð Þþ 2H2O ‘ð Þþ 4e�: ð4Þ

The reduction occurs at the cathode surface to produce hydrogen gas with the
electrons in the cathode supplied to the hydrogen ions (protons) in the electrolyte.
At the anode surface, water is oxidized to produce oxygen with electrons transferred
from water molecules to the anode. Thus, the total reaction is;

2H2O ‘ð Þ ! 2H2 gð ÞþO2ðgÞ: ð5Þ

In neutral solution, both half reactions occur.
The thermodynamics of the electrochemical reactions is defined by the Gibbs

energy difference (ΔG) as shown in Fig. 2. The standard formation of Gibbs energy
(under 25 °C, 1 atm) changes in the Eq. (5) as follows;

DfG
0 ¼ þ 237:13 kJ=mol½ �: ð6Þ

This Gibbs energy change shows the form of water is the stable state, i.e., hydrogen
can storage energy. The Gibbs energy change includes not only the enthalpy change
(ΔH: Enthalpy changes with chemical reaction and phase change for example.) but
also the entropy change (−ΔTS: Entropy changes with the state of the materials
using the S of the entropy); ΔG = ΔH − TΔS. In Eq. (5), the state of materials
change (the change of the entropy) at 25 °C is;

DS0 ¼ 163:34 J=molK½ �;�TDS0 ¼ �48:70 kJ=molK½ �; ð7Þ

g g
Δ

Δ

ΤΔ

Fig. 2 Schematic thermodynamics for water splitting
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and the enthalpy change is;

DfH
0 ¼ þ 285:83 kJ=mol½ �: ð8Þ

When the closed cell is used for the electrolysis (the total volume; V and temper-
ature; T are constant), the Helmholtz energy (ΔF = ΔH − TΔS − pΔV = ΔU − TΔS)
has to be used because the pressure changes. For the open cell (the pressure; P and
temperature; T are constant), the Gibbs energy change is enough for the consid-
eration because the pressure does not change.

For the electrolysis, the ΔfG of the reaction;

2H þ aqð Þþ 2e� ¼ H2ðgÞ; ð9Þ

is zero at pH 0 with standard condition. The required voltage for water splitting
when using Faraday constant F; ΔG = −nFΔE (n: the number of electrons trans-
ferred, F: Faraday constant 96485 C/mol, ΔE: potential difference) from ΔfG in
Eq. (6);

DfE ¼ �1:23 V½ � ð10Þ

The negative value of the required voltage shows that energy must be added for
water splitting.

The current—voltage (I-V) characteristics are shown in Fig. 3 schematically. The
turn on voltage is higher than 1.23 V even using open cell due to the existence of
the activation energy for the chemical reaction of water splitting. The slope after the
turn on the current shows the series resistance of the overall of the electrolysis
circuit. The reductions of the overpotential and resistance improve the electro-
chemical performance of water splitting.

Voltage

Current

1.23 V

1.48 V

Activation Energy

Slope
(Differential
Resistance)

Δ fE

Δ fH

Fig. 3 Schematic current–
voltage characteristics for
water splitting. ΔfE and ΔfH
show the required voltage
calculated from Gibbs free
energy change and enthalpy
change
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3 Solar Cells

In order to perform electrochemical water splitting by solar power, solar energy has
to be converted to electric energy using solar cells. Solar cell is a device which
converts light to electricity usually using semiconductor p-n junction [7]. When a
photon hits a piece of semiconductor, one of three things happens;

1. the photon passes through the semiconductor when the photon energy is lower
than that of semiconductor band gap,

2. the photon reflects the semiconductor surface,
3. the photon is absorbed by the semiconductor when the energy is higher than that

of the semiconductor band gap. In this case, the electron-hole pair (and heat)
generates in the semiconductor.

This generated electron-hole pair is the source of the electricity. The generated
electron-hole pair usually recombines and emits light or heat at the position. For
carrier separation, there are two main mechanisms;

1. drift of carriers driven by an electric field established across the device,
2. diffusion of carriers due to their random thermal motion.

In thick solar cells, there are no electric fields in the active region, thus the
dominant mode of carrier separation is diffusion. In order to realize effective carrier
separation, the diffusion length of minority carrier must be larger than the cell
thickness. This condition is achieved only when the semiconductor is almost perfect
and very few defects exist in the semiconductor. Usually, the diffusion length of
minority carrier is very short due to the existence of defects and high probability of
the recombination with majority carrier. Thus, the semiconductor p-n junction,
which extends to the whole thickness of the cell, is used in order to separate the
electron-hole pair. The schematic view of solar cell is shown in Fig. 4.

In order to understand the electronic behavior of solar cell, the electrically
equivalent model is important. The equivalent circuit model of a solar cell is shown
in Fig. 5. An ideal solar cell consists of a current source and a diode (due to the
existence of p-n junction or Schottky junction), which is parallel to the current
source. In practice, a solar cell has a shunt resistance (RSH) and a series resistance
(RS) with the components of current source and diode.

Using this equivalent circuit, the output current produced by the solar cell (I) is
defined as;

I ¼ IL � ID � ISH ; ð11Þ

where, IL is photogenerated current, ID is diode current, and ISH is shunt current.
The output voltage (V) is defined using the voltage across the diode and shunt
resistance (Vj) and the series resistance;
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Vj ¼ V þ IRs: ð12Þ

The current path through the diode is defined by the Shockley diode equation;

ID ¼ I0 exp
qVj

nkT

� �
� 1

� �
; ð13Þ

where, I0 is the reverse saturation current, n is diode ideality factor (usually n is
in-between 1 to 2, and 1 for an ideal diode), q is elementary charge, k is
Boltzmann’s constant, and T is absolute temperature. The current passing through
the shunt diode is defined by Ohm’s law;

ISH ¼ Vj

RSH
: ð14Þ

Conduction Band

Valence Band

Electron

Hole

Vacuum Level

Fermi Level

Light

p-type n-typeMetal Metal

Semiconductor

Fig. 4 Band diagram of a
semiconductor solar cell
under short circuit condition

IL

ID ISH

RSH

RS I
+

-

V

Fig. 5 Equivalent circuit of a
solar cell
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Substituting Eq. (12–14) into Eq. (11), the characteristic equation of a solar cell is
obtained;

I ¼ IL � I0 exp
q V þ IRsð Þ

nkT

� �
� 1

� �
� V þ IRs

RSH
: ð15Þ

From Eq. (15), open circuit voltage (VOC) at the output terminals which is defined
as I = 0 with the assumption of the shunt resistance being high enough to neglect
the final term of Eq. (15);

VOC � nkT
q

ln
IL
I0

þ 1
� �

: ð16Þ

Similarly, short circuit current (ISC) at V = 0 for high-quality solar cell (low Rs and
I0 and high RSH);

ISC � IL: ð17Þ

Typical I–V characteristics are shown in Fig. 6. The maximum power conver-
sion point is shown as Pmax with the current and voltage being Imax and Vmax,
respectively. The fill factor (FF) is defined as;

FF ¼ Pmax

VOCISC
: ð18Þ

This FF is the key parameter of the performance of solar cell. Solar cell with high
FF shows low Rs and high RSH, that is, high-quality solar cell.

Temperature affects the solar cell characteristics Eq. (15) directly via T in the
exponential term and I0 of the reverse saturation current. The net effect is linear

Voltage

Current

ISC

Pmax

VOC

Fig. 6 Schematic current –voltage characteristics for solar cell. ISC, VOC, and Pmax are short–
circuit currents, open-circuit voltage, and maximum power point with current Imax and voltage
Vmax, respectively
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reduction of VOC with increasing temperature. In addition, ISC increases slightly
with temperature due to the bandgap shrinkage in the solar cell material induced by
temperature.

4 Electrochemical Cells

Electrochemical cell is a device for the water splitting reaction. Although the wider
meaning of electrochemical cell is a device which either derives electrical energy
from chemical reaction or facilitates chemical reaction by electrical energy, the
device discussed here is the latter definition [8]. The typical structure of the elec-
trochemical cell for water splitting is shown in Fig. 7. It consists of an ion exchange
materials in-between an anodic and a cathodic electrode. Proton exchange polymer
is usually used as the ion exchange materials for water splitting. The smallest
required applied voltage to operate this device for water splitting is the ΔfE as
defined in Eq. (10) due to the requirement of the chemical reaction.

The simplest equivalent circuit for an electrochemical cell is usually shown as
Fig. 8a. The Rser, Cp, and Rp are series resistance of the cell, capacitance and
parallel resistance at the electrode-electrolyte interface, respectively. This equiva-
lent circuit is useful for the impedance analysis at a certain voltage V, however, this
model is not appropriate for the current–voltage characteristics in DC operations.
The equivalent circuit for electrochemical cells in DC operations can be described
as Fig. 8b when we discuss the optimal connection between solar cells and elec-
trochemical cells. An electrochemical cell can be used as a fuel cell at its reverse
bias region under the existence of hydrogen and oxygen in the electrolyte. For this
regime of fuel-cell operation, the equivalent circuit is completely different from the
one for electrochemical-cell operation and this is not discussed here.

Using this equivalent circuit, the current flowing the electrochemical cell (I) is
defined as;

I ¼ IDfwd þ Iprl; ð19Þ

Fig. 7 Schematic electrochemical cell structure for water splitting
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where IDfwd is the forward diode current and Iprl is the parallel resistance current.
The current path through the diodes are defined by the Shockley diode equation;

IDfwd ¼ I0fwd exp
q V � IRsrsð Þ

nkT

� �
� 1

� �
; ð20Þ

where, I0fwd is the reverse saturation current for forward diode and I0rev is the
reverse saturation current for the reverse diode. The current passing through the
parallel diode is defined by Ohm’s law;

Iprl ¼ V � IRsrsð Þ
Rprl

: ð21Þ

Substituting Eq. (20) and Eq. (21) into Eq. (19), the characteristic equation of an
electrochemical cell is obtained;

I ¼ I0fwd exp
q V � IRsrsð Þ

nkT

� �
� 1

� �
þ V � IRsrs

Rprl
: ð22Þ

5 Electrochemical Cell Operated by Solar Cells

In order to convert solar energy to chemical energy like hydrogen generated from
water splitting, electrochemical cells have to be operated by solar cells. In order to
maximize the energy conversion efficiency in both solar cells and electrochemical
cells, it is mandatory to employ an appropriate operation point (voltage and current)
for both devices. When a solar cell and an electrochemical cell are connected
directly in a series, the electric circuit requires the current and voltage under
operation to be the same for the two devices. Therefore, the crossing point between

(a) (b)

Fig. 8 Equivalent circuit for electrochemical cell a for impedance analysis and b for DC current
circuit
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the current – voltage curves for the two devices determines the current (Iop) and the
voltage (Vop) under operation as shown in Fig. 9.

The energy transfer efficiency from sunlight to the chemical free energy of
hydrogen is usually defined as solar to hydrogen (STH) efficiency, which is the ratio
of the free energy of the produced hydrogen to the input energy of the sun during a
unit time;

STH ¼ nrmFDf E
Psun

; ð23Þ

where, nr is the number of electrons transferred for the chemical reaction (2 for
hydrogen generation as shown in Eq. (1) or (3)), m is the production rate of the
hydrogen (mol/s), F is the Faraday constant (C/mol), ΔfE is the minimum required
voltage to produce hydrogen from water calculated from standard formation Gibbs
energy (1.23 V for the standard condition), and Psun is the energy of the sun light.
STH can be decomposed into several elements to analyze the origin of the loss.

1. Conversion efficiency of solar cell (ηsc) at the power maximum point

gsc ¼
Pmax

Psun
¼ ImaxVmax

Psun
: ð24Þ

2. Matching efficiency (ηop) between the operation point and the power maximum
point of solar cell

gop ¼
IopVop

ImaxVmax
: ð25Þ

3. The efficiency due to overpotential (ηov), which is the ratio between the oper-
ation point voltage and the free energy stored as hydrogen(ΔfE)

Fig. 9 Schematic current–voltage characteristics of the electrochemical cell operated by solar cell.
Iopand Vopindicatethe operating current and voltage, respectively. Overvoltage at the operating
current is also shown in the graph
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gov ¼
Df E
Vop

¼ Df E
Df EþVov

; ð26Þ
where, Vov is the overpotential. In order to improve ηov, overvoltage must be
reduced.

4. Faradic efficiency (ηFa)

gFa ¼
nrmF
Iop

: ð27Þ

This Faradic efficiency describes the efficiency with the charge transferred into a
system where an electrochemical reaction is facilitated. That is the ratio of the
produced hydrogen and transferred electron. For the STH of Eq. (23) is described
with using Eqs. (24)–(27);

STH ¼ gscgopgovgFa: ð28Þ

Each efficiency has to be improved in order to obtain the high STH from Eq. (28).
The temperature dependence of the solar cell affects the operation for the direct

connection of the solar cell and electrochemical cell. Since the Voc reduces linearly
with increasing operating temperature, the operation efficiency is drastically influ-
enced by the operating temperature of solar cell when the operating voltage Vop

between Vmax and Voc is as shown in Fig. 10. The operation is relatively stable when
the operating voltage Vop is smaller than Vmax. This indicates that the operating
voltage Vop should be smaller than Vmax when the electrochemical cell is operated
by solar cells with direct connection.

Fig. 10 Schematic current–voltage characteristics of the electrochemical cell operated by solar
cell. Iop and Vop decrease with increasing solar cell operating temperature when Vmax < Vop < Voc
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6 Water Electrolysis by Conventional Solar Cells

The practical way of water electrolysis by solar cell is the connection of the
planer-type conventional solar cell and polymer-electrolyte electrochemical cell
(PEEC). This connection was first reported in 1977 [5], and the usage of the
concentrated photo voltaic cell (CPV) to improve the performance was proposed in
1982 [9]. The idea at the beginning was to directly couple the solar cell and
electrochemical cell. Voltage and current matching was considered by controlling
the number of solar cells and electrochemical cells [5, 9, 10]. The next proposal was
the usage of maximum power point tracking (MPPT) to operate solar cells in order
to increase hydrogen production [11–13]. The solar cell output voltage was adjusted
to the electrochemical cell using a DC/DC converter after that [14]. This connection
of the solar cell and electrochemical cell was applied to the polymer electrolyte
electrochemical cell and fuel cell system to store and use the renewable energy as
chemical energy [15].

Due to the variability of solar radiation, efficient coupling is not easy. The solar
cell output voltage adjustment by DC/DC converter with a specific algorithm was
proposed in 2008 [16]. The efficiency of electricity to hydrogen with DC/DC
converter was greater than 90 % for most voltages [17]. The exception was 87 %
when solar cell input power was low because the converter operated near the
open-circuit voltage. When a DC/DC converter is used, the efficiency of the con-
verter is also an important parameter for enhancing the total efficiency of the
system. Thus, direct coupling of solar cell and electrochemical cell has been also
studied [18]. The relative sizing between the solar cell and electrochemical cell was
proposed based on the simple modeling of both current–voltage curves [19]. The
estimated overall annual energy loss due to direct coupling compared with that
using MPPT was estimated to be only a few % [20]. Direct coupling by controlling
the number of solar cells and electrochemical cells was also demonstrated [21].

Problems faced in the improvement of the connection of the planer-type solar
cell and electrochemical cell are system integration and control. Although the
optimized system of the coupling increased the hydrogen generation efficiency, the
solar to hydrogen energy conversion efficiency (STH) was reported to be 12.4 %
[22], which is close to the efficiency of solar cells.

7 Water Electrolysys by Concentrated Solar Cells

In order to improve solar to hydrogen energy conversion efficiency using water
splitting, the efficiency of solar cells is the largest bottleneck. The approach of using
highly efficient solar cells was gradually applied to the concentrator-array design of
solar cell in 1982 [9]. The efficiency of the concentrated-array solar cell made by Si
was 11 %, thus, the overall solar to hydrogen conversion efficiency (STH) was
reported to be 7 %.
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The first approach from photoelectrochemical water splitting was to be used for
multiple-junction type photoelectrochemical electrodes [23]. The electrode was
similar to the multiple-junction solar cell and had the structure of
p-In0.5Ga0.5P/n-GaAs/p-GaAs connecting to a metal electrode. The light to hydro-
gen conversion efficiency under tungsten-halogen white light with 3.0 mol/L H2SO4

aqueous solution was reported to be 12.4 %. A photohydrolysis system was pro-
posed in 2000 to be an AlxGa1-xAs/Si double-junction solar cell directly attached to
Pt black and RuO2 electrodes dipped into 1.0 mo/L HClO4 aqueous solution [24].
The energy conversion efficiency from sunlight to hydrogen was 18.3 % under AM0
(130 mW/cm2).

These two ideas of concentrated solar cell (CPV) and multiple-junction solar cell
were combined and used for water splitting as reported in 2007 [25]. The hydrogen
generation was performed by a GaxIn1-xP/GayIn1-yAs double-junction solar cell
system and a polymer electrolyte electrochemical cell (PEEC) using Pt-cathode and
Ir-anode under 500-times solar light concentration. Unique characteristics include
direct attachment of the electrochemical cell under the double junction solar cell
and the usage of PEEC. The electrolyte for PEEC is a proton exchanging polymer
membrane, thus the system does not require conductive aqueous electrolytes and
pure water is used as the source of hydrogen. The energy conversion efficiency
from real sunlight to hydrogen was 15.1 % from the recalculation used with the
hydrogen Gibbs energy of 1.23 V, which is commonly reported value. The effi-
ciency was reported to be 18.1 % with hydrogen Helmholtz energy of 1.48 V. Since
the electrochemical water splitting structure was located just underneath of the
tandem type solar cell, the device was specially designed for solar to hydrogen
energy conversion.

To establish a “stand-alone total natural energy” system for not only energy
generation but also energy usage, a high-efficiency and simple device is suitable for
converting sunlight into storage energy. In addition, the separation of electricity and
hydrogen generation is indispensable because the energy storage device must be
used in conjunction with other energy sources like water and/or wind power gen-
eration. Therefore, a much simpler water-splitting hydrogen generation system,
combining a PEEC and a concentrated photovoltaic cell (CPV) [26] was proposed.
Since the PEEC and CPV can be set separately, the system provides much more
flexibility from the design point of view. The energy conversion efficiency under
10-times solar simulator light to hydrogen was 15.3 % with the operating voltage
matching EC and CPV.

The typical systems of highly efficient solar cells and electrochemical cell for
water splitting are shown in Fig. 11 schematically. The structures, especially those
for the solar cells, are complicated. Even though, it is clear that applying high
efficiency solar cell to water splitting hydrogen generation is effective for improving
conversion efficiency compared to the combination of the planer solar cell and
electrochemical cell.
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8 Future Improvements

Keypoints in the improvement of solar to hydrogen conversion efficiency (STH)
include conversion efficiency improvement of solar cell, voltage and current of
electrochemical cell matching the maximum power point of solar cell, electro-
chemical cell overpotential reduction, and Faradic efficiency improvement. They
are discussed with Eq. (28).

The improvement of the conversion efficiency of solar cell affects the increase of
STH as discussed in the previous section. Another important aspect for the design of

μ

μ
μ

(a)

(c)

(b)

Fig. 11 Schematic diagrams for water electrolysis by concentrated solar cells. a Proposed by
Licht et al. [24]. b Proposed by Peharz et al. [25], and c Proposed by Fujii et al. [26]
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the solar cell is the open circuit voltage or the voltage for the maximum power
point. It is clear from the discussion of current matching of Eq. (25), that the
operating point for an electrochemical cell should match the maximum power point
of a solar cell to reduce loss. This means that the design of the solar cell, when it is
coupled with a water electrolyzer, must take into account not only the efficiency of
the solar cell itself at its power maximum point but also how the voltage at the
power maximum match the operation voltage of an electrolyzer.

For the purpose of water splitting, it is therefore necessary to employ a solar cell
whose maximum power point voltage locates around 1.7 V, which is a typical
operating voltage of an electrochemical cell at a typical current density such as 0.1
to 1.0 A/cm . An alternative way is to connect plural solar cells and electrochemical
cells in series so that the sum of the operation voltages is controlled to well match
the solar cell and the electrochemical cells.

The reduction of the overvoltage of electrochemical cell is also important. The
hydrogen evolution overvoltage is not so high (<0.05 V for 1 mA/cm2) when
appropriate water-reduced electrochemical catalyst is used, however, the oxygen
evolution overvoltage is still high (about 0.15 V for 1 mA/cm2) even when a
water-oxidized electrochemical catalyst is used [27]. This shows that the devel-
opment of oxygen evolution electrochemical catalyst is important to improve
electrochemical cell performance.

Faradic efficiency was reported to be affected by the current density of the
electrochemical cell [26], that is, there exists an optimized current density. This can
be explained by the fact that parasitic reaction becomes dominant at low current
densities, and the product blocks the reaction at high current density. The keypoint
for the improvement is to find the factor for increasing the optimized current
density.

9 Conclusion

Electrochemical water splitting by solar cells is the most practical solar to chemical
energy conversion technique. Both solar cells and electrochemical cells used for
generating hydrogen with splitting water have a long history and are well-studied.
However, the optimized coupling of the two devices is not easy and is still under
discussion. Conversion efficiency is defined by the conversion efficiency of the
solar cell, voltage and current matching of solar cell and electrochemical cell,
overpotential of the electrochemical cell, and Faradic efficiency. The usage of high
efficiency solar cell like concentrated photo voltaic cell improves solar to hydrogen
conversion efficiency. Since both solar cells and electrochemical cells are not
suitable for solar to chemical energy conversion, there are many problems even at
the device level that have to be resolved.
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Photoelectrochemical Approach
for Water Splitting

Joel W. Ager

Abstract The splitting of liquid water into hydrogen and water via photoelectro-
chemical (PEC) approaches is described. If sunlight is used as the illumination
source, the overall process provides a means to convert solar power into chemical
energy. PEC water splitting is the direct coupling of the following processes:
(1) absorption of solar light in a material and the creation of electrons and holes,
(2) transport of electrons and holes to the absorber/water interface, and (3) evolu-
tion of hydrogen from the electrons and oxygen from the holes, often with the
assistance of catalysts. The distinctions between this process and the related
approach of coupling photovoltaic (PV) elements to hydrogen evolution (HER) and
oxygen evolution (OER) catalysts will be discussed. The history of research on
PEC water splitting dating back to its discovery in the early 1970s is summarized.
The basic design principles of PEC water splitting device, with an emphasis on the
type and number of PV absorbing elements are discussed and state of the art
demonstrations are summarized.

1 Introduction

A practical method to use sunlight to generate chemical fuels would be a
carbon-neutral energy source which could dramatically change the landscape of
global energy generation and storage [1–3]. Here, approaches which use sunlight to
split water into hydrogen and oxygen will be discussed. The hydrogen proceeded
by such a process would represent a sustainably-generated, storable chemical fuel
[4], and could be used for powering transportation [5–7] and, potentially, for grid
scale energy storage [8].
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The electrochemical water splitting half reactions are as follows [9, 10]:

2Hþ þ 2e� ! H2 ð1Þ

H2O ! 2e� þ 2Hþ þ 1=2O2 ð2Þ

or

H2Oþ 2hþ ! 2Hþ þ 1=2O2; ð2aÞ

where reaction (1) is the hydrogen evolution reaction (HER) and reactions (2) and
(2a) are equivalent ways of depicting the oxygen evolution reaction (OER). The free
energy change for water splitting to hydrogen (and oxygen) by reactions (1) and (2)
under standard-state conditions is ΔG° = +237 kJ/mol of H2 or ΔE° = –1.23 V.
At pH0 the redox potentials for reactions (1) and (2) are +0 and +1.23 V versus NHE
(normal hydrogen electrode), respectively. The redox potentials of (1) and (2) shift at
the Nerstian rate of 0.059 V/pH unit; it has thus become typical in the PEC water
splitting field to report potentials versus RHE (reversible hydrogen electrode) to take
this effect into account.

The force required to drive reactions (1) and (2) in the fuel-generating direction can
be provided by a simple DC electrical bias, which optionally can be provided by a
photovoltaic cell.When driven by solar light, these types ofwater splitting approaches
are often termed “PV+electrolyzer”. Here, we focus on photoelectrochemical (PEC)
water splitting, which is the direct coupling of the following processes: (1) absorption
of solar light in a material and the creation of electrons and holes, (2) transport of
electrons and holes to the absorber/water interface, and (3) evolution of hydrogen
from the electrons and oxygen from the holes, often with the assistance of catalysts.

We follow the taxonomy proposed by Nielander et al. [11] in delineating the
types of PEC approaches and devices discussed in this book chapter. PV-coupled
systems in which the photovoltage is independent of the solid/electrolyte interface
are termed PV-biased electrosynthetic devices and are homologous to the “PV
+electrolyzer” terminology used above. The key distinguishing feature of a PEC
device is that the charge separation required for the voltage generation is provided
by the nature of the solid-electrolyte interface. We further distinguish photocatalytic
approaches, in which reactions (1) and (2) on the surface of a material, usually
nanostrucured, which is both light absorbing and catalytic. These approaches have
been reviewed extensively [12–17].

PEC water splitting cells are often evaluated by measuring the photocurrent
density. In this case, the solar to hydrogen (STH) conversion efficiency, η, for
spontaneous solar water splitting at standard temperature and pressure of H2 and O2

is given by [18, 19]:

g ¼ 1:23Vð Þ Jop
� �

Pin
ð3Þ
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where 1.23 V represents the free energy of the products, Jop is the operational
photocurrent density, or the rate of hydrogen production converted to a current
density, and Pin is the incident irradiance (100 mW cm−2 at 1 sun, AM 1.5G). This
method assumes 100 % conversion of the photocurrent to the desired hydrogen
product; measurement of the products to verify the expected 2:1 H2:O2 ratio is
clearly more direct.

One set of obviously crucial components of a PEC water splitting system are the
materials that capture and convert sunlight. The process imposes unique demands
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on the light absorber(s), relative to photovoltaics. If it is to proceed spontaneously,
without added bias, either a single material [12, 20, 21], or two or more absorbers
arranged in a voltage-additive tandem cell format connected electrically in series
and current-matched spectrally [22–24], must at minimum provide the thermody-
namically required voltage of 1.23 V to split water, as depicted schematically in
Fig. 1. In practice, some overpotential will always be present, with a minimal value
likely involving operation at a total required voltage of 1.4–1.5 V. Because this
operating voltage should be at the maximum power point, the open-circuit voltage
developed by the system therefore needs to be 1.7–1.8 V. Some insight into the
number absorbers required can be gained by the simple analysis shown in Fig. 1.
A single material would need a band gap in excess of 2.5 eV to provide sufficient
photovoltage to drive reactions (1) and (2) by itself. At this wide band gap, the
amount of solar light is limited and the maximum photocurrent is less than
5 mA cm−2, corresponding to an STH efficiency limit of 6 %. Clearly, tandem
absorber systems, even if equal band gaps and a side by side configuration are
assumed (similar to the case of photosystems I and II in nature [25, 26]), are capable
of much larger current densities.

It is interesting to consider what the maximum achievable STH conversion is, by
analogy to the well-known “Schockley-Queisser limit” in power generating PV
cells [27]. A number of such calculations have been performed, taking into account
key differences in the operation of the two types of energy conversion devices. For
example, in contrast to solar cells, where the operating current can be rapidly
adjusted through use of power electronics, spontaneous water splitting devices
operate at a fixed current based on the reaction thermodynamics, kinetic overpo-
tential requirements of catalysts, series resistance losses, and current matching for
all series-connected components. While the assumptions regarding catalyst over-
potentials and device architectures vary, the consensus of these studies is that a STH
conversion efficiency of >25 % is possible with a two coupled absorbers in an
integrated systems in which the catalyst and absorber areas are equivalent [28–32].

2 Absorber Electronic Structure

For reaction (1) to be energetically favored at the surface of light absorber, the
conduction band of the material has to be higher in energy than the H+/H2 redox
potential. Similarly, for reaction (2) to be favored, the valence band must lie lower
than the O2/H2O potential (n.b. this is not a requirement for PV-biased elec-
trosynthetic systems). Figure 2 depicts the band alignments for a number of ele-
mental, III–V, II–V, and oxide semiconductors. Similar analyses have been
provided by Grätzel [33], Bak et al. [12], and Chen and Wang [34].

If a single absorbing material is used for PEC water splitting, its conduction and
valence bands must “straddle” the potentials for the fuel producing redox reactions,
with its conduction band edge lying higher than the HER redox potential and its
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valence band edge lying lower than the OER redox potential. Examination of Fig. 2
reveals that some wide band gap III–V semiconductors (e.g. GaN) and a number of
oxides (e.g. SrTiO3, KaTaO3) meet this requirement. However, the band gaps of
these materials, and others that meet this band alignment criterion, are >3 eV,
limiting the STH efficiency which can be obtained with this approach (Fig. 1).

A general schematic of a tandem PEC system is shown in Fig. 3. In this device, a
p-type semiconductor is used as a photocathode for HER and an n-type semicon-
ductor is used for OER. The two light absorbers are electrically connected in series
for voltage additivity. The charge separation and transport is created by a combi-
nation of the depletion layers formed by the solid-electrolyte interface at the pho-
tocathode and photoanode and by the charge selective nature of the interface, which
can be enhanced by HER and OER catalysts, respectively. The choice of possible
materials in this type of configuration is greatly expanded. For example, many III–
V semiconductors have conduction band edges higher than the HER redox potential
and most oxides have a suitably situated valence band edge for OER.
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3 Historical Perspective and Current State of the Art

In the 1972 discovery of PEC water splitting, Fujishima and Honda employed a
single absorber approach with a TiO2 serving as a photoanode performed the OER
and an electrically connected Pt cathode performing the HER [20]. Soon after, a
number of oxides including SrTiO3 were also found to be active for water splitting
[21], and a large scale demonstration of sustained H2 generation by sunlight was
performed using TiO2 photoanodes [37]. However, the wide band gaps of these
materials, which necessitate UV illumination, have limited the STH efficiency
which can be achieve this type of one-absorber approach.

Soon after the Fujishima and Honda discovery, Nozik [22] developed an energy
analysis that, by analogy to tandem-junction solar cells, showed that a
tandem-junction architecture consisting of a p-type photocathode and an n-type
photoanode could achieve a higher STH efficiency than a single photoelectrode..
An idealized version of this type of approach is shown in Fig. 3. Initial experi-
mental verification of this concept was achieved with a number of
multiple-electrode tandem architectures including p-GaP/n-TiO2, p-CdTe/n-TiO2,
p-CdTe/n-SrTiO3, and p-GaP/n-SrTiO3 [38, 39]. However, the stabilities of the
active components, especially the photoanode, emerged as a critical issue [40]. In
fact, many of the materials shown in Fig. 2 including all of the III–V and II–VI
semiconductors are thermodynamically unstable against corrosion under illumi-
nated OER conditions in water [34, 41]. This greatly reduces the number of
materials which can be used in the type of design shown in Fig. 2.

In the late 1980s through the early 2000s groups explored triple-junction (3 J)
amorphous silicon (a-Si) cells to drive solar water splitting [42–46]. Because the

VB
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4e-
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Fig. 3 Schematic of an idealized tandem-junction photoanode and photocathode device during
steady-state operation. The process of solar water splitting is overlaid on the equilibrium diagram.
Proton conduction in the electrolyte from the anode to the cathode is required for continuous
operation. (Adapted from Nozik [22])
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open-circuit photovoltage of 3-junction (3 J) a-Si solar cells under solar cell con-
ditions can be over 2 V, they possess adequate overpotential to drive solar water
splitting. These types of demonstrations, as well as more recent examples which use
earth-abundant catalysts [47], employ a PV-biased electrosynthetic geometry and
do not have a solid-liquid junction at either the cathode or anode. The highest STH
efficiencies obtained with this approach are close to 8 % [45, 46].

Beginning in the mid-1980s, development of high-efficiency 1 and 2 J solar cells
led to a rapid rise in reported efficiencies for solar water splitting. These PEC cells
utilized multiple-electrode architectures consisting of InP and GaAs [23], and
stacked 2 J architectures of a-Si [48, 49]. In the late 1990s and early 2000s,
high-efficiency approaches based on III–V and Si/III–V 2 J architectures were
developed [24, 50]. Reported STH efficiencies for these PV-biased electrosynthetic
systems are in the 12–18 % range.

Since 2010, there have been significant efforts to replace noble-metal electro-
catalysts with those made from less expensive elements, and to use metal-oxide
light absorbers that may be more stable. Such efforts resulted in renewed interest in
using PEC water splitting approaches which use at least one charge separating
solid-liquid junction (SLJ), usually at the photoanode. Overall water splitting
without added bias has been demonstrated with metal oxide photoanodes coupled to
dye-sensitized solar cells [51], 2 and 3 J silicon based solar cells [52, 53], and to

Table 1 Reported solar to hydrogen efficiencies for overall PEC water splitting by devices which
have at least one SLJ

Publication institute(s) Device structure (cathode//anode) and catalysts
electrolyte pH

Reported
STH
efficiency

Khaselev and Turner
(1998) [24] NREL

SLJ GaInP2(p)//GaAs(pn) integrated Pt HER
catalyst wired Pt anode pH 0

12.4 % at
11 suns

Kainthla et al. (1987) [23]
Texas A&M

SLJ InP(p)//GaAs(n) SLJ integrated Pt HER
catalyst integrated MnO OER catalyst pH 14

8.2 %

Abdi et al. (2014) [53]
HZB Berlin

a-Si:H(pin)//nc-Si:H(pin)//BiVO4(n) SLJ wired Pt
cathode integrated CoPi OER catalyst pH 7

5.2 %

Abdi et al. (2013) [52]
Delft University, HZB
Berlin

a-Si:H(pin)//a-Si:H(pin)//BiVO4(n) SLJ a-Si:H
(pin)//BiVO4(n) SLJ wired Pt cathode integrated
CoPi OER catalyst pH 7.3

4.9 %,
3.6 %

Brillet et al. (2012) [51]
EPFL

DSSC//WO3(n) SLJ, pH 0 DSSC//Fe2O3(n) SLJ,
pH 13.6 wired Pt cathode integrated ALD
Al2O3 + Co catalyst

3.1 %,
1.17 %

Gaillard et al. (2010) [60]
U. Hawaii

a-Si(pin)//a-Si(pin)//WO3(n) SLJ wired Pt cathode
no OER catalyst 0.3 M H3PO4.

3.0 %

Gurudayal et al.
(2015) [54] Nanyang Tech.
U

CH3NH3PbI3//Fe2O3 SLJ wired Pt cathode
No OER catalyst pH 13.6

2.4 %

DSSC dye-sensitized solar cell; a-Si amorphous silicon; nc-Si nanocrystalline silicon
Illumination was simulated AM1.5G unless otherwise stated. Values are listed in decreasing order
of reported STH efficiency
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halide perovskite solar cells [54]. All oxide-based approaches have been demon-
strated as well using p-Cu2O as the photocathode and BiVO4 as the photoanode
[55]. Since 2013, demonstrations using Si nanowires in combination with metal
oxide photoanode components photoelectrodes have been reported [56, 57].

Efficiency trends in PEC water splitting have been reviewed recently by Rongé
et al. [58] and Ager et al. [59]. Here, we compare reported STH efficiencies of
selected demonstrations which used at least one SLJ for charge separation in
Table 1 in decreasing order of claimed efficiency. One demonstration, with 12.4 %
reported efficiency under 11x solar concentration, uses a SLJ at the III–V based
photocathode [24]. Another, notably, uses a III–V-based photoanode [23]. The rest
employ metal oxide photoanodes, primarily Fe2O3 and BiVO4, with the highest
reported STH efficiency being just over 5 % [53].

It is interesting to compare these STH efficiency values to those achieved with
PV-biased electrosynthetic and PV+electrolyzer approaches. Table 2 compares
demonstrations with >10 % reported STH efficiency. In general, the STH efficiency

Table 2 Summary of demonstrations of overall, unassisted solar water splitting using PV-biased
electrosynthetic and PV+electrolyzer approaches with reported efficiency >10 %

Publication institute(s) Device structure (cathode//anode) and
catalysts electrolyte pH

Reported STH
efficiency

Licht et al. (2000) [50]
Technion, Israel

Al0.15Ga0.85As(pn)//Si(pn) monolithic PV
integrated Pt HER catalyst integrated RuO2

OER catalyst PV is not in contact with
electrolyte pH 0

18.3 %

Khaselev et al. (2001) [46]
NREL

GaInP2(pn)//GaAs(pn) monolithic PV wired
Pt HER catalyst integrated Pt OER catalyst
pH 14

16.5 %

Fujii et al. (2013) [61] U.
Tokyo

GaInP(pn)/InGaAs(pn)/Ge(pn) 3 J wired
Pt HER catalyst wired Pt OER catalyst
Nafion MEA pH 7

15.3 % at 10x

Peharz et al. (2007) [62] ISE
Fraunhofer, Freiburg,
Germany

Ga0.83In0.17As(pn)//Ga0.35In0.65P(pn)
monolithic PV wired Pt HER catalyst wired
IrO2 OER catalyst Nafion MEA PV
+electrolyzer pH 7

15 % 500x
optical
concentration

Luo et al. (2014) [63] EPFL Halide perovskite (CH3NH3PbI3) cells wired
side-by-side wired NiFe HER catalyst wired
NiFe OER catalyst PV+electrolyzer pH 13.6

12.3 %

Jacobsson et al. (2013) [64]
Uppsala University

CuInxGa1-xSe2(pn) 3 cells wired side-by-side
wired Pt HER catalyst wired Pt OER catalyst
pH 0

10 %

Cox et al. (2014) [65]
Harvard and MIT

Si minimodules 4 modules side by side
wired NiMoZn HER catalyst wired
NiB OER catalyst pH 9.2

9.7 %

MEA membrane electrode assembly
Illumination was simulated AM1.5G unless otherwise stated. Values are listed in decreasing order
of reported STH efficiency
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values are higher for this type of approach compared to photoelectrochemical water
splitting using solid-liquid junctions, as opposed to buried junctions, for charge
separation.

4 Summary and Outlook

The operating principles of photoelectrochemical approaches for water splitting are
discussed. In contrast to PV-biased electrosynthetic approaches, these types of
devices employ charge-separating junctions created by the electrolyte-absorber
interface to provide photovoltage. While a number of materials have the requisite
band alignment with the H+/H2 and/or the O2/H2O redox potentials that make them
potential candidate absorbers, stability considerations greatly constrain the choices.
While there have been some demonstrations with use III–V semiconductors in a
PEC geometry, most demonstrations employ metal oxides such as Fe2O3 or BiVO4.
Solar to hydrogen efficiencies of over 5 % have been achieved with devices which
use these oxide materials in combination with other PV elements. Use of III–V
materials can produce STH efficiencies of over 10 %.
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Photoelectrochemical Water Splitting
Using Photovoltaic Materials

Nicolas Gaillard and Alexander Deangelis

Abstract In this chapter, we will focus on high performance PV (photovoltaic)-
grade thin film materials for photoelectrochemical (PEC) water splitting applica-
tions. Using techno-economic analysis tools, we will show that achieving a high
solar-to-hydrogen (STH) efficiency is by far the most important device attribute for
affordable PEC hydrogen production. We will then introduce the concept of
multi-junction PEC devices and establish their theoretical STH upper limit. Finally,
we will present the PEC performances of one specific PV material with high
potential for PEC hydrogen production: the copper chalcopyrite class.

1 Photovoltaic-Grade Photoelectrochemical Devices:
Economic and Opto-Electronic Considerations

1.1 Introduction

With uncertain financial systems and chronic energy crises, the ability to produce
energy from reliable, affordable and sustainable sources is critical to address the
economic and environmental challenges that the world is currently facing. Among all
possible thermodynamic pathways, direct solar-to-electron conversion is considered
as one of the most efficient routes to supply our energy needs. However, location and
time of photovoltaics (PV) operation require storage and transport of produced elec-
tricity, which both incur energetic losses. Converting solar power directly into
chemical energy is an elegant way to address both energy storage and transport issues.
So-called“solar fuels”can takevarious forms (e.g.H2,CH4,C2H4)andbeconvertedon
demand into mechanical or electrical power. Several photoelectrochemical
(PEC) technologies (i.e. complete systems capable of splitting water without external
bias) have been developed for hydrogen production over the past four decades since
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Fujishima and Honda’s first report of solar-assisted water splitting on titania [1].
Amongst them, two noticeable PEC technologies have emerged as themost promising
approaches for economical hydrogen production:fixed-bed photocatalytic reactors [2,
3] (i.e. nanoparticles in suspension) and hybrid photoelectrodes (HPE) [4, 5] (i.e.
multi-junction devices made of thin film materials), two robust designs whose effec-
tiveness has been largely demonstrated for environmental remediation [6, 7] and
photovoltaics [8] applications, respectively. Although extremely attractive in terms of
hydrogen production cost (<$2 per Kg H2) [9], fixed-bed photocatalytic reactors
present numerous physical challenges that could limit future large-scale implemen-
tationwith current designs, includinghazardouscombustiblegasmixture in single-bed
with co-generation of oxygen and hydrogen and mass transport limitation over large
distances indual-bed systemswith separateO2andH2evolution. In thepresent chapter,
we will focus exclusively on the second approach, thin film-based PEC systems, with
which solar-to-hydrogen (STH) efficiency exceeding 10%has been demonstrated [5].

1.2 Techno-Economic Considerations

The Holy Grail of PEC research on thin film photoelectrodes is to develop materials
that are corrosion-resistant, inexpensive to manufacture and have suitable opto-
electronic properties for efficient un-biased water splitting. To date, no known
semiconductor material fulfills all aforementioned criteria simultaneously and
debates are still ongoing in the PEC community between those in favor of durable
but not so efficient PEC systems and others opting for highly efficient but not stable
semiconductors. A key metric to consider in the selection of material classes is the
cost required to produce a specific amount of hydrogen by a PEC material system.
In fact this parameter includes not only the impact of the durability and the effi-
ciency of the PEC system but also their manufacturing and maintenance costs. Such
a parameter would be analogous to the dollar per watt ($/Watt) of installed pho-
tovoltaic systems (cost of module plus balance of systems). In the context of PEC,
the dollar per kg of H2 ($/kg H2) is usually the metric of choice. Note that 1 kg of
H2 contains as much energy as 1 gal of gasoline, making the cost comparison
between renewable hydrogen production technologies and fossil fuels straightfor-
ward. Several techno-economic analyses of PEC systems have been reported in the
past 5 years on the cost of H2 produced for various thin film materials and PEC
reators [9–11]. Each scenario presented in these studies provides insights regarding
the impact of material manufacturing costs, efficiency and durability on the cost of
hydrogen produced via PEC water splitting. It is important to keep in mind that
these techno-economic studies are not cost prediction tools, but rather ways to
compare existing materials and device integrations against each other.

The results of a techno-economic analysis done for a hypothetical centralized
PEC plant with a production capacity of 50 ton per day (TPD) are presented in
Fig. 1. Two PEC reactors were considered here. In the first case, the PEC reactor is
made of one photocathode and one photoanode stacked on top of each other,
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encapsulated into a reservoir made of transparent material such as polymethyl
methacrylate and filled with an electrolyte (Fig. 1a). This planar reactor is fixed on
the ground and tilted at the appropriate angle (approx. 35°) to maximize solar
energy capture throughout the year. In the second approach, a similar PEC reactor is
used except that this time it is mounted on a 2-axis solar tracking system and
equipped with concentrating optics. Unlike in concentrated photovoltaics where
concentration factors of several hundreds can be used, the one used in this calcu-
lation is only 10x to prevent the electrolyte from boiling. The number of PEC
reactors required to generate 50 TPD of hydrogen was calculated based on a the-
oretical STH efficiency and an average solar radiation of 6.55 kWh/m2. The cost
required to build all PEC reactors was based on values reported for various thin film
technologies [9, 10]. PEC material lifetime was considered in order to schedule
reactor replacement. The PEC reactor manufacturing and replacement costs were
finally plugged into the U.S. Department of Energy “H2A model” in order to
estimate the cost of kg of H2 for each scenario [12].

(a) (b)

(c) (d)

Fig. 1 Schematics of thin film-based PEC reactors. a fixed planar structure and b 2-axis tracking
system with concentrating optics. Effect of efficiency, panel cost, and component lifetime on the
cost of H2 for PEC reactors either c fixed or d equipped with 10x concentrator and solar tracking
system. Each calculation represents the variation of a single parameter from the base case scenario
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Figure 1c shows the results obtained for a fixed planar PEC reactor, presented in a
“tornado plot” fashion, where each calculation represents the variation of a single
parameter from the base case scenario. The base case chosen here was a PEC reactor
capable of splitting water with a STH efficiency of 10 %, a manufacturing cost of
$100/m2 and a panel lifetime of 10 years. The cost per kg of H2 for the base case was
$8.12. The impact of the STH efficiency was then evaluated. Decreasing the STH
efficiency to 5% increased the cost to $15.86. Increasing the efficiency to 25% led to a
costperkgH2of$3.47.Thedevicecostwas thenaltered:withavalueof$200/m

2,acost
of $12.20 is found, while lowering the material cost to $60/m2 reduced the production
cost to $6.08. Finally, the impact of the PECmaterial lifetime was assessed. Doubling
the lifetimeof thePECmaterial (20years)compared to thebasecase lowered theH2cost
by $1.10, whereas dividing it by a factor of two (5 years) increased the H2 cost by $2.

The same exercise was repeated for the PEC reactor equipped with solar trackers
and concentrated optics (Fig. 1d). The base case chosen here was a systemwith a STH
efficiency of 15 %, a manufacturing cost of $100/m2 and a panel lifetime of 10 years.
These parameters led to a cost per kg of H2 of $3.20. Decreasing the STH efficiency to
10% increased the cost to $4.60. Ultimately, a cost of $1.95was achievedwith a 25%
efficient device. Themanufacturing cost was then changed: using projected values for
dual absorber PV technologies ($300/m2) [9] a cost of $3.70 is found, while lowering
the material cost to $60/m2 reduced the production cost to $3.10. Finally, the impact
of the PEC material lifetime was assessed. Doubling the lifetime of the PEC material
(20 years) compared to the base case lowered the cost by 5 cents, whereas dividing it
by a factor of two (5 years) increased the cost by 10 cents. The rather low impact of the
PECmaterial lifetime on the hydrogen production costs when compared to the planar
fixed reactor can be explained by a reduction of the capital cost for the PEC electrode
by a factor of 10 with 10x concentrating optics. As a consequence, the concentrator
design is advantageous as it lessens the burden of material durability on the cost of
hydrogen when compared to the fixed planar design.

An important conclusion one can draw from this techno-economic analysis is that,
regardless of the PEC reactor design, the STH efficiency is the variable with the most
leverage on the cost of hydrogen production, followed by the manufacturing costs.
Surprisingly, the PECmaterial durability has the lowest impact. However, one should
note that the durability values used in this analysis (on the order of years) exceed
significantly those achieved by any PEC material system. Nonetheless, these calcu-
lations show that to be considered a potential candidate for low-cost hydrogen gen-
eration, a PEC material system should have first and foremost a high STH efficiency.

1.3 Semiconductor Down-Selection Based
on Optoelectronic Properties

We have shown in the previous paragraph that the STH efficiency is the parameter
with the greatest leverage on the cost of H2 production with PEC technologies. It is
important at this point to define precisely the STH efficiency in order to understand
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which parameter drives it. The STH conversion efficiency of a PEC water-splitting
system is defined as the ratio of the useable chemical energy in the generated
hydrogen gas over the total solar energy delivered to the system [13]. For
steady-state operations, this is equivalent to the ratio of the power output to the
power input of the system:

Pout

Pin
¼ ðhydrogen production rateÞ � ðhydrogen energy densityÞ

solar flux integrated over illuminated area
ð1Þ

In the context of thin film-based PEC cells, the hydrogen production rate is tied
directly to the steady state short-circuit photocurrent flowing between the (photo-)
anode and (photo-) cathode, generating oxygen and hydrogen, respectively. At the
(photo-) cathode surface, 2 electrons will be required to reduce 2 protons in order to
form one molecule of hydrogen:

2e� þ 2H þ ! H2 ð2Þ

Thus, the hydrogen production rate can be described as:

RðH2Þ¼
Iphoto � gF

2e
¼ ðJphoto � AÞgF

2e
; ð3Þ

where R(H2) is the hydrogen production rate (mol/s), Iphoto is the short-circuit
photo-current (A), e is the charge of an electron (C), A is the area of the illuminated
photoelectrode (m2), Jphoto is the short-circuit photo-current density (A/m2) and ηF
the Faradaic efficiency. Using the hydrogen production rate from Eq. (3) and the
molar Gibbs energy of formation of water as the useful molar energy of the
hydrogen, the STH efficiency for a thin film-based PEC system can be defined as:

STHð%Þ ¼ DG� RðH2Þ
Psolar � A

¼
DG Jphoto�A�gF

2e

� �

Psolar � A
; ð4Þ

where Psolar is the solar flux of energy in W/m2. Under AM1.5G illumination
(1,000 W/m2), Eq. (4) can be simplified to:

STH ð%Þ ¼ JphotoðmA=cm2Þ � 1:23 ðVÞ � gF ð5Þ

It is important to note that Eq. (5) is valid only if the following conditions are
satisfied:

• Light (natural or simulated) is the only source of energy input. Therefore,
neither an electrical (power supply) nor a chemical (pH gradient) bias can be
used during the test,

• The photocurrent density value used to determine the STH efficiency is mea-
sured in short-circuit condition. This implies that such measurement is carried
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out under 2-electrode configuration at zero bias. No 3-electrode test may be used
to defined the STH efficiency, as a bias is always applied under such conditions,
even at 0 V versus a reference electrode,

• Sacrificial electron donors or acceptors cannot be used when measuring STH
efficiency. Molecules such as CH3OH or HBr in solution will be oxidized to
provide protons. However, these reactions are by definition not water splitting
and require much less voltage in comparison. One should note also that these
reactants are not sustainable.

Equation (5) reveals that the STH efficiency depends essentially on two char-
acteristics. First, the Faradaic efficiency ηF, which defines the fraction of
photo-generated electrical charges participating in the oxygen evolution (OER) or
hydrogen evolution (HER) reaction. For an ideal photoelectrode with no interfacial
losses, ηF would be unity. However, catalysts are often deposited at PEC electrode
surfaces to improve charge transfer and facilitate the water splitting process [5, 14].
The second key parameter in Eq. (5) is the photocurrent density obtained under
short-circuit conditions by the PEC device. This metric, which describes the
semiconductor’s ability to effectively absorb photons, separate electron-hole pairs
and transport them though its bulk, is an excellent parameter to identify potential
PEC candidates. Figure 2 presents the maximum photocurrent density and STH
efficiency as function of semiconductor bandgaps assuming the best-case scenario
(quantum efficiency = 100 % and ηF = 1).

Amongst all possible semiconductor candidates, titanium dioxide and tungsten
trioxide have been considered as the most promising water splitting systems since
the early ages of PEC research, mainly due to their low-cost, good electrical

Fig. 2 Maximum photocurrent density and STH efficiency as function of PEC material
bandgap. The photocurrent density was calculated using the optical limit (100 % quantum
efficiency for photons with energy greater or equal to the bandgap). Experimental photocurrent
densities measured on various materials, including metal oxides (stars), chalcopyrites (squares)
and mono-crystalline semiconductors (triangles), are plotted for comparison. The STH efficiency
limits were calculated using Eq. (5), assuming 100 % Faradaic efficiency
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conductivity and resistance to corrosion. However, their relatively large optical
band-gap energies (EG,TiO2 = 3.2 eV [1], EG,WO3 = 2.6 eV [15] ) severely limit their
absorption of the solar spectrum. As a consequence, the maximum photocurrent
densities reported for TiO2 [16] and WO3 [15] -based PEC cells are rather small,
1 mA/cm2 and 3.6 mA/cm2, respectively. The reduction of transition metal oxide
band-gaps has been the Holy Grail of PEC research in the past two decades and
many attempts have been reported, primarily via incorporation of foreign elements
[17–19]. Unfortunately, metal oxide band-gap reduction is usually accompanied by
a decrease in PEC performances [20], as the required foreign element concentration
(in the percent range) leads in most cases to major microstructural defects [20, 21].
With a bandgap of 2.4 eV [22], bismuth vanadate has emerged recently as a new
PEC material candidate, showing rather impressive photo-conversion efficiency
with maximum photocurrent densities of 4 mA/cm2 [23]. Hematite (α-Fe2O3) is a
material class that inherently has the ideal absorption characteristics for
solar-powered water splitting. Indeed, its band-gap (2.0–2.2 eV) [24] is considered
ideal since it allows an optimal balance between photocurrent density and generated
photo-voltage [25]. However, hematite falls short on electrical performances, with
hole-diffusion length in the order of 20 nm [26], though significant progress in
Fe2O3 nano-structuring has been made to resolve this issue [27, 28]. Cuprous oxide
(Cu2O) is another 2.0 eV metal oxide material actively studied for PEC H2 pro-
duction. Recent work has shown that cuprous oxide can generate up to 7 mA/cm2 at
saturation, making this material the best binary oxide ever synthesized for solar
conversion applications [29]. It should be noted that the maximum photocurrent
densities reported for the vast majority of metal oxides represent at best 50 % of
their theoretical maximum value (optical limit), limiting STH efficiencies to the
3–5 % range [23, 30, 31].

In contrast to metal oxides, mono-crystalline semiconductors are exceptional
photo-convertors and can generate photocurrent densities close to their optical
limits. Crystalline silicon is an emblematic material whose conversion efficiency
has been largely demonstrated in PV applications, with short-circuit photocurrent
densities exceeding 40 mA/cm2 [32]. This value, if achieved by a silicon-based
PEC device short-circuited with an anode, would set the STH efficiency limit to
50 %. However, with a bandgap of 1.1 eV, silicon cells generate too little photo-
voltage, requiring at least 3 cells connected in series to split water. Another
drawback of crystalline silicon comes from its fixed optical properties (not bandgap
tunable). As a consequence, crystalline silicon-based PEC multi-junction devices
can be realized only with a coplanar approach where each of the cells is sharing a
fraction of the device real estate, resulting in a lower short-circuit photocurrent
density. Using such coplanar design, Reece and coworkers have reported an STH
efficiency of 4.7 % with mono-crystalline solar cells [33]. The National Renewable
Energy Laboratory currently holds the world record STH efficiency with “III-V”
semiconductors. This material class, which includes mono-crystalline GaAs, InP
and GaInP2, has the advantage of being bandgap tunable. This feature has been
largely exploited to create multi-junction solar cells with conversion efficiencies
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exceeding 40 % [34]. Using GaInP2 as a top PEC material, the NREL team has
achieved an STH efficiency of 12.4 % [5].

Finally, the copper chalcopyrite material class (henceforth chalcopyrite), typi-
cally identified by its most popular PV-grade alloy CuInGaSe2, is another material
system with great candidates for PEC water splitting. A key asset of this band-gap
tunable, direct absorber, thin film semiconductor material is its outstanding
photon-to-electron conversion efficiency, as demonstrated with the short-circuit
photocurrent densities achieved with low bandgap CuInGaSe2-based PV cells [35].
As shown in Fig. 2, the short-circuit photocurrent density measured on chalcopyrite
solar cells [36] is roughly 80 % of the theoretical value regardless of the alloy
composition and bandgap. In the context of PEC devices, most of the research work
has been done on 1.65 eV CuGaSe2 photocathodes [37–39]. The maximum pho-
tocurrent densities achieved with CuGaSe2 photocaothdes are in line with the
values measured with PV devices, i.e. 14–16 mA.cm−2, setting the STH limit to
20 %. A more detailed discussion on the PEC characteristics of the chalcopyrite
material class will be presented later in this chapter.

Based on the techno-economic analysis presented in paragraph 2 of this chapter,
it appears that bandgap tunable PV-grade semiconductors, such as the III-V and the
chalcopyrite material classes, offer the best candidates for affordable PEC hydrogen
production, as these material systems are the only ones capable of reaching the
photocurrent values required for high STH efficiency. Moreover, their tunable
bandgap allows for efficient device integration, such as the multi-junction stacked
approach, in which each cells with various optical characteristics convert a specific
portion of the solar spectrum.

2 Multi-junction PEC Devices

2.1 Multi-junction PEC Reactor Designs

Several PEC standalone devices made of multiple PEC cells, or a combination of
PEC cells and PV devices, have been explored [40–43]. Typically, one can classify
these designs into three main categories:

• Integrated PV-electrolyzers, in which PV drivers are connected to an anode and
a cathode [33, 44, 45],

• PEC-PEC tandem device, where two photoactive semiconducting materials are
coupled [46, 47],

• PV-PEC multi junction structure, in which one or two PV drivers are connected
to one PEC photoactive material and a passive electrode [5, 23, 30, 37].

The vast majority of multi-junction PEC devices are either coplanar (Fig. 3a) or
stacked (Fig. 3b) multi-junction devices. With the coplanar scheme, several solar
absorbers are connected in series and share the real estate of the PEC device,
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yielding to lower overall photocurrent density. As an example, the maximum
photocurrent density generated by a coplanar multi-junction device made of 3
silicon cells is a third of the maximum photocurrent density of each cell. The
coplanar scheme is often used as proof of concept, where the aim of the research is
to demonstrate the performance of new passive electro-catalysts, rather than the
conversion efficiency of the solar absorber [33, 48].

The biggest challenge in PEC research is to create multi-junction devices using
solar absorbers that are instead stacked onto each other. This design, whose
effectiveness has already been demonstrated in PV applications, allows for more
compact devices yielding higher photocurrent density output. However, this inte-
gration scheme implies that each of the absorber’s bandgaps and thicknesses must
be optimized in order to maximize the PEC device efficiency.

2.2 Principals of Spectral Splitting in Multi-junction
Devices

A multi-junction structure is a simple and straightforward approach to overcome the
fundamental conversion limits of a single junction device [49]. This approach relies
on a concept often referred to as “spectrum splitting”, where each of the junctions
absorb a specific range of the solar spectrum. This concept is depicted in Fig. 4 with
a multi-junction made of two absorbers: a 1.8 eV semiconductor sitting on top of a
1.4 eV. Photons with energy equal or greater than 1.8 eV (300–690 nm range) are
absorbed by the top junction. The top junction generates a photocurrent density Jtop
and a photovoltage Vtop. The photons with energy lower than 1.8 eV are transmitted
to the underlying second junction. Here, photons with energy lower than 1.8 eV but
greater than 1.4 eV (690–885 nm range) are absorbed. The bottom junction gen-
erates a photocurrent density Jbottom and a photovoltage Vbottom. Photons with
energy lower than 1.4 eV are transmitted through in the present case.

A simplified equivalent circuit of a multi-junction device is shown in Fig. 4c.
Since the two junctions are electrically in series, the overall photovoltage of the
multi-junction device is equal to the sum of the sub-cell voltages, here

(b)(a)

Fig. 3 a Coplanar and b stacked multi-junction PEC devices
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Vtop + Vbottom. In virtue of Kirchhoff’s circuit law, the photocurrent generated by
the bottom junction must be equal to one produced by the top junction. As a
consequence, the multi-junction device’s net photocurrent density corresponds to
the smaller of the two photocurrents generated by each of the two sub-cells (J = min
[Jtop, Jbottom]). An important aspect of multi-junction research is not only to combine
thin film materials with complementary bandgaps but also optimize each film
thickness to ensure that all sub-cells are generating an equivalent photocurrent
density, preventing the so-called “bottleneck” effect.

2.3 Modeling Achievable STH Efficiency
with Multi-junction PEC Devices

Modeling the maximum achievable STH efficiency of multi-junction PEC device
candidates can give valuable information on their potential for hydrogen production
and also provide guidance for improvement. Such modeling is basically performed
using various sets of initial conditions on each of the semiconductor’s optical
absorption characteristics (bandgap), photo-conversion characteristics (quantum
efficiency), usable potential (photovoltage, known value or expressed as a fraction
of the bandgap), HER and OER overpotentials, catalysts’ Tafel slope and exchange
current density as well as the electrochemical load, just to name a few.

Figure 5a presents an example of such calculations donebyRocheleau andMiller in
1997 for adual absorberPECdevicemadewithhigh-quality III–Vmaterials, assuming
the optical limit (100 % conversion above bandgap), a Faradaic efficiency equal to
unity and sets of modeled solid-state (Voc = 70 %*Eg) and electrochemical loses
(approx. 400 mV total overpotentials) [50]. As expected, a large range of STH effi-
ciencies are obtained based on the optical characteristics of both the bottom and top
absorbers.Ahighphotocurrent density is expected for adevicemadewith lowbandgap
absorbers (e.g. 1.7 eV/0.7 eV). Nevertheless, the open circuit potential generated by
such structures (70 % of Eg,top + Eg,bottom = 1.7 V) is too low to ensure efficient water

(a) (b) (c)

Fig. 4 a AM1.5G spectrum, b schematic of a multi-junction device made of 1.8 eV top and 1.4 eV
bottom solar absorbers and c simplified equivalent circuit of a multi-junction device
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splitting, as illustrated by the “load line” analysis in Fig. 5b for case #1. Thus, the
bandgap of each sub-cell must be increased to provide a larger voltage required for
efficient water splitting (1.8–2.0 V). In the present simulation, the optimum bandgap
for the top and bottom III-V sub-cells are 1.65 and 1.1 eV, respectively. Themaximum
STH efficiency such high-quality device could reach is 26 %.

Seitz, Jaramillo and co-workers from Stanford University recently published a
study in which the reported solid-state and electrochemical properties of physical
absorbers and catalysts were used to establish the “practical” performance limits of
multi-junction PEC devices [51]. Three fundamental losses were included in their
study: absorbers’ free energy losses (FEL) corresponding to the difference between
the bandgap and the useable photovoltage (Fig. 6a), kinetic losses (over potentials)
of known precious and non-precious catalysts (Fig. 6b) as well as shunt losses
through the PEC materials. The individual current-voltage characteristics of the
stacked photoanode and photocathode were modeled using each semiconductors’
reported bandgap and FEL as well as the kinetic losses of the catalysts present at the
surface of each photoelectrodes. The operating point of the standalone PEC device
was defined by the intersection of the photocathode and photoanode J-V charac-
teristics. The results of these simulations are presented in Fig. 6c for semicon-
ductors having free energy losses of 0.49 eV (such as high-quality crystalline
silicon and GaAs) and decorated with Pt and RuO2 as HER and OER catalysts,
respectively. The maximum practical STH efficiency achieved with such
high-efficiency semiconductors and precious catalysts is 22.8 %. To achieve this
efficiency, the bandgap of the top and bottom absorbers should be 1.84 and 1.23 eV,
respectively. Also, indicated in this Fig. 6c is the 10 % STH efficiency limit,
represented by the white triangle. All sets of materials with bandgaps within these
limits are potentially viable candidates for low-cost hydrogen production, as defined
by the techno-economic analysis presented earlier.

Fig. 5 a Maximum achievable STH efficiencies in a dual absorber stack as a function of top and
bottom cell bandgaps. Adapted from [50]. b “Load line” analysis using J-V characteristics of
multi-junction cells and an electrochemical load. The green circles represent the operating points
for each scenario
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These two modeling studies demonstrate that STH efficiencies greater than 10 %
can be achieved with existing absorbers and catalysts, a prerequisite for affordable
PEC hydrogen production. However, absorbers with compatible optical charac-
teristics and excellent solid-state properties are necessary to achieve this goal. We
have seen earlier that the III-V material class offers exceptional candidates for
dual-absorber PEC devices, as demonstrated by NREL’s world record STH effi-
ciency of 12.4 % with GaInP2/GaAs tandem device [5]. We will show in the next
section that another PV-grade class, the copper chalcopyrite, could potentially
achieve comparable efficiencies with the promise of lower cost and higher
durability.

3 Engineering Future PV-Grade PEC Devices
for Affordable Hydrogen Production: The Case
of the Chalcopyrite Material Class

3.1 Basic Characteristics of Chalcopyrites

The chalcopyrite material class provides exceptionally good candidates to meet the
requirements identified for efficient, cheap and sustainable hydrogen production.
Below are four key points that make chalcopyrites an ideal class for PEC
applications:

• High photo-conversion efficiency: as described earlier in this chapter, chal-
copyrites can generate tremendous amounts of photocurrent, as observed in
high-performance Cu(In,Ga)Se2 solar cells (Fig. 7a),

• Tolerance to defects: chalcopyrites are highly tolerant to microstructural and
electronic defects, allowing the use of rapid non-vacuum-based deposition
techniques [52],

Fig. 6 a Open circuit potential versus bandgap reported for various semiconductors. b Catalyst
activity represented as overpotential versus current density. Experimental data are shown in dashes
and Butler-Volmer fits in solid lines. c STH efficiency contour plots for a dual stacked absorber
configuration as function of bottom and top bandgap absorbers. See reference [51] for more details
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• Potentially low-cost system: the chalcopyrites structure allows for element
substitution with cheaper elements. Replacement of indium and gallium with
zinc or tin in CuInGaSe2 to form Cu2ZnSnS4 [53] is a perfect example (Fig. 7b),

• Bandgap-tunable: it is possible to tune the optical bandgap of chalcopyrites by
changing their composition. Thus, the same material class can be used to make
each sub-cell of a multi-junction device (Fig. 7c), simplifying the integration
process.

We will now introduce the basic PEC characteristics of the copper chalcopyrite
class, starting with 1.1 eV CuInGaSe2. Figure 8 presents the PV and PEC perfor-
mances of two CuInGaSe2 samples fabricated from the same batch. These films
were deposited using the so-called “three stage” co-evaporation technique [37]. For
the PV cell, a 70 nm thick CdS buffer layer was deposited on top of the absorber,
followed by the 80 nm ZnO resistive film and 150 nm ITO conductive layer.
Finally, metallic grids were evaporated to form the front contacts. In the case of the

(a) (b) (c)

Fig. 7 a Reported photocurrent density of chalcopyrite-based PV cells as function of the absorber
bandgap, adapted from [36], b SEM cross section of a Cu2ZnSnS4 thin film obtained from
printable nano-crystalline inks (courtesy of Dr. Marina Chong from the University of Hawai’i) and
c schematic of an all-chalcopyrite based PEC tandem device

(a) (b)

Fig. 8 Current density versus voltage measured on a CuInGaSe2 thin film material integrated
either as a a PV cell or b a PEC photocathode
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PEC sample, no buffer, TCO nor catalysts were deposited on top of CuInGaSe2.
A metal wire was simply soldered on the sample back contact (Mo) and all other
exposed conductive parts were coated with insulating epoxy. Both tests were done
under simulated AM1.5G illumination. PEC tests were done in 0.5 M H2SO4

electrolyte in a three-electrode setup, using a saturated calomel electrode as refer-
ence and a platinum counter electrode.

Although PEC and PV tests are quite different by nature, this comparison pro-
vides insights on the potential of chalcopyrites for PEC applications. In fact, one
can see that the saturation photocurrent density obtained with both PV and PEC
devices are nearly identical, i.e. 27–28 mA/cm2. This rather simple test clearly
confirms that chalcopyrites not only generate ample photocurrent densities, they can
also effectively transfer photo-generated electrons at the semiconductor/electrolyte
interface to reduce protons into hydrogen. It is important to recall that no catalysts
were deposited at the surface of the CuInGaSe2-based photocathode. Nonetheless,
as discussed above, the optical bandgap of PV-grade CuInGaSe2 (1.1 eV) is too low
for the multi-junction approach and other alloys must be considered.

With a bandgap of 1.65 eV, CuGaSe2 is an ideal candidate to form the top
junction of a dual-absorber stacked PEC device. In fact, modeling studies presented
in the previous paragraph show that STH efficiency limits in the 20 % [51] to 25 %
[50] range can be achieved with such optical characteristics. Figure 9a presents the
incident photon-to-current efficiency (IPCE) measured on a 500 nm thick
co-evaporated [37, 39] CuGaSe2 electrode in 0.5 M H2SO4 (pH 0.5) at a potential
sufficient to reach photocurrent saturation (−0.6 VRHE), showing that CuGaSe2
effectively absorbs and converts photons in the visible portion of the solar spectrum
with a quantum efficiency that exceeds 60 %. Integrating the IPCE curve over
AM1.5G gives a photocurrent density of 14 mA/cm2.

(a) (b)

Fig. 9 a Incident photon-to-current efficiency analysis measured on a CuGaSe2-based
photocathode at −0.6 VRHE. b Moles of hydrogen and oxygen evolved as function of time by a
CuGaSe2-based photocathode and RuO2 anode, respectively. The circles represent the experi-
mental data and the dotted lines the expected value (100 % Faradaic efficiency)
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Figure 9b presents the number of moles of hydrogen and oxygen evolved as
function of time at the surface of a CuGaSe2 photocathode and a RuO2 anode,
respectively. This analysis was done in 0.5 M H2SO4 under AM1.5G illumination.
The number of moles of H2 and O2 gas evolved was calculated by measuring the
volume of water displaced in a Hoffman apparatus (circles in the figure). These data
were compared to moles of gas expected from the number of electrical charges
passed through the system during the experiment (dotted lines in the figure). The
Faradaic efficiency was calculated by dividing the number of moles measured by
the number of moles expected. Faradaic efficiencies of 86 and 89 % were obtained
for the bare CuGaSe2 photocathode and the RuO2 anode, respectively. Finally, a H2

to O2 volume ratio of nearly 2 (1.97) was measured, validating the methodology
used in this experiment.

We have just shown that bare CuGaSe2 thin films are capable of generating large
photocurrent densities in a PEC configuration. In addition, evolved gas analysis
indicates that a large majority (86 %) of the photo-generated electrons participate to
the hydrogen evolution reaction. Although integral for efficient solar-powered
hydrogen production, these characteristics do not guaranty that standalone water
splitting will be easily achieved with a CuGaSe2-based dual-absorber stacked
device. In fact, the band diagram presented in Fig. 10a, obtained from impedance
spectroscopy analysis [39], shows that CuGaSe2 surface energetics are far from
ideal for water splitting, as the valence band maximum (VBM) sits only 100 mV
“below” the RHE. Since, in first approximation, water splitting will not occur until
both the conduction band and valence band straddle the water redox potentials, an
additional bias of 1.13 V (1.23 V–100 mV) will be required just to initiate the water
splitting process. In addition to these undesired surface energetics, linear sweep
voltammetry (LSV) reveals that an additional 500 mV is required to turn on the
hydrogen evolution half reaction (Fig. 10b). Strategies to improve the surface
energetics of CuGaSe2 have been proposed, including the creation of a p-n junction

(a) (b)

Fig. 10 a Position of the valence band and conduction band of CuGaSe2 photocathode with
respect to the water oxidation and reduction potentials. b Current density versus potential
measured on a CuGaSe2-based photocathode
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using CdS as n-type buffer [38]. However, with the current state-of-the-art of PEC
research on chalcopyrites (as of 2014), no spontaneous water splitting has been
achieved with chalcopyrite-based dual-absorber stacked devices.

3.2 Chalcopyrite-Based Standalone PEC Devices

We report in this section an alternative approach to incorporate chalcopyrite pho-
tocathodes into standalone PEC devices. Specifically, we present a structure made
with one 1.65 eV CuGaSe2 photocathode and low-cost amorphous silicon solar
cells. It should be noted that the dual-absorber stacked approach is not compatible
with these materials as they share similar bandgaps. One way to circumvent this
issue is to take advantage of the large photocurrent density generated by CuGaSe2
and sacrifice part of the device estate to form a coplanar device. The LSV char-
acteristic of CuGaSe2 measured in a 2-electrode fashion against RuO2 and the J-V
curve of an a-Si-based triple junction cell are presented in Fig. 11a. Here, the
relative area occupied by each device (PEC or PV) was altered. As an example,
50 % PEC/50 % PV relative area would mean that half of the total device area is
occupied by the PEC electrode, whereas the other half is used by the 3 a-Si solar
cells. Both LSV and PV characteristics where then plotted with different relative
areas. The optimum area ratio was determined by the maximum photocurrent
density achievable by each coplanar system, as defined by the intersection of both
current-voltage characteristics. This analysis revealed that best water splitting
performances would be achieved with a 30/70 PEC/PV coplanar structure, oper-
ating at 1.6 V (2-electrode vs. RuO2) and generating a photocurrent density of
3.7 mA/cm2. Such a device was built and tested under AM1.5G outdoor conditions.
As predicted by the load-line analysis, a photocurrent density of 3.53 mA/cm2 was
achieved under true short circuit conditions. The STH efficiency could be then
calculated using Eq. (5) and the measured Faradaic efficiency (86 %):

(a) (b)

Fig. 11 a Load line analysis of a CuGaSe2 photocathode with a triple junction a-Si solar cell. The
relative area of each device (PEC or PV) was altered to define the optimum area ratio. b Schematic
of the proposed planar structure
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STHð%Þ¼ JphotoðmA=cm2Þ � 1:23ðVÞ � gF
¼ 3:53� 1:23� 0:86

¼ 3:7%

Although 3.7 % STH efficient corresponds to an important milestone for
chalcogenide-based PEC devices, one could argue that CuGaSe2 is used here as a
non-precious electrocatalyst rather than a photocatalyst. However, additional load
line analyses revealed that CuGaSe2 outperforms platinum at bias lower than 1.6 V
[37]. However, at higher bias, one would be better off using a Pt foil to evolve H2.
Efforts to engineer chalcopyrites with appropriate band-edges for PEC water
splitting will be discussed next.

3.3 Future Development for Efficient Water Splitting
with Chalcopyrites

We demonstrated in the previous section that the properties of “conventional”
chalcopyrites are not optimum for efficient standalone water splitting due to a
valence band maximum that is too close to RHE. It has been reported that the
position of CBM is set by the indium to gallium orbitals, whereas the position of
VBM is defined Cu and Se orbitals. [54] Thus, substituting Cu and/or Se with other
elements could theoretically change the position of VBM.

Copper substitution: using liquid phase reaction method, Beck and co-workers
successfully synthesized single-phase Cu1-xAgxGaSe2 material [55]. The authors
confirmed that Ag was replacing Cu in the chalcopyrite lattice while creating
selenium vacancies (donor), reducing the net hole concentration. Using a
co-evaporation method, Kaneshiro performed a partial substitution of Cu with Ag
in copper chalcopyrites to form AgCuInGaSe2 thin films [56]. Current-voltage
characteristics measured on PV devices have shown a net increase in conversion
efficiency with CuAgInGaSe2 when compared to CuGaSe2. However, no pho-
tocurrent onset shift was observed between the two materials when tested in PEC
configuration. Recently, Zhang reported on AgCuGaSe2 photocathodes synthesized
using a process similar to the one reported by Kaneshiro (co-evaporation) [57].
A 140 mV onset potential anodic shift was measured with AgCuGaSe2 films
containing 5.9 % silver when compared to CuGaSe2.

Selenium substitution: partial or total substitution of selenium with sulfur has
been reported exclusively for PV applications so far. Initially, sulfur was incorpo-
rated only at the surface of CuInGaSe2 to form a CuInGa(S,Se)2 thin layer in order to
increase solar cells’ open circuit potential [58]. Recently, several groups have been
actively participating in the development of pure sulfide solar cells [59, 60]. Solar
cells with efficiencies in the 10–11 % range have been achieved routinely with
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1.5 eV CuInS2 thin film absorbers. Adding a small amount of gallium (about 30 %)
boosted the efficiency to 12.6 %. It should be noted that sulfide-based chalcopyrites
(CuInGaS2) provides material systems with a wide range of bandgaps, ranging from
1.5 eV (CuInS2) to 2.4 eV (CuGaS2), making this material class ideal for PEC
applications.
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CO2 Reduction by Photoelectrochemistry

Takeshi Morikawa

Abstract CO2 reduction using sunlight energy is one of the ultimate methods for
addressing issues related to global warming and a fossil fuel shortage, and con-
structing a carbon-neutral society in the future. Therefore, the amount of research in
this field has been increasing in the 2010s. Photoelectrochemical CO2 reduction is
generally conducted using a semiconductor or a combination of a semiconductor
and cocatalyst. Material design and systematic utilization of semiconductors are
thus important for effective use of solar photons. In addition, the CO2 molecule is
highly stable; therefore, catalyst design is much more important than in the case for
hydrogen generation by water splitting. In this chapter, the methodology for the
catalysis of CO2 reduction by photoelectrochemical means is explained.

1 Introduction

The motivation for photoelectrochemical CO2 reduction is the recycling of CO2

molecules that are mainly generated from the combustion of fossil fuels. If CO2 can
be reduced by the utilization of water as an electron donor and a proton source at
normal pressure and temperature, then such a reaction would mimic photosynthesis
in plants and be considered an industrially useful process to produce renewable
energy. The species produced from CO2 reduction can be a valuable feedstock for
other chemical processes. Considering future energy sources, solar hydrogen gen-
eration by water splitting is one of the most important approaches. However, one of
the main concerns associated with hydrogen is the difficulty with storage.
Therefore, solar fuel generation from CO2 and H2O, as with photosynthesis in
plants, is a very attractive approach. However, it is considerably more difficult to
photoreduce CO2 than to photoreduce water to generate hydrogen, as discussed
later.
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The potentials for CO2 reduction to various products are given in Table 1.
Single-electron reduction of CO2 to a CO2 radical anion (CO2

−) is unfavorable,
because it requires a highly negative potential of −1.9 V versus NHE due to the
large reorganization energy between the linear CO2 molecule and the bent CO2

radical anion [1]. Therefore, it is difficult to reduce CO2 molecules using only
electrical energy. A more favorable pathway is the reduction of CO2 molecules
though a proton-assisted multiple-electron reaction, as shown in Table 1.

Electrocatalysts can facilitate the proton-coupled multi-electron reactions that
occur at lower potentials than that for the single-electron reaction. The potentials for
the reduction of CO2 to various organic substances decrease with an increase in the
numbers of electrons and protons involved in the reactions. However, many elec-
trocatalysts necessitate higher electrical energy (overpotential) than the theoretical
values shown in Table 1; therefore, the development of electrocatalysts that can
reduce CO2 at lower overpotentials is also required. Transition metals and transition
metal compounds are at the forefront of catalyst research. Metal-complex catalysts
are also feasible because their reduction potentials can be controlled through ligand
modification to match the potential required for CO2 reduction and provide selec-
tivity toward specific target products from CO2 molecules.

2 Photoelectrochemistry for CO2 Reduction Using
Semiconductors

The first important mechanism that should be taken into consideration with pho-
toelectrochemical CO2 reduction is the electronic state at the semiconductor/liquid
interface. This characteristic for semiconductor/liquid junctions is similar to that for
a semiconductor/metal junction. When a semiconductor is placed in contact with a
liquid containing a redox species, interfacial charge transfer occurs until equilib-
rium is reached. The direction and magnitude of this charge flow are determined by
the energy band structure of the semiconductor and the redox species in the liquid.
Figure 1 shows that the key factors for the semiconductor are the energy of the
conduction band minimum ECBM, the energy of the valence band maximum EVBM,
the Fermi level EF, and the band gap energy Eg (= EVBM − ECBM), while that for
the redox species is its redox potential. At semiconductor/liquid junctions,

Table 1 CO2 reduction
potentials (reported at pH 7)

E0 /V versus NHE

CO2 + e−→CO2 ≥1.9

CO2 + 2e− + 2H+→HCOOH −0.61

CO2 + 2e− + 2H+→CO + H2O −0.53

CO2 + 4e− + 4H+ →HCHO + H2O −0.48

CO2 + 6e− + 6H+→CH3OH + H2O −0.38

CO2 + 8e− + 8H+→CH4 + 2H2O −0.24
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interfacial charge transfer generally induces downward band bending toward the
surface of an n-type semiconductor (Fig. 1a) and upward band bending toward the
surface of a p-type semiconductor (Fig. 1b).

Figure 1b shows a particular case for a p-type semiconductor/liquid junction,
where photogenerated electrons in the conduction band migrate to the surface, due
to the downward band bending, and are available for reductive chemical reaction at
the semiconductor/liquid interface under illumination. Another important factor
with regard to photoelectrochemical CO2 reduction at the semiconductor is the band
positions of the semiconductor. Figure 2 shows band-edge positions for selected
semiconductors together with redox potentials for CO2 and protons. It should also
be recognized that the uncertainty in the band-edge positions is a few tenths of an
electron volt for most of the semiconductors shown here. To reduce CO2 molecules
efficiently using photoexcited conduction band electrons, ECBM must be located at a

(a) (b)

Fig. 1 Band structures at semiconductor/liquid interfaces, a n-type semiconductor, b p-type
semiconductor
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Fig. 2 Band-edge positions for selected semiconductors at pH 1, together with some important
redox potentials. It should be realized that the uncertainty in the band-edge positions can amount to
a few tenths of an electron volt for most semiconductors
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more negative position than the CO2 reduction potentials to facilitate
proton-coupled electron transfer to the CO2 molecules. This figure shows that some
of the proton-coupled multi-electron CO2 reduction reactions are located between
ECBM and EVBM of the semiconductors. When ECBM is located at a more negative
position than the CO2 reduction potential, electron transfer from the conduction
band to the CO2 molecule is thermodynamically favorable, depending on the
quality of the semiconductor as a catalyst for CO2 reduction. Therefore, photo-
electrochemical reduction of CO2 on p-type semiconductors is feasible. For
example, p-type GaP, and p-type SiC possess highly negative ECBM positions,
which is beneficial for CO2 reduction, and photoelectrochemical CO2 reduction
over these semiconductors has been reported [2, 3].

To realize the CO2 reduction reaction by utilizing water molecules as an electron
donor and proton source as with photosynthesis in plants, Eg must be generally
greater than the energy difference between the CO2 reduction and oxidation
potentials. In addition, ECBM and EVBM must straddle the CO2 reduction and oxi-
dation potentials, respectively. When the overpotentials available for both the
reduction and oxidation reactions are insufficient, a combination of two semicon-
ductors must be adopted to realize the so-called Z-scheme, which is a two-step
photoexcitation. In this case, one semiconductor acts as a regular photoanode or
photocathode, while the other semiconductor functions as a complementary pho-
toelectrode. Metal electrodes are sometimes employed as complementary elec-
trodes, for which an additional external electrical bias is necessary.

3 Photoelectrochemical CO2 Reduction at Metal Cathode
Connected to Semiconductor Photoanode

Figure 3 shows examples of possible semiconductor configurations for photoelec-
trochemical CO2 reduction. In Fig. 3a, b, where a single semiconductor is used, a
metal electrode is installed as a catalyst for the other half reaction. The configuration in
Fig. 3a has an n-type semiconductor as a photoanode for water oxidation, while a
metal electrode is adopted as the cathode for CO2 reduction. The configuration in
Fig. 3b has a p-type semiconductor as a photocathode for CO2 reduction, while ametal
electrode is adopted as a water oxidation anode. For the configuration shown in
Fig. 3c, the energy of electrons in the two semiconductors is increased in two steps
whereECBMof the photocathode andEVBMof the photoanode should straddle theCO2

reduction potential and thewater oxidation potential, respectively. Semiconductor p-n
junctions that efficiently separate the photogenerated electrons and holes in the
semiconductor are also applicable to photocathodes and photoanodes for configura-
tions (a)–(c). In photoelectrochemical systems, an external electrical bias voltage can
be applied between the two electrodes to assist the chemical reaction. An external
chemical bias is also applicable by producing a pH difference between two com-
partments in a reactor with the two electrodes immersed in each compartment.
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Photoelectrochemical CO2 reduction as shown in Fig. 3a utilizes metal catalyst
cathodes such as Ag, Au, Cd, In, Pb, Sn, and Cu because they exhibit selective CO2

reduction reaction and suppress proton reduction to produce hydrogen, even in
aqueous solutions. Hori et al. extensively studied electrochemical CO2 reduction
over these metal electrodes at very high potentials between −1.39 and −1.66 V
versus SCE, and reported that Cu is the most suitable metal catalyst for
multi-electron reduction to produce useful products such as methane [4, 5]. To
realize the CO2 reduction reaction, a semiconductor photoanode that extracts
electrons and protons from water molecules is necessary. TiO2, WO3 and Fe2O3 are
well-known photoanodes for photoelectrochemical hydrogen production by water
splitting, and they are also applicable to the CO2 reduction system. However, very
high additional external electrical and/or chemical biases that are much larger than
those presented in Table 1 are necessary to facilitate CO2 reduction reaction
because the metal catalysts require a sufficiently high overpotential to reduce CO2

molecules. Recently, it was reported that modification of metals is effective for
decreasing the overpotential for CO2 reduction [6]. The electronic structure of
metals such as Cu and Au is influenced by grain boundaries formed in these
polycrystalline electrodes, which alters the degree of adsorption and desorption of

(a) (b)

(c)

Fig. 3 Examples of possible configurations for photoelectrochemical CO2 reduction using H2O as
an electron donor. a Combination of a semiconductor photoanode for water oxidation and a metal
catalyst cathode for CO2 reduction. b Combination of a semiconductor photocathode for CO2

reduction and a metal catalyst for water oxidation. c Combination of a semiconductor photoanode
for water oxidation and a photocathode for CO2 reduction
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the CO2 molecules and reaction intermediate species, so that electron transfer to
CO2 and reaction intermediate species is a possible reason for the reduced
overpotential.

4 Photoelectrochemical CO2 Reduction at Photocathodes

Systems for photoelectrochemical CO2 reduction that utilize photoresponsive
cathodes such as those shown in Fig. 3b, c can be categorized into 3 configurations
with respect to the photoelectrode materials used, which are inorganic, organic, and
inorganic-organic hybrid materials, as shown in Fig. 4a–d. Inorganic photoelec-
trodes made from the semiconductors shown in Fig. 4a are the most well known
and have been extensively studied to date [2]. Photoelectrodes that exploit the
technological advantages of both photoactivity in semiconductors and CO2

reduction activity in inorganic metals or metal compound cocatalysts, as shown in
Fig. 4b, have been developed [7]. Inorganic-organic hybrid systems with the
advantages of both photoactivity from a semiconductor and very high selectivity for
CO2 reduction at a metal complex, as shown in Fig. 4c, have been recently pro-
posed [8–11]. A photoelectrochemical system that uses a photoactive
metal-complex catalyst, as shown in Fig. 4d, was proposed with the recent
development of a CO2 reduction photocatalyst that is active under visible light
irradiation and also in the presence of water [12].

The advantage of the photoelectrochemical CO2 reaction over electrochemical
reactions in darkness is the lower overpotential required. Figure 5 shows an energy

(a) (b) (c) (d)

Fig. 4 Photoelectrochemical CO2 reduction over various photocathodes that function in aqueous
solutions. Photoinduced CO2 reduction at a a semiconductor, b inorganic cocatalyst supported on
a semiconductor, c metal-complex cocatalyst coated on a semiconductor, and d metal-complex
photocatalyst supported on a conducting electrode

286 T. Morikawa



diagram for electrochemical CO2 reduction over metal cathodes as electrocatalysts
(a) and photocathodes as photocathodes (b) that operate in aqueous solution.
Semiconductor photocathodes are advantageous because the electron energy is
increased to the level of ECBM at a low applied potential with the assistance of
photon energy, compared with that for electrocatalysts. Figure 6 shows typical
current-voltage characteristics for a metal cathode and a semiconductor photo-
cathode measured during electrochemical and photoelectrochemical reduction of
CO2 in aqueous solution. A p-type InP electrode modified with Ru-complex cat-
alyst (RCP/p-InP-Zn) is measured in the dark and under visible-light irradiation, in
purified water saturated with CO2 bubbling. Ag/AgCl and glassy carbon are used as
reference and counter electrode, respectively. A Pyrex glass cell is used as a reactor,
and a Xenon light source equipped with an optical filter (λ > 400 nm) and a cold
mirror is used to irradiate visible light [11]. A cathodic reaction current is observed
in darkness at potentials more negative than −0.8 V versus Ag/AgCl for the metal

Fig. 5 Energy diagrams for electrochemical CO2 reduction over, a metal cathodes as
electrocatalysts, and b photocathodes as photocathodes that function in aqueous solution.
Photocathodes such as semiconductor electrodes are advantageous because electron energy is
increased at a lower applied potential with the assistance of photon energy than that with only an
electrocatalyst

Fig. 6 Technological
advantage of CO2 reduction
by photoelectrochemistry
over electrochemistry.
External electrical bias
voltage (▽) can be reduced to
a potential near the valence
band maximum EVBM (▼) by
photoirradiation
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cathode in aqueous solution containing CO2, while a cathodic photocurrent is
observed at potentials more negative than −0.0 V versus Ag/AgCl. The threshold
voltage of −0.0 V almost corresponds to the position of EVBM for the semicon-
ductor photocathode. The positive shift of the applied external electrical bias, which
lowers the dissipation of electrical energy, is the technical advantage of the pho-
toelectrochemical system. The amount of external bias decrease and the applicable
solar energy spectral region are determined by the energy potential ECBM, and
EVBM and by Eg of the semiconductor, respectively.

4.1 Photoelectrochemical CO2 Reduction at Semiconductor
Surfaces

Photoelectrochemical CO2 reduction using a semiconductor material such as that
shown in Fig. 3a was first reported by Halmann in 1978. Photoassisted electrolytic
reduction of aqueous CO2 was achieved using p-type GaP as a photocathode with
part or all of the energy being supplied by light, as shown in Fig. 4a [2]. Honda and
colleagues reported the photoelectrocatalytic reduction of CO2 to form organic
compounds in the presence of photosensitive semiconductors (TiO2, ZnO, CdS,
GaP, SiC and WO3) as photocatalysts in 1979 [3]. Since then, the concept has been
applied to many semiconductors; however, the reaction rates are generally low
because of the poor surface properties of the CO2 reduction catalysts.

4.2 Photoelectrochemical CO2 Reduction Over
Semiconductors Loaded with Inorganic Cocatalysts

As explained in Sect. 4.1, the photoelectrochemical CO2 reduction over semicon-
ductor photocathodes is feasible. However, these reactions are extremely slow on
given semiconductor surfaces, which leads to a significant overpotential for CO2

reduction. Apart from the high overpotential, these systems have a few advantages
including sustainability (nothing is consumed in this system apart from light
energy), direct conversion of solar energy to chemical energy, utilization of
renewable energy resources for an energy intensive process, and the stability of the
process (semiconductors are very stable under illumination). In cases where activity
at a semiconductor surface is poor for a specific reaction, the corresponding pho-
toelectrochemical reaction rate is very slow, irrespective of the level of applied
potential and light intensity. Therefore, control of the semiconductor surface
chemistry appropriate to each specific reaction is crucial in order to achieve high
efficiency photoelectrochemical reaction. Loading of cocatalysts on the surfaces of
photoelectrodes has been conducted, as shown in Fig. 4b, to enhance the catalytic
activity. Metallic species such as Ag, Au, Cd, In, Sn, and Cu, and their complexes
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are potential candidate cocatalysts. The size or thickness of such cocatalysts is on
the nanoscale, so that their resistivity are no more detrimental than when they are
used non-photoactive cathodes, even in the case of resistive oxide cocatalysts.

4.3 Photoelectrochemical CO2 Reduction Over
Semiconductors Loaded with Metal-Complex or Organic
Cocatalysts

Transition metal complexes are also at the forefront of research on potential cata-
lysts that can have multiple and accessible redox states, which promote
multi-electron transfer reactivity. Furthermore, the formal reduction potentials can
be systematically tuned through ligand modification to match the potential required
for CO2 reduction. Most of the metal-complex catalysts for CO2 reduction have
poor activity under irradiation due to the short lifetime of the photoexcited state;
however, they exhibit excellent selectivity for CO2 molecules in electrochemical
systems. It is essential that photoexcited electrons be transferred from the con-
duction band of the semiconductor to the metal-complex to promote selective CO2

reduction on the complex. It is considered that ECBM should be located at a more
negative position than the CO2 reduction potential (or lowest unoccupied molecular
orbital (LUMO)) of the metal-complex catalyst to facilitate sufficient electron
transfer to promote the reaction. In 2010, a breakthrough concept in the combi-
nation of metal complex electrocatalysts and semiconductor photosensitizers was
demonstrated to realize high product selectivity. A Ru(II)-complex electrocatalyst
([Ru(dcbpy)2(CO)2]

2+; dcbpy = 2,2′-bipyridine-4,4′-dicarboxylic acid) linked with
a p-type semiconductor (N-doped Ta2O5) exhibited selective CO2 reduction to
produce formate under visible light irradiation in a mixture of acetonitrile and
triethanolamine containing CO2 molecules [10]. Isotope tracer analysis confirmed
that CO2 was the carbon source for the formate and that triethanolamine was an
electron donor and proton source for formate production. The concept of the
organic/inorganic hybrid was applied to a photoelectrochemical system composed
of InP and a Ru(II)-polymer catalyst ([Ru(L–L)(CO)2]n, in which L–L is a diimine
ligand). In 2010, an organic/inorganic hybrid photocathode for CO2 reduction in
water, which consisted of InP connected with a Ru-complex polymer catalyst, was
developed [11]. This system produces formic acid from CO2 and H2O under visible
light irradiation with high selectivity under an electrical bias of −0.6 V (vs.
Ag/AgCl). Isotope tracer analyses with 13CO2 and D2O verified that the carbon and
proton sources for the formate were CO2 and H2O, respectively.

Another system employs photoelectrochemical CO2 reduction to synthesize
methanol and consists of a combination of a semiconductor electrode and a
molecular catalyst that does not contain a metallic species [8]. In 2008, Bocarsly
and colleagues developed a CO2 reduction system consisting of a GaP photo-
cathode and pyridinium ions dissolved in aqueous solution [8]. It is speculated that
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redox shuttle with protons in pyridinium ions and conduction band electrons in
visible light-excited GaP occur to realize the successive six-electron reduction of
carbon dioxide to methanol in an acetate buffer under certain electrical bias.
Reduction product selectivity is reported to range from 90 to 51 % under a low
electric bias from −0.3 to −0.7 V (vs. SCE). Photoelectrochemical CO2 reduction
was achieved at wavelengths less than 480 nm, which almost corresponds to the
bandgap of GaP.

In general, action spectra of the inorganic/organic systems, which are depen-
dences of CO2 reduction reaction on wavelength of light, correspond to photore-
sponses of semiconductors as shown in Fig. 7.

5 Photoelectrochemical CO2 Reduction Over Photoactive
Molecule Catalysts

A different approach for the photoreduction of CO2 involves molecular photo-
catalysis, which operates in the absence of additional photosensitizers.
Mononuclear iridium (III) terpyridine (tpy) 2-phenylpyridine (ppy) complex [Ir(tpy)
(ppy)Cl]+ ([Ir-ppy]), which selectively reduces CO2 to CO under visible light
irradiation without additional photosensitizers, was developed in 2013 [12]. The
efficient visible light-induced photoreaction (quantum efficiency of 21 % at 480 nm)
achieved with [Ir(tpy)(Meppy)Cl]+, which possesses electron-donating methyl
groups on ppy ligands, is due to strong spin-orbit coupling that coordinates with
singlet and triplet excited states. The Ir-complex photocatalyst functions in solu-
tions containing water, so that photoelectrochemical CO2 reduction at the photo-
cathode occurs when it is connected with a conductive electrode (Fig. 4d). Electrons
that compensate holes in the photoexcited complex are supplied by the electrode,
which enables consecutive photoreactions.

Fig. 7 Quantum efficiency of HCOOH generation and optical absorption of N-Ta2O5 (c) as a
function of wavelength of incident light. Aliquots of acetonitrile/triethanolamine (5:1 v/v)
containing [Ru-dcbpy]/N-Ta2O5 and [Ru-dcbpy] alone were irradiated under CO2
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6 Z-Scheme Reaction for Photoelectrochemical CO2

Reduction

The systems for photoelectrochemical CO2 reduction introduced in the previous
sections are designed for half-reactions. When a photoanode capable of CO2

reduction is functionally coupled with a photocathode capable of H2O oxidation
under solar irradiation, then artificial photosynthesis, solar-driven CO2 reduction
that uses H2O as both an electron donor and a proton source, by the Z-scheme
mechanism (or two-step photoexcitation) shown in Fig. 8 is demonstrated. An
example of a general setup for photoelectrochemical CO2 reduction is schematically
illustrated in Fig. 9a. A photocathode composed of InP coated with a
Ru-complex-polymer for CO2 reduction is connected to TiO2 via a potentiostat, and
immersed in a two-compartment reactor separated by a proton exchange membrane
filled with an aqueous solution containing CO2 and an electrolyte. A solar simulator
equipped with an air mass 1.5 (AM 1.5) filter adjusted to a power of 1 Sun irradiates
the system from the TiO2 side, while the InP/Ru-polymer photocathode is irradiated
with light transmitted through the TiO2 photocatalyst electrode and proton
exchange membrane. A photoreaction current flows between the photoanode and
the photocathode, originating from electrons extracted from water molecules that
react mainly with CO2 molecules. To facilitate the charge transport from the
photoanode to photocathode with no external electrical bias, the EVBM of the
photocatalyst for water oxidation must be more positive than the potential for water
oxidation (theoretically 1.23 V versus NHE), at least thermodynamically, and the
ECBM of the photoanode must be more negative than the EVBM of the photocathode.
Figure 9b shows the photocurrent originating from CO2 reduction reaction at
applied potentials in the range from +0.5 to -1.0 V. Here, the most significant point
is that the system operates at zero bias, which means that it is self-sustaining [13].

These results verified that CO2 was reduced to formate by electrons extracted
from H2O during the oxidation process to O2, and that protons also originated from
H2O, as shown by Eqs. 1 and 2:

H2Oþ hv ! 1=2O2 þ 2Hþ þ 2e� ð1Þ

Fig. 8 Z-scheme reaction for
solar-driven CO2 reduction
using H2O as an electron
donor and a proton source
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CO2 þ 2Hþ þ 2e� þ hv ! HCOOH ð2Þ

The band alignment of semiconductors is important for improvement of the
reaction current. Photocurrent flowing between an InP/Ru-polymer photocathode
and various oxide photoanodes in tandem setups are shown in Fig. 10. In the case of
the WO3 photoanode, no photocurrent was observed, because ECBM of the WO3

photoanode does not match EVBM of InP, while for the TiO2 photoanodes, pho-
tocurrent flows between the TiO2 and InP. These results correspond to the energy
difference between ECBM of the photoanode and EVBM of the InP photocathode.

A monolithic device is also feasible for solar-driven CO2 reduction using water
molecules due to its simplicity and lower impedance losses from electrical wiring. It
is composed of a photoanode and a photocathode with a direct electrical connec-
tion. In this case, selective water oxidation and CO2 reduction at each reaction site

Fig. 9 Photoelectrochemical CO2 reduction under simulated solar light irradiation using a tandem
setup of photoelectrodes for CO2 reduction and H2O oxidation
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Fig. 10 Photocurrent flowing between InP/Ru-polymer photocathode and various oxide
photoanodes in tandem setups
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is necessary in order to realize long-term reaction in a one-compartment reactor
with a separation membrane for reactants (water and CO2) and products (oxygen
and hydrocarbons) [14]. No separation is necessary at separate electrodes.

7 Selection of Cocatalysts for CO2 Reduction

Carbon-based substances produced from photoelectrochemical CO2 reduction are
determined by the catalytic nature of the reaction sites at the semiconductors,
cocatalysts, and photoactive complexes. Detailed analyses of electrochemical CO2

reduction over metallic electrodes in aqueous solution have been conducted by Hori
et al. [4, 5]. Electrochemical CO2 reduction has also been reported over metal
complexes [15–17]. The potentials necessary for photoelectrochemical CO2

reduction over semiconductors and metal complexes [3, 11, 12, 15] are generally
determined by the ECBM and LUMO levels. In metallic catalysts, the main products
are carbon monoxide or formic acid generated by the two-electron reduction of
CO2, while methane and C2 chemicals such as ethane can be produced over a Cu
electrode by eight-electron reduction. To realize the multi-electron reactions to
obtain more useful organic compounds in the photoactive systems, integration of
these cocatalysts is necessary. In metal-complex catalysis systems available at the
present, the products are carbon monoxide or formic acid. External electrical biases
of over −1.0 V and −0.6 V versus NHE (pH = 7) are necessary for metallic catalysts
and metal-complex catalysts, respectively. Modified crystalline electrodes of Au
and Cu lower the CO2 reduction potential. Thus, the modification of electronic
structure at metallic ions by organic ligands and by the oxidative nature of grain
boundaries is crucial in order to determine the CO2 reduction potential and selec-
tivity of products.

8 Isotope Tracer Analysis and Verification
of Stoichiometric Reaction

There have been many reports on photocatalytic CO2 reduction over TiO2 loaded
with metallic species, in which C2 and C3 chemicals were detected. However,
because the amount of products was very small compared with the amount of
catalyst in lots of papers, the results sometimes raise a controversy.

Mul and colleagues raised an alert that many research results reported to date
may contain possible experimental errors, where surface contaminants were mis-
taken as products of the CO2 reduction reaction [18]. Ishitani and coworkers also
insisted that care should be taken with respect to surface contaminants when the
amount of products is lower than that of the catalysts [19]. Therefore, long-term
reactions help to avoid such misunderstandings. In this case, the turnover number
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calculated from the amount of carbon species produced divided by the number of
active catalytic sites must be much larger than 1. To evaluate CO2 reduction
reactions, isotope tracer analyses (ion chromatography-time-of-flight mass spec-
trometry; IC-TOFMS) using 13CO2 and D2O are very useful. An example of such
an analysis using 13CO2 is shown in Fig. 11a. In this experiment, 12CO2 was
bubbled in an aqueous solution and formate with a mass number (m/z) of 45
(H12COO−) was detected. When 13CO2 was bubbled in the solution, formate with a
mass number (m/z) of 46 (H13COO−) was detected. These results indicate that the
carbon source for formate generation is the CO2 molecules dissolved in solution. To
evaluate the CO2 reduction reaction using H2O as a proton source, isotope tracer
analyses are conducted using 13CO2 and D2O. Furthermore, to verify that the
electron source for CO2 reduction is H2O, isotope tracer analyses (gas
chromatography-mass spectrometry; GC-MS) are conducted using H2

18O and
measurement of the stoichiometric reaction from the ratios of products by oxidation
(such as O2) and reduction (such as formate or CO). An example of an analysis

Fig. 11 IC-TOFMS spectra from a tracer analysis utilizing a, b 13CO2 and c, d 12CO2. The
photoelectrochemical reaction utilizing the Z-scheme system was conducted in a closed system,
purged with 13CO2 (a) [12]. e, f IC-TOFMS spectra from a tracer analysis utilizing D2O. The
photoelectrochemical reaction utilizing the Z-scheme system was conducted using 10 mM
NaHCO3 solution containing D2O as an electrolyte solution. GC-MS spectra from tracer analysis
utilizing 0.1 M NaHCO3 aqueous solution containing phosphoric acid and 25 % H2

18O (g, h). The
spectra were calculated by subtracting the signal for air from the signal of the sample, corrected
after the photocatalytic reaction in a SrTiO3-x//InP/[Ru-complex polymer] Z-scheme system [13]
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using H2
18O on a TiO2 photoanode is shown in Fig. 11b, in which both 18O2 and

16O18O was observed because lattice oxygen atoms are also involved in the water
oxidation reaction at the primary stage of the overall reaction.

9 Future Prospects

One of the promising and useful goals of photoelectrochemical CO2 reduction is
realization of highly efficient direct hydrocarbon generation from CO2 and H2O
similar to photosynthesis in plants. Recently, solar-driven CO2 reduction using
water molecules as both an electron donor and a proton source was realized. Solar
conversion efficiency was demonstrated and the feasibility of the photoelectro-
chemical CO2 reduction under sunlight irradiation at ambient pressure and tem-
perature was verified. To further improve the system, efficient catalytic reaction,
selectivity toward CO2 conversion, efficient solar absorption, and efficient charge
transfer are necessary. The basic construction of these systems is similar to that for
photoelectrochemical hydrogen generation by water splitting. However, from a
practical perspective, there are some differences with the CO2 reduction system,
such as the methods for product separation and CO2 capture. Therefore, the fea-
sibility of practical systems for solar fuel generation will have to be discussed
further.

10 Conclusions

The impact of photoelectrochemical CO2 reduction using water as an electron
donor and a proton source is the ability to recycle CO2 molecules that are generated
from the combustion of fossil fuels. Although the photoelectrochemical CO2

reduction is attractive due to possibility of direct solar-driven hydrocarbon gener-
ation using water and CO2, similar to photosynthesis in plants, it has long been
considered to be much more difficult than hydrogen generation by water splitting.
The key technology is selective CO2 reduction, which competes with proton
reduction that generates hydrogen. Recently, some interesting concepts have been
proposed: highly selective CO2 reduction by a hybrid photoelectrode of semicon-
ductor and a metal-complex catalyst, redox shuttle using a combination of semi-
conductor and molecular proton mediator, and low overpotential by a redox-treated
metal-electrode. Therefore, rapid progress is expected in this field.
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Semiconductor-Based Photocatalytic
Water Splitting

Fuxiang Zhang and Can Li

Abstract Solar to chemical energy conversion from water by powdered photo-
catalyst is one of the most promising approaches. In this chapter, we will introduce
some bases of photocatalytic water splitting, and key issues and challenges for solar
water splitting. At the same time, the basic mechanism, processes, reaction systems
as well as strategies for light absorption, charge separation and catalytic conversion
will be summarized and discussed.

Keywords Powder photocatalyst � Water splitting � Hydrogen � Mechanism �
Strategies

1 Introduction

Human beings have been exploiting a clean, renewable and a viable alternative to
fossil fuels in order to address the depletion of fossil fuels and the serious envi-
ronmental problems accompanying their combustion. Hydrogen is an ultimate clean
energy, which can be used in fuel cells and chemical industries (i.e., industrial
ammonia synthesis, hydrogenation of carbon dioxide to produce methanol).
Currently, hydrogen is mainly produced from fossil fuels such as natural gas by
steam reforming, but it suffers from consumption of fossil fuels and emission of
CO2 [1].

CH4 þH2O ! COþ 3H2 ð1Þ

COþH2O ! CO2 þ H2 ð2Þ
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Considering energy and environmental issues, achievement of hydrogen from
water using natural energies such as sunlight is highly desirable. This can be generally
called as solar hydrogenproduction, andwhose typicalways include: (i)Electrolysis of
water using a solar cell, a hydroelectric power generation, etc. (ii) Photocatalyticwater
splitting (artificial photosynthesis). (iii) Photoelectrochemical water splitting.

The advantage of water splitting using a powdered photocatalyst is the simplicity
as shown in Fig. 1, where hydrogen will be readily obtained once photocatalyst
powders dispersed in a pool with water are illuminated by sunlight. Because of the
simplicity, the powdered photocatalytic system is expected for large-scale appli-
cation of solar water splitting. The photocatalytic water splitting for hydrogen
production is very similar to natural photosynthesis, as it can convert the photon
energy to chemical energy but accompanied with a largely positive change in the
Gibbs free energy, because these are uphill reactions. Thus, photocatalytic water
splitting is regarded as an artificial photosynthesis and is an attractive and chal-
lenging theme (called as “holy grail”) in the field of chemistry.

The research on photocatalytic water splitting was triggered by the
Honda-Fujishima effect of water splitting using a TiO2 electrode in the early 1970s
[2]. Subsequently, extensive development of the necessary semiconductor photo-
catalysts has undergone considerable research. In the past 40 years, over a hundred
semiconductors have been reported to be promising photocatalysts for solar
hydrogen production, but up to date just a few of them have photocatalytic activities
of splitting water into a stoichiometric mixture of H2 and O2 (2:1 by molar ratio).
Moreover, most of them are only active in the ultraviolet (UV) light region, and the
visible-light-responsive materials are still limited. In this section, we aim to give a
fundamental introduction to photocatalytic water splitting and to summarize the
research effort having been made so far, with a view of providing a good reference
and inspiring new ideas for tackling this important challenge. Starting with a brief
introduction to solar hydrogen production, we will introduce some bases of pho-
tocatalytic water splitting, and key issues and challenges for solar water splitting.

photocatalyst H2O

Fig. 1 Solar hydrogen
production from water using a
powdered photocatalyst
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Meanwhile, the basic mechanism, processes, reaction systems as well as strategies
for light absorption, charge separation and catalytic conversion will be summarized
and discussed.

2 Bases of Photocatalytic Water Splitting

2.1 Fundamental Mechanism of Photocatalytic Hydrogen
Generation

Thermodynamically, the overall water splitting reaction is an uphill reaction with a
standard Gibbs free energy change ΔG0 of 237 kJ/mol or 1.23 eV, as shown in Eq. 3.

H2O ! 1=2O2 þH2;DG
h ¼ þ 237 kJ=mol ð3Þ

A schematic illustration on the fundamental mechanism of overall water splitting
on a powdered photocatalyst is given in Fig. 2. Typically, once a photocatalyst
absorbs sunlight with an energy equivalent to or greater than its band gap, the
electrons in the valence band of the photocatalyst will be excited to the conduction
band accompanying with the holes left in the valence band, creating the
negative-electron (e−) and positive-hole (h+) pairs. This stage is referred to the
semiconductor’s “photo-excited” state, and these photo-excited electrons and holes
are subsequently transferred to surface of the photocatalyst for corresponding
reduction and oxidation reactions, respectively. To achieve overall water splitting,
the match of the band gap and the potentials of the conduction and valence bands
are important. It is necessary that the bottoms of the conduction bands are more
negative than the reduction potential of H+ to H2 (0 V versus NHE at pH 0), while
the tops of the valence bands are more positive than the oxidation potential of H2O
to O2 (1.23 V versus NHE). Theoretically, the minimum photon energy

O2/H2O 
(E0=1.23 eV)

H+/H2
(E0=0)

Eg

Fig. 2 A schematic
illustration on the
fundamental mechanism of
overall water splitting on a
powdered photocatalyst
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thermodynamically required to drive the reaction is 1.23 eV, corresponding to a
wavelength of ca. 1000 nm according to the following calculating formula.

Band gap eVð Þ ¼ 1240=k nmð Þ ð4Þ

It should be mentioned, however, that from the viewpoint of real reaction, a
photon energy greater than the band gap of the photocatalyst is required to drive the
overall water splitting reaction at reasonable reaction rates because of the factors
such as overpotentials, charge separation, mobility, and activation barrier between
photocatalysts and water molecules. The evaluated value of bandgap should be
higher than 1.8 eV. In addition, the backward reaction, that is, water formation from
H2 and O2, should be inhibited, and the photocatalysts themselves must be stable
during the reaction.

2.2 Main Processes of Photocatalytic Water Splitting

According to the mechanism illustrated in Fig. 2, the photocatalytic processes are
known to be mainly composed of three steps: (i) absorption of photons to form
electron-hole pairs; (ii) charge separation and migration of photogenerated carriers;
(iii) the surface chemical reactions. All of these processes integrally affect the final
generation of hydrogen from water. If we define the above each step by conversion
efficiency, the total conversion efficiency of solar energy will be calculated as
follows.

gconv: ¼ gabs: � gsep: � greact: � 100% ð5Þ

ηconv.: conversion efficiency of solar energy; ηabs.: efficiency of light absorption;
ηsep.: efficiency of charge separation; ηreact.: efficiency of surface reaction.

In order to improve the conversion efficiency of solar energy, the semiconductor
photocatalyst should first have a relatively narrow band gap to absorb as much light
as possible, and reflection or scattering of light by the photocatalyst should be
minimized. Secondly, using the absorbed photons, the semiconductor photocatalyst
should have a high efficiency in generating excited charges, instead of generating
phonons or heat. The step is strongly affected by crystal structure, crystallinity and
particle size of the photocatalyst. The higher the crystalline quality is, the smaller
the amount of defects is. The defects commonly act as trapping and recombination
centers of photogenerated electrons and holes, resulting in a decreased efficiency of
charge separation. In addition, if the particle size becomes small, the distance of
charge separation will become short, leading to a decreased recombination
probability.

Thirdly, the important points for surface chemical reactions are surface character
(active sites) and quantity (surface area). If the active sites for redox reactions do
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not exist on the surface, the photogenerated electrons and holes with thermody-
namically sufficient potentials for water splitting will have to recombine with each
other. In this case, loading of co-catalysts is usually necessary to introduce active
sites. As for H2 evolution, the conduction band levels of many photocatalysts are
not efficient enough to reduce water to produce H2 without assistance of cocatalyst.
Comparatively, co-catalyst loading is not always necessary for water oxidation,
even though it is considered as more challenging reaction involving 4-electron
transfer. One of reasons may lie in the valence band of most photocatalysts is deep
enough to oxidize water to form O2. This is the characteristic point of heteroge-
neous photocatalysts being different from homogeneous photocatalysts.

2.3 Experimental Methods for Water Splitting

The efficiency of photocatalytic hydrogen generation from water splitting is nor-
mally evaluated by using a gas-closed circulation system, which is composed of a
vacuum line, a reaction cell and a gas sampling port connected directly to a gas
chromatograph as shown in Fig. 3. If a photocatalytic activity is too high to use a gas
chromatograph, a volumetric method is employed for determination of evolved
gases. The apparatus should be air-free because the detection of O2 is very important
for evaluation of photocatalytic water splitting. The reactors can be divided into
inner irradiation reaction cells with a high-pressure mercury lamp as light source,
and outer irradiation reaction cell normally with Xe-lamp as light source.

Fig. 3 An example of the experimental setup for photocatalytic water splitting. Reproduced from
Ref. [1] with permission from the Royal Society of Chemistry
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Depending on the requirement of tests, different cut-offfilters and mirrors are usually
employed. In the case of evaluation of solar hydrogen production, a solar simulator
with an air-mass 1.5 filter (AM-1.5) and energy intensity of 100 mW/cm2 should
ideally be used.

The rate of gas evolution is usually indicated with a unit, for example μmol/h.
Normalization of photocatalytic activity by weight or surface areas of used pho-
tocatalyst (for example, μmol.h−1.g−1, μmol.h−1.m−2) is not acceptable for water
splitting because the activity of photocatalytic water splitting is not usually pro-
portional to the weight or surface areas of photocatalyst. The amount of photo-
catalyst should be optimized for corresponding experimental setup. However,
photocatalytic activity is dependent on the number of photons absorbed by the
photocatalyst within a certain amount of light intensity. It also depends on exper-
imental conditions such as a light source and a type of a reaction cell, so the
photocatalytic performances should be given accompanying with the detailed
experimental conditions containing amount of photocatalyst, volume of water, light
source and intensity, and concentration of scavenger etc. Even so, the rate of gas
evolution is too coarse to be compared with each other among different laboratories
in consideration of the differences of reaction conditions. In this case, determination
of a quantum yield is recommended for comparison among different laboratories.

The number of incident photons can be measured using a thermopile or Si
photodiode. However, it is hard to determine the real amount of photons absorbed
by a photocatalyst in a dispersed system because of scattering. Accordingly, the
obtained quantum yield is an apparent quantum yield. The apparent quantum yield
is estimated to be smaller than the real quantum yield because the number of
absorbed photons is usually smaller than that of incident light. The overall quantum
yield and apparent quantum yield are defined by Eqs. 6 and 7, respectively. In
addition to the quantum yield, the conversion efficiency of solar energy that is
usually used for evaluation of solar cells is also sometimes reported in the literature.
It is defined as

Overall quantum yield %ð Þ ¼ Number of reacted electrons=Number of absorbed photons� 100%

ð6Þ

Apparent Quantum yield QY;%ð Þ
¼ Number of reacted electrons=Number of incident photons� 100%

¼ 2� Number of evolvedH2 molecules=Number of incident photons

� 100% for H2 evolutionð Þ
¼ 4� Number of evolvedO2 molecules=Number of incident photons

� 100% for O2 evolutionð Þ
ð7Þ
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The conversion efficiency of solar energy on the current photocatalyst is mostly
limited because of their insufficient activities, but it should finally be used to
evaluate the photocatalytic water splitting if solar hydrogen production is
considered.

2.4 Photocatalytic Systems

According to the basic principle of photocatalytic water splitting depicted in Fig. 2,
the photogenerated electrons in the conduction band are used for water reduction to
produce hydrogen, and the photogenerated holes can oxidize the reducing electron
donors or H2O. Strictly speaking, it is not really water splitting if the electron
donors are not from water. However, it has been widely adopted for evaluation of
photocatalysts and hydrogen generation by using hole scavengers. The typical
electron donors are summarized in Table 1. According to the differences of electron
donors, the photocatalytic hydrogen generation systems are correspondingly

Table 1 Typical sacrificial reagent contained photocatalytic hydrogen production system

Photocatalyst Mass
(g)

Sacrificial
reagent

Light
source

Hydrogen
evolution
rate (μmol.
h−1)

Quantum
yield (%)

Reference

Pt-PdS/CdS 0.3 SO3
2−/S2− 300 W Xe

(>420 nm)
8770 93 @

420 nm
[3]

Pt-PdS/CdS 0.025 H2S 300 W Xe
(>420 nm)

2350 30 @
420 nm

[4]

MoS2/CdS 0.1 Lactic acid 300 W Xe
(>420 nm)

530 [5]

RuO2/
K2La2Ti3O10:Zn

1 I− 250 W Xe 55.5 [6]

Pt/TiO2 0.1 Br− 500 W Hg ∼55 [7]

KBi3PbTi5O16 1 Ce3+ 450 W Hg 35.21 [8]

Pt/SrTiO3:Rh 0.1 Fe2+ Xe 300 W
(420 nm)

16.9 [9]

NiO/TiO2 0.2 CN− 450 W Hg 300 0.32 [10]

Pt/H2LaNb2O7:In 1 Methanol 100 W Hg
(290 nm)

5268 1.54 @
290 nm

[11]

Pt-Ru/Y2Ta2O5N2 0.3 Ethanol 300 W Xe
(420 nm)

250 [12]

NiOx/
CdS/KNbO3

0.2 Isopropanol 500 W
Hg–Xe
(400 nm)

40.7 8.8
(400 nm)

[13]

Pt/TiO2 0.08 1-propanol 500 W Xe ∼12 [14]

Pt/TiO2 0.02 Oxalic acid 250 W Hg 56 [15]
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denoted as follows: (i) inorganic sacrificial reagent systems; (ii) organic sacrificial
reagent system; (iii) pure water splitting system; (iv) biomimetic Z-scheme water
splitting system.

The mostly studied inorganic sacrificial reagent systems contain commonly S2−/
SO3

2− sacrificial reagents or direct splitting of H2S. Take the former as example, the
reaction mechanism using S2−/SO3

2− sacrificial reagents can be described by
Eqs. 8–13.

photocatalystþ ht ! hþ þ e� ð8Þ

2e� þ 2H2O ! H2 þ 2OH� ð9Þ

SO2�
3 þ 2OH� þ 2hþ ! SO2�

4 þ 2Hþ ð10Þ

2S2� þ 2hþ ! S2�2 ð11Þ

S2�2 þ SO2�
3 ! S2O2�

3 þ S2� ð12Þ

SO2�
3 þ S2� þ 2hþ ! S2O2�

3 ð13Þ

Organic compounds, such as alcohols (methanol, ethanol, isopropanol, etc.),
organic acids (formic acid, acetic acid, etc.), and aldehydes (formaldehyde,
acetaldehyde, etc.) have also been used as electron donors for photocatalytic
hydrogen generation. Among them, methanol has been the most extensively
studied, and the corresponding hydrogen generation processes can be described by
Eqs. 14–18.

Hþ þH2O ! �OHþHþ ð14Þ

CH3OHþ � OH ! �CH2OHþH2O ð15Þ

�CH2OH ! HCHOþHþ þ e� ð16Þ

2H2Oþ 2e� ! H2 þ 2OH� ð17Þ

Overall reaction : CH3OH ! HCHOþH2 ð18Þ

As for the overall water splitting systems free of sacrificial reagents, both H2 and
O2 should form with a stoichiometric amount of 2:1. Additional characterization or
experiments should be carried out to confirm the reaction is really photocatalytic
water splitting instead of a sacrificial reaction. For example, (i) the amount of gases
evolved should be much more than the amount of photocatalyst to rule out the
possibility of some stoichiometric reactions. (ii) the structure of photocatalyst
before and after reactions should be characterized and compared. (iii) the rate of
gases evolved should be checked by using cut-off filters with different transmission
wavelength.
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3 Key Issues of Photocatalytic Water Splitting

3.1 Light Absorption and Utilization

According to the photocatalytic mechanism, one of the key issues for photocatalytic
water splitting is the light absorption and utilization. As shown in Fig. 4, the longer
the absorption edge of the photocatalyst is, the higher the theory efficiency of solar
energy conversion is. Accordingly, synthesis and development of heterogeneous
photocatalyst materials have triggered extensive interest since the Honda-Fujishima
effect finding [2], as evolves from UV only responsive to visible light or even near
IR responsive. To date, about one hundred and fifty semiconductors have been
reported for the water splitting, which are mostly metal oxides, (oxy)sulfides and
(oxy)nitrides consisting of metal cations with d0 and d10 configurations. Their
conduction bands for the d0 and d10 based photocatalysts are usually composed of d
and sp orbitals, respectively. As shown in Fig. 5, many elements beyond d0 and d10

are also employed to construct the heterogeneous photocatalyst materials, but their
functions are not the same which can be classified into four groups: (i) to construct
crystal and energy structure, (ii) to construct crystal but not energy structure, (iii) to
form impurity levels as dopants, and (iv) to be used as cocatalyst.

Table 2 shows some typical oxide photocatalyst materials consisting of d0 metal
cations (Ti4+, Zr4+, Nb5+, Ta5+ and W6+) or d10 metal cations (Ga3+, In3+, Ge4+, Sn4+

and Sb5+) for water splitting with reasonable activities. Among them,
NiO/La-NaTaO3 and NiO/Zn-Ga2O3 are highly active. The photocatalytic activity of
NiO/NaTaO3 increased remarkably with doping of lanthanide ions, and the highest
quantum yield of water splitting at the optimized conditions can reach as high as
56 %. The activity is stable for more than 400 h under irradiation of light from a
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Fig. 4 Solar energy conversion efficiency as a function of absorption wavelength of materials
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400 W high pressure mercury lamp. A much higher quantum yield (70 %) was
achieved on the NiO/Zn-Ga2O3 photocatalyst with d10 electronic configuration.

Since the UV light just occupies less than 5 % of solar spectrum, the oxide
photocatalysts have been extensively examined to extend the visible utilization by
suitable band engineering. The most popular methods for this purpose are to
introduce a new valence band or an electron donor level with orbitals of elements
other than O 2p but with the conduction band level almost kept to make the band
gap or the energy gap narrower. It normally contains cations or anions doped
oxides, (oxy)sulfides and (oxy)nitrides. The most typical examples are Ta2O5,
TaON and Ta3N5, whose energy levels are given in Fig. 6, where the visible light
utilization is increased with increasing amount of nitrogen substitution to oxygen
atoms [27]. Another way to extend visible light utilization is to prepare solid
solutions. The typical samples consist of GaN-ZnO and (AgIn)xZn2(1-x)S2, among
which the GaN-ZnO solid solution can drive overall water splitting with quantum
efficiency reaching 5.9 % at 420 nm [28].

Alternatively, the harvest of visible light is also succeeded by dye sensitization.
The typical sensitizers are transition metal complex such as Ru(bpy)3

2+ complexes,
and metal free dyes such as porphine derivatives. These sensitizers are commonly
adsorbed on TiO2 for charge transfer, among which the TPPC/TiO2/Pt system
exhibited the highest H2 evolution rate from water in the presence of EDTA as the
electron donor (TPPC: tetrakis-(4-carboxyphenyl)porphine).

Fig. 5 Elements constructing heterogeneous photocatalysts. Reproduced from Ref. [1] with
permission from the Royal Society of Chemistry
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Efforts have been also given to develop novel single-phase visible light responsive
photocatalysts free of themodification technologies. Someheterometallic oxides have
been successfully fabricated by using metal-mediated band structure engineering.
According to elements used for band gap narrow, it can be divided into d-block,
p-blockand f-blockmetal oxides.Thebandgapnarrowingofoxidesbydopingd-block
transitionmetals result from formation of a separate donor level in the forbidden band,
but the activities of the resulting doped photocatalysts are usually not high because the
doping level can also serve as a recombination center for photogenerated electrons and
holes. Different from the d-block transition metals, s-orbitals from the outer
layer-orbital configuration of the p-block metal ions are commonly employed to nar-
row thebandgap.The typical p-blockmetal ions containBi3+,Pb2+,Sn2+, In3+ andAg+

etc. The introduction of rare earth 4f orbitals can form a new energy level in the band
structure, leading to narrowed bandgaps. For example, the pyrochlore-type compound
Sm2InMO7 (M = Ta, Nb), with a 4f-d10-d0 configuration, has become a new stable
visible-light-responsive photocatalyst for H2 evolution from water [29]. In addition,
there also exist some other visible-light-responsive photocatalysts, such as phosphate
Ag3PO4 [30], TiSi2 [31], C3N4 [32] and a graphite oxide semiconductor photocatalyst
etc. [33].

3.2 Separation of Photogenerated Carriers

The basic concept of promoting the separation of photogenerated carriers is to
spatially separate the photogenerated electrons and holes in order to reduce their
recombination possibility. According to the basic processes of photocatalysis, the
photoenerated electrons and holes are first transferred from the bulk to the surface,
and which will then be transferred into the reaction centers for corresponding
reduction or oxidation reactions. Accordingly, the preferred efforts are to improve
the charge separation efficiency in the bulk semiconductor. It is general to know that

Fig. 6 Energy level structure of Ta2O5, TaON and Ta3N5 photocatalysts
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charge separation and transfer of photogenerated carriers are strongly influenced by
the crystal, surface and electronic structural features of the materials. Such pa-
rameters as crystallinity, defects, crystal structure distortion, particle size, surface
area, facets exposed and active reaction sites of the materials are commonly
important. For example, the charge separation among the {001} and {110} facets of
BiVO4 has been experimentally proven [34]. Normally, enhanced crystallinity is in
favor of charge separation, while defect sites act as recombination centers. In
addition, decrease of particle size will reduce the transfer distance of carriers and
will provide much more surface areas, but it reversely produces more surface defect
sites. Thus, a balance consideration is required for fabrication of photocatalytic
system with high efficiency. To date, a respectable research effort has been dedi-
cated to both the modification of crystal structure and morphology of the photo-
catalysts with the view to improve more efficient charge separation. This has made
great success in promoting photocatalytic activity for water splitting.

Besides the modification of crystal, surface and electronic structures of the bulk
semiconductors, deposition of cocatalysts was mostly adopted to spatially separate
the photogenerated carriers. The driving force of separating the carriers is mainly
originated from their energy level differences. Taking noble metal as an example,
since the Fermi energy level of noble metal is always lower than that of the
semiconductor photocatalyst, the photogenerated electrons will transfer from the
host photocatalyst to the noble metal cocatalyst. Meanwhile, the photogenerated
holes stay at the host photocatalyst and migrate to its surface. This results in the
efficient separation of the photogenerated electrons and holes. Subsequently, the
separately localized electrons and holes become involved in their roles as the
reducer and oxidizer, respectively, in the photocatalytic reactions. The cocatalysts
developed so far will be introduced and summarized in the next part.

The semiconductor combination is another effective method to promote photo-
generated charge separation with a formation of a heterojunction structure. The
fabrication of heterojunction structure is commonly combined by using two n-type
or p-type semiconductors, or using one n-type and one p-type semiconductor. The
most typical examples are n-CdS/n-TiO2 composite [35] and p-Cu2O/n-WO3

composite [36].. The basic processes for the charge separation are described in
Fig. 7 by taking CdS/TiO2 as an example, where electrons and holes are normally
transferred into different semiconductors because of their distinct energy levels of
conduction and valence bands.

CdS
TiO2

CB
e-

h+ h+ h+

e- e-

Fig. 7 Charge separation of CdS/TiO2 semiconductor combination system under visible light
irradiation
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The photogenerated charge separation can be also promoted by using different
phases of one semiconductor. It is indicated that a junction structure can be formed
between the anatase and rutile phases of TiO2 [37], and the migration of electrons
across a phase junction is beneficial for charge separation, thereby enhancing the
photocatalytic activity for hydrogen evolution. Similarly, the charge separation has
been promoted by fabricating α/β-Ga2O3 phase junction, causing obviously
enhanced overall water splitting performances [38].

3.3 Utilization of Photogenerated Carriers (Cocatalysts)

As the last step, the photogenerated electrons or holes reaching surface of photo-
catalyst will be finally utilized for water splitting. In most of cases, the oxidation
reaction using the photogenerated holes can happen directly on the surface of
photocatalyst, while the reduction reaction using the photogenerated electrons
commonly requires the assistance of cocatalyst. As above mentioned, another
function of cocatalyst is known to transfer electrons or holes for better charge
separation. Thus, the cocatalyst loading becomes very important for the photocat-
alytic water splitting, and to date various cocatalysts have been extensively studied
and developed.

First of all, noble metals have been widely used as the reduction cocatalyst in the
photocatalytic water splitting over many kinds of photocatalysts: oxides, (oxy)-
sulfides, and (oxy)nitrides. Up until now, the highest photocatalytic H2 evolutions
from water using visible light irradiation are from the Pt-loaded photocatalysts.
Some other metals such as Au, Rh, Ag, Ni, Ru and Pd etc. have been also reported
as efficient cocatalysts. In the case of noble metal coating, a schottky barrier will be
formed at the interface of metal and semiconductor which could serve as an efficient
electron trap preventing photogenerated electron-hole recombination. It was found
that the smaller the Schottky barrier height at the metal/semiconductor junction is,
the greater is the electron flow from semiconductor to metal, thus leading to higher
photocatalytic activity for hydrogen production. On the other hand, the synergistic
effect of two metal cocatalysts could contribute to much higher photocatalytic
activity with respect to their corresponding single metal cocatalyst.

Some transition metal oxides such as RuO2, IrO2, CoOx and NiO are also
well-known as efficient cocatalysts in water splitting. It was demonstrated that both
Ru(IV) species and bulk RuO2 exhibited less activity for overall water splitting,
whereas with RuO2 nanoclusters as cocatalyst, (Ga1-xZnx)–(N1-xOx) displayed an
improvement of H2 and O2 evolution. IrO2 has been extensively used as oxidation
cocatalyst for water oxidation. CoO or Co3O4 normally deposited is not active as
IrO2 for water oxidation, but on the oxynitrides photocatalysts, an ammonia-assisted
thermal deposition of CoOx exhibited much better promotion of water oxidation than
IrO2. NiOx has been widely used for overall water splitting on oxides. However,
activation pretreatment is generally necessary for NiO-loaded photocatalysts in order
to obtain high activities. For example, a reduction-reoxidation treatment produces a
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double-layered NiO/Ni structure on the surface of the photocatalyst. In addition,
Maeda and coworkers developed noble metal/Cr2O3 core/shell nanoparticles as a
cocatalyst for overall photocatalytic water splitting [39]. The metal core can transfer
photogenerated electrons to promote charge separation for hydrogen evolution, and
the Cr2O3 shell prevents water formation from H2 and O2 (backward reaction) on the
metal sites.

In addition to the noble metals and the transition-metal oxides, some other
compounds, such as the transition-metal sulfides and nitrides, have also been
developed as novel cocatalysts. Zong and co-workers developed MoS2 as a novel
cocatalyst for photocatalytic hydrogen evolution, even better than noble Pt [40].
Tabata et al. found that dispersion of transition metal sulfides such as NiS, FeS,
Ru2S3, Ag2S, CoS, and PdS, into the CuGa3S5 photocatalyst solution increased the
photocatalytic activity [41]. Jang et al. proved that tungsten carbide (WC) had
potential as an alternative cocatalyst for photocatalytic hydrogen production [42].
Under visible-light irradiation, the WC/CdS photocatalyst showed excellent pho-
tocatalytic activity for hydrogen production from water, comparable to that of
conventional Pt/CdS.

In recent years, molecular photocatalytic systems based on biomimetic hydro-
genase have been also studied for proton reduction to H2 [43]. It has been found
that hydrogenase, cobaloximes (Co(III) complexes) can be adsorbed into semi-
conductors for H2 evolution in the presence of triethanolamine (TEOA) as sacri-
ficial electron donor. Hydrogenase mimic [(μ-SPh-4-NH2)2Fe2(CO)6] (denoted as
[Fe2S2]) was employed as the cocatalyst for H2 evolution using semiconductor
(ZnS) as the photoharvester and ascorbic acid (H2A) as the electron donor. The
photocatalytic H2 production with more than 2600 turnover numbers (based on
[Fe2S2]) and an initial TOF of 100 h−1 were achieved. Recently, Wang and cow-
orker has achieved overall water splitting on the hybrid system [44].

The overall photocatalytic processes are composed of both oxidation and
reduction reaction, and the slower one will be the rate determining step. In most of
cases, single reduction or oxidation cocatalsyt was coated for the reduction or
oxidation reaction. However, both reduction and oxidation centers exist in the

H+

H2

SO3
2-

SO4
2-

CB

VB

CdS

e     e

h+ h+

Pt

PdS

PS I

PS II

QE:93%
Fig. 8 Schematic illustration
of dual cocatalysts modified
photocatalyst Pt-PdS/CdS for
highly efficient H2 evolution
under visible light irradiation
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natural photosynthesis with high quantum efficiency. To mimic the natural pro-
cesses, dual cocatalysts were then developed for the artificial photocatalytic water
splitting. For example, when both Pt (reduction cocatalyst) and PdS (oxidation
cocatalyst) were coloaded on the surface of CdS, the three component system
Pt-PdS/CdS exhibits a high quantum efficiency of 93 % for H2 production at
420 nm [45]. Figure 8 illustrates the tremendous effect of coloading oxidation and
reduction cocatalysts on the exceptionally high QE.

4 Summary and Outlook

Significant advances have been made in photocatalytic water splitting, and the most
efforts have been development of suitable semiconductor materials in the last
century. To address the limited utilization of metal oxides to solar spectrum, various
strategies have been explored to extend utilization of visible light in the past decade.
This provides the basis for the design and assembly of highly efficient photocat-
alytic water splitting systems. It should be noted that although the theoretical
requirement of the band gap for the photocatalytic one-step water splitting reaction
is 1.23 eV, the actual band gap of the photocatalyst should be much larger than
1.8 eV because of the existence of band bending and surface overpotential. Figure 4
shows the calculated solar energy conversion efficiency as a function of wavelength
for overall water splitting using photocatalysts with different quantum efficiencies.
It was proposed that the solar energy conversion efficiency should reach at least
10 % for commercial application. Towards this target, one material with a 600 nm
absorption edge and quantum efficiency of over 60 % is desirable. However, it still
remains challenging to achieve overall water splitting with the 600 nm class
materials, even though the overall water splitting on the materials with absorption
edge of ca. 500 nm is feasible. Thus, more efforts should be given to understanding
of the key issues related to charge separation and catalytic conversion. Novel
cocatalysts as well as deposition methods are expected for promotion of conversion
efficiency.

Photocatalytic water splitting for hydrogen production is a multidisciplinary
topic, and it involves basic scientific principles from fields such as biological
photosynthesis, photovoltaic cells and photoelectrocatalysis, etc. It is also of vital
importance to understand the photocatalytic processes with the assistance of
advanced techniques, such as theoretical calculation, ultrafast spectroscopy and
in situ characterizations. Novel strategies and concepts similar to the cocatalyst and
“junction” should be developed to aid the design and fabrication of highly efficient
photocatalytic systems. In summary, research on visible light driven photocatalytic
water splitting is a long standing challenge which needs scientists to persevere with
patience and courage and to strive without relaxation.

314 F. Zhang and C. Li



References

1. Kudo A, Miseki Y (2009) Heterogeneous photocatalyst materials for water splitting. Chem
Soc Rev 38:253–278

2. Fujishima A, Honda K (1972) Electrochemical photolysis of water at a semiconductor
electrode. Nature 238:37

3. Yan H, Yang J, Ma G, Wu G, Zong X, Lei Z, Shi J, Li C (2009) Visible-light-driven hydrogen
production with extremely high quantum efficiency on Pt-PdS/CdS photocatalyst. J Catal
266:165

4. Ma G, Yan H, Shi J, Zong X, Lei Z, Li C (2008) Direct splitting of H2S into H2and S on
CdS-based photocatalyst under visible light irradiation. J Catal 260:134

5. Zong X, Yan H, Wu G, Ma G, Wen F, Wang L, Li C (2008) Enhancement of photocatalytic
H2 evolution on CdS by loading MoS2 as cocatalyst under visible light irradiation. J Am Chem
Soc 130:7176

6. Yang Y, Chen QY, Yin ZL, Li J (2009) Study on the photocatalytic activity of K2La2Ti3O10

doped with zinc(Zn). Appl Surf Sci 255:8419
7. Fujihara K, Ohno T, Matsumura M (1998) Splitting of water by electrochemical combination

of two photocatalytic reactions on TiO2 particles. J Chem Soc, Faraday Trans 94:3705
8. He CH, Yang OB (2003) Hydrogen evolution by photocatalytic decomposition of water under

UV irradiation over K[Bi3PbTi5O16] perovskite: effect of cerium species. Ind Eng Chem Res
42:419

9. Kato H, Hori M, Konta R, Shimodaira Y, Kudo A (2004) Construction of Z-scheme type
heterogeneous photocatalysis systems for water splitting into H2 and O2 under visible light
irradiation. Chem Lett 33:1348

10. Lee SG, Lee S, Lee HI (2001) Photocatalytic production of hydrogen from aqueous solution
containing CN− as a hole scavenger. Appl Catal A 207:173

11. Wei Y, Li J, Huang Y, Huang M, Lin J, Wu J (2009) Photocatalytic water splitting with
in-doped H2LaNb2O7 composite oxide semiconductors. Sol Energy Mater Sol Cells 93:1176

12. Liu M, You W, Lei Z, Zhou G, Yang J, Wu G, Ma G, Luan G, Takata T, Hara M, Domen K,
Li C (2004) Water reduction and oxidation on Pt–Ru/Y2Ta2O5N2 catalyst under visible light
irradiation. Chem Commun 19:2192

13. Choi J, Ryu SY, Balcerski W, Lee TK, Hoffmann MR (2008) Photocatalytic production of
hydrogen on Ni/NiO/KNbO3/CdS nanocomposites using visible light. J Mater Chem 18:2371

14. Patsoura A, Kondarides DI, Verykios XE (2007) Photocatalytic degradation of organic
pollutants with simultaneous production of hydrogen. Catal Today 124:94

15. Li YX, Lu GX, Li SB (2003) Photocatalytic production of hydrogen in single component and
mixture systems of electron donors and monitoring adsorption of donors by in situ infrared
spectroscopy. Chemosphere 52:843

16. Yamaguti K, Sato S (1985) Photolysis of water over metallized powdered titanium dioxide.
J Chem Soc, Faraday Trans 81:1237

17. Sayama K, Arakawa H (1997) Effect of carbonate salt addition on the photocatalytic
decomposition of liquid water over Pt–TiO2 catalyst, J Chem Soc, Faraday Trans 93:1647

18. Domen K, Naito S, Soma S, Onishi M, Tamaru K (1980) Photocatalytic decomposition of
water vapour on an NiO-SrTiO3 Catalyst J Chem Soc, Chem Commun 543

19. Takata T, Furumi Y, Shinohara K, Tanaka A, Hara M, Kondo JN, Domen K (1997)
Photocatalytic decomposition of water on spontaneously hydrated layered perovskites. Chem
Mater 9:1063

20. Reddy VR, Hwang DW, Lee JS (2003) Effect of Zr substitution for Ti in KLaTiO4 for
photocatalytic water splitting. Catal Lett 90:39

21. Abe R, Higashi M, Sayama K, Abe Y, Sugihara H (2006) Photocatalytic activity of R3MO7

and R2Ti2O7 (R = Y, Gd, La; M = Nb, Ta) for Water Splitting into H2 and O2. J Phys Chem B
110:2219

Semiconductor-Based Photocatalytic Water Splitting 315



22. Domen K, Kudo A, Tanaka A, Onishi T (1990) Overall photodecomposition of water on a
layered niobiate catalyst. Catal Today 8:77

23. Miseki Y, Kato H, Kudo A (2006) Water splitting into H2 and O2 over Ba5Nb4O15

photocatalysts with layered perovskite structure prepared by polymerizable complex method.
Chem Lett 35:1052

24. Kurihara T, Okutomi H, Miseki Y, Kato H, Kudo A (2006) Highly efficient water splitting
over K3Ta3B2O12 photocatalyst without loading cocatalyst. Chem Lett 35:274–275

25. Kato H, Asakura K, Kudo A (2003) Highly efficient water splitting into H2 and O2 over
lanthanum-doped NaTaO3 Photocatalysts with high crystallinity and surface nanostructure.
J Am Chem Soc 125:3082–3089

26. Yoshino M, Kakihana M, Cho WS, Kato H, Kudo A (2002) Polymerizable complex synthesis
of pure Sr2NbxTa2-xO7 solid solutions with high photocatalytic activities for water
decomposition into H2 and O2. Chem Mater 14:3369–3376

27. Maeda K, Domen K (2007) New non-oxide photocatalysts designed for overall water splitting
under visible light. J Phys Chem C 111:7851–7861

28. Maeda K, Teramura K, Domen K (2008) Effect of post-calcination on photocatalytic activity
of (Ga1-xZnx)(N1-xOx) solid solution for overall water splitting under visible light. J Catal
254:198–204

29. Tang XD, Ye HQ, Liu H, Ma CX, Zhao Z (2009) A novel visible-light-driven photocatalyst
Sm2InNbO7 for H2 or O2 evolution. Chem Phys Lett 484:48–53

30. Yi Z, Ye J, Kikugawa N, Kako T, Ouyang S, Stuart-Williams H, Yang H, Cao J, Luo W, Li Z,
Liu Y, Withers RL (2010) An orthophosphate semiconductor with photooxidation properties
under visible-light irradiation. Nat Mater 9:559–564

31. Ritterskamp P, Kuklya A, Wu¨stkamp MA, Kerpen K, Weidenthaler C, Demuth A (2007) A
titanium disilicide derived semiconducting catalyst for water splitting under solar radiation—
reversible storage of oxygen and hydrogen. Angew Chem Int Ed 46:7770–7774

32. Wang X, Maeda K, Thomas A, Takanabe K, Xin G, Carlsson JM, Domen K, Antonietti M
(2008) A metal-free polymeric photocatalyst for hydrogen production from water under visible
light. Nat Mater 8:76–80

33. Yeh TF, Syu JM, Cheng C, Chang TH, Teng H (2010) Graphite oxide as a photocatalyst for
hydrogen production from water. Adv Funct Mater 20:2255–2262

34. Li R, Zhang F, Wang D, Yang J, Li M, Zhu J, Zhou X, Han H, Li C (2013) Spatial separation
of photogenerated electrons and holes among 010 and 110 crystal facets of BiVO4. Nat
Commun 4:1432

35. Zhang F, Yamakata A, Maeda K, Moriya Y, Takata T, Kubota J, Teshima K, Oishi S,
Domen K (2012) Cobalt-modified porous single-crystalline LaTiO2N for highly efficient water
oxidation under visible light. J Am Chem Soc 134:8348–8351

36. Baker DR, Kamat PV (2009) Photosensitization of TiO2 nanostructures with CdS quantum
dots: particulate versus tubular support architectures. Adv Funct Mater 19:805–811

37. Hu CC, Nian JN (2008) Electrodeposited p-type Cu2O as photocatalyst for H2 evolution from
water reduction in the presence of WO3. Sol Energy Mater Sol Cells 92:1071–1076

38. Zhang J, Xu Q (2008) Importance of the relationship between surface phases and
photocatalytic activity of TiO2. Angew Chem Int Ed 120:1766–1769

39. Wang X, Xu Q (2012) Photocatalytic overall water splitting promoted by an α–β phase
junction on Ga2O3. Angew Chem Int Ed 51:13089–13902

40. Maeda K, Teramura K (2006) Noble-metal/Cr2O3 core/shell nanoparticles as a cocatalyst for
photocatalytic overall water splitting. Angew Chem Int Ed 45:7806–7809

41. Zong X, Yan H (2008) Enhancement of photocatalytic H2 evolution on CdS by loading MoS2
as cocatalystunder visible light irradiation. J Am Chem Soc 130:7176–7177

42. Tabata M, Maeda K (2010) Photocatalytic hydrogen evolution from water using copper
gallium sulfide under visible-light irradiation. J Phys Chem C 114:11215–11220

43. Jang JS, Ham DJ (2008) Role of platinum-like tungsten carbide as cocatalyst of CdS
photocatalyst for hydrogen production under visible light irradiation. Appl Catal A 346:
149–154

316 F. Zhang and C. Li



44. Wen F, Li C (2013) Hybrid artificial photosynthetic systems comprising semiconductors as
light harvesters and biomimetic complexes as molecular cocatalysts. Acc Chem Res 46:
2355–2364

45. Wang W, Chen J (2014) Achieving solar overall water splitting with hybrid photosystems of
photosystem II and artificial photocatalysts. Nat Commun 5:4647

46. Yan H, Yang J (2009) Visible-light-driven hydrogen production with extremely high quantum
efficiency on Pt-PdS/CdSphotocatalyst. J Catal 266:165–168

Semiconductor-Based Photocatalytic Water Splitting 317



Photoelectrochemical Approach Using
Photocatalysts

Jingying Shi and Can Li

Abstract Photoelectrode is the most crucial part of a photoelectrochemical
(PEC) device for chemical conversion of solar energy. To use particulate photo-
catalysts for PEC approach, the photocatalysts should be deposited onto the con-
ductive substrate to prepare photoelectrodes. In this chapter, physical and chemical
routes for the fabrication of photoelectrodes from photocatalysts are introduced and
the PEC performances for water splitting are discussed.

1 Introduction

1.1 Role of Photoelectrode

The photoelectrochemical (PEC) approach for ‘artificial photosynthesis’ is based on
a cell which consists of two electrodes immersed in an aqueous electrolyte, the anode
and the cathode and at least one of them is photoactive under irradiation [1–3].

In general, there are three options used for the arrangement of photo-electrodes
(photo-anode or photo-cathode which is sensitive to the incident light) in the
assembly of PEC cells [4–9]: photo-anode made of n-type semiconductor and
cathode made of metal; photo-cathode made of p-type semiconductor and anode
made of metal; photo-anode made of n-type semiconductor and photo-cathode made
of p-type semiconductor. Setting the first option as example, water photo-electrolysis
using a PEC cell involves several processes within photoelectrodes and at the
photoelectrode/electrolyte interface, including: (1) light-induced intrinsic ionization
of the semiconducting material (the photoanode), resulting in the formation of
electronic charge carriers (quasi-free electrons and holes); (2) oxidation of water at
the photoanode by holes to produce oxygen gas (2H2O + 4 h+ → O2 + 4H+);
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(3) transport of H+ ions from the photoanode to the cathode through the electrolyte
and transport of electrons from photoanode to the cathode through the external
circuit; (4) reduction of H+ ions at the cathode by electrons to generate hydrogen gas
(2H+ + 2e− → H2). Accordingly, the overall water splitting (2H2O → 2H2 + O2)
continuously takes place under illumination of photoanode. From this working
principle, it can be clearly seen that the photoelectrode is the most crucial part to a
PEC cell, which directly decides the energy conversion efficiency of the whole PEC
cell.

1.2 Electrical Resistance

Besides the intrinsic photo-physical and photo-chemical properties of semicon-
ductor catalyst itself, electrical resistance is another importance factor, sometimes
even a fateful factor to determine the photo-current output of a PEC cell, which is
similar to that in electrochemistry. The major sources of energy losses derive from
the ohmic resistances of the external and internal circuits of the PEC cells including
electrodes, electrolytes, electrical leads (wires), electrical connections (contacts) as
well as measuring and control equipment. In order to achieve the maximum con-
version efficiency, the electrical resistance of all of these items must be minimized.

(1) Electrodes

The electrical resistance of the semiconducting photoanode is several orders of
magnitude larger than that of the metallic cathode. The electrical conductivity of the
photoanode, which is determined by the concentration of the charge carriers and
their mobilities, is described in Eq. (4):

r ¼ enln þ eplp þ Zieili ð4Þ

where n is the concentration of electrons, p the concentration of holes, i the con-
centration of ions, μn the mobility of electrons, μp the mobility of holes, μi the
mobility of ion, Zi charge number of ion.

At room temperature, the ionic component of the electrical conductivity may be
ignored. The mobility terms do not change with concentration when interactions
between the charge carriers are absent. However, at higher concentrations, these
interactions result in a decrease in the mobilities. Therefore, the maximal σ is a
compromise between the effect of increasing the concentrations while decreasing
the mobilities. The optimal value of σ may be achieved through the imposition of a
defect disorder that is optimal for conduction [10]. The defect disorder and elec-
trical properties may be modified through the incorporation of aliovalent cations
(forming donors and acceptors) and the imposition of controlled oxygen partial
pressure during processing. Again, these required electrical properties may be
achieved through in situ monitoring of the electrical conductivity, thermo-electric
power, and work function during processing [10, 11].
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(2) Electrical leads

Electrical leads usually are made of metal wires with resistances substantially
lower than those of the photo-electrode and the electrolyte [3]. In this sense,
selection of the wire is of secondary importance. Especially for the photoelectrode
fabricated with single crystal semiconductors or powder photocatalysts, ohmic
contact between the material and the connected conductive wire should be well
build.

(3) Electrical connections

Connections, such as those between wires and those between wires and elec-
trodes, may be sources of high resistance due to (i) contact potential difference,
which develops between solids of different work function, and (ii) local corrosion
resulting in the formation high-resistance scales. Therefore, it is desirable to min-
imize or, preferably, eliminate the number of inter wire connections. Also, the
engineering of other types of connections, those between the leads and the other
circuit elements, is of considerable importance.

1.3 Materials for Photoelectrode

Inorganic semiconductors are the most used materials for photoelectrodes and are
selected as examples for discussion in this section.

1.3.1 Single Crystal Semiconductors

Single crystal semiconductors are used to fabricate photoelectrode in the early PEC
studies. Rutile TiO2 is the first and most investigated single crystal photoanode for
PEC water splitting [1]. To increase the conductivity of crystal, the TiO2 wafer was
partly reduced at a high temperature as 700 °C in a hydrogen/argon mixture before
use. In nonstoichiometric TiO2−x, the higher x, the lower the resistance is [10, 11].
It would be expected that the resistance of the photo-anode during performance of a
PEC in contact with oxygen would increase due to oxidation. Therefore, the
electrical resistance of PEC’s must be regenerated after oxidation by postreduction
in a hydrogen/argon mixture. SrTiO3 is another extensively investigated single
crystal photoelectrode with wide band gap [12, 13]. Likewise, the single crystal
wafer of SrTiO3 was treated at a higher temperature (>1000 °C) with H2 beforehand
to improve its semiconductivity. Indium or gallium-indium eutectic is coated onto
one side of surface to ensure ohmic contact and a copper leads wire usually is
attached to this contact using conducting silver paste to complete conductive
connection.

However, the application of single crystal photoelectrodes is very limited,
mostly due to limited surface area and limited reaction sites as well as the
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complicated processing technic in the preparation of single crystal material and
limited in variety. High resistance of bulk crystal greatly inhibited their PEC per-
formance. Regardless of high cost of single crystal itself, elaborate formalities in
electrical leads and connections make it inconvenient to fabricate a photoelctrode
with an acceptable quality in electrical contact. Being lack of practical value, single
crystal materials are seldom to be used as photoelectrode now.

1.3.2 Photovoltaic Materials

Since similar processes including light-induced charge carriers generating, separa-
tion and transportation are mainly involved in semiconductor photovoltaic cells for
electricity generation, photovoltaic materials or even photovoltaic cells themselves
can be used to fabricate photoelectrodes for highly efficient PEC water splitting
owing to their excellent light harvesting and charge carriers transportation proper-
ties. A very efficient photoelectrolysis cell that utilizes a direct semiconductor/
liquid electrolyte junction is the 12.4 % solar water splitting configuration based on a
p-GaInP2 photocathode connected in series to a p-n GaAs junction photovoltaic
layer, reported by Khaselev and Turner [14]. It also produced to the artificial leaf, a
triple junction amorphous silicon cell, capable of photoelectrolysing water with a
solar energy efficiency of up to 4.7 % [15, 16]. But the performance cannot be
sustained because the photoelectrode materials are not stable under operating con-
ditions and undergo photocorrosion. Similar stability problems also exist for most
other visible light absorbing II–VI, III–V, and group 14 element semiconductors.
Moreover, complicated preparation technology and high cost are limiting factors for
practical application. Detailed reviews on the photoelectrodes derived from photo-
voltaic materials have recently published [17].

1.3.3 Polycrystalline Ceramic Semiconductors (Photocatalysts)

Concerning the mechanisms of the reactions, the principle of photocatalytic water
decomposition is similar to that of PEC water decomposition [18, 19]. The essential
difference between the two consists of the location of the sites of oxidation and
reduction half reactions. In the PEC process, these reactions take place at the
photoanode and cathode, respectively. In the photocatalytic process, both oxidation
and reduction occur on the surface of the photocatalyst, which exhibits the func-
tions of both anode and cathode. It can be clearly seen that photocatalyst is able to
play the role of photoelectrode so as to be good candidate materials for fabrication
of photoelectrodes.

The photocatalytic effects of suspended semiconductor particles were firstly
demonstrated by Bard in 1979 [20]. Since then, a large number of powder pho-
tocatalysts have been developed. Most of them show a polycrystalline phase and are
more cost-effective than the as mentioned single crystal and photovoltaic materials.
And facile synthesis methods make them more viable for application in large scale.
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Accordingly, photoelectrodes fabricated from photocatalyst are more promising for
commercialization. In this section, starting from photocatalysts directly or indi-
rectly, the fabrication methods for typical semiconductor photoelectrodes with
aggregated particles or porous morphology for water splitting are summarized. The
representative visible-light-response photocatalysts of semiconductor including
BiVO4, WO3, α-Fe2O3 and some nitrides/oxynitrides developed in recent years are
demonstrated as the model materials for discussion.

2 Physical Routes for Fabrication of Photoelectrodes
Using Photocatalysts

In physical routes, the powder photocatalyst with polycrystalline phase is directly
used as the starting material for photoelctrode. In other words, the powder photo-
catalysts should be synthesized in advance before fabrication of phtoelectrodes.

2.1 Powder Spreading

With the powder spreading method, generally the slurry of photocatalyst particles in
mixed solution containing organic solvent and water was spread or pasted onto the
substrate following annealing at high temperatures to remove the residual solvent as
well as improve adhesion [21]. This method is very simple and easy to be operated.

In 2008, Long et al. prepared BiVO4 electrodes by this method, in which a
suspension of the BiVO4 powders in absolute ethanol was spread onto the ITO
(indium tin oxide) glass substrate, and then was sintered at 400 °C in air [22].
However, the IPCE of the BiVO4 electrode was very low and less than 2 % at
420 nm (even under a very high potential of 1.6 VRHE). The low IPCE may be
related to not only the poor contact between the particles, but also bad crystallinity
of the BiVO4 caused by a low calcining temperature. The powder spreading method
was improved by using fine BiVO4 powders in 2010 [23]. Unfortunately, the IPCE
was still low, about 12 % at 440 nm and a very high potential of 2.1 VRHE, possibly
due to the poor contact and low carrier concentration.

The powder spreading method was also used to prepare TaON particulated
photoelectrodes. TaON powder (1 g) was suspended into pure water (5 mL) by
stirring. The resultant colloidal solution of TaON was then spin-coated at 2000 rpm
onto flurione-doped tin-oxide (FTO) glass substrate [24]. To avoid oxidation at the
TaON surface at elevated temperatures, the substrates were treated with an ethanol
solution of 50 mM KOH in advance by a spin coater at 1000 rpm to get strong
adhesion between TaON and FTO under low-temperature annealing. The
TaON-coated glass was then dried in air and heated at 150 °C for 15 min with an
electric furnace. The above TaON coating was repeated twice, and finally the TaON
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film was heated at 150 °C for 30 min. The values of IPCE for the as-fabricated
photoelectrode in 0.1 M HClO4 aqueous solution at 0.7 V versus Ag/AgCl are not
more than 0.8 % even in the presence of I− anions as electron donor.

Thus, although this fabrication method is very easy and cheap, the poor contacts
between the particles and between the particles and substrate that makes it very
limited in practical application.

2.2 Doctor Blade Technique

The doctor blading technique is the most commonly adopted method for the
preparation of thin films fixed on conducting glass substrates [25]. The particle
precursors are mixed with organic additives and a small amount of water to form a
paste by grinding in mortar, followed by scraping the paste onto a substrate.
A controllable thickness of film can be obtained; although the reproducibility is
good, the precision of film thickness is in the micron range.

To fabricate WO3 photoanodes for PEC cell system, Hong et al. firstly syn-
thesized WO3 nanocrystals using a hydrothermal process followed by a calcination
[26]. The obtained WO3 nanocrystals were then thoroughly mixed with poly-
ethylene glycol (PEG, Mw 20,000) as a binder and cast on FTO coated glass
substrates by the doctor blade method. The coated film was dried at room tem-
perature and calcined in air to combust the binder before PEC tests. The pho-
tocurrent onset potential appeared at approximately 0.45 V (vs. NHE) with the
maximum photocurrent of approximately 0.6 mA/cm2 was achieved.

A porous (Ga1-xZnx)(N1-xOx) electrode was also prepared by pasting a viscous
slurry onto conducting glass through doctor blading [27]. A mixture of 0.1 g of the
as-prepared (Ga1-xZnx)(N1-xOx) powder, 10 μL of acetylacetone (Kanto
Chemicals), 10 μL of TritonX (Aldrich, USA), and 200 μL of distilled water was
ground in an agate mortar for preparation of the viscous slurry. Subsequently, the
slurry was pasted on FTO glass slides following by calcinations in air at 623 K for
1 h. Regardless of the excellent photocatalytic performance for the particulate
(Ga1-xZnx)(N1-xOx) [28], the photoelectrode prepared by this method show a very
low photocurrent as about 10 μA/cm2 at 0.6 V versus Ag/AgCl reference electrode
in 0.1 M Na2SO4 aqueous solution (pH 4.5) [27]. LaTiO2N is another oxynitride
photocatalyst which has been reported to show photocatalytic hydrogen and oxygen
evolution activities in half reactions using sacrificial reagents [29, 30]. A slurry
containing 0.1 g of LaTiO2N powder, distilled water, acetylacetone, and triton
X-100 was pasted carefully by a glass rod onto a FTO transparent glass substrate,
which was then heated in nitrogen or air at 573–773 K for an hour [31]. However,
the obtained photocurrent density is less than 10 μA/cm2 at 0.8 V versus Ag/AgCl
reference electrode in 0.1 M Na2SO4 aqueous solution (pH 4.5). Even suffering
TiCl4 post-treatment, the obtained photocurrent is not more than 40 μA/cm2.

TaON and Ta3N5 thin films have been achieved through this doctor blading
technique [32, 33]. To achieve more contact between particles, Maeda et al.
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prepared nanoparticular Ta3N5 for photoelectrode fabrication. Unfortunately, the
obtained photocurrent is still very low, which only reaches 0.03 mA/cm2 in Na2SO4

electrolyte at 0.8 V versus Ag/AgCl. The reason can be attributed to the serious
aggregation of nano-particles and the limitations of the fabrication route itself. The
biggest shortcoming of the doctor blading technique is the introduction of a large
amount of high-boiling organic species, which can only be eliminated through high
temperature calcinations. Unfortunately, high temperature treatment basically leads
to disastrous damage to the final properties of the TaON and Ta3N5, stemming from
their irreversible oxidation or decomposition of surface or bulk during the high
temperature process, even under an inert atmosphere.

2.3 Electrophoresis Deposition

Electrophoretic deposition (EPD) is an alternative method for the deposition of
nanoparticles films on conducting glass substrates, which may introduce fewer
organic species [34]. The film thickness can be controlled in the submicron range,
and the low boiling solvent can easily be removed by evaporation at low temper-
atures, thereby avoiding the high temperature calcinations. Meanwhile, EPD is also
applicable to nonplanar and even complex multi-dimensional substrates, and
enables facile deposition of particles on a variety of substrates [35].

TaON and Ta3N5 thin films spread on FTO conducting glass supports have been
achieved by EPD with good reproducibility [36]. During the PEC water splitting
process, Ta3N5 and TaON photoelectrodes have exhibited poor efficiencies (max-
imum IPCE 5.3 % at 450 nm, 0.5 V vs. Pt in 1 M KOH) [21] and terribly
discouraging photochemical stabilities (persisting for only several minutes) until
Abe and coworkers made a substantial contribution to the highly efficient Ta3N5

(ca. 31 % at 500 nm, 1.15 VRHE) and TaON (ca. 76 % at 400 nm, 1.15 VRHE)
photoelectrodes by using the EPD method [34, 36]. They have highlighted the
importance of efficient contacts among the particles, because efficient electron
transport in the porous electrodes will be ensured by these bridge-like contacts [36,
37]. The rigid surfaces formed at high temperatures and the refractory character-
istics of Ta3N5 or TaON materials need high energy input to promote the sintering
and necking of Ta3N5 or TaON particles. However, owing to the temperature limit
of conducting glass substrates and the bad antioxygenic properties of Ta3N5 or
TaON, effective contacts among Ta3N5 or TaON particles cannot be successfully
formed by simple heat treatment. The isolated particles greatly block the electron
transport, which results in low PEC efficiencies. Necking treatment is therefore
indispensable for forming interconnected particles film [37, 38]. TiCl4
post-treatment for forming TiO2 joints among the TaON and LaTiO2N particles is
reported to improve evidently the photocurrent, while the post-calcination under an
inert atmosphere is crucial to avoid the oxidation of oxynitrides and to transform
TiCl4 to TiO2 [31, 32]. In this case, TiO2 bridges among isolated particles behave as
electron transfer media, which is favorable for the improvement of photocurrent,
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but the photocurrent benefits may be restricted by the hetero-junction interfaces
between TiO2 and these oxynitride particles. Ta2O5 bridges may also fail in the same
way in obtaining desirable PEC properties on TaON or Ta3N5 photoelectrodes.
Upon heat treatment under NH3 atmosphere, TaON bridges formed between TaON
or Ta3N5 particles by nitriding the amorphous Ta2O5 bridges from TaCl5, producing
a considerable increase in the photocurrent of TaON or Ta3N5 photoelectrodes. For
TaON photoelectrodes, the transformation of bridges from Ta2O5 to TaON enables
better electron transport pathways by forming more conductive TaON bridges and
interconnected single phase TaON film [37]. Compared with TaON photoanodes,
the inferior performance on Ta3N5 photoanodes may be associated with TaON
bridges, in which relatively low electron transport may occur across the
hetero-interfaces originating from the crystal structure discrepancy between TaON
and Ta3N5. Transparent conducting oxide substrates which can withstand higher
temperatures are desirable for further photocurrent improvement of Ta3N5 photo-
electrodes by the formation of Ta3N5 bridges.

Lee and coworkers have prepared PO4-doped BiVO4 photoelectrodes on FTO
glass substrate using the EPD technique [39]. However, the PEC performance of the
BiVO4 samples was also limited by the poor contact between BiVO4 particles.
Wang et al. compared the PEC activity of water oxidation over varied kind of
electrocatalysts modified BiVO4 particle photoanodes fabricated by EPD method
[40]. All the photocurrents are less than 0.3 mA/cm2 despite of a high bias (1.0 V
vs. SCE) was applied.

2.4 Particle Transfer

Recently, the particle transfer method was developed as an alternative to necking
treatment by Domen’s group [41–44]. The particle transfer process is illustrated in
Fig. 1 [41, 42]. First, a semiconducting powder is laid on a glass substrate. Then, a
thin metal layer (approximately 100–300 nm) is deposited as a contact layer by the
sputtering method. The choice of metal is considered to be crucial to establish a
favourable electrical contact between the semiconductor particles and the metal
layer. After that, continuous metal films several micrometers in thickness are
deposited by the sputtering method for adequate conductivity and mechanical
strength. The resulting metal film is transferred to another substrate by a resin, and
the primary substrate is peeled off. The excess powder is removed by ultrasoni-
cation in water. This method ensures an adequate electrical contact between the
semiconducting particles and metal layer. In addition, since the semiconductor
particles attached loosely to the electrodes are removed, a mono-particle layer
covers the metal conductor film. It should be noted that the process is applicable to
a variety of powdered semiconductors in the fabrication of photoelectrodes.

The oxynitride photocatalyst of LaTiO2N was firstly used to fabricate photelc-
trode by particle transfer method [42]. Figure 2 shows the current–potential curves
of LaTiO2N photoanodes in a 1 M aqueous Na2SO4 solution at pH = 13.5 [42]. This
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photoelectrode was prepared by the particle transfer method using Ta and Ti layers
as the contact layer and conductor layer, respectively. The surface of the pho-
toanode was modified with IrO2 as an oxygen evolution catalyst. The anodic
photocurrent was observed below 0 V versus RHE and about a photocurrent density
over 3 mA/cm2 was found at 1.23 V versus RHE. This indicates that the potential of

Fig. 1 Schematic diagram of the particle transfer (PT) method [42]. Reproduced from Ref. [42]
with permission from the Royal Society of Chemistry. a Deposition of photocatalyst particles.
b Formation of contact layer. c Formation of conductor layer. d Lift off

Fig. 2 Current–potential curve of IrO2-loaded LaTiO2N electrodes with a Ta contact layer
between the LaTiO2N particles and the Ti conductor layer: the electrolyte was a 1 M aqueous
Na2SO4 solution with pH = 13.5, adjusted by the addition of NaOH. Simulated sunlight (AM1.5D)
was turned on and off with a periodicity of 6 s. The electrode potential was swept in the positive
direction at a rate of 10 mV s−1 [42]. Reproduced from Ref. [42] with permission from the Royal
Society of Chemistry
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the conduction band minimum of LaTiO2N was more negative than the equilibrium
potential of hydrogen evolution. It is suggests that an effective photocathode can be
successfully fabricated by this method.

Using particle transfer method, other complicated semiconductor materials with
multielement have been used to prepare photoelectrode by Domen’s group [43, 44].
The copper gallium selenides (CGSe) powders prepared by solid-state-reaction
were used to fabricate photocathodes by this method and the photocurrent reaches
about 2 mA/cm2 at −0.2 V versus RHE in an alkaline electrolyte (pH 9.5) [43]. It
should be noted that a thin contact layer of Mo was employed for formation of an
ohmic contact to achieve smooth transfer of carriers between CGSe and a thick
conductor layer of Ti. The improved photocurrent density and positive-shifted onset
potential were clearly observed by surface modification of platinum nanoparticles
and (or) a CdS semiconductor layer, indicating an effective charge collection by the
substrate for the as-fabricated photoelectrode. Another example is La5Ti2CuS5O7

photocathodes fabricated from the well-crystalline particles [44]. La5Ti2CuS5O7 is
an oxysulphide p-type semiconductor that exhibits photocatalytic activity for both
water reduction and oxidation under visible light irradiation in the presence of
sacrificial reagents [45, 46]. A 2 μm thick Au layer was deposited on the sample as
a back contact layer by vacuum evaporation. The photocurrent at 0 V versus RHE
in an alkaline electrolyte was improved by about an order of magnitude compared
with lower crystallinity prepared by pulsed laser deposition, which might suggest a
lower series resistance. The photocurrent of a La5Ti2CuS5O7 photocathode was
further boosted by p-type doping, indicating an effective electric contact between
particles and substrate.

Based on these results, the particle transfer method can be regard as an effective
way to prepare photoelectrode directly from powder photocatalysts. However, the
metal materials for the construction of well ohmic contact need to be investigated
for different photocatalyst materials and the fabrication process is cost and a bit
tedious.

3 Chemical Routes for Fabrication of Photoelectrodes
Using Photocatalysts

By chemical routes, semiconductor photoelectrodes are fabricated through growing
the polycrystalline photocatalyst particles on conductive substrate in chemical
reactions. Due to the in situ growth of semiconductor particles on substrate during
chemical reaction, the connections between the particles and between the particles
and substrate will be generally improved compared with those fabricated by
physical routes. Thus, chemical methods are more often used to prepare photo-
electrodes from photocatalysts.
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3.1 Metal Organic Decomposition

Metal organic decomposition (MOD) is a easy method to synthesize BiVO4 pho-
toelectrodes, reported by various groups [47–52]. Up to date, the best performance
of a BiVO4 photoelectrode has been carried out by using metal–organic decom-
position, which eases doping during the preparation. The samples prepared by this
method possess good crystallinity and smaller grain size, though sintered under
moderate high temperature.

Typically, organometallic species containing Bi3+ and V3+ or V5+ ions are dis-
solved into a solution and the resulting solution is deposited on a conducting
substrate by spin coating or spray pyrolysis [47–53]. A commonly used Bi pre-
cursor is bismuth-2-ethylhexanote while V precursors include vanadium acety-
lacetone, vanadium (oxy)acetylacetonate or vanadium-tri-isopropoxy oxide. In
some cases, bismuth (III) nitrate or vanadium (III) chloride was used with vanadium
organometallic or bismuth organometallic species, respectively [49–52]. After these
precursor molecules are coated on a conducting substrate, a heat treatment at
moderately high temperatures (350–500 °C) is followed to decompose the organic
precursors forming crystalline BiVO4.

Among various deposition methods employed for MOD, spin coating is the most
widely used for the preparation of BiVO4 electrodes, which was first reported by
Sayama et al. in 2003 [47]. The resultant BiVO4 photoanode shows a considerably
high photocurrent close to 3 mA/cm2 in Na2SO4 (pH 6.6) aqueous solution at 1.0 V
versus Ag/AgCl with an excellent efficiency (IPCE = 29 % at 420 nm) for the
decomposition of water under visible light. Since then several studies using similar
spin coating methods have been reported where the compositions of BiVO4 were
modified to improve its photoelectrochemical properties for water oxidation. One of
the advantages of the MOD methods is the easy composition tuning, which can be
achieved by simply adding dopant ions to the precursor solution. For example, Luo
et al. reported doping BiVO4 with Mo6+ by adding molybdenyl acetylacetonate to
the precursor solution and the porous morphology of the as-prepared photoelec-
trodes were shown in Fig. 3 [49]. Similarly, Zhong et al. reported doping BiVO4

with W6+ by incorporating tungstic acid into the precursor solution [50]. Also,
surfactants have been added to the precursor solution to form micellar-inorganic
units to produce porous BiVO4 electrodes [51]. After the spin coating or spray
pyrolysis deposition, the electrodes were heat treated in air resulting in crystalline
BiVO4 electrodes. These doped BiVO4 photoanodes all show higher activity for
PEC water splitting.

3.2 Sol–Gel Route

The sol–gel route is the most common method for preparing WO3 films [25].
The W precursors were primarily prepared in the following two ways: (1) H2WO4
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was obtained by the acidification of Na2WO4 solutions using a proton exchange
resin. (2) Peroxopolytungstic acids (PPTA) was synthesized via the reaction of
tungsten metal with hydrogen peroxide.

Wang et al. prepared a nanostructured WO3 film using the sol–gel process
(1) with the addition of carbowax and triton as the surfactants [53]. The pho-
tocurrent onset potential is approximately 0.1 V (vs. Ag/AgCl). A saturated pho-
tocurrent was reached at approximately 0.8 V (vs. Ag/AgCl). The photocurrent
densities increased with increasing light intensity and temperature, and exhibited a
linear relationship with the light intensity in the saturation regime.

Santato, Ulmann and Augustynski also prepared preferentially orientated WO3

films using the sol–gel process with poly(ethylene glycol) 300 (PEG 300) as a stabi-
lizing regent [54–56]. The size of the nanoparticles and the porosity of the films can be
controlled by altering the annealing conditions and the ratio of tungsten acid to PEG
300. The sample without PEG 300 exhibited a morphology of irregular plate-like
particles with substantial porosity of 200–400 nm after annealing at 500 °C. The
samplewithPEG300had amorphologyof plate-like particles of 10–30nmat the same
annealing temperature. The maximum IPCE for a 2 mm-thick WO3 film photoanode
was approximately 75 % in a 1 M HClO4 solution without CH3OH at 1 V (vs. RHE)
under illumination (100 mW/cm2). The saturation photocurrent density reached

Fig. 3 SEM images of typical samples: a the surface of pure BiVO4 film. b The surface of
Mo-doped BiVO4 film. c A cross-section of Mo-doped BiVO4 on a FTO (F-doped tin oxide)
substrate. d RhO2 particles on the surface of a Mo-doped BiVO4 film [49]. Reproduced from Ref.
[49] with permission from the Royal Society of Chemistry
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2.4 mA/cm2 at 1.23 V (vs. RHE). Both the size and crystallinity of the WO3

nanocrystals increased with increasing annealing temperature (Fig. 4 [56]).
Yang et al. prepared mesoporous WO3 films using the sol–gel process [57–59]

and created a comparison between the photocatalytic performance of the
semi-transparent films and that of the transparent films. SEM images of the semi-
transparent film indicated a network structure consisting of interconnected
droplet-like nanoparticles with diameters of 100–300 nm. The average pore size and
crystalline diameter were 12.5 and 17 nm, respectively. The transparent film
exhibited smooth surfaces with occasional cracks, and its average pore diameter and
crystallite size were 7.3 and 30 nm, respectively. The maximum photocurrent
density of a 2.3 mm-thick semi-transparent WO3 film was approximately
2.2 mA/cm2 in a 1 M H2SO4 solution under light irradiation (100 mW/cm2).
111 The IPCE of the semi-transparent WO3 film at 410 nm was approximately
40 % in a 1.0 M H2SO4 solution at 1.0 V (vs. SCE).

3.3 Electrodeposition

Electrochemical synthesis is another simple solution-based method recently
explored for the synthesis of crystalline semiconductor particles film [60]. In typical
electrochemical synthesis methods, a working electrode and a counter electrode are
immersed into a plating solution that contains ions and molecules that will par-
ticipate in the electrochemical reactions. (A reference electrode is also added for a
three electrode system.) Upon application of an electrochemical potential, a
reduction (cathodic deposition) or oxidation reaction (anodic deposition) occurs on
the working electrode. The species produced by the oxidation and reduction
reactions trigger the deposition of desired materials on the working electrode sur-
face. Sometimes, the counter electrode or the working electrode is not inert and also
participates in the electrochemical reaction, for example, by oxidizing itself to
provide ions necessary for the formation of the desired product.

Fig. 4 SEM of WO3 films prepared by the deposition of a tungsten acid/PEG 300 colloidal
solution with annealing at 450 °C (left), at 500 °C (middle) and at 550 °C (right) for 30 min [56].
Reproduced from Ref. [56] with permission from the American Chemical Society
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BiVO4 photoelectrode is often fabricated by this method and the first electro-
chemical synthesis of BiVO4 was achieved by Myung et al. [61, 62]. In their
synthesis, anodization of a bismuth metal coated Pt electrode resulted in the gen-
eration of Bi3+ ions, which reacted with V5+-containing oxyanions in solution and
precipitated crystalline BiVO4 on the working electrode. In a more recent synthesis
by Seabold et al.,46 a plating solution containing Bi3+ and V4+ ions (i.e., VOSO4)
was used. When V4+ ions were oxidized to V5+ ions upon application of an
appropriate bias, they instantaneously reacted with Bi3+ ions and formed a film of
an amorphous Bi–V–O phase having a Bi:V ratio of 2:3. After deposition, the films
were thermally converted to crystalline BiVO4 and V2O5. The V2O5 phase was
easily removed with 1 M KOH leaving only a pure BiVO4 film. The documented
photocurrents for the as-prepared BiVO4 photoanodes present at a lower level,
generally being less than 0.5 mA/cm2 in neutral or alkaline electrolyte which may
be attributed to larger particle size (*1 μm) and compact morphology with limited
surface area [61–64].

Recently, Choi et al. reported an improved electrochemical deposition to fab-
ricate nanoporous BiVO4 photoelectrode [65]. BiOI electrodes are firstly prepared
by electrodeposition and then a dimethylsulfoxide (DMSO) solution of vanadyl
acetylacetonate [VO(acac)2] is applied onto their surface following by heating in air
at 450 °C for 2 h. The specific advantage of using BiOI is that its two-dimensional
crystal structure enables electrodeposition of extremely thin plates (ca. 20 nm) with
sufficient voids between them. These voids inhibit grain growth of BiVO4 during
the conversion precess, resulting in nanoporous BiVO4 electrodes. The top-view
and side-view SEM images show the formation of much smaller BiVO4 nanopar-
ticles (mean particle size = 76 ± 5 nm) creating a three-dimensional nanoporous
network. Photocurrent from the nanoporous BiVO4 for water oxidation in phos-
phate buffer (pH 7) under AM 1.5 G illumination exceeds 1 mA/cm2 when the
applied bias ≥1.1 V versus RHE.

3.4 Anodization

Anodization technique is well known to prepare semiconductor materials with
3-dimensional morphology such as TiO2 nanotube, nanowire, etc. In fact, this
method can also be used to prepare some photoelectrodes with porous structure as
demonstrated below [25].

A WO3 porous nanostructure was grown on tungsten coated Ti foil using an
anodization technique with a mixture of 22.5 ml H2O, 1.8 g NH4F

+ and 427.5 ml
ethylene glycol as the electrolytes at 35 V for 1 or 2 h, followed by annealing for
30 min at 350 and 500 °C, respectively [66]. SEM images indicated that nano-
porous sponge-like morphologies were formed with a diameter of 20–50 or 60 nm
for 1 and 2 h anodization, respectively. The thickness of the porous nanostructures
of the WO3 layers approached 187 and 400 nm. The W layers, which were located
between Ti substrate and WO3 layers, were approximately 200 and 1.08 mm,
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respectively, The surface corrosion of the porous nanostructures of WO3 in alkaline
electrolytes was drastically reduced by coating the WO3 surface with an ITO film
(100 nm) using a DC magnetron sputtering technique at 300 °C, and the pho-
tocurrent density of the ITO-coated samples increased to 2.08 mA/cm2 at 0.7 V (vs.
Ag/AgCl) under 30 mW/cm2. However, under the same conditions, the photocur-
rent density was approximately 0.61 mA/cm2 for samples without the ITO-coating.

To study the effect of anodization conditions on the photoelectrochemical re-
sponse of WO3 films, Tacconi et al. prepared WO3 films by anodization of tungsten
foils using various electrolyte media in a two-electrode electrochemical cell [67].
The anodization voltages were controlled in the range of 10–60 V. SEM images
indicated that a WO3 film with a nanobowl morphology, with pore diameters of 44–
85 nm and a photocurrent density of approximately 2.9 mA/cm2, was formed by the
anodization of tungsten foils in 0.3 M oxalic acid at constant voltage for 1 h. The
WO3 film grown from glycerol-H2O (25:75) in 0.3 M oxalic acid at 35 V for 1 h
had the highest photocurrent density of 2.8 mA/cm2. The photocurrent density of
the best WO3 film anodized in 0.15 M NaF at 60 V for 3 h reached 3.52 mA/cm2,
and the maximum IPCE of the nanoporous film was up to 180 % in a 0.5 M
Na2SO4 + 0.1 M HCOONa solution at 2.0 V (vs. Ag/AgCl).

Berger et al. prepared a WO3 film with a porous structure by the anodization of
tungsten foils at 40 V (vs. Ag/AgCl) in 1 M H2SO4 + 0.5 wt% NaF for 1 h [68].
SEM images indicated that a uniform porous layer was formed with a pore diameter
of approximately 70 nm, pore spacing of 80 nm and a pore wall thickness of
approximately 10–15 nm. After annealing at 500 °C, the as-anodized amorphous
WO3 was transformed into crystalline monoclinic WO3. For comparison with the
amorphous WO3, approximately 90 nm compact WO3 layers were prepared on W
in a 1 M H2SO4 fluoride-free solution at 40 V (vs. Ag/AgCl). The photoelectro-
chemical studies indicated that films of both amorphous and compact layer struc-
tures resulted in a significantly enhanced photoresponse after the annealing process.
The photocurrent efficiency of the amorphous WO3 films was much greater than
that of the compact layer films within comparable wavelengths.

Li et al. prepared nanoporous WO3 films by anodization using tungsten foils in
1 M Na2SO4 with 0.5 wt% NaF for 30 min followed annealing at 450 °C for 3 h [69].
The compact WO3 films for use as a reference were obtained by anodization in 1 M
Na2SO4 without F

- anions. SEM images indicated that nanoporous WO3 films with a
pore diameter of 70–90 nm were formed at 50 V in 1 M Na2SO4 with 0.5 wt% NaF.
The photocurrent densities of the nanoporous and compact WO3 films were
approximately 3.45 mA/cm2 and 0.73 mA/cm2, respectively, at 1.6 V (vs. Ag/AgCl)
in a 0.5 M H2SO4 solution (pH = 0) under illumination (100 mW/cm2). The max-
imum conversions of light energy to chemical energy for the annealed nanoporous
and compact WO3 films were approximately 0.91 and 0.20 %, respectively. The
maximum IPCE values for the annealed nanoporous and compact WO3 films were
approximately 92 and 19 %, respectively, obtained at a wavelength of 340 nm at
1.2 V (vs. Ag/AgCl) in a 0.5 M H2SO4 solution. The annealed nanoporous WO3 film
demonstrated the smallest arc radius in the EIS Nyquist plot, indicating that it
possessed the highest efficiency of charge separation and conductivities.
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3.5 Sputtering

Sputtering technique has been widely used in industry for preparing large area and
uniform films well connected to the substrates. The structure of the deposited film
can be easily controlled by adjusting the process parameters, and it is also quite
easy to repeat the producing process. Hence, this technique shows huge potential
for practical large-scale manufacturing of thin film materials [70]. Some metal
oxide or oxynitride photoelectrodes [70–75] had been prepared by this method for
PEC water splitting, which showed good stability and anti-corrosion properties in
electrolyte.

Marsen et al. reported the preparation of the WO3 films with thicknesses of 1.2–
1.6 mm by reactive RF magnetron sputtering from a metallic W target, in which the
sputtering was carried out in an argon/oxygen (or nitrogen for N-doped films)
atmosphere with the desired percentage of oxygen or nitrogen at low processing
temperatures (100–250 °C) [72]. The film deposition rate, thickness, grain size,
crystallinity and nanostructure morphology can be precisely controlled by adjusting
the parameters (applied sputtering power, temperature, gas percentage, time and
pressure). For a sample with a Scherrer grain size of 27 and 49 nm in the (002) and
(200) planes, the highest photocurrent density for the WO3 film was approximately
2.7 mA/cm2 at 1.6 V (vs. SCE) in 0.33 M H3PO4 aqueous solution under simulated
AM 1.5 global illumination. Using the same sputter target, they prepared another
sample with a Scherrer grain size of 13 and 35 nm in the (002) and (200) planes,
and its photocurrent density was approximately 1.5 mA/cm2 under the same con-
ditions. The maximum photocurrent density of a nitrogen-doped sample at low
dopant concentration was approximately 2.3 mA/cm2 at 1.6 V (vs. SCE).

Owing to the rigorous reaction conditions, the synthesis of Ta3N5 and TaON
photoelectrodes by nitridation of Ta2O5 are restricted to several limited techniques.
A simple procedure involves the surface oxidation of Ta foil followed by nitridation
of the as-formed Ta2O5 layer on Ta foil under NH3 flow [73]. The drawback of this
method is the poor control of the film thickness as well as the structural disconti-
nuities (cracks at the surface and gaps between the product layer and the substrate),
which develop from expansion and contraction of the Ta sheet during the oxidation
and nitridation. In an attempt to eliminate these drawbacks, radio-frequency mag-
netron sputtering technology is adopted to control precisely the composition and
thickness of a film [74]. Packed Ta3N5 film can be directly grown on the substrate
without undesirable surface cracks or gaps between the product layer and the
substrate. However, the TaON byproduct must be removed, since the structure
imperfections may behave as recombination centers for photogenerated electrons
and holes, thus lowering the PEC performance. In addition, there are reports on
atomic layer deposition for the direct generation of Ta3N5 or TaON films, and
pulsed laser deposition for the growth of Ta2O5 film followed by thermal nitridation
under ammonia to produce Ta3N5 and TaON films [75, 76].

However, the films prepared by sputtering technique generally present
mirror-like surface as well as compact structure that result in high reflectivity and
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small contact surface area with electrolyte, which make their PEC water splitting
performances greatly limited. To overcome this shortcoming, Wang et al. reported a
two-step method to obtain porous WO3 photoanodes by magnetron co-sputtering
followed chemical etching to remove the impurity phase [70]. Some extra metals
(M = Cu, Zn or Al) were sputtered together with tungsten to produce the mixed
W-M-O compounds thin films on FTO glass substrates. After soaking in acid
solution of HCl, H2SO4 or HNO3 for etching at room temperature, these extra metal
oxides disappeared due to dissolution in acidic media while a porous plate-like
WO3 phase (Fig. 5), distinct from those conventional compact WO3 thin films
prepared by a magnetron sputtering, were left behind with twice photocurrent
enhancement for PEC water oxidation (about 1.0 mA/cm2 at 1.2 V vs. SCE in
aqueous Na2SO4 solution with pH 3). This approach can be general and useful for
the fabrication of some other semiconductor photoelectrodes.

3.6 Hydrothermal Synthesis

Hydrothermal synthesis is well known as an effective method for preparing crys-
talline ceramic powders at moderate temperatures [77, 78]. In addition to the

Fig. 5 SEM images of W–Cu–O film etched in a 0.5 M HCl, b 1 M HCl, c 2 M HCl d 4 M HCl at
room temperature; scale bars: 1 μm [70]. Reproduced from Ref. [70] with permission from the
Royal Society of Chemistry
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moderate synthesis conditions, the hydrothermal synthesis provides easy control of
geometric properties such as surface morphology, surface area, and particle size,
through the appropriate selection of starting materials and simple adjustment of
synthesis conditions, i.e., temperature, time, and mixing ratio. Some porous films
typical as WO3 can also in situ grow under hydrothermal environment on the
desired substrates to fabricate photoelectrodes [79–81].

Starting from tungsten sheets, Amano et al. prepared the porous plate-like WO3

films on metal tungsten substrate in a dilute nitric acid solution at 100–180 °C with
subsequent calcination at 450 °C via hydrothermal reaction [79]. The optimized
thickness of the film was approximately 1.6 mm with a compact layer under the
plate-like structures, which was obtained for 1 h at 180 °C. The photocurrent onset
potential was approximately 0.2 V (vs. Ag/AgCl). The IPCE was up to 66.2 %. The
photocurrent density reached approximately 4 mA/cm2 in a 0.1 M H2SO4 solution at
1.2 V (vs. Ag/AgCl) under photoirradiation. However, the photocurrent density will
be significantly diminished if the reaction times are extended beyond the optimum
time; prolonged reaction times at a higher temperature resulted in a rapid increase in
the thickness of the compact layer, which impeded the electron transport.

The porous WO3 films can also be deposited on a common substrate as FTO by
one-step hydrothermal method. Jiao et al. selectively fabricated the plate-like,
wedge-like, and sheet-like nanostructured WO3 films on FTO glasses by a
crystal-seed-assisted hydrothermal method using Na2WO4·2H2O as a tungsten
source and Na2SO4, (NH4)2SO4, and CH3COONH4 as capping agents followed by
calcination in air at 500 °C for 30 min, as schematically shown in Fig. 6 [80]. The
morphology could be controlled by altering the crystal seeds layers. With
CH3COONH4 as a capping agent, the highest photocurrent density was approxi-
mately 0.5 mA/cm2 at 1.45 V (vs. Ag/AgCl) in a 1 M H2SO4 solution under
illumination (100 mW/cm2). The highest efficiency for the photoconversion of light
energy to chemical energy for water splitting was approximately 0.3 % at 0.65 V
(vs. Ag/AgCl).

Fig. 6 Schematic illustration
of the film fabrication process
[80]. Reproduced from Ref.
[80] with permission from the
American Chemical Society
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By applying microwave irradiation, Wang et al. synthesized the hexagonal
nanoflower WO3 particle on FTO glass substrate by using RCOO- as the structure
directing agent in the hydrothermal synthesis process [81]. It is found that the
perpendicular nano-flower arrays (*1 μm in thickness) well grow on pre-seeding
FTO, while random growth is observed on naked substrates. Without additive of
capping agent in synthesis, the WO3 film with nanoblock morphology was formed.
The PEC measurements indicated that the photocurrent density of nanoflower WO3

is almost three times that of the nanoblock one at 1.4 V versus SCE in 1 M H2SO4

aqueous solution (Fig. 7a). The incident photon-to-current efficiencies (IPCEs) of
flower-like and block-like electrodes are 29 and 4 % at the wavelength of 400 nm,
respectively, indicating that the nanoflower electrode is more effective for PEC
water oxidation than the nanoblock one (Fig. 7b).

3.7 Spray Pyrolysis

Spray pyrolysis is a convenient, fast and economical technique to prepare powders
and films. Using this method, films with desired stoichiometric ratio can be easily
deposited and film thickness can be convenient controlled [82]. Moreover, it is easy

Fig. 7 a Linear sweep voltammetric scans of WO3 photoanodes in 1 M H2SO4 under chopped
light illumination; light source: AM 1.5G; scanning rate: 20 mV s−1. b IPCE for WO3

photoelectrodes at 0.8 V applied potentials (vs. SCE) in 1 M H2SO4 [81]. Reproduced from Ref.
[81] with permission from the Royal Society of Chemistry
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to dope films with various elements by simply adding them into the spray precursor
solution. Furthermore, this method is easy to scale up for large area film preparation.

The spray pyrolysis method has been introduced to prepare pure and W-doped
BiVO4 photoelectrodes by Guo and his coworkers [82]. The BiVO4 electrode is less
than 150 nm in thickness and highly transparent to wavelengths longer than
500 nm. The IPCE of BiVO4 photoelectrodes at 420 nm and 0.9 V versus RHE is
only about 1 % in 0.5 M Na2SO4 solution, not only because the BiVO4 photo-
electrode is too thin and cannot absorb more light, but also because the doping
concentration is very low. Some ion-doped Fe2O3 photoanodes prepared by spray
pyrolysis [83, 84] also seldom achieve high photocurrent in mA scale.

BiVO4 electrodes have also been deposited using a spray pyrolysis MOD
method by Adbi et al. where Bi and V containing precursor solutions are sprayed
onto heated substrates to instantaneously evaporate the solutions and decompose
the precursor molecules [52]. After the spin coating or spray pyrolysis deposition,
the electrodes were heat treated in air resulting in crystalline BiVO4 electrodes. The
photocurrent density demonstrated at 1.0 and 1.5 V vs RHE in K2SO4 electrolyte
(pH 5.6) are about 0.25 and 1.20 mA/cm2, respectively.

3.8 Chemical Bath Deposition (CBD)

A CBD method is cheap and easy to scale up for industrial production. BiVO4

photoelectrodes have been prepared onto the FTO substrates, using the CBD
method by the present authors [85]. Bi(NO3)3·5H2O and NH4VO3 as Bi and V
sources were dissolved in different aqueous solution, and ethylenediaminete-
traacetic acid (EDTA) was added as a stabilizer. However, the IPCE of as-prepared
BiVO4 photoelectrodes is still low (ca. 5 % at 400 nm and high potential 1.6 V vs.
RHE), owing to large particle and poor contact between the particles. A BiVO4 seed
layer has been introduced in the CBD method to prepared BiVO4 photoelectrodes
on the FTO glass, thus obtaining the smaller particle size of BiVO4, because the
BiVO4 seed layer favors its nucleation [86]. However, the PEC performance is still
low, possibly due to its bad crystallinity.

In 2012, Kudo et al. reported a facile method to fabricate BiVO4 thin film
electrode with greatly improved PEC water oxidation activity based on CBD route
[87]. In their synthesis, an aqueous nitric acid solution was used as solvent to
dissolve Bi(NO3)3 and NH4VO3 sources and the resultant yellow precursor solution
was applied to FTO glass substrate for film. After dryness at room temperature, an
orange film was obtained and subsequently calcination of this film at 573–723 K in
air to give a yellow BiVO4 thin film with 300–400 nm of the thickness. Anodic
photocurrent of the BiVO4 thin film electrode depended on the concentration of a
precursor solution and calcination temperature. The increasing anodic photocurrent
with the elevating calcination temperature (I–V curves in Fig. 8) was due to the
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improvement of the denseness of the thin film, and the purity and crystallinity of
scheelite-monoclinic phase. On the other hand, as the thickness of the BiVO4 film
was increased, the anodic photocurrent became large. The BiVO4 thin film prepared
using 200–300 mmol/l of precursor solutions gave an excellent photoelectro-
chemical property. Thicknesses of these thin films were sufficient for light
absorption. Consequently, the BiVO4 thin film electrode prepared at 673–723 K
using 200–300 mmol/l of the precursor solution gave an excellent anodic pho-
tocurrent with 73 % of an IPCE at 420 nm at 1 V versus Ag∕AgCl.
Photoelectrochemical water splitting using the BiVO4 thin film proceeded with
applying an external bias smaller than 1.23 V, which is a theoretical voltage
required for electrolysis of water. The amount of H2 evolved was similar to the half
of the amount of electron passing through the outer circuit, indicating that the
photocurrent was due to water splitting.

Fig. 8 Current versus potential curves of BiVO4 thin film electrodes under visible light
irradiation. Concentration of precursor solution and calcinations temperature, A 200 mmol/l,
573 K, B 200 mmol/l, 623 K, C 20 mmol/l, 673 K, D 50 mmol/l, 673 K, E 100 mmol/l, 673 K,
F 200 mmol/l, 673 K, G 300 mmol/l, 673 K, and H 200 mmol/l, 723; calcination time, 2 h.
Electrolyte, 0.1 mmol/l of an aqueous K2SO4 solution; sweep rate, 20 mV/s; light source, 300 W
Xe-lamp with a cut-off filter (λ > 420 nm) [87]. Reproduced from Ref. [87] with permission from
the National Academy of Sciences of the United States of America
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3.9 Other Methods

Some other preparation methods such as molecular beam epitaxy (MBE), pulsed
laser deposition (PLD), atomic layer deposition (ALD) can also used to fabricate
thin film photoelectrodes although their applications in the photoelectrodes are very
limited now. More interestingly, the fabrication of nitride semiconductor materials
such as Ta3N5 often has to carry out by multi-step methods because of the difficulty
in one-step nitridization. For example, the tantalum foil was firstly anodized to give
Ta2O5 film and further reactive with NaOH in hydrothermal environment to pro-
duce perovskite NaTaO3 before it finally converted into porous cubic Ta3N5 thin
film on Ta metal substrate through nitridization [88].

4 Conclusion

For using photocataysts in PEC approach, many synthesis routes including physical
and chemical processes have been developed to fabricate photoelectrodes from
powdered photocatalysts directly and indirectly, respectively. However, most
methods are limited to prepare photoelectrodes from one or few kinds of materials.
Moreover, the energy conversion efficiencies for PEC water splitting based on the
as-fabricated photoelectrodes are much lower than their theoretical maximums
(generally less than one tenth). Thus, considerable efforts are still required for the
development of new methods and improvement of known methods.
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Solar Hydrogen Production
on Photocatalysis-Electrolysis Hybrid
System Using Redox Mediator and Porous
Oxide Photoelectrodes

Kazuhiro Sayama

Abstract Solar hydrogen production from water using semiconductor photocata-
lysts and photoelectrodes is one of the important artificial photosynthesis tech-
nologies to achieve a sustainable hydrogen society based on solar energy
conversion. It is necessary to develop new systems with practical efficiency and
significantly simpler and lower cost technologies than those that combine “photo-
voltaic generation and electrolysis”. A photocatalysis-electrolysis hybrid system is a
breakthrough system that solves almost all the disadvantages of conventional
photocatalysis reactions by replacing the photocatalysis reaction on the
hydrogen-production side of the Z-scheme reaction with electrolysis. Solar splitting
of water using porous oxide photoanodes prepared by simple wet process is also a
promising system to produce low cost hydrogen. It should be noted that main-
taining the external bias at 1.23 V or less means that the apparent electrolytic
efficiency can be 100 % or higher in the photoanode system that uses light energy as
well as in the photocatalysis-electrolysis hybrid system.

1 Introduction

The term “solar hydrogen production,” which refers to the use of photocatalysts and
photoelectrodes, is becoming popular in the area of artificial photosynthesis tech-
nology. Solar hydrogen production focuses on the production of hydrogen from
water using solar energy to achieve a clean and sustainable hydrogen society. While
the ultimate goal of research on artificial photosynthesis and solar hydrogen pro-
duction technology is to solve energy problems on a global scale, it is important to
note that solar hydrogen production technology is strongly goal-oriented. Figure 1
shows a technological map in which the vertical and horizontal axes represent the
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solar energy conversion efficiency and cost or system complexity, respectively, of
various solar energy conversion technologies. Photovoltaic generation, the use of
solar heat, and fuel production using biomass are currently suitable for practical
application. While current solar hydrogen production technologies that use pho-
tocatalysts and photoelectrodes are still far from being practically applied, it is
necessary to investigate their future potentials for practical efficiency and signifi-
cantly simpler and lower cost systems than those that combine “photovoltaic
generation and electrolysis”. The application and spread of solar hydrogen pro-
duction technology as well as the future realization of a renewable energy society
that does not depend on fossil resources are challenging and may require time.
Therefore, it is desirable to strategically conduct research with an eye to future
goals, i.e., it is necessary to determine which technology can be applied practically
in order to achieve the ultimate goal of solving the global energy problems.

For long-term research, it is extremely important to set the research scope and
design a roadmap for practical use, interim goals, and long-term prospects in
addition to clarifying the ultimate significance of the research.

We set the following two clear interim goals, as shown in Fig. 1: Reduce the cost
of generating hydrogen to lower than that obtained ① by simply combining pho-
tovoltaic generation and electrolysis, and ② from reforming fossil-fuel resources.
The two interim goals that we present are greatly dependent on the costs of pho-
tovoltaic generation and fossil resources. The cost of hydrogen production has been
calculated to be less than $0.35–0.65/Nm3 for interim goal ① and $0.30/Nm3 for
interim goal ②. In the future, to achieve these cost goals and a clean hydrogen
society using renewable energy, it is necessary to promote the early development of
innovative technology. Even for ideal technologies, it is necessary to consider the
time that is needed for realization, as there may be a number of very difficult issues
to overcome.
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2 Comparison of Various Solar Hydrogen Production
Technologies Using Semiconductors

Figure 2 shows various water decomposition technologies involving photocatalysts
and electrolysis and their potential diagram. During water decomposition using
photocatalysts, the potential of the conduction band must be more negative than the
oxidation-reduction potential of hydrogen (E°(H+/H2) = 0 V), and the valence band
potential must be more positive than the potential at which oxygen is produced
from water (E°(O2/H2O) = +1.23 V). Also, photoelectrodes use external bias (ex-
ternal power), which provides the following advantages: There are no limitations to
the levels of semiconductors used in the photoelectrodes, charge separation is
promoted, and hydrogen and oxygen can be produced separately. With the n-type
semiconductor, the potential of the necessary external bias is the difference between
the theoretical minimum potential of the conducting band and H+/H2 potential, and
the voltage can be lower than that for the ordinary electrolysis of water. On the
other hand, a short charge transfer distance and simplification also provide
advantages because the reaction is completed at each semiconductor particle in the
photocatalyst.

Currently, photocatalyst and photoelectrode systems are diverse and progressing in
a variety of forms. Photocatalyst systems can be roughly categorized as conventional
photocatalysts (single-step photoexcitation-type), double-step photoexcited photo-
catalysts using a redox mediator (Z-scheme-type), and photocatalysis-electrolysis
hybrid systems [1–4]. A redoxmediator is a substance that transfers the electron while
undergoing oxidation and reduction. The double-step photoexcitation reaction is
similar tophotosynthesis inplants and is called theZ-scheme reaction,whichdescribes
the processes in which the electrons are photoexcited twice and zigzag between the
redoxmediators. In thephotocatalysis-electrolysis hybrid system,externalbias isused,
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as shown in Fig. 2; however, because the external bias is the theoretical difference
between the oxidation-reduction potential of the redox mediator and hydrogen, the
voltage can be lower than that required for the ordinary electrolysis of water.

Photoelectrode systems are categorized as n-type semiconductors, p-type semi-
conductors, p+n-type semiconductors, and pn bonding films. The combination of n-
and p-type semiconductors can result in water decomposition without external bias.
However, when hydrogen is generated by the p-type semiconductor, a cocatalyst
with a low overvoltage, such as Pt, is required for hydrogen production over a large
area, and the development of non-precious-metal cocatalysts becomes extremely
important. Also, a hydrogen-accumulating hood is necessary for systems with large
surface areas. Currently, p-type semiconductor photoelectrodes have a higher effi-
ciency than n-type semiconductor photoelectrodes; however, they must be pro-
duced under film-forming conditions using the same materials and methods as solar
cells, which significantly increases the cost and makes it difficult to achieve
hydrogen production costs of $0.4/Nm3 or less [5]. For the n-type semiconductor
electrode, while a clear cost estimate has not been published, it can be assumed that
it would be less expensive than the p-type semiconductor photoelectrode because
the method and hydrogen accumulation are simple and precious metals are only
required at the counter-electrode.

3 Photocatalytic Water Decomposition Using a Z-Scheme
Reaction and Redox Mediator

The complete decomposition of water using ultraviolet light (i.e., the steady pro-
duction of H2 and O2 in stoichiometric proportions) has been realized using many
photocatalysts; however, it is difficult to achieve similar results using visible light.
We shifted our perspective and attempted the complete decomposition of water
using two types of photocatalysts and redox mediators by simulating the Z-scheme
reaction, i.e., double-step photoexcitation, which occurs during photosynthesis. As
a result, we succeeded in complete decomposition using the Z-scheme reaction by
combining Fe3+/Fe2+ redox, photocatalyst, and ion photoreactions using ultraviolet
light in 1997 [6]. Moreover, in 2001, we reported the first successful example of
photocatalytic water decomposition using only visible light [7]. This was achieved
using a system that comprised a Pt–SrTiO3 (Cr-doped) photocatalyst for hydrogen
production, Pt–WO3 photocatalyst for oxygen production, and IO3

−/I− as the redox
mediator. This system was interesting academically as an artificial photosynthesis
model; subsequently, other groups reported improved photocatalysts. However, the
apparent quantum efficiency (QE) was about 6 % and the solar energy conversion
efficiency (ηsun) remained at *0.1 % [8]. Particularly, as shown in Fig. 2, suitable
semiconductor materials were extremely limited because of the problem of potential
limitations of the conducting band, and it was difficult to increase the efficiency of
the photocatalyst on the hydrogen production side.
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4 Photocatalysis-Electrolysis Hybrid System [1–4]

4.1 Principles of the Photocatalysis-Electrolysis Hybrid
System

In water decomposition using a photocatalyst, there are several major hurdles that
currently prevent practical use besides the low efficiency; these include the fact that
hydrogen and oxygen are produced as detonating gas, it requires a transparent and
large hydrogen-accumulating cover without gas leaks, and a large amount of pre-
cious metal cocatalyst is necessary to enhance the hydrogen production perfor-
mance, etc. Unless these issues are resolved, practical use will be difficult even if a
high performing photocatalyst is discovered. Therefore, the authors considered a
future system that would be highly practical, and found an article regarding a pilot
plant for low-voltage electrolytic hydrogen production using Fe2+ ions that focused
on recovering energy from H2S as hydrogen rather than incinerating the H2S gas
emitted from a petrochemical plant [9]. Bubbling H2S through a pool containing
Fe3+ ions resulted in the production of sulfur and Fe2+; the sulfur is removed via
filtration. Since the redox potential (E°) of Fe3+/Fe2+ is +0.77 V, the electrolytic
voltage can be held at 1 V or less when hydrogen is produced by oxidizing Fe2+ to
Fe3+ (Fig. 2). During ordinary water electrolysis, a total of *1.6–2 V is necessary
because the overvoltage of oxygen production is large and in addition to the the-
oretical electrolytic voltage (1.23 V). The majority of the cost of hydrogen pro-
duction via general electrolysis is electricity; therefore, if a large amount of Fe2+ is
present, the hydrogen production cost can be significantly reduced via the reduction
in the electrolytic voltage.

The authors applied some of the ideas in this article to devise a “photocatalysis-
electrolysis hybrid system” that produces Fe2+ from Fe3+ while photocatalytically
producing oxygen via water oxidation, as shown in Fig. 3, and then combining it
with hydrogen-producing low-voltage electrolysis [1, 4]. During electrolysis, Fe2+

is regenerated to Fe3+ to produce hydrogen. The overall reaction equations are

Photocatalysis pool

O2 Fe2+

Fe3+ H2O

H2

Low voltage electrolysis
(1 V or less)

2H2O 4Fe3+ O2 4Fe2+ 4H+

4Fe2+ 4H+ 4Fe3+ 2H2

Photocatalysis
Electrolysis
Total 2H2O O2 2H2

External bias

Fig. 3 Photocatalysis-electrolysis hybrid system using redox mediator, Courtesy of AIST [4]

Solar Hydrogen Production on Photocatalysis-Electrolysis … 349



shown at the bottom of Fig. 3. In conventional photocatalysis, there are limitations
to the conduction- and valence-band potentials, as described earlier; however, in
this hybrid system, the potential of the semiconductor is less restricted and several
visible-light responsive materials can be used. Moreover, since hydrogen is not
produced at the surface of the photocatalyst, there is no need for a precious metal
cocatalyst and hydrogen trapping is very simple. Various ion pairs can be used as
the redox mediator. If the redox mediator has a redox potential close to 0 V (RHE),
the electrolytic voltage becomes close to 0 V and the theoretical marginal efficiency
of the photocatalyst of this redox reaction becomes equivalent to that of a con-
ventional, single-step photoexcitation photocatalyst. The reaction of the redox
mediator itself has the same function as a storage battery. As is evident, the
photocatalysis-electrolysis hybrid system is a breakthrough system that solves
almost all the issues of conventional photocatalysis reactions by replacing the
photocatalysis reaction on the hydrogen-production side of the Z-scheme reaction
with electrolysis.

Although the concept of external bias used in the photocatalysis-electrolysis
hybrid system may be difficult to understand, we would like to emphasize that it is
not mere energy loss: Most of the energy supplied by the external bias is converted
into hydrogen. When ordinary water is electrolyzed at 1.23 V, the conversion of
energy from electric power to hydrogen is 100 % efficient, i.e., the energy loss is
only of the overvoltage. Since the overvoltage of Fe3+/Fe2+ is smaller than that of
O2/H2O, the energy loss decreases. It is important to note that maintaining the
external bias at 1.23 V or lower results in a possible apparent electrolytic efficiency
of 100 % or higher using light energy.

4.2 Photocatalysis Using Redox Mediators

To achieve a photocatalysis-electrolysis hybrid system, it is particularly important
and difficult to develop a photocatalyst that undergoes high-performance redox
reactions. The present status of the development of this type of photocatalyst will be
explained.

During the iron redox reaction, the Fe3+ ion must preferentially adhere to the
photocatalyst surface and receive the electron in order for Fe3+ reduction to pro-
gress with high efficiency; therefore, the reaction activity is significantly dependent
on the condition of the Fe3+ ion. Accordingly, the authors studied the oxygen
production reaction using a variety of iron salt aqueous solutions with TiO2 powder,
which is a representative oxygen-producing photocatalyst [10]. We determined that
the oxygen production activity of the perchlorate salt was more than 10 times higher
than those of conventionally used sulfate salts. The apparent QE of the TiO2

photocatalyst at optimal conditions was 55 % (365 nm); this is the highest QE value
obtained at the ultraviolet wavelength in sunlight for the reversible redox reaction.
To achieve such a high QE using a simple photocatalyst is highly significant
considering the future potential of the reaction.
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Next, visible light-responsive WO3 photocatalysts were investigated to deter-
mine the effect of the counter-anion of the iron salt. The results showed that the
oxygen production activity was highest when the perchlorate salt was used. In an
iron perchlorate solution, the iron ion is preferentially coordinated by water rather
than the perchlorate ion; in contrast, the sulfate ion strongly coordinates to the iron
ion. This difference in the coordination behavior of water and the anion to the iron
ion is thought to affect oxygen production activity. Also, surface treatment of the
WO3 powder with aqueous solutions containing various metal salts, revealed that
the WO3 photocatalyst that was surface-treated with a cesium salt solution showed
extremely high oxygen production activity [2, 3]; the QE at 420 nm reached 31 %,
which was the highest value obtained in the visible light range. Thin layers of
cesium tungstate with different crystal configurations were produced all over the
Cs–WO3 surface. It is interesting that H2O oxidation to O2 of other redox reactions,
such as IO3

−/I− and VO2
+/VO2+, was also improved by Cs treatment. The degree of

improvement for the Fe3+/2+ reaction was much higher than those obtained in other
redox reactions. We investigated the mechanism of Cs+ treatment using photo-
electrochemical measurements on a WO3 photoelectrode. The anodic photocurrent
increased after Cs+ treatment and the cathodic current increased after Cs+ and Fe2+

treatment, suggesting that both the anodic and cathodic reactions were improved by
Cs+ treatment. The mechanism is thought to involve ion exchange sites that form on
the WO3 surface by treatment with cesium, which facilitate the adherence and
reactions of Fe3+ and H3O

+, as shown in Fig. 4. Calculation of the solar energy
conversion efficiency (ηsun) revealed that the conversion of sunlight energy into
chemical energy of the Fe2+ ion reached 0.38 %. This value surpasses the value for
switchgrass (0.2 %), a plant that serves as a potential source of biofuel. BiVO4 is
another semiconductor that can absorb longer wavelengths than WO3 thereby
enabling the use of light up to 520 nm.

Research into redox mediators other than iron ions is extremely important,
and several redox mediators have been developed recently including IO3

−/I−

(E° = +1.086 V), VO2
+/VO2+ (E° = +1.00 V), [11] and I3

−/I− (E° = +0.545 V) [12].
There is an advantage that the voltage necessary for electrolysis decreases as E°
approaches zero. Currently, however, iron is considered to be an optimal redox
mediator from the perspective of photocatalytic activity, cost, stability, and lack of
toxicity, etc.
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Fig. 4 Speculated reaction mechanism on Cs+ ion treatment

Solar Hydrogen Production on Photocatalysis-Electrolysis … 351



4.3 Evaluation of the Theoretical Limit of Solar Energy
Conversion Efficiency [4]

To elucidate the potential practical use of a photocatalysis-electrolysis hybrid
system, we estimated the theoretical limit of the solar energy conversion efficiency
(ηsun

m ). Figure 5 shows the photoabsorption wavelength threshold (Lmax, nm) of the
semiconductor and ηsun

m when the QE is assumed to be 100 % based on the solar
spectrum data for AM-1.5 total solar irradiation. For the photoabsorption rate, light
with a shorter wavelength than Lmax is assumed to have 100 % absorption (i.e.,
undergoes no loss by light reflection or permeation). As examples, the theoretical
ηsun
m limits of photocatalysis reactions when iron and an ideal redox mediator are
used at an oxidation-reduction level of 0 V are shown. Theoretically, long wave-
lengths of light up to 2700 and 1000 nm, respectively, can be used; however, it is
not realistic to set the loss (Uloss) from the reaction overvoltage to zero. To estimate
Uloss, an electrolytic voltage of 1.6 V or less (which corresponds to a Uloss of 0.37 V
or less) has been achieved using the hydrolysis method so far. During photosyn-
thesis, it is notable that the potential difference of the individual redox mediators in
various electron transfer processes is about 0.2 V. If iron and ideal redox mediators
are used with a minimum Uloss value (i.e., 0.4 V as for two electron—transfer

(b)

(c)(a)

WO3

Fe2O3

Fig. 5 Theoretically limiting solar energy conversion efficiency (ηsun
m ) for the redox reaction of

photocatalyst. In the case where the quantum efficiency and photoabsorption efficiency up to the
limiting wavelength that can be used by photocatalyst is 100 %; a Sunlight spectrum, b iron ion
redox reaction, and c Eo = 0 redox reaction, Courtesy of AIST [4]
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processes), the photocatalytic reactions can use light up to 1440 and 760 nm,
respectively, and their ηsun

m values reach maximums of 24 and 30 %, respectively.
As such, ηsun

m is much larger in theory than the actual ηsun values that have been
achieved; the experimental values are likely to increase in the future.

For current semiconductor materials, ηsun
m is about 2.4 % when the iron redox

mediator is reduced at a QE value of 100 % because all the wavelengths of light up
to 480 nm are entirely absorbed, as in the WO3 photocatalyst. If the light from 520
to 600 nm can also be harnessed for this reaction by using BiVO4 or Fe2O3, it can
be seen that ηsun

m values from 3.6 to 6.2 % could be achieved. The relationship of
Lmax and ηsun

m when QE is the variable using the iron redox mediator is shown in
Fig. 6; it is evident that an ηsun

m of 3 % can be achieved if the QE is set at about 80 %
using light up to 520 nm. The major characteristic of photocatalysis is that the
reaction is complete with one particle, which enables easy mixing and layering of
several photocatalysts. When different semiconductors are layered in the photo-
electrode, it is necessary to match the conduction and valence bands, but this does
not have to be considered in photocatalysts. This means that the performance of the
entire system can be increased by concurrently conducting research to improve the
QE of each photocatalyst for multiple semiconductor photocatalysts and then
combining them.
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Fig. 6 Quantum efficiency
(QE) of the iron ion redox
reaction of photocatalyst
(Eo = +0.77 V) and the
theoretically limiting solar
energy conversion efficiency
(ηsun

m ). In the case where the
photoabsorption efficiency up
to the limiting wavelength
that can be used by the
photocatalyst is 100 %,
Courtesy of AIST [4]
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4.4 Cost Estimation of the Photocatalysis-Electrolysis
Hybrid System

Ultimately, when assessing practical use, it is necessary to estimate the cost of the
whole system and compare it to the cost of hydrogen production. For the
photocatalysis-electrolysis hybrid system, we must determine whether hydrogen
production is possible at a lower cost than the system that combines photovoltaic
generation and water electrolysis, as in interim goal①, and whether the cost will be
$0.3/Nm3 or less, which is the interim goal ②. For the solid polymer film elec-
trolysis used in the cost estimation, the report of the Central Research Institute of
Electric Power Industry was used as a reference [13], and the DOE report was used
to determine the photocatalysis pool and land price [5].

A large-scale solid polymer hydrolysis device (32,000 Nm3/h) was chosen as the
water electrolysis device for comparison. For the electricity cost, the least expensive
power during the time period was selected and $0.08/kWh (which corresponds to the
night-time electricity rate) at 40 % operation was assumed. For the photocatalysis-
electrolysis hybrid system, iron-ion redox is used with a solar energy conversion
efficiency (ηsun) of the photocatalyst of 3 %. The other assumptions include the
following: The cost of the photocatalyst is twice that of WO3, the photocatalyst pool
is made of polyethylene, the system depreciates over 10 years, and Fe2+ is produced
during the day and electrolysis is done during the night (10 h). The results and an
example of the assumptions are shown in Fig. 7. The area of the photocatalyst pool
required for the above production of hydrogen is 3 km2. The photocatalysts pool
costs $2.7/m2, which is the same level shown in the DOE report. The additional costs
related to the photocatalysts pool (i.e., facility, pump, cost of labor, land cost,
management fee, interest, etc.) are about $0.03/Nm3. If the electrolysis voltage of the
electrolyte solution containing Fe2+ is set at 0.8 V, the cost of electric power can be
reduced by half, which significantly reduces the cost of this system versus that of
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traditional electrolysis. From the above assumption, the hydrogen production cost of
the photocatalysis-electrolysis hybrid system was estimated to be about $0.25/Nm3.
Under the same conditions, hydrogen production cost using usual large-scale
hydrolysis with power at $0.08/kWh would be about $0.41/Nm3. The above cal-
culation revealed that interim goal ① could be reached, i.e., the
photocatalysis-electrolysis hybrid system is capable of producing hydrogen at a
lower cost than a system that simply combines photovoltaic generation and water
electrolysis. Moreover, it is possible to lower the cost of hydrogen production of the
photocatalysis-electrolysis hybrid system by using alternate electric power including
photovoltaic generation. Also, the required cost of $0.30/Nm3 or less to reach
interim goal ② can be achieved depending on the conditions. This is the basic data
for the cost estimation. If the electrolyte power can be brought close to zero using an
ideal redox mediator, the hydrogen production cost will be nearly $0.14/Nm3.
Considering both the cost estimation results and the low barrier to realization (i.e.,
the high possibility of realization with time), it can be concluded that it is worth
concentrating on this system.

5 Solar Hydrogen Production Using Porous Oxide
Photoelectrodes

Solar splitting of water into H2 and O2 using a photoelectrochemical cell composed
of an n-type semiconductor photoanode and H+-reducing cathode has been widely
investigated for solar energy conversion and storage [14–16]. Some nanocrystalline
oxide semiconductor photoelectrodes with narrow band-gap energy (Eg) values [15,
17, 18], such as Fe2O3 (Eg = 2.1 eV), WO3 (Eg = 2.7 eV), and BiVO4 (Eg = 2.4 eV)
on a conductive glass substrate, are easily prepared using a wet coating process
followed by calcination under an air atmosphere. These photoelectrodes have sig-
nificant advantages for the practical production of solar hydrogen, including simple
preparation, H2 gas accumulation, and large-area production. These nanocrystalline
and porous photoelectrodes offer higher photocurrent because the small semicon-
ductor particles are covered with the electrolyte solution and the hole diffusion
length is very short, as shown in Fig. 8. Figure 9 shows the significance of n-type
photoelectrode water splitting for low-cost hydrogen production. It should be noted
that maintaining the external bias at 1.23 V or less means that the apparent elec-
trolytic efficiency can be 100 % or higher in photoelectrode systems that use light
energy as well as the photocatalysis-electrolysis hybrid system.

Augstynski et al. reported a photocurrent of *2.7 mA cm−2 (at 1.23 VRHE)
using a nanocrystalline WO3 photoelectrode [19]. Grätzel et al. reported that, in the
case of a modified Fe2O3 film photoelectrode consisting of a perpendicularly ori-
ented dendritic nanostructure [20–23], the photocurrent reached *3.2 mA/cm2 (at
1.23 VRHE) [22]. Moreover, Pt-doped Fe2O3/Pt nanorod arrays on a gold substrate
photoelectrode were developed by Park et al., and the photocurrent at 1.23 VRHE is
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very high (*7.0 mA/cm2) [24]. On the other hand, the solar energy conversion
efficiency (ηsun) value remains low; its improvement poses the greatest challenge.
Several equations have been used to calculate the value of ηsun [8, 25, 26]: The ηsun
value that results from the energy loss of the external bias in a two-electrode
system, i.e., applied-bias photon-to-current efficiency (ABPE or ηsun

ex ), is calculated
using the following equation [18]:

ABPE orgex
sunð%Þ ¼ ½Pmax=Int� � 100 ¼ ½Jopt � ð1:23�EoptÞ=Int� � 100; ð1Þ

where Pmax is the solar energy acquired by the photoelectrode (box in Fig. 10), Jopt
(mA/cm2) is the photocurrent density at Eopt, Eopt (V) is the applied voltage
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between the working and counter electrodes under optimal operating conditions; Int
(mW/cm2) is the intensity of incident solar light under A.M. 1.5, 1 sun conditions,
and 1.23 V versus reversible hydrogen electrode (RHE) is the standard electrode
potential of H2O.

To improve the ABPE, it is very important to decrease the Eopt and onset potential
and improve the I–V curve shape as well as increase the photocurrent. The applied
bias and onset potential are influenced by the conduction-band potential (ECB) values
of semiconductors. In the case of Fe2O3 photoelectrodes, it has been reported that a
large applied bias is necessary to generate high photocurrent because of the positive
ECB. Since the first report on the BiVO4 photoelectrodes in 2003 [27], effective
BiVO4 photoelectrodes have been attracting considerable attention. Figure 11 shows
the progress in the efficiencies of BiVO4 photoelectrodes and publication number.
Bi-Mixed oxide semiconductors, such as BiVO4, have often been used for both
photocatalysts and porous photoelectrodes because of their unique band structures.
The valence band mainly consists of O2p in the case of conventional simple oxide
semiconductors if the d-orbital is unoccupied, and the potential of the O2p orbital is
very positive around 3 V (vs. RHE). The required external bias of the photoelectrode
increases with increasing positive shift of the conduction band; therefore, to decrease
the band gap, it is beneficial to negatively shift the valence band potential without
positively shifting the conduction band. In the case of Bi-mixed oxide semicon-
ductors, the valence band potential undergoes a negative shift when the hybrid
orbitals of O2p andBi6s are formed because of repulsion of two orbitals (Fig. 12), and
the band gap becomes smaller than those of conventional oxide semiconductors. It is
noteworthy that the ECB of BiVO4 (−0.4 V vs. NHE, pH = 7 [28]) is higher than that
ofWO3 and similar to that of TiO2. The photocurrent of BiVO4 significantly increases
upon the addition of an under-layer coating of WO3 [28–30] or SnO2 [31, 32] on the
conducting glass. However, the photocurrent of theses BiVO4 multi-composite
photoelectrodes is still low. Lee et al. reported that the photocurrent at 1.23 VRHE of
heterojunction BiVO4/WO3 electrodes reached *1.4 mA/cm2 [28]. Moreover,
various surface-treated and modified BiVO4 photoelectrodes have been developed
[33–39]: Choi et al. reported that the photocurrent at 1.23 VRHE of FeOOH/BiVO4

photoelectrodes reached *2.3 mA/cm2 [38].
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We investigated the improvement of the photoelectrochemical properties of bare
BiVO4 photoelectrodes in a carbonate electrolyte [40] rather than the sulfate
electrolyte that is generally used. Recently, we reported on BiVO4 composite
electrodes and the effects of introducing a SnO2 intermediate layer between the
BiVO4 and WO3 layers (i.e., a BiVO4/SnO2/WO3 photoelectrode) in a carbonate
electrolyte [41, 42]. The maximum ABPE values of the single- and double-stacked
photoelectrode are 0.86 and 1.35 %, respectively. It was assumed that the excited
electron transfer is positively affected by contact with the oxide semiconductors
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with different band structures shown in Fig. 13, and that the carbonate anion
behaves as a catalyst for irreversible O2 evolution on the BiVO4 film surface.
The ABPE of the single photoelectrode increases to 1.28 % using finely porous
BiVO4 prepared via an auto-combustion method [43].

Krol et al. reported [44] that the poor carrier-separation efficiency of the BiVO4

photoanode on SnO2/FTO could be overcome by implementing a multi-step gra-
dient in the tungsten dopant concentration (Fig. 14), resulting in the formation of a
series of homo-junctions in the bulk material. A ten-step gradient-doped
Co-Pi-catalyzed W:BiVO4 photoanode generates an AM 1.5 photocurrent of
3.6 mA/cm2 (at 1.23 V RHE), representing a 60 % improvement over the same
electrode with a homogeneous W-dopant concentration. Combining this electrode
with a two-junction α-Si solar cell generates a water-splitting device with a 4.9 %
STH efficiency. Choi et al. reported [45] that a nanoporous morphology with a high
surface area effectively suppresses bulk carrier recombination without additional
doping or an underlayer resulting in an electron-hole separation yield of 0.90 at
1.23 V RHE. BiOI film was electrodeposited and heated with VO(acac)2 to form
BiVO4. The resulting FTO/BiVO4 photoanode with a FeOOH/NiOOH co-catalyst
achieved a photocurrent density of 2.73 mA/cm2 at 0.6 V RHE; the maximum
ABPE obtained was 1.72 %. Recently, Shi et al. reported [46] the advantages of
using helical WO3 nanowire structures (5.5 μm length) with BiVO4 particles for
photoelectrochemical solar water splitting. A maximum photocurrent density of
5.35 mA/cm2 was achieved at 1.23 V RHE, and the ABPE was *1.9 %. The
maximum photocurrent on BiVO4 is >6 mA/cm2, as calculated from the light
harvesting efficiency of the thick film, and the maximum ABPE and STH values are
>5 and 7 %, respectively. New methods should be developed to maximize the
ability of BiVO4 and other semiconductor materials.
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6 Development of a System for High-Throughput
Screening of Semiconductors for Photoelectrodes
and Photocatalysts

In our study of porous photoelectrodes, we have mainly adapted semiconductors
developed for photocatalysts into photoelectrodes, and we have recognized some
relationships between the photoelectrodes and photocatalysts. For example, for O2-
evolution photocatalysts with sacrificial reagents, most semiconductors, such as
BiVO4 and WO3, are adaptable into porous photoanodes for O2 evolution.
Therefore, we concluded that we should continue developing new semiconductor
materials for use as both photoelectrodes and photocatalysts. Moreover, there are
many semiconductor materials in addition to BiVO4: Some mixed oxides of Pb, Sb,
Sn, etc., in which the valence band potential is negatively shifted by the s-p hybrid
orbitals are promising candidates.

It takes many years to manually identify efficient semiconductors composed of
multiple metals; therefore, we developed a system for high-throughput screening of
new visible light-responsive semiconductors for photoelectrodes and photocatalysts
[47, 48]. The charge-separation ability was evaluated via photoelectrochemical
measurements, and an automatic semiconductor synthesis system that can be used
to prepare porous thin-film photoelectrodes of various materials was developed.
The equipment comprises an automated liquid-handling platform, electric furnace,
and robot arm to transfer the samples. This system can be used to prepare a variety
of semiconductors with high accuracy. There are two types of evaluation programs
and two kinds of libraries (Fig. 15): One program is for high-speed evaluation, i.e.,
numerous samples are printed on the same conductive glass substrate and their
photocurrents are quickly evaluated by scanning light across the substrate. Another
program enables detailed evaluation, i.e., the samples are printed on separate
substrates and evaluated individually. The libraries are evaluated photoelectro-
chemically using focused light and an X-Y stage. As an example of the utilization
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of our system, an n-type semiconductor, i.e., Fe2O3, was selected as a target
material and iron binary oxides, such as Fe–Ti, Fe–Nb, and Fe–V with various
ratios were synthesized. The Fe–Ti and Fe–Nb binary oxide systems have been
reported previously [49], and the results obtained from our system were consistent
with the previously published results; this confirms the validity of our system. In the
Fe–Sn–Ti system, the highest photocurrent was observed at an Fe/Sn/Ti ratio of
6:1:3 (Fig. 15); thus, this is a potential new visible light—responsive material. We
also screened a p-type semiconductor material containing Bi binary oxides and
found CuBi2O4 to be a new visible light-responsive p-type semiconductor [47, 50].
We developed a highly efficient and visible light-responsive photocatalyst by
combining the p-type semiconductor CuBi2O4 and n-type semiconductor WO3.
CuBi2O4/WO3 shows higher reactivity than typical TiO2-based photocatalysts for
the complete oxidation of acetaldehyde into CO2 under both solar-simulating UV
and visible light. From the photoelectrochemical measurements, it was determined
that the photocatalytic reaction mechanism could be explained by the model of the
p-n photochemical diode for reduction/oxidization improvement (i.e., the Z-scheme
mechanism) [50].

More than 20,000 semiconductor samples can be evaluated over 3 years using
our high-throughput screening system, and more than 100 special compositions of
three metal-oxide semiconductors, which generate a higher photocurrent than two
metal-oxide semiconductors, were found. Some strong patents based on real data
were applied. We believe that new highly functional semiconductors can be found
for photoelectrodes and photocatalysts using high-throughput screening systems in
the future. Recently, we investigated the co-doping effect of α-Fe2O3 powder on
photocatalytic water oxidation [51]. Pt-loaded Fe2O3 shows activity towards water

Fig. 15 The dependence of photocurrent in Fe–Sn–Ti complex oxide under visible light. Lower
right libraries of photoelectrode films prepared by the high-throughput screening system
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oxidation in an aqueous NaIO3 solution. The activity was much improved by Sr and
Ti co-doping. The optimized doping amount of Sr and Ti in the Fe2O3 photocatalyst
is almost the same as that in a Fe2O3 photoelectrode. We developed a photocatalyst
that mainly consisted of d5 metal ions for water oxidation using a reversible redox
ion for the first time.

7 Conclusion

It should be noted that maintaining an external bias of 1.23 V or less enables an
apparent electrolytic efficiency of 100 % or higher in both the photocatalysis-
electrolysis hybrid system and photoelectrode systems using light energy. The wide
introduction of renewable energy results in the need for its storage. Hydrogen
production by electrolysis is being studied as a technology to store the excess power
gained from renewable energy such as wind and photovoltaic generation at lower
costs than ordinary batteries. Depending on the location, this electrolysis device can
be combined with photocatalysts with redox reactions and photoelectrodes. Also,
combining daytime and nighttime electrolysis could increase the facility operation
rate and further reduce the cost of hydrogen production. Large-scale smoothing of
the power load over short and long cycles can be achieved. The hurdle of using the
excess power was low for the initial introductory verification, and research for full
verification of the hybrid system for such excess power electrolysis and photo-
catalysts and photoelectrodes will be the first step toward practical use.
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Part VIII
Energy Conversion Using Photosynthesis

Mechanism: Learning from Nature



Fundamentals of Photosynthesis
for Energy Storage

Z.-Y. Wang-Otomo

Abstract Photosynthesis is the most fundamentally important energy-converting
process on Earth. It converts solar energy to chemical energy and provides all the
food we eat, the fossil fuels we consume and the oxygen we breathe. The basic
concepts underlying photosynthesis have been well established and a brief intro-
duction is given in this chapter. The principles, especially those obtained from
primitive photosynthetic organisms, are considered to serve as a guide for the
development of artificial photosynthesis today.

1 Introduction

The sunlight reaching the earth’s surface every year is estimated to bring about
energy of some 2.5 × 1024 J. Only about 0.2 % is utilized by photosynthesis to
produce organic matter [1]. This is partly because the sunlight has a broad spectrum
and only the visible range of wavelength from 400 to 700 nm, called photosyn-
thetically active radiation and comprising about 40 % of the solar irradiance, can be
used by most photosynthesis. Despite the low efficiency, the amount of energy
stored by photosynthesis each year in the biosphere is still roughly four times that
of the annual consumption by humans [1].

The fossil fuels we use today are all made from ancient photosynthesis. Coal,
petroleum, and natural gas are decomposition products of plants and animals. The
energy stored in these organisms was harnessed from the solar radiation millions of
years ago. Total resources of the fossil fuel stored under the earth’s surface is
equivalent to about 60 years of net photosynthesis [2].
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2 The Energy Flow, Electron Sources and Carbon Circle

The solar energy captured through photosynthesis is stored in the form of chemical
bonds, i.e., the formation of new C–C bonds. This process is also called
carbon-fixation that converts atmospheric CO2 into organic molecules (Fig. 1). The
photosynthesizing reaction requires electrons provided from external sources. For
primitive photosynthesis, as occurred in sulfur bacteria, the electron donor is the
reduced sulfur compounds [3]:

nCO2 þ 2nH2S�!light ðCH2OÞn þ 2nSþ nH2O ð1Þ

where (CH2O)n represents a carbohydrate, typically the glucose (C6H12O6). The S
2−

in H2S loses 2 electrons to become elemental S0. This reaction has a midpoint redox
potential Em

’ of −0.23 V which is much lower than +0.64 V (BChl+ + e− ⇌ BChl,
BChl stands for bacteriochlorophyll) of the special pair (see below) in the reaction
center (RC) of purple bacteria (Fig. 2, left scheme). The green plants, algae and
cyanobacteria, which developed much later, have evolved to acquire the ability to
extract electrons from water molecules, but in essentially the same way as that of
sulfur bacteria (Fig. 2, middle scheme):

Photosynthesis
(Plants, algae,
some bacteria)

Respiration
(Most living 
organisms)

Fig. 1 A schematic diagram showing the relationship between photosynthesis and respiration.
The energy storage by photosynthesis requires external electron sources. CO2 and O2 are circulated
in the atmosphere and cells
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nCO2 þ nH2O�!light ðCH2OÞn þ nO2 ð2Þ

If we use glucose to represent the carbohydrate, the overall photosynthetic reaction
can be written as follows:

6CO2 þ 6H2O ! C6H12O6 þ 6O2 ð3Þ

The reaction (2) is actually composed of two reactions, in which the water molecule
is first split by light (photolyzed) and then the released electrons are used for
carbohydrate synthesis:

2H2O ! 4Hþ þO2 þ 4e� ð4Þ

CO2 þ 4Hþ þ 4e� ! ðCH2OÞþH2O ð5Þ

Therefore, the photosynthesis can also be viewed as a two-stage process in
which the light energy is utilized to gain electrons from H2S or H2O and these
electrons are subsequently used to build C–C bonds with CO2 as a substrate.

The photosynthesized organic compounds are consumed by animals through a
process called “respiration” (Fig. 1). It is a reverse reaction of photosynthesis that
use molecular oxygen, also released by photosynthesis, to burn (oxidize) the
organic molecules into CO2 and waters. This is also a decomposition process that
splits the C–C chemical bonds. The photosynthesis and respiration are comple-
mentary processes.

3 Four Steps for the Energy Storage

The whole photosynthesis process can be divided into four steps as shown in Fig. 3:
(1) light absorption and energy transfer; (2) energy conversion by charge separa-
tion; (3) electron transfer for producing adenosine triphosphate (ATP) and nicoti-
namide adenine dinucleotide phosphate (NADPH) and (4) CO2 assimilation.

For the photosynthesis to occur, any photosynthetic organism needs first to
collect sunlight energy. These organisms developed to contain a large amount of
pigment molecules, typically the chlorophylls (Chl) for eukaryotes and cyanobac-
teria, and the bacteriochlorophylls (BChl) for photosynthetic bacteria. Both Chl and
BChl are squarish planar molecules with a Mg atom at the center of the plane
(Fig. 4). The central Mg atom is coordinated to four nitrogen atoms. The antenna
pigments are in most cases associated with proteins to form a set of light-harvesting
(LH) pigment-protein complexes that either are integrated into the membrane or
attach to the membrane surface (see Chap. 22 for details on the case of purple
bacteria). Since the Chls are highly conjugated molecules, they strongly absorb
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visible light with the molecular extinction coefficients over 105 M−1 cm−1, which
are among the highest known for organic molecules [3].

When a Chl molecule is excited by a quantum of incident light (a photon), the
absorbed energy is transferred directly to a neighboring unexcited Chl molecule by

Fig. 3 A flow chart illustrating the whole process of photosynthesis. ADP adenosine diphosphate;
Rubisco ribulose 1,5-bisphosphate carboxylase/oxygenase. Other symbols are the same as in Fig. 2

N

N N

N

Mg

H

H H

O

H3C H3CH H

COOCH3
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CH3H
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CH3

Chlorophyll a
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H H
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Bacteriochlorophyll a

Fig. 4 Chemical structures of chlorophyll a and bacteriochlorophyll a based on the numbering
scheme of IUPAC nomenclature. Five rings are lettered A through E. The chemical differences
between structures of Chl a and BChl a are marked by red color
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a process called exciton transfer, also known as resonance energy transfer, if the
two pigments are separated by more than several Ångstroms. As illustrated in
Fig. 5, this process occurs through interactions between the molecular orbitals of
the weakly coupled molecules, and is of particular importance in funneling light
energy to photochemical reaction center [4]. There is an alternative view for the
energy transfer, known as exciton coupling, when the pigment molecules are
located closely to each other, typically less than 10 Å for Chls. In this case, an
exciton is serially transferred between members of a group of molecules. If their
electronic coupling is strong enough, the entire group may act as a supermolecule
with delocalized electronic transitions, rather than a collection of individual
molecules with localized transitions [4]. Experimentally, the exciton coupling can
be observed by a split of the absorption band or a derivative-shaped signal in the
circular dichroism spectra. This is the case for the pigments B850 in peripheral
light-harvesting complex (LH2), the pigments B880 in core light-harvesting com-
plex (LH1) and the special pair in reaction center of purple bacteria as shown in
Fig. 5.

The process of energy conversion begins when the excitation energy reaches a
pair of nearly parallel and closely spaced Chls (Mg–Mg distance: *7 Å), the
so-called “special pair” (sp in Fig. 5), in reaction center where an electron is excited
and delocalized over the Chl dimer to form an excited state. The special pair serves
as an irreversible trap for excitation energy since its excited state is unstable and the
excited electron is immediately transferred stepwise from the special pair to nearby
pigments, resulting in a charge-separated state [5]. For purple photosynthetic

1ps

~7ps 50ps
3ps

<1ps

230ps

270ns

100µs

LH2 LH1 RC

1ms

sp

BChl

BPhe

QAQB

B850

B800

B880

Fig. 5 Organization of a photosynthetic unit composed of light-harvesting complexes (LH) and
reaction center (RC) in purple photosynthetic bacteria. The directions of excitation energy and
electron transfers are indicated by blue and purple arrows, respectively. Typical time constants are
shown for each step. LH2 peripheral light-harvesting complex; LH1 core light-harvesting complex;
B800 the monomeric pigments that absorb at 800 nm; B850 the dimeric pigments that absorb at
850 nm; B880 the dimeric pigments that absorb at 880 nm; sp special pair; QA quinone-binding site
A; QB quinone-binding site B (Color figure online)
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bacteria and evolutionarily related photosystem II in plants and cyanobacteria, the
final electron acceptor in reaction center is an ubiquinone molecule (UQ). When the
UQ receives two electrons induced by two photons to become anionic ubiquinol
UQ2−, it takes up two protons from solution to form UQH2. Thus, UQ is
a molecular transducer that converts two light-driven one-electron excitation to a
two-electron chemical reduction [3]. The energy consumed in each photochemical
reaction center is provided from several hundred Chl molecules, i.e. most Chls
actually function as light-harvesting antennas. The energy conversion process in
reaction center is finely tuned so that in most cases the quantum yield per photon
absorbed is close to 100 % [4].

The consequence of UQH2 formation and its transport to a membrane-bound
quinone pool and other redox carriers is the formation of a proton gradient across
the membrane. Synthesis of ATP, the cell’s “energy currency”, is driven by the
dissipation of this pH gradient. However, ATP is not sufficient as the sole source of
cellular free energy [4]. Reduction of CO2 to form carbohydrates requires a second
source, the reducing power that is the reduced form of NADPH (NADH in
anoxygenic photosynthetic bacteria). Plants and cyanobacteria produce both ATP
and NADPH directly by a two-step process called noncyclic photophosphorylation
[5]. The two photosystems I and II in these organisms are used in a series to extract
electrons from water and transfer it to NADPH. As the high-energy electrons pass
through the coupled photosystems to generate NADPH, some of their energy is
used for ATP synthesis. Since the UQH2 is thermodynamically unable to directly
reduce NAD+ (+0.04 V vs. −0.32 V, Fig. 2), in purple photosynthetic bacteria a
reverse electron flow takes place (Fig. 2, left scheme) [5, 6], in which reduced
quinone is the electron donor and NAD+ is the electron acceptor [4, 6]. The energy
is supplied by a transmembrane chemiosmotic potential that is built up by the
light-driven cyclic electron transport system [4, 7]. In green sulfur bacteria, the
quinone molecule is a menaquinone instead of ubiquinone, the former has a much
lower redox potential (−0.06 V, Fig. 2 right scheme). In this case, the reaction
center can directly reduce ferredoxin and then NAD+ without the need for
energy-consuming reverse electron flow [4].

The final step of photosynthesis is the conversion of CO2 to carbohydrates using
the ATP and NADPH produced by photosynthetic electron transfer. The initial
carbon-fixing reaction involves incorporation of one molecule of CO2 from
atmosphere into a five-carbon compound, ribulose 1,5-bisphosphate (RuBP), to
yield two molecules of the three-carbon compound 3-phosphoglycerate (3PG)
(Fig. 6). This carboxylation reaction is catalyzed by ribulose 1,5-bisphosphate
carboxylase/oxygenase (Rubisco), the most abundant enzyme in the biosphere.
Most Rubiscos are hexadecameric proteins, consisting of eight large catalytic
subunits (Mr ≅ 53,000) and eight small regulatory subunits (Mr ≅ 14,000). In some
purple photosynthetic bacteria, the Rubisco is comprised of only large subunits
(either L2, L4, or L8). Following the carboxylation reaction, the resulting 3PG is
converted to 1,3-bisphosphoglycerate (BPG) using ATP and then to glyceraldehyde
3-phosphate (GAP) using NADPH. The GAP is an important intermediate for
subsequent biosynthesis of various compounds, such as sugars, fatty acids and
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amino acids. A two-carbon keto unit is added to the GAP through reactions cat-
alyzed by transketolase to form a five-carbon compound ribulose-5-phosphate
(Ru5P) that is the precursor of RuBP.

4 Summary

All photosystems are composed of an antenna complex and a photochemical
reaction center. Photosynthesis begins with absorption of sunlight energy by var-
ious pigment molecules. The absorbed energy is transferred to reaction center
where the charge separation occurs. The electrons are utilized to generate reducing
power (NADPH) and transmembrane electrochemical proton gradient that finally
lead to generation of the high energy molecule ATP. These molecules serve as
energy sources in carbon-fixation reaction. Photosynthetic bacteria contain only a
single photosystem with a simple composition, whereas green plants, algae and
cyanobacteria have two photosystems connected in series which are capable of
extracting electrons from water molecules to generate molecular oxygen (O2) as a
by-product.
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Recent Understanding on the Photosystem
of Purple Photosynthetic Bacteria

Z.-Y. Wang-Otomo

Abstract Bacterial photosynthesis provides a simplified model system ideally for
studying the basic mechanism of light-energy harvest and conversion. The early
events in this process are carried out by two distinct components, the
light-harvesting (LH) complexes and the reaction center (RC). The LH complexes
in purple photosynthetic bacteria are classified into two major types, the core LH1
complex that surrounds the RC and the peripheral LH2 complex that exists around
the LH1. In addition to light-harvesting, the LH1 also plays a role in quinone (Q)
transport between the RC and quinone pool in the cell membrane. While several
high-resolution structures are known for the RC and LH2, the structures of LH1
remained at low resolutions. Here, the crystal structure of a LH1-RC complex from
thermophilic purple sulfur bacterium Thermochromatium tepidum is described.
This complex is characterized by an enhanced thermostability and an absorption
maximum at 915 nm for the LH1. These properties have been shown to be regu-
lated by Ca2+ ions. The structure reveals a closed arrangement of LH1 complex
around the RC, and the LH1 BChl a molecules form a partially overlapping ring
with a shorter Mg–Mg spacing compared with that of B850 in LH2. Structural
evidence is for the first time provided for the possible ubiquinone pathway in the
closed LH1 complex. The Ca2+-binding sites are identified. Molecular mechanisms
of quinone transport, Ca2+-regulation and interaction between LH1 and RC are
discussed.

1 Introduction

Our current understanding of the most fundamental mechanism on the photosyn-
thesis has been largely relied on the information from photosynthetic bacteria.
Bacterial photosynthesis has played an important role in simplifying the compli-
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cated phenomena as observed in more evolved organisms such as green plants,
algae and cyanobacteria. The principles of solar energy conversion obtained from
primitive photosynthetic bacteria have been proved to be essentially the same in all
photosynthetic organisms. The first step in photosynthesis is the capture of sunlight
energy by a set of light-harvesting pigment membrane protein complexes. The light
energy absorbed is transferred rapidly and efficiently to the reaction center where
primary charge separation takes place and a cyclic electron transport chain is
formed. The electron flow generates a proton gradient across the membrane, which
is eventually utilized for producing adenosine triphosphate (ATP) (Fig. 1 and see
Chap. 21). In purple photosynthetic bacteria, the antenna system mainly consist of
two types of light-harvesting complexes, LH1 and LH2 (Fig. 1). The LH1 complex
exists in all purple bacteria and surrounds the RC to form the so-called core
complex (LH1-RC), whereas the LH2 complex is located in the periphery of the
core complex and is absent in some species. Both LH1 and LH2 are large oligomers
of a basic structural subunit composed of a heterodimer of two integral membrane
polypeptides (α and β) associated with bacteriochlorophyll (BChl) and carotenoid
molecules.

While a number of high-resolution structures have been available for the RC
[1–3] and LH2 complexes [4–6], the structures of LH1 have remained at low
resolutions. Projection maps of electron cryomicroscopy (cryoEM) at 8.5 Å on 2D
crystals of LH1 and LH1-RC show a closed ring formed by 16 αβ pairs for the LH1
from Rhodospirillum (R.) rubrum [7, 8]. Similar structural feature was observed by
atomic force microscopy (AFM) for the LH1-RC in the native photosynthetic
membranes from Blastochloris (Blc., formerly Rhodopseudomonas) viridis [9] and
R. photometricum [10]. On the other hand, different structure has been reported for
the LH1-RC from Rhodobacter (Rb.) species, where the LH1 αβ subunits show an
S-shaped arrangement around the RC and an additional protein, PufX, appears to be

Fig. 1 Schematic representation showing the arrangement of various photosynthetic components
in the cell membrane of purple photosynthetic bacteria
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involved in the quinone transport and assembly of the dimeric core complex
[11–13]. Different from both of the LH1-RCs mentioned above, crystal structure of
a third type of the core complex from Rhodopseudomonas (Rps.) palustris has been
determined at 4.8 Å [14]. It shows that 15 pairs of the LH1 αβ-polypeptides form an
incomplete ring around RC, and electron density near the gap of the ring is assigned
to a PufX-like polypeptide.

Currently, at least two issues on the function of LH1 remain unsolved, and the
answers to both of them require more detailed structural information. One is on the
pigment arrangement in LH1 which determines the rate and efficiency of excitation
energy transfer from LH2 to the special pair in RC and the absorption maximum
(Qy transition) in the near-infrared region. Although the structural subunits of LH1
and LH2 are considered to be highly similar, the LH1 complexes usually exhibit Qy

transitions at longer wavelengths (870–960 nm) than do the LH2 (800–850 nm) for
the BChl a-containing species. Another is on the pathway of the final electron
acceptor ubiquinol generated in RC to the ubiquinone (UQ) pool outside the LH1.
Particular interest is how the ubiquinone/ubiquinol exchange occurs across a closed
LH1 ring as observed for many species. Molecular dynamics simulation predicts
that such ubiquinone shuttling is possible through a simple diffusion process based
on the fluctuation theorem [15]. Here, the recently published crystal structure of the
LH1-RC core complex from thermophilic purple sulfur bacterium
Thermochromatium (Tch.) tepidum at 3.0 Å resolution is described [16]. This
complex exhibits an enhanced thermal stability and a Qy transition at 915 nm for the
LH1 [17]. Both of these properties are shown to be regulated by Ca2+ ions [18, 19].
The Ca2+-binding sites have been identified in the crystal structure and the issues
mentioned above can be addressed on the basis of the structural information of this
study.

2 Overall Structure of the LH1-RC

The LH1 subunits are uniformly distributed around the RC and form a closed and
slightly elliptical cylinder composed of 16 pairs of helical αβ-polypeptides, 32
BChls a, 16 carotenoids (spirilloxanthin) and 16 Ca2+ ions (Fig. 2). The pigment
and Ca2+ stoichiometry are consistent with those determined by biochemical
analysis [17, 18]. Similar to LH2, the double-layered cylinder of LH1 has the α-
polypeptides located inside and the β-polypeptides outside with the amino
(N) termini on the cytoplasmic side. The long and short dimensions are 107 and
99 Å (distance between the centers of the opposite helices) for the outer ring, and 77
and 69 Å for the inner ring, respectively. Due to the reduced curvature of LH1 ring,
the adjacent α-polypeptides in the inner ring are more separate and the average
spacing (13.5 Å) is greater than that of the LH2 (10.9 Å for Rps. acidophila and
9.7 Å for R. molischianum), whereas the spacing between β-polypeptides is similar
to that of LH2. Structures of the LH1 α- and β-polypeptides are similar to those of
the corresponding LH2 polypeptides from R. molischianum [5] as expected from
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the high sequence similarity [20]. These polypeptides share sequence identities of
38 % (Tyr9-Trp46) for the α-polypeptides and 41 % (Ser5-Leu46) for the β-
polypeptides. The α-helical regions span the membrane bilayer from α-Pro17 to α-
Ser41 and from β-Asp11 to β-Tyr42.

The RC is accommodated in the LH1 ellipsoid and fits the shape of the inner ring
with the L- and M-subunits aligned along the long axis. The overall structure of the
RC in the LH1-RC complex is similar to that of the RC-only complex [3] with a
root mean square deviation (rmsd) of 0.94 Å for the 1272 Cα atoms. Relatively
large differences are found for the membrane-surface attached H-subunit and the
membrane extruded C-subunit. All cofactors reported in the RC-only structure are
identified, including the 15-cis-spirilloxanthin, menaquinone and phytol chains of
BChls a and bacteriopheophytins (BPhe) a. The head group of newly identified
ubiquinone is located at the same position (QB site) with the same orientation as
those in Blc. viridis and Rb. sphaeroides RCs. Contrary to expectations, most of the
transmembrane regions in RC seems not to specifically interact with the LH1
polypeptides. Only a few portions in the L- and M-subunits are in relatively close
proximity (*3.7 Å) to the LH1 α-polypeptides, these include L36-51, L41-61,
M54-65 and M115-123.

3 Pigment Organization

The BChl a molecules in LH1 form an elliptical and partially overlapping ring with
the long and short dimensions of 93 and 83 Å (distance between the central Mg
atoms of opposite BChls a), respectively (Fig. 3). The spirilloxanthins in LH1 span
the transmembrane region in between the α- and β-polypeptides without apparent

C-subunit 

H-subunit 

cytoplasm

periplasm

~

~

Fig. 2 Overall structure of the Tch. tepidum LH1-RC complex. Left side view parallel to the
membrane plane with the periplasmic C-subunit (cyan) above and the cytoplasmic H-subunit
(orange) below. Right top view from the periplasmic side of membrane [37]. LH1 α: green; LH1
β: slate blue; L-subunit: magenta; M-subunit: blue; Ca2+: orange ball; BChl a: red;
Spirilloxanthin: yellow
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association with the polypeptides and BChl a. The average distance between the
central Mg atoms of neighboring BChls a is 8.8 Å. This value is smaller than those
of the LH2 (9.3 Å for Rps. acidophila and 9.2 Å for R. molischianum), indicating
more extensive overlap and stronger coupling between the bacteriochlorin planes.
The larger ring and shorter spacing between the BChls a may explain why the LH1
exhibits a more red-shifted Qy transition than LH2 [21]. The central Mg atoms of
LH1 BChls a are liganded by histidine residues with average distances of 2.6 and
2.3 Å for the Mg-Nε2 (α-His36) and the Mg-Nε2 (β-His36), respectively. The
C3-acetyl oxygen atoms (O32) of LH1 BChls a are involved in hydrogen bonding
with the indole nitrogen atoms (Nε1) of tryptophans (α46 and β45). This is in
agreement with the resonance Raman result that shows a C3-acetyl C = O stretching
band at 1637 cm−1 and indicates strong hydrogen bonding for the carbonyl oxygen
[22]. It is noted that the Nε1 of α-Trp46 seems to form even stronger hydrogen
bond, as the average distance between O32 (α-BChl a) and Nε1 (α-Trp46) is only
2.6 Å compared to the distance of 2.9 Å between O32 (β-BChl a) and Nε1 (β-
Trp45). These tryptophan residues are conserved in almost all LH1 polypeptides of
photosynthetic bacteria [23]. The C13-keto groups do not form hydrogen bonds.

The LH1 BChls a are aligned with the RC special pair (BChl aL and BChl aM)
on the same plane that parallels to the membrane surface. The bacteriochlorin plane
normals of special pair point toward approximately the middle of the long and short
axes of LH1 BChl a ring. The distances between the central Mg atoms of RC
special pair and those of the closest LH1 BChl a are 38–39 Å. This is slightly
smaller than the value of 43 Å as estimated from computational modeling [24]. The
spatial arrangement is considered as the optimized configuration for facilitating
efficient migration of the excitation energy from LH1 to RC. The non-heme iron
and the head groups of menaquinone and ubiquinone in RC are aligned along a line
parallel to the long axis of the LH1 BChl a ring.

BChl aL 

BChl aM 

Heme-1

Heme-2
Heme-4

Heme-3

Fe
QA QB

(a) (b) (c)

Fig. 3 Cofactor arrangement in LH1-RC and a comparison with that in LH2. a Side view along
the membrane plane with the periplasm above and the cytoplasm below. b Top view from the
periplasmic side of membrane (the hemes in C-subunit are omitted for clarity). BChls a and
spirilloxanthins in LH1 are coloured in red and yellow, respectively. Cofactors in L- and
M-subunits of RC are coloured in magenta and blue, respectively. c BChl a arrangement in LH2 of
Rps. acidophila [37]
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4 Ca2+-Binding Sites

The LH1-RC of Tch. tepidum exhibits high thermostability and is characterized by
an unusual LH1 Qy transition at 915 nm, about 35 nm red-shift from those of most
other mesophilic counterparts [25]. We previously demonstrated that the Ca2+ ions
are responsible for these unique properties [18, 19]. Removal of the Ca2+ resulted in
formation of a species with the LH1 Qy transition at 880 nm and reduced ther-
mostability, and addition of Ca2+ back to the 880-nm species restored its native
915-nm form with high stability. The putative Ca2+-binding sites were subsequently
identified by biochemical method to be located on the membrane surface region of
the C-terminal domain of the LH1 [26]. In the crystal structure, the identity of Ca2+

along with their positions are unambiguously determined from the anomalous dif-
ference map. Sixteen Ca2+ ions are found in the LH1 distributing in the middle
between the inner and outer rings (Fig. 4). The Ca2+-binding sites are located in the
C-terminal regions of the α- and β-polypeptides with both chains providing ligands
for the coordination. Each Ca2+ is coordinated by the main chain oxygen atom of α-
Trp46, side chain carbonyl groups of α-Asp49 and α-Asn50 together with the
C-terminal carboxyl group of the β-Leu46 in the adjacent subunit. Water molecules,
whose electron densities have not been clearly identified, may also be involved in the
ligation to form a heptacoordinated structure as favored by the Ca2+ ion. Association
of the α- and β-polypeptides through the Ca2+ ions stabilizes the LH1 structure and
therefore accounts for its enhanced thermostability. Since the binding network is
positioned close to the BChl a molecules, configuration of the coupled pigments
could be modified through the nearby α-Trp46 and β-Trp45 whose side chains are
hydrogen-bonded to the C3-acetyl oxygen atoms of BChls a. The Ca2+-
binding effect is considered to have additional contribution to the larger red-shift of
the LH1 Qy transition in Tch. tepidum compared with the Qy transitions (*880 nm)
in other species.

In addition to the Ca2+ ions in LH1, another Ca2+ is identified in the RC complex
from the anomalous scattering measurement with strong and positive density in the
difference Fourier map. It is located at the interface between the C- and M-subunits

Fig. 4 Distribution of the Ca2+ ions (red balls) in LH1 (left) and an enlarged view of the region
marked by dashed rectangle showing the Ca2+-binding site (right) [37]
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and this site is also exposed on the presumed membrane surface. The Ca2+ is
coordinated by the carboxyl groups of two Glu residues (C230 and M96) and the
side chain carbonyl oxygen of a Gln residue (C183). Although the function of this
Ca2+ is unknown, it may play a role in stabilizing the structure of RC as implied
from its unique position. It is noted that the coordinating Gln183 is in a loop region
(C179-198) which is the only portion that largely differs from that in the RC-only
structure. This suggests that the conformation of the loop region is maintained by
the Ca2+-binding.

5 Possible Ubiquinone Pathway

The crystal structure provides insights into the mechanism of ubiquinone exchange
in the LH1-RC core complex with a closed LH1 ring. Inspection of the structure
reveals that there exist channels formed between every adjacent pair of the LH1 αβ-
polypeptides. An example is shown in Fig. 5. The channels in LH1 are located near
to the N-terminal ends of transmembrane domain. The corresponding regions in
LH2 are occupied by a set of monomeric BChl a (B800) that lie in between the β-
polypeptides. It is noted that not only the size but also the shape of the channel well
fit the head group of the ubiquinone. The channel opening has dimensions of
*9.7 Å in height and *3.4 Å in width, implying that the head group must have
correct orientation with respect to the channel opening to pass through. The path
from QB site to the LH1 channel opening is almost parallel to the presumed
membrane surface, and the closest distance between the benzoquinone head and the
channel inner gate is about 30 Å. There is a large space between the QB site and
LH1 inner wall. These structural features suggest a possibility that multiple chan-
nels in the LH1 could be available simultaneously for the ubiquinone transport and
the head group should sufficiently often find the channel openings.

The putative ubiquinone channels seems to be mainly defined by the LH1 α-
polypeptides as they form the narrowest portion of the openings, in which at least
eight amino acids are involved. Most of these residues are highly hydrophobic.
Residues Val20, Ser23, Ile24 and Phe27 are located on one side of the channel, and
residues Leu21, Val22, Val25 and Ile29 are located on the opposite side. A similar
number of residues in the same region of LH1 β-polypeptides form the outer gate of
the channel. The interior of the channel is in hydrophobic environment. Existence
of the channels and their role as potential pathways for the ubiquinone transport are
supported by the molecular dynamics simulation [15] in which a mechanism of
ubiquinone diffusion through the closed LH1 ring was proposed. The simulation
estimated an upper limit of *8 × 10−3 s for the passage time, which is slightly
longer compared to the experimentally measured turnover time (3.5 × 10−3 s) for
the monomeric LH1-RC complex with a closed LH1 ring from a Rb. sphaeroides
PufX− strain [27]. The experiment by Comayras et al. strongly suggests that the
closed LH1 ring is far from a tight barrier, but presents sufficient openings for the
quinone diffusion [27].
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6 Implications for Energy and Electron Transfers

Since the LH1 complex encircles RC, it serves as both the entrance of excitation
energy and the exit of reduced ubiquinone from the RC to the quinone (Q) pool and
cytochrome bc1 complex (Fig. 6). As a result, the LH1 plays a crucial role in
regulating the functions of RC. It has been known that energy transfer from LH1 to
RC is the rate-limiting step of the overall energy-trapping process [28, 29]. The
time constant of energy transfer from LH1 BChls a to the RC special pair in Tch.
tepidum was measured to be *50 ps in the photoactive state [30], which is com-
parable with the range of 35–80 ps for the core complexes in other photosynthetic
bacteria [31, 32]. These values are significantly greater than the lifetime of about
3 ps for the excited state of special pair [33, 34] and the time constants of 3–5 ps for
the inter-complex energy transfer from LH2(B850) to LH1 [29, 35]. The slow step

α

β

α

β

Fig. 5 A channel viewing from inside of the LH1 ring (upper panel). Its shape and size fit well the
benzoquinone head group of an ubiquinone when the ubiquinone (purple) is positioned to its
original QB binding site (lower panel)
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is mainly attributed to the long distance between the LH1 BChls a and special pair,
which is determined to be 38 Å for the closest BChl a pair in this work and was
estimated to be 42 Å by computational modeling [24]. Given the long distance, a
circular organization of LH1 around the RC is considered as the only way to keep
the trapping efficiency high [28, 29]. The energy transfer has also been demon-
strated to be sensitive to the redox state of LH1. Oxidation of very few BChls a in
LH1-only complex resulted in complete quench of the fluorescence and therefore
lost its function as an antenna complex [36].

Despite the striking similarity in structures between LH1 and LH2, the most
important difference between the two complexes is probably the absence of
monomeric BChls a (B800) in LH1. These pigments in LH2 are located at the
positions corresponding to the outer gates of the putative ubiquinone channels in
LH1 and would otherwise block the gates if exist. Presence of the channels in LH1
may explain the fact that there is still a rapid passage (*1 ms) of the ubiquinone
across the closed LH1 ring as observed from the PufX− mutant of Rb. sphaeroides
[27], even though the diffusion is about twofold slower than that in the wild-type.
On the other hand, the time constant of 1 ms is much greater compared to those of
electron transfers in other steps in RC ranging from 1 ps to 200 μs. In this regard,
the ubiquinone transport across LH1 can also be viewed as the rate-limiting step in
the overall electron transfer process. A large number of studies using AFM and
cryoEM have shown that LH1 complexes in both LH1-only and LH1-RC forms are
not rigid assemblies but quite flexible with variations in the shape from circles to
ellipses. The flexibility and the lack of apparent specific interaction between LH1
and RC as revealed in this study lead us to hypothesize that the RC might rotate
within the LH1 ring in its working state without taking specific orientations with
respect to the LH1 complex as the closed LH1 ring is composed of uniformly
distributed subunits. This dynamic model might provide alternative interpretations
for the way of optimization of the function of LH1-RC in adjusting the balance
between excitation energy transfer and electron transport.

50 ps

3~10 ps

~1 ms

Fig. 6 Overview of the excitation energy and electron transfers in photosynthetic membrane of
purple photosynthetic bacteria. Typical time constants are indicated for major steps
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7 Summary

In the photosystem of purple bacterium Tch. tepidum, the LH1 forms a closed and
slightly elliptical cylinder around the RC, and is composed of 16 pairs of αβ-
polypeptides, 32 bacteriochlorophylls (BChl) a, 16 spirilloxanthins and 16 Ca2+

ions. The LH1 BChl a molecules form a partially overlapping ring with an average
Mg–Mg distance of 8.77 Å, which is shorter than that of B850 in LH2. The crystal
structure provides for first time the evidence for the possible quinone channels
present in the closed LH1 complex. These channels exist between every adjacent
pair of the LH1 αβ-polypeptides and are located at the N-terminal ends of trans-
membrane regions. Each Ca2+ ion binds one LH1 α- and one β-polypeptide at their
C-terminal domains. The Ca2+-binding network is considered to modulate the Qy

transition and thermostability of the LH1 complex.
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Mn4Ca Cluster in Photosynthetic
Water Oxidation

Junko Yano

Abstract In natural photosynthesis, the water oxidation reaction takes place in the
oxygen evolving complex (OEC) in Photosystem II (PSII), that cycles through a
series of five intermediate S-states. Mechanistic studies of this catalytic reaction
have been carried out with various spectroscopic methods, structural analysis, and
theoretical studies. Among them, the structural information of the metal cluster has
been obtained largely from the X-ray techniques that include X-ray crystallography
and X-ray spectroscopy. This chapter describes the recent studies of the OEC in
PSII with X-ray spectroscopy and crystallography.

1 Introduction

Oxygen, that supports all aerobic life, is produced by photosynthetic water oxi-
dation in plants, algae, and cyanobacteria. The metal complex involved in oxygenic
photosynthesis, the oxygen-evolving complex (OEC), consists of an oxo-bridged
structure with four Mn and one Ca atoms. No variations have been observed so far
among oxygenic photosynthetic organisms through higher plants and algae back to
cyanobacteria, which represents the earliest oxygenic photosynthetic organisms.
Oxygen itself is the by-product of the photosynthetic water oxidation reaction;

2H2O ! O2 þ 4Hþ þ 4e�

However, it was this oxygen that enabled oxygenic life to evolve and that led to
the current diverse and complex life on earth by dramatically increasing the
metabolic energy that became available from aerobic respiration.
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The OEC is embedded in Photosystem II (PS II), a membrane pigment-protein
complex, where the primary charge separation by absorbed sunlight energy and
successive electron transfer occurs through several pigment molecules (Fig. 1) [1].
The electrons and protons produced in the water oxidation reaction in PS II are
ultimately used to store energy in the form of ATP and to reduce CO2 to carbo-
hydrates via the Calvin-Benson cycle, and the precursors for synthesis of the bio-
logical molecules needed by the organism. Nature has thus evolved a way to store
sunlight energy in the form of chemical energy that all life depends on. One of the
key questions, in relation to the development of artificial photosynthetic device for
renewable energy resources, is how nature manages the uphill photo-induced water
oxidation reaction by modulating the redox potential of each of the steps in the four
electron redox reaction.

This chapter focuses on the recent development in the field of the OEC in PSII
using X-ray based techniques. There are other important approaches taken by
EPR/ENDOR studies, water exchange investigation, IR spectroscopy, and theo-
retical calculations. Those studies are not covered in this report, but the excel-
lent reviews are available in literature (e.g. [2–5]).

2 Photosystem II

In PSII, the light-harvesting, charge separation, charge stabilization and electron
transfer take place in the electron transfer chain shown in Fig. 1a. The reaction
center, P680, in the D1 and D2 subunits is the primary electron donor that traps the
light energy delivered from the inner antenna subunits (CP43 and CP47 subunits)
and the outer antenna complexes (LHC1 and LHC2) of PS II. Then the excited
state, P680

·+ , rapidly transfers the electron to ChlD1, pheophytin (PheoD1), and to the
acceptor, plastoquinone QA, and subsequently to the final electron acceptor plas-
toquinone QB. This fast electron transfer process stabilizes the charge separated
state. Acceptor QB at the quinone pocket in PS II accepts two electrons by proto-
nation as plastoquinol QBH2, and it is released into the membrane matrix from
PS II. Thus, the energy transfers to the cytb6f complex that mediates electron
between PS II and PS I. On the donor side of PS II, the cationic radical P680·+ is
reduced by a tyrosine residue, TyrZ (D1Tyr161), to generate a neutral tyrosine
radical TyrZ

• which acts as an oxidant for the water oxidation reaction at the OEC.
The OEC cycles through a series of five intermediate S-states (Si, i = 0 to 4),

representing the number of oxidizing equivalents stored on the OEC driven by the
energy of the four successive photons absorbed by the PS II reaction center
(Fig. 1b) [6]. When PS II is dark-adapted, it relaxes to the S1 state. Although S0 is
the most reduced state of the OEC, the S0 state is oxidized by tyrosine D(YD

+)
during the dark adaptation and therefore the S1 state becomes the dark-stable state.
Illumination of dark-adapted S1 state with saturating flashes of visible light leads to
a maximum O2 yield after the 3rd flash, and then after every 4th flash. Each flash
advances the oxidation state of the OEC by removal of one electron. Once four
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(a)

(b)

Fig. 1 a The Photosystem II structure from 1.9 Å data from X-ray crystallography showing the
membrane spanning helices and the extrinsic polypeptides which are in lighter shade of color. The
location of the cofactors involved in charge separation and the Mn4Ca cluster in the membrane are
shown highlighted against the polypeptide background. The Mn4Ca cluster is on the lumenal side
of the membrane with the acceptor quinones on the stromal cytoplasmic side of the membrane.
b The S-state Kok scheme for oxygen evolution along with ‘formal’ oxidation states of Mn in the
intermediate S-states. Figure is adapted from Ref. [59]
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oxidizing equivalents are accumulated in the OEC (S4-state), a spontaneous reac-
tion occurs that results in the oxidation of water, release of O2 and the formation of
the S0-state. During the reaction, the Mn cluster provides a high degree of redox and
chemical flexibility, while the protein residues are critical for mediating the reaction
by modulating the redox potentials and providing pathways for electrons, protons,
substrate H2O, and product O2 [7–9].

3 Oxygen Evolving Complex and the Mn4Ca Cluster

The geometry of the Mn4CaO5 cluster in the OEC in the dark S1 state has been
studied by X-ray crystallography [10–12], and finally the radiation-damage-free
structure has been confirmed in the 1.95 Å crystal structure taken at SACLA
(Japan) (Fig. 2) [13]. Prior to these recent X-ray diffraction (XRD) studies, detailed
extended X-ray absorption fine structure (EXAFS) studies [14–16] using solutions
[17], oriented membranes [18–22], single crystals [23], and range-extended meth-
ods [24, 25]. The presence of Ca–Mn interactions is supported also by compelling
evidence from EXAFS measurements obtained at the Ca- and Sr edges of
Sr-substituted PS II [14, 26, 27]. The Mn EXAFS studies showed that there are two
Mn–Mn distances at *2.7 Å, one Mn–Mn distance at *2.8 Å, and one Mn–Mn
distance at *3.3 Å [17, 23], corresponding to the di-µ-oxo and mono-µ-oxo
bridges. While the synchrotron XRD studies had evidences of a partial Mn
reduction during the data collection, and as a consequential elongation of the
metal-metal and metal-ligand distances, the data collected at SACLA with fem-
tosecond X-ray pulses at 100 K has finally confirmed the EXAFS distances [13].
There are remaining differences in the metal ligand distances obtained from the
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Fig. 2 The OEC S1 state
structure of the OEC in PSII
(PDB: 4UB8) [13]
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EXAFS and the XRD analysis, that has not been clearly explained, but it may be
partly due to the errors in each method.

There are 7 ligands directly ligated to the Mn4CaO5 cluster in the S1 structure; 6
carboxyl ligands (aspartate and glutamate) and one imidazole ligand (histidine).
These ligands are from side chains from two domains of the D1 subunit; the
interhelical CD luminal loop (residues Asp170 and Glu189) and the C-terminal
region (between residues His332 and Ala344), and one domain of CP43—the large
luminal EF loop. Most of the ligands are arranged in a bidentate fashion bridging 2
metals. D1-Asp170 and the C-terminal carboxylate group of D1-Ala344 bridge Ca
with MnA4 and MnC2, respectively, and D1-Glu189 provides monodentate ligation
to MnD1. The only His providing direct Mn ligation is D1-His332, binding MnD1.
The second His in close proximity to the Mn4CaO5 cluster is D1-His337, which is
too far for direct ligation of a Mn, but is in hydrogen bonding distance to the
bridging oxygen. In a similar manner CP43-Arg357 ligates one of the oxygen
bridges connecting MnB3-MnA4. In addition to the µ-oxo bridges and protein
ligands, Umena et al. [12] and Suga et al. [13] located four water molecules bound
to Mn/Ca in the electron density . Two of them, W1 and W2 are bound to MnA4, the
other two, W3 and W4, are bound to Ca. With the proposed ligation scheme, all Mn
are fully coordinated, having six ligands each, and the Ca has seven ligands.

4 Structural Changes of the Mn4CaO5 Cluster

Structural changes of the Mn4CaO5 cluster have been studied primarily by EXAFS
methods, using native PS II as well as Sr EXAFS using Sr-substituted PS II instead
of Ca. The EXAFS spectra of the PS II S states show that the structure of the
Mn4CaO5 cluster changes during the catalytic cycle. In particular, the short Mn–Mn
interactions undergo distance changes in the range of 2.7–2.8 Å [17, 28–31]. Such
distance changes can reflect several chemical parameters; Mn oxidation state
changes, protonation state changes of bridging oxygens, ligation modes (e.g.
bidentate/monodentate), as well as fundamental changes in geometry (i.e. dimeric,
trimeric, or cubane-like structure). Possible structural changes of the Mn4CaO5

cluster during the S state transitions are derived from the Mn EXAFS and
Sr EXAFS results shown in Fig. 3.

Among all the S states, the S2 state is the most studied state as it is characterized
by a rich EPR signal at g = 2. A distance change in the dark stable S1 to S2 state
transition is observed, with a shortening of one Mn–Mn interaction around 2.7 Å,
that is likely due to the oxidation state change of one Mn (formally Mn(III) to Mn
(IV)). The study supports the open-cubane like structure that was also suggested by
the theoretical studies of Siegbahn for S1 and S2 [32] and Neese’s group for the S2
state [33] characterized by the g = 2 multiline EPR signal (MLS).

The S2 state can also be prepared in a different spin state characterized by an
EPR signal at g = 4.1 in spinach preparations or at g * 6–10 for preparations from
cyanobacteria. It has been suggested by Pantazis et al. that the g = 4.1 S2 state of the
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OEC arises from the total spin 5/2 configuration, and the g = 2 (low spin form, the
total spin of Stotal = 1/2) and g = 4.1 (high spin form, the total spin of Stotal = 5/2)
forms are energetically close and interexchangeable [34, 35]. The theoretical studies
suggest that the S2 g = 4 state may be actually a precursor of the S3 state [36]. More
detailed studies are required to understand the transition phenomena of these
structural isomers, and how it plays a role during the catalytic cycle. Earlier EXAFS
studies showed that there is a structural change between the S2-g2 and the S2-g4
states [37].

In the S2 to S3 transition, elongations of the Mn–Mn interactions are observed,
unlike the S0 to S1 or S1 to S2 transitions [17, 28–31]. This suggests that the S2 to S3
step is not a simple one-oxidation state change of Mn, but is accompanied by
fundamental changes of the Mn4CaO5 geometry. Elongation of Mn–Mn due to the
oxo-bridge protonation is unlikely at the S2 to S3 transition, unless protons from
terminal water molecules are transferred to the neighboring bridging oxygens.
EXAFS studies suggest such structural change could occur by the shift of oxygen
(O-5) position from Mn A4 side to Mn D1 side. Such O-5 shuffling possibility has
been suggested by Pantazis et al. [34] but as a reason for the S2 low spin (S = 1/2) to
S2 high spin (S = 5/2) state changes, and by Isobe et al. [38] in the S2 to S3 state
transition. The repositioning of O-5 could be accompanied by the ligand symmetry
changes of MnD1, that becomes 6 coordinate from a 5 coordinate geometry. An
insertion of a water molecule in the cubane site has been suggested by Cox and
Siegbahn, that also fills up the coordination site of Mn4 [32, 36]. From the EPR
studies, the heterogeneity of the S3 state is reported recently [39]. Further study is
required to consider a consequence of such heterogeneity, if exists, in the spec-
troscopic data.

Upon S3 to S0 transition via the S4 state, the Mn-ligand and the *2.7 Å Mn–Mn
distances are shortened [17]. This is counterintuitive if the Mn oxidation state
changes from the most oxidized form (S3) to the most reduced state (S0). However,
such changes could be explained if the Mn4CaO5 geometry in the S0 state is
changed back to the one similar to the S1 and S2 states, where the Mn3Ca moiety
takes the open-cubane like structure.

b Fig. 3 a Fourier-transformed spectra of native PS II solutions in the S0 (green), S1 (black), S2
(red), and S3 (blue) states are shown. For comparison, the spectrum of the Sn-1 state is overlaid in
the S1, S2, and S3 spectra (gray). Prominent changes between the S2 and the S3 state and the S3 and
the S0 state in the peak II of the FT spectra are indicated by a dashed line. All spectra are shown in
the same scale but with a vertical offset. b The FTs from Mn EXAFS of the S-states from
Sr-substituted PSII. c The FTs from Sr-EXAFS of Sr-substituted PSII shows the first FT peak from
Sr-O and the second FT peak from Sr-Mn. The FT peak corresponding to Sr-Mn changes during
the S-state cycle and most significantly for the S2 to S3 transition. d Possible structural changes of
the Mn4CaO5 cluster during the S-state transitions. We note that some updates are made based on
the recent works, that includes the assignment of the Mn(III) position in the S1 state from the new
crystal structure [13]. (a)–(c) are from Yano and Yachandra [59]. (d) is adapted from Ref. [59], by
changing the numbering of Mn for an easy comparison to other references
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4.1 Structural Role of Calcium

Calcium is an essential element for the function of the OEC [37, 40]. It has been
speculated that Ca controls substrate water binding to the catalytic Mn site [41] and
proposed mechanisms have suggested the involvement of Ca [42–46]. Ca2+ can be
depleted from the OEC in PS II membrane preparations, using two different
methods, (i) high ionic strength during a salt wash, using 1–2 M NaCl, or (ii) a pH
drop to 3 using citric acid, which also functions as a Ca2+ chelator simultaneously.
Reactivation of oxygen evolution in inhibited preparations can be achieved by
addition of Ca2+, or by addition of Sr2+ but with slower turnover in the S-state cycle
that produces a lower overall rate of oxygen evolution at saturating light intensities
[47, 48]. A recent study has reported that with the exception of the S0 to S1
transition, Ca is required for all the other S-state transitions [40].

The structural consequences of calcium depletion of PS II has been determined
by ENDOR and Mn XAS on PS II solutions [49]. Mn ENDOR results have shown
that removal of Ca does not perturb the magnetic properties of the Mn cluster,
suggesting that the main bridging structure of Mn atoms is not changed by Ca
removal [50]. Polarized EXAFS data of Ca2+-depleted PS II showed only minor
changes in distances and orientations of the Mn–Mn vectors as in the Ca2+-con-
taining OEC [51]. Thus, while removal of the Ca2+ ion does not lead to funda-
mental distortion or rearrangement of the tetranuclear Mn cluster, it results in some
loss of rigidity of its structure, which indicates that the Ca2+ ion in the OEC is not
critical for structural maintenance of the cluster at least in the S1 and S2 states, but
fulfills a crucial function in the catalytic mechanism of the water oxidation reaction.
The fact that Ca can be removed more easily in the S3 state (or that Ca can be more
easily exchanged in the higher S state) [40, 52, 53] compared to the S1 and the S2
state, together with the above observations, implies that the Mn–Ca binding modes
are changed upon S2 to S3 transition.

The Ca2+ in the OEC is not essential for structural integrity of the cluster at least
up to the S2 state, but it is necessary for the formation of the S3 state. A recent study
by Rappaport et al. showed that Ca and a tyrosine residue of the D1 polypeptide
(YZ) are involved in the common hydrogen-bond network; Ca2+ facilitating the
correct configuration of the hydrogen-bond network for proton transfer and there-
fore important for the S2 to S3 transition that is accompanied by the proton transfer
[54]. On the other hand, there is no proton release upon S1 to S2 transition.

4.2 Ligands of Mn and Ca and Site-Specific Mutants

In addition to the Mn4CaO5 core structural changes discussed above, we expect that
terminal ligands that are derived from carboxylates, histidine, and water/hydroxo
ligands also likely change during the catalytic process. As shown in Fig. 2, there are

398 J. Yano



6 carboxyl and one histidine residues directly ligated to the Mn4CaO5 cluster.
Except for one glutamate residue (CP43-Glu354), other ligands to the Mn4CaO5

cluster are provided from the D1 subunit. There has been a series of mutagenesis
studies to identify those amino acid residues that control the assembly and func-
tioning of the Mn4CaO5 cluster and to gain insight on which Mn are involved in the
different steps during the water oxidation reaction [8, 55]. In the OEC, it has been
shown that the hydrogen bonding network is extended around the Mn4CaO5 cluster,
that makes up the water access and the proton release pathway. Mutations of amino
acid residues that disturb such network have a strong effect in the function of the
OEC [2, 5].

4.3 Protein and Chemical Dynamics

X-ray-based techniques (crystallography and spectroscopy) have been the major
tools for studying the architecture of PS II and its water oxidation reaction in the
OEC. In many cases, studies at the synchrotron facilities have been done with a
cryo-trapped method. However, accessing the kinetically unstable S4 state is dif-
ficult using the traditional cryo-trapping methodology, and characterizing the nature
of such transient state requires time-resolved detection at room temperature. Within
the total time scale of *1.3 ms of the S3-S4-S0 transition after initiated by the 3rd
flash, sequential events occur, that include (a) release of one electron, (b) release of
two protons, (c) release of molecular oxygen, and (d) two water substrates binding
along with four electron reduction of Mn. Following such sequential chemistry
during the S3-S4-S0 transitions is therefore at the heart of understanding the water
splitting mechanism. In addition, the understanding the changes of the protein
environment that provides the environment for stabilizing the wide range of Mn
redox-states and a pathway for protons, water, and oxygen, are the key questions for
understanding the mechanism of this metalloenzyme.

Recent development of serial femtosecond XRD at X-ray free electron laser
(XFEL) [56] opens a new way of studying the structural dynamics of enzyme
systems under functional conditions at ambient conditions. The very short, intense
fs pulses make it possible to outrun damage and collect data.

Our group has developed a simultaneous data collection of XRD and X-ray
spectroscopy, that has several important advantages; the method probes the overall
protein structure from XRD and the electronic structure of the Mn4CaO5 cluster
from the spectroscopic data (Fig. 4). The use of XFEL pulses is critical for this
approach. Among the various spectroscopic methods, XES using an
energy-dispersive X-ray spectrometer is well suited for such combined shot-by-shot
studies, as excitation energies above the 1 s core hole of first row transition metals
are also ideal for XRD, and therefore neither incident nor emitted photon energy
have to be scanned [57]. Kβ1,3 and Kβ’ lines of XES are a probe of the number of
unpaired 3d electrons, hence providing information about the oxidation and/or spin
state. The structural and the electronic structural changes of the OEC and PSII
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during the catalytic cycle can be studied after the multiple photo-excitation, and
such effort is on-going [58, 60].
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Recent Understanding on Photosystem I

Yuichiro Takahashi

Abstract In oxygenic photosynthesis, photosystem I (PSI) drives electron transfer
from plastocyanin or cytochrome c to ferredoxin. PSI forms a core complex that
consists of 11–14 subunits and associates more than one hundred cofactors such as
chlorophyll a, carotenes, naphthoquinones, lipids, and iron-sulfur (Fe-S) clusters.
PSI complex is embedded in the thylakoid membranes and harvests light using
antenna pigments, transfers excitons from antenna to reaction center, where pho-
tochemical reaction occurs, and stabilizes the charge separation to allow for oxi-
dation of plastocyanin or cytochrome c and reduction of ferredoxin. PSI core
complex forms a trimer in cyanobacteria but associates light-harvesting complexes I
(LHCI) to form a PSI-LHCI supercomplex in plants and algae. The crystal struc-
tures of PSI core trimer and PSI-LHCI supercomplex have revealed that the sub-
units and cofactors of PSI are organized to optimize the efficiency of light
harvesting and photochemical reaction. However it remains elusive how these
components of PSI are integrated into a functional structure in photosynthetic
organisms.

1 Introduction

Oxygenic photosynthesis by plants, algae, and cyanobacteria produces carbohy-
drates from CO2 and H2O using light energy and generates O2 as a by-product.
Photosystem II (PSII) generates strong oxidants that split H2O into O2, H

+, and
electrons, whereas photosystem I (PSI) produces strong reductants. Two photo-
systems operate in series to drive oxygenic photosynthetic electron transfer from
H2O to nicotinamide adenine dinucleotide phosphate (NADP+) to produce
NADPH. This linear electron transfer reactions concomitantly generate proton
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motive force, which is used to synthesize ATP from ADP and phosphate (Pi) by
ATP synthase. NADPH and ATP are used to assimilate CO2 (Fig. 1). Light energy
is first absorbed by photosynthetic pigments such as chlorophylls and carotenoids,
and the resulting excitons are transferred to reaction centers (RCs) where photo-
chemical reaction causes charge separation. A series of electron donors and
acceptors in RCs are engaged in the charge separation and its stabilization.

PSI accepts electrons from PSII through plastoquinone (PQ), cytochrome
b6 f (Cyt b6 f) complex, and plastocyanin (Pc) or cytochrome c (Cyt c), and donates
electrons to NADP+ through ferredoxin (Fd) and ferredoxin-NADP oxidoreductase
(FNR) (Fig. 1). PSI core complex consists of 11–14 subunits and a number of
cofactors such as chlorophyll a (Chla), carotenes, naphthoquinones, lipids, and
iron-sulfur (Fe-S) clusters and is embedded in lipid bilayer of the thylakoid
membranes as a large intrinsic complex. Thus PSI is a multi-protein complex that
harvests light energy, causes photochemical reaction, and stabilizes the charge
separation. In addition to the linear electron transfer, PSI is engaged in driving the
cyclic electron transfer by which Fd reduced by PSI transfers an electron back to
PSI through PQ, Cyt b6 f, and Pc (or Cyt c) to produce ATP without generating
NADPH. This cyclic electron transfer plays important roles not only in producing
ATP to optimize ATP/NADPH ratio but also in protecting PSI from excess light
energy. The reductants generated by PSI are also used for assimilation of nitrogen
and sulfur as well as for providing reducing power for redox regulation of enzymes
in chloroplasts. Thus PSI plays multiple and pivotal functions in oxygenic
photosynthesis.

Fig. 1 Electron transfer system of oxygenic photosynthesis. Four multiprotein complexes (PSI,
PSII, Cyt b6 f, and ATP synthase) are localized in the thylakoid membranes. PQ pool is present in
the hydrophobic region of the thylakoid membranes and Pc, FNR, and Fd are located on the
peripheral region of the thylakoid membranes. Electron transfer reaction is driven by PSI and PSII
using light energy. Proton translocation across the thylakoid membranes is coupled to the electron
transfer reactions. The resulting ΔpH across and membrane potential are used to produce ATP
from ADP and Pi (inorganic phosphate) by ATP synthase
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2 PSI Forms a Chlorophyll-Protein Complex

The components of PSI are precisely organized in a chlorophyll-protein complex to
carry out efficient light harvesting and photochemical reactions. PSI complex,
which is embedded in the thylakoid membranes, can be solubilized using a mild
detergent and can be biochemically purified without significantly affecting its
structure and activity. Figure 2 shows the subunit composition of the PSI prepa-
ration purified from the thylakoid extracts of the green alga Chlamydomonas
reinhardtii. SDS-polyacrylamide gel electrophoresis clearly revealed that the
purified PSI complex contains a number of PSI subunits. The diffuse bands around
70 kDa are two homologous RC subunits encoded by psaA and psaB genes. In
addition to these RC subunits, the PSI complex contains several small subunits that
are encoded by psaC, psaD, psaE, psaF, psaG, psaH, psaK, and psaL genes. It was
also confirmed by immunoblotting analyses using anti-PsaI and anti-PsaJ antibodies
that the PSI complex also contains very small subunits (<5 kDa) encoded by psaI
and psaJ genes. As summarized in Table 1, the chloroplast genes (psaA, psaB,
psaC, psaI and psaJ) encode four subunits while the nuclear genes coded for the
other subunits. Localization of PsaO in PSI complex has not yet been determined
because this subunit is weakly bound to and is easily dissociated from PSI complex
during solubilization and purification. However chemical cross-linking experiments
revealed that PsaO interacts with PsaL [1]. In addition to the PSI subunits present in
the PSI core complex, the PSI complex from Chlamydomonas contains nine sub-
units (Lhca1-9) of light-harvesting complex I (LHCI) [2]. Because their sizes are
rather similar, some of them are not clearly separated on SDS-polyacrylamide gel.
The PSI complex from Chlamydomonas is thus designated as a PSI-LHCI super-
complex. It is of note that plant PSI also forms PSI-LHCI supercomplex but the
number of LHCI is four as will be described below. In summary, Chlamydomonas
PSI-LHCI supercomplex has a larger structure of about 700 kDa with 40 trans-
membrane helices.

PSI core complex has a structure conserved among cyanobacteria, algae, and
plants and is composed of PsaA, PsaB, PsaC, PsaD, PsaE, PsaF, PsaI, PsaJ, PsaK,
and PsaL and associates cofactors necessary to harvest light energy, charge sepa-
ration and its stabilization in common [3]. However, there are some minor differ-
ences in subunit composition between cyanobacteria and algae/plants;
cyanobacterial PSI core complex additionally contains PsaM and PsaX (PsaX is
found only in thermophilic cyanobacteria) while algae and plats contain PsaG,
PsaH, PsaN, and PsaO (PsaP is found only in plants). It is of note that
cyanobacterial PSI core complex forms a trimer [4], whereas in algae and plants PSI
core complex is a monomeric and forms a PSI-LHCI supercomplex [5].
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Fig. 2 Subunit composition
of PSI-LHCI supercomplex
purified from the green alga
Chlamydomonas reinhardtii.
The purified PSI-LHCI
supercomplex from the
thylakoid extracts was
dissociated into polypeptides
and the polypeptides were
separated by
SDS-polyacrylamide gel
electrophoresis. The separated
polypeptides were stained.
Two large homologous
polypeptides, PsaA and PsaB
are separated around 70 kDa
and several smaller
polypeptides (PsaD, PsaF,
PsaL, PsaH, PsaE, PsaG,
PsaC, and PsaK) are resolved.
Very small polypeptides, PsaI
and PsaJ, are not observed
under this condition. In
addition to PSI polypeptides,
nine LHCI polypeptides
(Lhca1-9) are separated. Since
some Lhca polypeptides are
closely separated, some of
them are not detected
individually

406 Y. Takahashi



3 Subunit Structure of Photosystem I Core Complex

The crystal structures of PSI core trimer from the thermophilic cyanobacteria
Thermosynechococcus elongatus and PSI-LHCI supercomplex from Pisus sativum
(pea) have been determined at 2.5 and 2.8 Å resolutions, respectively [4, 6, 7]. The
subunit structure and cofactor organization are highly conserved between these two
core complexes (Fig. 3a, b). The structure of the cyanobacterial core complex
viewed from the stromal side shows that two homologous RC subunits, PsaA and

Table 1 Subunits of PSI complex

Subunit Gene
location

No. of
TM

Function and remarks

PsaA cp 11 RC and core antenna

PsaB cp 11 RC and core antenna

PsaC cp 0 FA and FB, Fd docking site, located on stromal side

PsaD nuc 0 Fd docking site, located on stromal side

PsaE nuc 0 Fd docking site, located on stromal side

PsaF nuc 1 Pc or Cyt c docking site (in algae and plants)

PsaG nuc 2 LHCI stabilization (in algae and plants), not found in
cyanobacteria

PsaH nuc 1 State transitions (in algae and plants), not found in
cyanobacteria

PsaI cp 1

PsaJ cp 1 Encoded by nuclear gene in Chlamydomonas

PsaK nuc 2 LHCI stabilization (in algae and plants)

PsaL nuc 3 Stabilization of PSI core trimer (in cyanobacteria),
state-transitions (in algae and plants),

PsaM cyano 1

PsaN nuc 0 Located on the stromal surface of LHCIs, not found in
cyanobacteria

PsaO nuc 2 State-transitions, not found in cyanobacteria

PsaP nuc 2 Phosphoprotein, found in plants

PsaX cyano 1 Found only in the thermophilic cyanobacteria

Lhca1 nuc 3 Chla and Chlb, found in plants and algae

Lhca2 nuc 3 Chla and Chlb, found in plants and algae

Lhca3 nuc 3 Chla and Chlb, found in plants and algae

Lhca4 nuc 3 Chla and Chlb, found in plants and algae

Lhca5 nuc 3 Chla and Chlb, found in Chlamydomonas

Lhca6 nuc 3 Chla and Chlb, found in Chlamydomonas

Lhca7 nuc 3 Chla and Chlb, found in Chlamydomonas

Lhca8 nuc 3 Chla and Chlb, found in Chlamydomonas

Lhca9 nuc 3 Chla and Chlb, found in Chlamydomonas

cp chloroplast-encoded, nuc nuclear encoded, cyano found only in cyanobacteria, TM
transmembrane helix
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PsaB, each with 11 transmembrane helices, form a heterodimer (Fig. 3a). On the
surface of the stromal side, three subunits, PsaC, PsaD, and PsaE, are clustered to
constitute the docking site for Fd (Fig. 3a). On a hydrophobic side of the RC, three
intrinsic subunits, PsaI, PsaL, and PsaM, are intimately associated with one another
(Fig. 3a, c). PsaL and Ca2+ are located at the center of PSI core trimer in
cyanobacteria and are required for the stabilization of the trimer. In plants, PsaM is
absent but PsaH is located in close proximity of PsaL (Fig. 3b). The presence of
PsaH in plants and algae prevents the PSI core complex from the trimerization.
Instead PsaL and PsaH are involved in reversible association of light-harvesting
complexes II (LHCIIs) with PSI-LHCI supercomplex during the state transitions by
which LHCIIs are shuttled between PSI and PSII complexes in order to balance
excitation energy distribution. It is inferred that Chla molecules bound to PsaL and
PsaH may be involved in exciton transfer from LHCII to PSI RC [6]. On the other

Fig. 3 Subunit organization of PSI core complex and PSI-LHCI supercomplex. a The subunit
structure viewed from stromal side of cyanobacterial PSI core complex (PDB 1JB0). The structure
of the monomeric PSI core is shown. b The subunit structure viewed from stromal side of plant
PSI-LHCI supercomplex (PDB 2WSC). In addition to PSI core complex, four LHCI complexes
are attached on the PsaF and PsaJ side of the PSI core complex. c The subunit structure viewed
from PsaL/PsaI/PsaM side of the cyanobacterial PSI core complex. d The subunit structure viewed
from PsaF/PsaJ/PsaX side of the cyanobacterial PSI core complex
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hydrophobic side of PsaI and PsaL, three intrinsic subunits, PsaF, PsaJ, and PsaX,
are located (Fig. 3a, d). In plants, PsaX is absent but four LHCIs (Lhca1-4) are
present on the side of PsaF and PsaJ. PsaK is attached to PsaA in cyanobacteria
while PsaG is additionally associated with PsaB at a pseudo-symmetric position
with respect to PsaK in plants and algae. These two subunits are homologous and
are required for LHCI binding to PSI core complex in plants and algae [8]. In plants
and algae, PsaF has two extended α-helices on the lumenal side of the PSI RC
subunits, which are involved in Pc or Cyt c docking and are required for the
efficient electron transfer from Pc or Cyt c to P700 [5].

4 Electron Transfer Reactions

The RC of PSI contains one electron donor and five electron acceptors involved in
photochemical reactions (Fig. 4). The initial charge separation occurs between the
primary electron donor, P700, and an intermediate electron acceptor, A0, resulting
in the radical pair, P700+/A0

−. The reduced A0 subsequently donates the electron to
another electron acceptor, A1. A1

− successively donates the electron to the three
4Fe-4S clusters, FX, FA, and FB. The resulting charge separation P700+/FB

− is sig-
nificantly stable (t1/2 of the back reaction from FB

− to P700+ is about 100 ms) so that
P700+ can oxidize Pc or Cyt c and FB

− can reduce Fd. Finally the redox components
of PSI return to the original redox state and carries out another round of photo-
chemical reaction.

The crystal structure of PSI of the thermophilic cyanobacterium, T. elongatus, has
also revealed the detailed organization of the redox components [4]. Figure 5 shows
the configuration of the redox components in PSI core complex. Six Chla and two
naphthoquinone molecules are located pseudo-symmetrically on the heterodimer of
PsaA and PsaB. It is of note that two branches of redox components from P700 to Fx
(A and B branches) are present. The structure shows that P700 is Chla heterodimer;
one is Chla epimer (Chla′) coordinated by His-676 of PsaA and the other is
Chla coordinated by His-656 of PsaB. The Chlamolecules of the second pair, which

Fig. 4 Electron donor and acceptors of PSI. The primary electron donor, P700, and the three
electron acceptors, A0, A1, and FX, are localized on PsaA/PsaB heterodimer. The initial charge
separation occurs at t1/2 of 20–30 ps and the electron transfer from A1 to FX occurs at t1/2 of 100 and
700 ns. The terminal electron acceptors, FA and FB, are located on PsaC. Pc (Cyt c) reduces P700

+,
whereas Fd is reduced by FB

−. The back reaction from FB
− to P700+ occurs at t1/2 of about 100 ms

Recent Understanding on Photosystem I 409



are designated as accessory chlorophylls, are located between P700 and A0. They are
coordinated by water molecules that are hydrogen-bonded to Asn-591 of PsaB and
Asn-604 of PsaA, respectively. Biophysical measurements failed to detect a transient
radical pair between P700 and the accessory chlorophyll probably because the
lifetime of the reduced state of the accessory chlorophyll is too short to detect. The
Chla molecules of the third pair, which are coordinated by Met-688 of PsaA and
Met-668 of PsaB, respectively, correspond to A0. Naphthoquinone (phylloquinone)
molecules of the fourth pair, which correspond to A1, are hydrogen-bonded to NH of
backbone of Leu-722 on PsaA and Leu-706 of PsaB, respectively. Additionally their
quinone planes interact with indole rings of Trp-697 of PsaA and Trp-677 of PsaB,
respectively. The chemical species of A1 is naphthoquinone in the cyanobacterial
and plant crystal structures. However three types of naphthoquinone have been
reported to be present in PSI core complex depending on photosynthetic organisms
(Fig. 6). A1 is phylloquinone in higher plants, some algae, and some cyanobacteria.

Fig. 5 The configuration of
the PSI redox components.
Chla dimer, P700, and a pair
of accessory chlorophylls, A0,
and A1 form two branches of
electron transfer chain (PDB
1JB0). The two branches are
connected at FX, and
subsequently FA and FB
successively accept electrons.
Two His residues on PsaA
and PsaB coordinate
chlorophylls of P700. Two
Trp residues on PsaA and
PsaB are located between
P700 and Pc (or Cyt c)
binding site to facilitate
electron transfer reaction from
Pc (or Cyt c) to P700. Only
chlorin ring of Chla is shown
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However, A1 is 5′-monohydroxyphylloquinone or menaquinone-4 in some algae and
some cyanobacteria [9]. It is not yet clear whether the difference of the naphtho-
quinone has any physiological significance.

Site-directed mutagenesis to replace His-676 of PsaA or His 656 of PsaA and
biophysical characterization of the resulting mutants suggested that spin density on
the P700+ radical is unevenly distributed between the Chla pair; more density is
detected on Chla coordinated by His-656 of PsaB [10, 11]. However, the two
branches of the redox components are functional [12]. Kinetic measurements
revealed that the reoxidation of A1

- by FX has two phases of t1/2 = 13 ns and
t1/2 = 160 ns, suggesting that the two phylloquinone molecules are involved in the
electron transfer from A1 to FX [13]. Site-directed mutagenesis to replace the Trp
residue interacting with one of phylloquinone molecules revealed that the
replacement of Trp residue of PsaB affected the fast phase while the replacement of
Trp residue of PsaA affected the slow phase [14]. FX is coordinated between PsaA
and PsaB by four cysteine residues; Cys-575 and Cys-584 of PsaA and Cys-561
and Cys-570 of PsaB coordinate the 4Fe-4S cluster. Two 4Fe-4S clusters, FA and
FB, are located on PsaC. Two Trp residues on PsaA and PsaB, respectively, are
located between P700 and the docking site for Pc and Cyt c, and facilitate the
efficient electron transfer from Pc or Cyt c to P700 [15].

Fig. 6 Chemical structures of
the three naphthoquinones
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5 Antenna Pigments in PSI Core and LHCI Complexes

The cyanobacterial PSI core complex associates 96 Chla molecules; six
Chla molecules are required for the electron transfer reaction, whereas 90
Chla molecules are involved in light harvesting as antenna chlorophylls.
79 Chla molecules are bound to the PSI RC heterodimer; PsaA and PsaB associate
40 and 39 Chla molecules, respectively, whereas the small subunits such as PsaJ,
PsaK, PsaL, PsaM and PsaX, and a lipid, phosphatidylglycerol (PG), coordinate to
Mg2+ of 11 Chla molecules.

The arrangements of the 21 transmembrane helices of the PSI RC subunits
(PsaA and PsaB) and the PSII core complex (PsbA, PsbB, PsbC, and PsbD) are
well conserved. The domains consisting of six helices (a-f) of the N-termini of PsaA
and PsaB (peripheral parts), which correspond to the six helices of CP47 and CP43,
bind 27 Chla molecules. By contrast, the domains consisting of five helices (g-k) of
the C-termini of PsaA and PsaB (central parts), which correspond to the five helices
of PsbA (D1) and PsbB (D2) of PSII RC, associate 13 and 12 Chla molecules,
respectively (Fig. 7). The antenna chlorophylls are not distributed uniformly so that
the distances among adjacent Chla molecules are close enough for efficient exciton
transfer. Most Chla molecules are coordinated to imidazole group of His residues,
or oxygen atoms of the side chain of Asp, Gln, Glu, and Tyr residues, of peptide
bonds, or of water molecules [4]. For example, the peripheral parts of PsaA and
PsaB associate 18 Chla molecules, which forms layer-like structures at the stromal
and lumenal sides. However the antenna chlorophylls are separated from the six
chlorophylls involved in the electron transfer except for the two Chla molecules on
PsaA and PsaB, which are located in the proximity of A0 on PsaA and PsaB,
respectively. It is proposed that excitons are transferred from the antenna pigments
to RC mainly through these Chla molecules.

One of the interesting features of the antenna chlorophylls of PSI complex is the
presence of chlorophylls that absorb light at longer wavelengths than that of P700,
which are designated as ‘red chlorophylls’ or ‘red-shifted chlorophylls’. One trimer
at the lumenal side of PsaB and three dimers of Chla at the central parts of PsaA
and PsaB are tentatively assigned as red chlorophylls [4]. The three Chla molecules
forming trimer are stacked like a staircase, whereas the chlorin planes of the three
dimers are nearly parallel.

β-carotene molecules play roles in light harvesting and protecting RCs from pho-
todamage by quenching excited Chla triplet states generated by photochemical
reactions. Most of β-carotene molecules are deeply inserted in the PSI complex
althoughmanyChlamolecules are present near the stromal or lumenal surface [1, 4, 7].

Recent progresses in the determination of the structure of PSI-LHCI have
revealed detailed structure of four LHCIs (Lhca1-4) stably associated to PSI core
complex in plant [5–7, 16]. PSI-LHCI associates 155 Chla, 12 Chlb, 28 β-carotene,
5 lutein, and 4 violaxanthin molecules. The four LHCIs associate 45 Chla, 12 Chlb,
4 β-carotene, 5 lutein, and 4 violaxanthin molecules [7]. Although the structures of
the four LHCIs are well conserved, the distribution of Chlb is not uniform among
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the four LHCIs as summarized in Table 2. Lhca2 and Lhca4, which are located in
the center of the LHCI tetramer, associate more Chlb molecules than Lhca1 and
Lhca3. Each LHCI associates one molecule of β-carotene, lutein, and violaxanthin
in addition to Chla and Chlb. However one additional lutein molecule is present

Fig. 7 The arrangement of 22 transmembrane helices of PsaA and PsaB. a Localization of 11
transmembrane helices (a-k) of PsaA and PsaB are shown. Six transmembrane helices of N-termini
of PsaA and PsaB (a-f) are shown in green [4]. These domains form peripheral parts of PSI RC and
function as light harvesting. Five transmembrane helices of C-termini of PsaA and PsaB (g-k) are
shown in magenta and purple. These domains are interlocked to constitute central part involved in
both light harvesting and photochemical reaction. b Cross-section model of 11 transmembrane
helices of PsaA and PsaB. Two domains consisting of helices a-f of PsaA and PsaB and two
domains consisting of helices g-k of PsaA and PsaB are shown. P700 is located between two k
helices of PsaA and PsaB whereas FX is located between two interhelical loops connecting h and i
helices of PsaA and PsaB. The number of Chla associated with the four domains is indicated

Table 2 Pigment compositions of PSI core and LHCI complexes1, 2

Pigments PSI core Lhca1-42 Lhca12 Lhca22 Lhca32 Lhca42

Cyanobacterium1 Plant2 Plant2

Chla 96 98 45 (523) 12 9 13 11

Chlb 0 0 12 (93) 2 5 1 4

β-carotene 22 22 4 1 1 1 1

Lutein 0 0 6 1.54 1 1 1.54

Violaxanthin 0 0 4 1 1 1 1
1[4], 2[7], 3[6], 4one lutein molecule is localized between Lhca1 and Lhca4
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between Lhca1 and Lhca4. As shown in Fig. 3b, Lhca1, Lhca4, Lhca2, and Lhca3
form a tetramer on one side of PSI core complex (PsaF and PsaJ side), which is
located between PsaG and PsaK. PsaG and PsaK, which are homologous and are
located pseudo-symmetrically, are involved in stabilization of the LHCI tetramer.

Two main pathways for exciton transfer from LHCI to PSI core are proposed on
the basis of the structure of PSI-LHCI supercomplex. PsaG and PsaK bind
Chla molecules and intimately associate with Lhca1 and Lhca3, respectively. It is
inferred that excitons on the LHCI tetramer are first moved to Lhca1 or Lhca3, and
are then transferred to PSI core antenna through Chla molecules associated with
PsaG and PsaK, respectively.

6 Biogenesis of Photosystem I Complex

The subunits and cofactors of PSI core complex in cyanobacteria and PSI-LHCI
supercomplex in plants and algae are precisely organized as already described
above. Thus these components need to be synthesized on demand and the syn-
thesized components must be properly integrated into a functional complex. It is
unlikely that this assembly process proceeds spontaneously. Accordingly it is
expected that an assembly apparatus for PSI complex, which assists integration of
the PSI components, should be present [17, 18]. However it remains elusive how
and by which factors the constituent components are integrated into PSI complexes.
However several factors that are necessary for proper assembly of PSI complex
have been reported [17, 18]. Among them, the chloroplast-encoded Ycf3 and Ycf4
proteins are essential factors for PSI biogenesis in the green alga Chlamydomonas,
because the knockout mutants of Ycf3 or Ycf4 accumulate no PSI complex [19].
Biochemical isolation and characterization of Ycf4 protein revealed that Ycf4 is
part of a large complex, on which newly synthesized PSI subunits are assembled
into a PSI core subcomplex. Subsequently the other small PSI subunits are suc-
cessively integrated into the subcomplex. In the case of PSI-LHCI assembly, the
integration of PsaG and PsaK are one of the latest steps in the PSI biogenesis [8].
However more detailed assembly process remain to be addressed.

7 Conclusion

The PSI complexes of cyanobacteria, algae, and plants have functionality for effi-
cient light harvesting, charge separation, and electron transfer to oxidize Pc or Cyt
c and reduce Fd. 11-14 subunits of PSI core complex and a number of cofactors
involved in charge separation and electron transfer as well as in light harvesting are
precisely organized in large chlorophyll-protein complexes. The determined
structures of PSI core trimer and PSI-LHCI supercomplex have revealed the
detailed structure responsible for the conversion of labile light energy into stable
redox energy at quantum yield of nearly 1.0.
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Part IX
Energy Conversion Using

Photosynthesis Mechanism:
Implementing Photosynthesis
in Energy Storage Systems



PS-I and PS-II on Electrodes for Energy
Generation and Photo-Sensor

Nao Terasaki

Abstract High performance of biocomponents such as photosynthetic protein, i.e.
photosystem I (PSI) or II (PSII), can be attributed to well-designed spatial con-
figurations (position, direction, etc.) and the environmental control of the functional
molecules in the biocomponents. In order to introduce the utilization of the bio-
component in the context, in this chapter, we described the next four topics together
with many reported examples; (1) PSI and PSII protein complex as the biocom-
ponent, (2) oriented immobilization of PSI or PSII on electrode, (3) rapid and
multilayered immobilization of PSI, (4) new approach; plugging a molecular wire
into PSI as biocomponent for direct connection to artificial devices.

1 Introduction

Biocomponents from living body are very attractive nanomaterials because they
have already achieved ultrahigh and ultimate performance as a result of many
cycles of natural selection and mutation (Fig. 1). Especially in the case of photo-
synthesis, it is well-known that the quantum yield of the photo-electro conversion in
the photosynthesis reaction center is almost unity [1, 2].

The high performance of biocomponents can be attributed to well-designed
spatial configurations (position, direction, etc.) and the environmental control of the
functional molecules in the biocomponents.

Many scientists have made efforts to mimic and model bio functions, and only
some of them have developed materials with performance identical to or exceeding
that of the original biocomponents. As to the photo-induced electron transfer, as
shown in Fig. 2a, Moore and Gust et al. succeeded in achieving a long living charge
separation using carotenoporphyrin–quinone triad system in which the distance
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between separated electron and hole was kept long to prevent backward electron
transfer to reach charge recombination, the same strategy as photosynthetic electron
relay system [3]. Furthermore Imahori and co-worker successfully developed high
efficient photoelectric conversion device using gold electrodes modified with
self-assembled monolayers of ferrocene-porphyrin-fullerene triads (Fig. 2b) [4, 5].
However, these successes have been limited to several examples because the fine
tuning of multistep electron transfer reaction requires high skill and experience for
organic synthesis and long time for development.

On the other hand, materials with ultimate and ultrahigh performance already
exist in nature. From these viewpoints, we have proposed a new concept in which
bio components are employed as vital constituents of the artificial devices; for this
purpose, we designed a bio photo-sensor system consisting of a photosystem I
(PSI) protein complex and electrode or FET device (Fig. 1). Here we discuss the
next four topics; (1) photosystem I (PSI) and photosystem II (PSII) protein complex
as the biocomponent, (2) oriented immobilization of the biocomponent, (3) rapid
and multilayered immobilization, (4) new approach; plugging a molecular wire into
biocomponent for direct connection to artificial devices.

Fig. 1 Concept: biocomponent as constituent part of artificial device
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2 Photosystem I and II as Biocomponent

As mentioned in the Introduction, the high performance of biocomponents such as
PSI and PSII can be attributed to well-designed spatial configurations (position,
direction, etc.) and the environmental control of the functional molecules in the
biocomponents. Thus, first, the characteristics of PSI and PSII protein complex are
introduced.

According to the crystal structure of PSI from the thermophilic cyanobacterium
Synechococcus elongatus reported by Jordan et al. [6] and Fromme et al. [7, 8], we
can obtain a picture at atomic detail of 12 protein subunits and 127 cofactors
comprising 96 chlorophylls, 2 phylloquinones, 3 Fe4S4 clusters, 22 carotenoids, 4
lipids, a putative Ca2+ ion and 201 water molecules. The PSI protein complex is
trimmer as shown in Fig. 3a, and the size is estimated as ca. 220 Å (22 nm) through
the TEM image of PSI (Fig. 3b). In each monomer of PSI, there is an electron relay
system as shown in Fig. 3d. The photo excitation of a chlorophyll hetero dimer
(P700) induces its oxidation and a series of efficient electron transfer steps, as shown
in Fig. 3c, d: P700→ (1–3 ps)→ chlorophyll a(A0)→ (20–50 ns)→ phylloquinone
(VK1 or A1) → (20–200 ns) → iron-sulfur (Fe-S) clusters (FX, FA and FB) [9, 10].

(a)

(b)

Fig. 2 Example of high performance artificial photosynthetic system using molecules reported by
a Moore and Gust et al. [3] and b Imahori et al. [4]
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Meanwhile, in Fig. 4, the information of electron relay system (a) and structure
(b) of cyanobacterial PSII are shown [11–13]. They show locations of and inter-
actions between 20 protein subunits and 77 co factors per monomer. Assignment of
11 carotenes yields insights into electron and energy transfer and photo-protection
mechanisms in the reaction centre and antenna subunits [11, 12].

The photo-activity including photo induced charge separation and subsequent
reactions in PSII was reviewed by Rutherford and Boussac as below [13]. When a
P680 (chlorophyll hetero dimer) is excited by light,

(1) charge separation (2–20 ps) occurs mainly between the chlorophyll (ChlD1) in
P680 and the pheophytin (PhD1). After that, the consequent electron transfer
occurs;

(2) PhD1 transfers an electron (*400 ps) to the quinone (QA).
(3) P680+ is able to oxidize (*20 ns) the tyrosine-161 of D1.

TEM image of PSI

(a)
(b)

(c)
(d)

Fig. 3 Information of PSI reported by Jordan et al. [6] and Fromme et al. [7]. Structure of top
view (a) and side view (c). TEM image (b) and electron relay system (d) of PSI trimmer protein
complex
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(4) TyrZ• oxidizes (*30 µs) the Mn cluster (S1–S2).
(5) QA transfers an electron (*100 µs) to the second quinone (QB)

Through similar reactions but different kinetics, charges are accumulated on the
Mn cluster and on QB. The accumulated four positive charge-equivalents on Mn
cluster cause oxidization of 2H2O, releasing O2. The photo-induced water splitting
reaction is one of the most attractive points of PSII from the view point of pho-
toelectric conversion with just water and fuel cell.

3 Oriented Immobilization of Biocomponent on Electrode

In order to employ bio-components in the artificial device, controlling the orien-
tation and maintaining the activity of the bio-component must be needed for the
efficient signal generation. Biocomponents such as PSI and PSII have a specific site
on their surface such as hydrophilic and hydrophobic site [14–16], positively or
negatively charged, amino acid which has functional group such as –SH, NH2, –
CO2H for adsorption to gold electrode and/or binding reaction [14, 17–19].
Furthermore, some researchers prepared mutant biomaterials in order to specify the
position for adsorption through attaching histidine tag (Histag) or removing steric
hindrance [20, 21].

In order to highly control the orientation of biomaterial, the use of an appropriate
interlayer (linker) has been efficient for attaching the specific site of biomaterial
[14–21]. As the smart example as shown in Fig. 5a, Kalz et al. used a pyrene
derivative with N-succinimidyl-[2, 3-3] propionate as the interlayer (linker)

Fig. 4 Electron relay system [13] (a), and structure [12] (b) of cyanobacterial PSII
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molecule, in which the pyrene group was chemically adsorbed on the graphite
electrode [14]. Then, a photosynthetic protein complex (hereafter called reaction
centers: RCs) was covalently bound to the linker by the coupling reaction (elimi-
nation of N-succinimidyl group). In this case, the orientation of RCs depends on the
binding sites of RCs: lysine (Lys) or cysteine (Cys) residuals, denoted as
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Fig. 5 Oriented immobilization of biocomponent on electrode. a Structure of photosynthetic
protein (called RCs), Two types of RCs orientation on the graphite electrode via pyrene-containing
linker molecule: bound through lysine and cystein residuals, and the corresponding photocurrent
responses, reported by Kazt et al. [14]. b Chemical formulae of bifunctional linker molecules for
immobilizing biocomponent on electrode
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orientations 5a-1 and 5a-2, respectively. Photocurrent measurements were carried
out in the presence of cytochrome c (10−2 M) as the electron donor for the RCs.
A dramatic difference in the photocurrent intensity was observed for the different
orientations of the RCs (Fig. 5a, right). The result clearly indicates that in the
orientation 5a-2 the electron relay systems in the RCs are favorably directed to
induce larger electron flow as if the quinone sites are located closer to the electrode.
Accordingly, the self-assembling monolayer (SAM) as interlayer (linker) can serve
as a promising method for preparing the electron flow pathway from the RCs.

Likewise, in Fig. 5b, some other SAMs of bifunctional thiols having sulfonate,
carboxy, and amino group and others was shown, which have been used as the
interlayers (linker) to bind the bio-components for further investigation of the
photoelectric function of the RC [15, 17], PS I [16, 18–20], PSII [21] and so on.

At an early stage in our research, we investigated the possibility of PSI-based
photosensor. Thus, we tried to immobilize the PSI on electrode through relatively
convenient method, such as electrostatic interaction between a negatively charged
self-assembling monolayer (SAM) and a positively charged ferredoxin-binding site
which has –NH4

+ group around the Fe-S clusters (FX, FA, and FB) of PSI [18, 19].
Concretely, the PSI-modified gold electrode was prepared according to the scheme
shown in Fig. 6a. The SAM of 3-mercapto-1-propane sulfonic acid sodium salt
(MPS) was first assembled on the gold electrode surface. Then, the MPS-modified
gold electrode was immersed in 2.8 mg/mL of PSI suspended in MES-NaOH buffer

(d)

(a) (b)

(c)

Fig. 6 PSI based biophotosensor. a Scheme for immobilization of PSI on electrode via negatively
charged SAM. b Mechanism for photocurrent generation. c Schematic illustration d and
photoresponse of PC, photo-Voc and photo-Ids of PSI based FET device
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solution (pH6.4) for 4 days to obtain PSI-modified gold electrode. The experimental
work flow for evaluating the series of photo-responses is described here. First, the
photo response of the current (photocurrent, PC) through the mechanism as shown
in Fig. 6b was carried out in the three-electrodes mode [counter electrode (CE): Pt
wire; reference electrode (RE): Ag/AgCl (sat. KCl aq)]. The open-circuit voltage
(photo-Voc; CE:Pt wire) of the PSI-modified gold electrode was evaluated by using
same electro-chemical cell as the case of photocurrent measurement. Furthermore,
after leading of the PSI-modified gold electrode to the gate of the FET as shown in
Fig. 6c, the photo response of the source-drain current of the PSI-based FET
(photo-Ids) was measured. As shown in Fig. 6d, the basic photoresponses origi-
nating from the excitation of PSI, including the photocurrent (106 nA) and the
photoresponse of the open-circuit voltage (photo-Voc: 28.6 mV), were character-
ized. Then, the PSI-modified gold electrode was linked to the gate of the FET using
a leadline, and the device was successfully driven by the photo electric signals from
the PSI like a voltage follower circuit. Furthermore, we successfully demonstrated
that the PSI-based FET acts as a photosensor in imaging devices.

The genetic introduction of a poly histidine tag (Histag) on the surface of a
biocomponent has been investigated as a promising method to immobilize the
biocomponent on the Ni-NTA-terminated SAM on electrodes with positional
selectivity in a molecular order [20]. Based on this background, we prepared
Histag-PSII (Fig. 2b) and immobilized the Histag-PSII on the Ni-NTA-terminated
SAM through the scheme as shown in Fig. 7a, to obtain PSII/Au [21]. Before the
experiment using PSII modified electrode, it was confirmed that the PSII used here
can sufficiently cause a water-splitting reaction and the oxygen evolution; in other
words, the bioactivity was maintained even after the purification and genetic
introduction of Histag on PSII.

Photocurrent measurements of PSII/Au were carried out using the three-electrode
electrochemical cell in the presence of 0.4 M sucrose, 15 mM CaCl2, 15 mMMgCl2,
and 0.1 M NaCl in the MES-NaOH (pH6.4) buffer aqueous solution. This solution
for the photocurrent measurements possessed almost the same composition as the
solution in the oxygen-evolving experiment involving PSII; in particular, and there
were no sacrificial electron donors. By subjecting the PSII/Au to light irradiation of
680 nm (3.3 mW), a stable anodic photocurrent was observed and the value was
maintained constant for at least several tens of minutes (Fig. 7c). Figure 7d shows the
applied potential dependence of the photocurrent in PSII/Au. The photocurrent
values increased with the applied positive potential and the photocurrent direction
was reversed at around 50 mV versus Ag/AgCl (sat.KCl), which is close to the redox
potential of QB. The Histag, which provides the linkage to the gold electrode, was
introduced on the surface of PSII at the point close to the QB molecule (Fig. 2b);
therefore, electron injection from QB to electrode seemed to be easy. Based on these
facts, the photocurrent must be generated through the following 4 steps (Fig. 7b):

(i) photoexcitation of PSII,
(ii) cascades of electron transfer reactions in PSII from P680 to QB,
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(iii) electron injection from QB to gold electrode,
(iv) re-redox of P680+∗ with the electron generated via the water-splitting reac-

tion at the Mn cluster in PSII.

4 Rapid and Multilayered Immobilization on Electrode

The self-assembling method is very fascinating in the preparation of monolayer
assemblies on the electrode. However, fabrication of SAMs on the planar electrode
has been limited to the number of immobilized molecules. To overcome this lim-
itation, the use of three-dimensional or multistructure electrodes is the most
promising approach [22]. For this purpose, utilization of metal nanoparticle or
nanostructure is convenient because the metal—S self-assembly can in principle be
applicable, same as for the planner electrode. Thus, also for biocomponent modified
electrode, Terasaki et al. utilized the nanostructured gold electrode prepared
through electrolyte-induced precipitation of gold nanoparticle (so-called salting-out
method) [19, 21]. They used ∼15 nm gold nanoparticle that were comparable to the

(a) (b)

(c) (d)

Fig. 7 PSII on electrode via Histag-Ni-NTA linker molecular. a Schematic illustration of
procedure. b Mechanism, c photo-responses and d applied potential dependence on photocurrent
of PSII modified electrode
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size of PSI (Fig. 8a, b), and prepared the gold nanoparticle-PSI multistructure as
shown in Fig. 8c through the procedure shown in Fig. 8d. As a result, they suc-
cessfully obtained larger photocurrent responses with increasing the number of gold
nanoparticle to precipitate for forming the nanostructured gold electrode (Fig. 8e).

Furthermore, Carmeli et al. fabricated an oriented multilayers of PSI proteins on
solid surfaces by auto-metallization as shown in Fig. 9a [23]. The feature of this
system is the next two points; (1) cysteine mutant PSI as binding site to gold
electrode. The mutated amino acid is located near P700 and does not have stereo
hindrance when placed on a gold surface, assuring the formation of sulfide bonds
and close electron injection. (2) Direct platinum deposition at the endpoint of
electron relay system of PSI by using own photoelectron transfer of PSI and
reduction of Pt4+ ions. By utilizing the feature, they fabricated the oriented multi-
layers of PSI on gold electrode according to the cycles of the next two steps and
successfully enhanced the photo-signals.

(i) Formation of oriented monolayer of PSI on gold electrode via the sulfide bond
between the mutated cysteine and gold electrode.

(a) (b) (c)

(d)
(e)

Fig. 8 Enhancement photocurrent using nanostructured gold electrode [19]. a TEM image of PSI.
SEM images of b gold nanoparticle and c PSI/AuP/Au. d Schematic illustration of procedure.
e Comparison of photocurrent between PSI modified planer and nanostructured gold electrode
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(ii) Photo-reduction of Pt4+ ions, which resulted in the deposition of Pt patches at
the reducing end of each PSI molecule, is used to attach the next monolayer of
PSI through the formation of sulfide bonds.

On the other hand, it requires a long time, i.e. a few days, to immobilize the
biocomponent on electrode through interlayer (linker), and slow adsorption has also
been an obstacle. To resolve this, Cliffel and Jennings et al. proposed a new method
for preparing a dense PSI monolayer that reduces the time required for assembly
by ∼80-fold in comparison to that for adsorption from solution as shown in Fig. 9b
[24]. This method consists of applying vacuum to an aqueous PSI solution during
assembly process to concentrate PSI and precipitate it into a thick layer onto the
self-assembled monolayers or directly onto the electrode surface. Rinsing with
water yields a dense monolayer of PSI that draws ∼100 nA/cm2 of photocurrent
from the gold electrode in the presence of appropriate mediators.

5 Plagging a Molecular Wire into PSI for Direct
Connection to Arttificial Devices

In the previous paragraphs, PSI or PSII immobilization on electrode via interlayer
(linker) molecules has been described. However, as mentioned earlier, the high
performance of PSI is the result of its well-designed spatial configuration (position,
direction, etc.); however, no investigations using the PSI photonic device in this
context had been reported at that time. Thus, we have investigated and reported the
first successful direct coupling between functional molecules of biocomponents

(a) (b)

Fig. 9 Multidimensional PSI electrode. a Oriented multilayers of PSI on electrode by
auto-metalization, reported by Cameli et al. [23]. b Photocell with vacuum deposited a dense
PSI multilayer reported by Cliffel and Jennings et al. [24]
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(PSI) to artificial electronic devices (FET) via a molecular electric wire designed at
the molecular order. This is similar to plugging an electric wire into power gen-
erator as shown in Fig. 10.

For the direct coupling, we focused on vitamin K1 (VK1, A1 site of PSI, quinone
derivative) by reason of the next three points;

(i) VK1 can be extracted by treating organic solvent to obtain a quinone pocket.
(ii) Other quinone derivative can be reconstituted to the quinone pocket.
(iii) Electron transfer rate of each step of PSI, namely the first and second

electron transfer reactions (from P700 to A1 = VK1) occur very rapidly (on a
picosecond time scale), whereas the third step occurs at a much slower rate
(in the order greater than approximately 10 ns).

Thus, the direct connection of an efficient molecular wire to the relay system at
the A1 site will guide the electrons in the direction of the wire. The main features of
the design for molecular electric wire are as follows. First, the naphthoquinone unit
functions as the binding site for the quinone pocket of PSI. Secondly, the lengths of
the molecular wire and VK1 are kept identical to ensure that the end of the chain
remains outside of the PSI system. Thirdly, the electron-accepting unit has the
appropriate potential to relay electrons through the molecular wire. According to
this strategy, we designed and synthesized two types of molecular wires, which are
introduced below.

The first approach of the molecular electric wire was naphthoquinone-gold
nanoparticle linked compound (NQC15SGNP) as shown in Fig. 11 [25]. Certainly,
although the gold nanoparticle does not show strong electron-accepting properties,
NQC15SGNP is useful to visualize the reconstitution. First of all, we confirmed that
the photo-activity of PSI disappeared once accompanied by extraction of VK1 from
PSI and then recovered after the reconstitution of NQC15SGNP. Figure 11b shows
TEM images of intact PSI and NQC15SGNP reconstituted PSI. A TEM image of
the intact PSI exhibited gray circles with diameters of ca. 20 nm and ca. 10 nm.
These sizes could be assigned as a trimmer (22 nm) and a monomer (10 nm) of PSI

νννν

Fig. 10 strategy; direct coupling between functional molecules of PSI to artificial electronic
devices via a molecular electric wire
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(a)

(b) (c) 

(d)

(e)
(f)

(g)

Fig. 11 Approach using NQC15GNP as molecularly electric wire, reported by Terasaki et al. [25].
a schematic illustration of reconstituted PSI modified gold electrode. b TEM images of intact and
reconstituted PSI. c AFM image and e photocurrent action spectrum of the reconstituted PSI
immobilized gold electrode. d Schematic structure of reconstituted PSI immobilized FET gate.
f Input and g output image for demonstrating PSI based photosensor
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[6–8]. In the TEM image of NQC15SGNP reconstituted PSI, both a large gray circle
and a small, clear, black dot (2 nm) were observed, and every gray circle (PSI) has
just 1 or 2 black dots (NQC15SGNP) responding to the number of VK1 pockets in
one PSI. This can be concluded to be the direct evidence and visualization of the
reconstitution. By means of connection between gold electrode and the gold
nanoparticle of reconstituted PSI as shown in Fig. 11a, clear photocurrent was
observed and confirmed that it was originated form photoexcitation of PSI
(Fig. 11e). In addition, by immobilizing the reconstituted PSI on an Si3N4–Ta2O5

on the gate of an FET using silane coupling reaction and Au–S bond formation
(Fig. 11d), the output of electrons from PSI to FET is demonstrated with the aim of
obtaining a PSI-biophotosensor capable of interpreting the gradation in an image
(input: Fig. 11f, output: Fig. 11g) for the first time.

The second approach of themolecular electric wire wasNaphthoquinone-viologen
linked compound (NQC15EV) as shown in Fig. 12 [26]. In the NQC15EV reconsti-
tuted PSI, we confirmed that the photoelectron in PSI is transferred to the viologen
along the electron relay system of PSI and the NQC15EVmolecular wire within 10 ps
by using laser flash photolysis. For the system, VK1 extracted PSI (denoted as PSI
(-VK1)) was connected to NQC15EV molecule immobilized on gold electrode to
obtain reconstructed PSI immobilized gold electrode (PSI@NQC15EV/Au).

From the action spectrum of PSI@NQC15EV/Au (Fig. 12, ●), it can be said that
the photocurrent responses are mainly due to the photoexcitation. Furthermore, to
clarify the effectiveness of electric wire of PSINQC15EV, two control experiments
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Fig. 12 Approach using NQC15EV as molecularly electric wire, reported by Terasaki et al. [26]
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were carried out. For the control electrode 1, PSI(-VK1) was directly immobilized
an electrode through the same procedure, except that NQC15EV was not fixed, so
that there were no binding sites for reconstitution and no electron acceptors on the
electrode. Immobilization of PSI(-VK1) was confirmed by surface plasmon reso-
nance (SPR) measurements. Even though the conditions were the same as
PSI@NQC15EV/Au, photocurrent responses were not observed at all measured
points (Fig. 12,○). For control electrode 2, methyl viologen (MV) was used instead
of NQC15EV, so that there were no binding sites available for reconstitution with
PSI(-VK1), but there were electron acceptor units present around PSI on the gold
electrode surface. In this case, the action spectrum shows no peaks around 680 nm
(Fig. 12, □). This successfully demonstrated that the photocurrent responses are not
a result of direct electron transfer from photoexcited P700 and/or other chlorophyll
units to the viologen unit, but the result of electron transfer through the molecular
electric wire NQC15EV.

6 Conclusion

In this chapter, we introduced the following four topics together with many reported
examples; (1) photosystem I (PSI) and photosystem II (PSII) protein complex as the
biocomponent, (2) oriented immobilization of PSI or PSII on electrode, (3) rapid
and multilayered immobilization of PSI, (4) new approach; plugging a molecular
wire into PSI as biocomponent for direct connection to artificial devices.

How to achieve the ultimate performance of biocomponent remains a hot topic
today, and many approaches have been reported on high impact factor journal; for
example pseud dyad or triad biocomponent connected with graphen oxside
(GO) [27], carbon nanotube (CNT), semiconductor such as p-doped Si [28] or
GaAs [29] and so on. Furthermore, photocell [30] or photosensor [31] are con-
sidered promising practical applications. This trend should continue for the time
being.
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Electronic Device Approach Using
Photosynthesis Assembly of Photosynthetic
Protein Complexes for the Development
of Nanobiodevices

Masaharu Kondo, Takehisa Dewa and Mamoru Nango

Abstract Photosynthetic light-harvesting polypeptide/pigment complexes (LH)
play an essential role in the primary process of an efficient solar energy-transduction
in photosynthetic membrane. In our research, we aim to use the LH complex and
control its direction and orientation on electrodes for the development of
nanobiodevices from solar to fuel. Specifically, we focus on the construction of an
array of the LH on electrodes using a modified photosynthetic protein complex
prepared from modern biosynthetic manufacturing methods and in lipid
membranes.

1 Introduction

There is a number of examples in nature where processes for energy conversion,
storage, and transport are combined and optimized in a “smart system” that
transforms energy from a molecular process to a cellular or higher organismal
function. Using biological design principles, future biology-based photonics or
synthetic organic materials could be a part of clean and inexpensive alternatives to
current solar or fuel systems.

In the primary photosynthetic event, polypeptides/pigments complexes, that are
LH and reaction centers (RC), cooperate to efficiently transducer of light energy.

M. Kondo
Department of Materials Science and Engineering, Graduate School of Engineering,
Nagoya Institute of Technology, Gokiso-cho, Showa-ku, Nagoya 466-8555, Japan

T. Dewa � M. Nango
Department of Frontier Materials, Graduate School of Engineering,
Nagoya Institute of Technology, Gokiso-cho, Showa-ku, Nagoya 466-8555, Japan

M. Nango (&)
The OCU Advanced Research Institude for Natural Science and Technology (OCARINA),
Osaka City University, 3-3-138, Sugimoto, Sumiyosi-ku, Osaka 558-8585, Japan
e-mail: nango@sci.osaka-cu.ac.jp

© Springer International Publishing Switzerland 2016
M. Sugiyama et al. (eds.), Solar to Chemical Energy Conversion,
Lecture Notes in Energy 32, DOI 10.1007/978-3-319-25400-5_26

437



A photon is captured by a peripheral LH, funnels into a core LH complex, and
subsequently transferred to an RC where charge separation takes place. Their
light-harvesting complexes perform highly efficient photon capture followed by
ultrafast excitation energy transfer between multiple chromophores. Understanding
photosynthetic systems and mimicking their highly efficient mechanisms can be a
very important approach to develop nanobiodevices for solar-energy conversion.

The past 10 years have seen tremendous progress in our understanding of the
structure and function of the pigment-protein complexes involved in fundamental
reactions in bacterial photosynthesis [1–9]. The structure of these reaction centers
(RCs) consist of a nearly C2 symmetrical arrangement of the redox centers. This
system has been extensively studied with ultrafast laser spectroscopy. The struc-
tures of the LH2 complexes in photosynthetic bacteria have nonameric and octa-
meric arrangements of repeating units consisting of two apoproteins, one or two
carotenoids, and three bacteriochlorophylls (BChls) (Scheme 1). In contrast, recent
evidence has shown that the crystal structure of the LH1-RC complex has the LH1
complex surrounding the contours of the RC; albeit, a high-resolution structure has
not yet been determined for the LH1 complex (Scheme 1).

Some purple photosynthetic bacteria have peripheral LH2, whose beautiful
cylindrical structures have been revealed by X-ray crystallography (Scheme 1) [5].
The subunit-type complexes bind two strongly coupled BChl a molecules
absorbing at about 850 nm (B850), one BChl a molecule having an absorption band
at 800 nm (B800), and one carotenoid molecule spanning the membrane in an all-
trans conformation (Scheme 1). It is well known that light energy absorbed by

Scheme 1 X-ray analyses and AFM image of LH2 and LH1-RC, and the absorption spectra of
bacterial chlorophyll a (BChl a) and carotenoids in the apoproteins (LH2, and LH1-RC)
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B800 is transferred to B850 with a time constant of *700 fs. Light energy
absorbed by carotenoids is also efficiently transferred to B800 and B850.
Consequently, the light energy is rapidly and efficiently collected by B850 in a
sub-picosecond time domain. The excitation energy on B850 is then transferred to
B850 of neighboring LH2 complexes, and finally funneled into a core complex
composed of light-harvesting 1 antenna and reaction center complexes (LH1-RC)
(Scheme 1), where charge separation follows [6]. LH2 and LH1-RC, therefore,
form a highly efficient fused excitonic and photovoltaic device.

The light-harvesting mechanisms in these complexes have been studied both
spectroscopically and theoretically [3, 4]. The knowledge has placed us in a unique
position to design artificial photosynthetic antenna systems based on a biological
blueprint. Our aim is to produce an antenna module, which acts as a sensitizer, and
a light-induced redox component for nanobiodevices to convert solar energy to
electricity. One of our system’s unique features is that it functions over a large
dynamic range of incident light intensities. It has a remarkable ability to efficiently
capture photons even at very low light fluxes. However, the system can also
withstand very high light fluxes by efficiently dissipating the excess photons,
thereby protecting itself against the potentially harmful effects of over-excitation.

Recently, great advances have been made in the integration and miniaturization
of organic devices that use these photosynthetic light-harvesting complexes in
molecular electronics [10–36]. Atomic force microscopy (AFM) has been used to
visualize membrane proteins, such as the LH2 complexes [7–10, 24, 34–36].
Further, currents produced by the RC films have been observed in multiple studies
[14–20, 27–29, 34]. Recently scanning probe analyses, including scanning tun-
neling microscopy (STM) and conductive atomic force microscopy (C-AFM), have
been very useful in the analysis of the electronic properties of individual molecules
on conductive metal substrates. In particular, C-AFM allows contact resistance
between the sample and tip to be controlled during current–voltage (I–V) mea-
surements [28, 29, 34].

In this area of research, there are two fundamental challenges: (i) assembling
protein pigment complexes with defined orientation onto the electrodes and
(ii) establishing a good electrical contact between the pigments and the electrode.
Genetically engineered mutations of RC and LH2 to produce His-tagged RCs or
Cysteine-tagged LH2 s can be utilized to control their orientation on patterned
surfaces [29, 33]. However, there have only been a few studies that investigated the
relationship between the control of orientation and the electron transfer activity of
these pigment complexes on electrodes. Establishing a fundamental understanding
of photon-electron transfer reactions in a single protein pigment complex on a
nanoscale apparatus will be key for developing nanobiodevices. We have found that
the photocurrent response of LH1-RC complexes in self-assembled monolayers
(SAMs) on a gold electrode depends on the methylene chain length of alkanethiol
SAM and on the chemical nature of its termination group [27]. The LH1-RCs are
adsorbed onto these SAMs via electrostatic interactions mediated by the native
structure of the proteins and the alkanethiol’s termination group. For this reason, we
focus on the assembly of photosynthetic protein pigment complexes, LH1-RC, on
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electrodes modified with or without a lipid membrane [29, 34]. This method will be
useful to study the energy transfer and electron transfer reactions between indi-
vidual pigments from the supra-molecular complexes oriented on the electrode; this
study will lay the foundation for the future development of nanobiodevices that
convert solar energy to electricity.

2 Results and Discussion

2.1 Photocurrent and Electronic Activities of C- or N-His
LH1-RC Complexes Assembled onto a Gold Electrode

In our study, C- or N- terminal His-tagged LH1-RCs from Rhodobacter (Rb.)
sphaeroides were engineered (Fig. 1a, b) and attached to Ni-NTA-assembled sub-
strates to assess their orientation and electric contact with the substrates (Fig. 1c) [29].

Fig. 1 Strategic mutation of LH1-RC of Rb. sphaeroides. LH1-RC is composed of LH1-α (blue),
LH1-β (red), RC H-subunit (cyan), RC L-subunit (yellow), and RC M-subunit (violet). a LH1-RCs
were mutated to add 6His (His)-tag at either the C or N terminal of LH1-α polypeptides. Charge
separation in a special pair (SP) in RC occurs. b Amino acid sequences of His-tagged LH1-α, C-,
and N-His. c Possible scheme of photovoltaic electron transfer for C- and N-His LH1-RC

440 M. Kondo et al.



Point-contact current imaging (PCI) AFM was used to determine their topography
and current/voltage characteristics (Fig. 2). This is the first approach to assemble the
LH1-RC complex on electrodes with a defined orientation [27].

2.1.1 Photoinduced Electron Transfer from C- or N-His LH1-RC
Complexes on SAM Modified Electrodes

Figure 3a shows the photocurrent response of the C- or N-His LH1-RC complexes
on the gold electrodes modified with SAM (Ni-NTA and alkanethiol (1-decanethiol,
C10SH)) when these electrodes were illuminated with pulses of 880 nm light. The

Fig. 2 Schematic strategy for the orientation of the His-tagged LH1-RC. a The gold substrates
were modified by a SAM molecule (NTA) and Ni2+ ions complexes that were adsorbed to bind the
His-tag side of the LH1-RC. b C-His LH1-RC is configured so that the special pair (SP) of RC is
placed upwards on the substrate (c). N-His LH1-RC is configured so that the H subunit of RC is
placed upwards on the substrate. d His-tagged LH1-RC is in a lying position e His-tagged LH1-RC
is denatured. The obtained substrates will have f vectorial electron transfer of photocurrent in a
photovoltaic cell and g point current imaging (PCI) AFM photocurrent

Electronic Device Approach Using Photosynthesis Assembly … 441



dark current and noise significantly decreased when C10-SH was present in the
SAMs because C10SH allows SAMs to be closely packed. This minimizes the direct
electron transfer between the electrode and the solution. Interestingly, cathodic
photocurrents were observed with both the C-His and N-His LH1-RCs. These
results indicate that one-way electron transfer from pigments in the LH1-RC
complex to methyl viologen (MV) occurred [27] (Fig. 3b). Furthermore, the pho-
tocurrent density, normalized by LH1-RC adsorbed, was greater for C-His LH1-RC
than N-His LH1-RC. The magnitude of the photocurrent was, therefore, very
sensitive to the orientation of LH1-RC complexes on the modified gold electrode.

The photocurrent response was wavelength-dependent and showed a maximum
at the wavelength near the maximum absorption band of the complex in solution.
For example, the action spectra of C-His and N-HisLH1-RC were similar to the
absorption spectra in solution (data not shown).

Most likely the rate determining step in the electron transfer occurred between
the electrode and the LH1-RC complex [27]. Since this electron transfer occurs by
tunneling, the electron transfer rates should decrease exponentially as a function of
the distance between the pigment in the RC and the surface of electrode [27]. Direct
electron transfer from the electrode to methyl viologen can be ruled out simply
because the tunneling distances that would be required to traverse the protein are

Fig. 3 a Photocurrent response of C- or N-His LH1-RC complex on a modified gold electrode
when illuminated at 880 nm in phosphate buffer (pH 7) and methyl viologen (MV) at –0.2 V (vs.
Ag/AgCl). b Electron state level of RC, methyl viologen, and equipment. The SP in RC is first
excited by a photon. Charge separation occurs, and the electron is transferred from BChl a and
Bphe to MV sequentially. The cationic SP captures an electron from the substrate to fill the ground
state charge balance
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too large (e.g., 7.3 nm across the LH1 or RC) [16]. Additionally, the applied voltage
was too low to induce direct electron transfer to methyl viologen (−0.62 V vs.
Ag/AgCl). The X-ray crystal structures of both the RCs and the LH1-RC complex
have been evaluated, and this information can be used to propose a pathway for the
multi-step electron transfer catalyzed by the RC from the electrode to methyl
viologen (Fig. 3b).

2.1.2 Estimation of the Orientation of the C- or N-His LH1-RC Using
PCI-AFM

Figure 4a shows an AFM topography image recorded under ambient (N2) condi-
tions of C-His LH1-RCs adsorbed onto the Ni-NTA substrate using an Au/Ir-coated
Si probe. Current–voltage measurements with Au-coated probes were determined

Fig. 4 a PCI-AFM topographic image of C-His LH1-RC. b I–V curves of C-His LH1-RC
complex on Ni-NTA modified gold electrode. These I–V curves are measured on a single grain,
which are marked by the same colored arrows in (a). Red line Clear rectification was obtained.
Green line ohmic current response. (c) PCI-AFM topographic image of N-His LH1-RC. d I–
V curves of N-His LH1-RC on Ni-NTA modified gold electrode. These I–V curves are also
measured on a single grain, which are marked by the same color arrows in (c). The H chain of RC
in LH1-RC is facing the substrate in the configuration in Fig. 2c. Light green line ohmic current
response. Blue line Clear rectification was obtained. The I–V characteristics show that electrons
propagate from the cantilever to the substrate, which ind icate that the C-His LH1-RC was oriented
as expected, and electrons transferred based on th e energy states in Fig. 2g
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on grains with diameters of 40 nm, i.e., single LH1-RCs (Fig. 4). The I–V curves
shown were obtained from such single grains. Figure 4b shows the measured
currents as a function of the applied voltage between the substrate and the
tip. Interestingly, some of the adsorbed LH1-RCs displayed different I–
V characteristics (e.g., red vs. green line) because the electron transfer pathway in
the RC was directed toward the tip in the presence of a C-His tag terminal. Sixty
five percent of the forty LH1-RCs adsorbed had the correct orientation, and the
current showed a semiconducting I–V curve (the red line) that indicates rectifica-
tion. Figure 4c, d show the AFM topography and I–V curves of N-His LH1-RCs
adsorbe d onto a Ni-NTA substrate, respectively. The arrangement of N-His
LH1-RCs observed was similar to that of the C-His LH1-RCs based on a com-
parison of the topography in Fig. 4a, c. The I–V curves in Fig. 4d show a reversed
rectification direction relative to those of C-His LH1-RCs in Fig. 4b, indicating that
approximately 62 % of the forty LH1-RCs were correctly oriented on the substrate,
and 37 % were simply lying on the substrate as in Fig. 5. The data also show a
semiconducting I–V curve (blue line). The relative orientations of the C- and N-His
LH1-RCs based on the rectification curves are summarized in Table 1. These results
show that His tags fused to the C or N termini of the LH1-RCs can control the
orientation of the transmembrane protein complexes assembled on the substrate.

The I–V curves of LH1-RCs sandwiched between the two electrodes measured
here clearly demonstrate that these proteins conduct electrons between the AFM tip
and the electrode. Electrons may directly tunnel from one electrode (tip) to the

Fig. 5 Schematic images of electron transfer of C- or N-His LH1-RC s oriented on the Ni-NTA
modified gold electrode. In nature, the electron transfer of RC is un idirectional due to the
molecular wire, SP → BChl a→ BPhe → Q, inside the RC molecule. a C-His LH1-RC. b Lying.
c N-His LH1-RC

Table 1 Orientations of C-
or N-His LH1-RC on a
modified gold electrode. Forty
LH1-RCs were measured

His-tagged position Orientation of LH1-RC (%)

Down Lying Up

C-His LH-RC 65 35 0

N-His LH1-RC 0 37.5 62.5
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other. For this case, this mode of charge propagation can be ruled out simply
because the tunneling distances would be too large (e.g., 7.3 nm across the RC)
[16]. In this study, the dependence of the direction of the rectification on the relative
orientation of the LH1-RCs on the Au electrode SAM suggests that the electron
from the gold coated probe transfers to the chemically modified Au substrate by the
pathway shown in Figs. 1a and 5. Higher currents were only seen when positive
voltages were applied to the Au substrate (or negative ones to the AFM tip) when
N-His LH1-RCs were used.

In this study, electrons are injected into the special pair (SP) of the RC via the
Au substrates or the AFM tip at negative or positive voltages, respectively,
(Fig. 2g), and these electrons are then transferred along the pigments associated
with the L-subunit of the RC from the SP to BChl a L to bacteriopheophytin (Bphe
oL), and then finally to quinone, QL (Figs. 1a and 5). The reduced QL can then be
directly oxidized by the substrate under the influence of the applied voltage.
Modification of the electrode by Ni-NTA is useful for electron transfer reactions
due to orientation of RC. The rate constants for each of these electron transfer steps
in Rb. sphaeroides RCs have been determined. The rates of reverse electron transfer
(QL to BChl aL to BChlL to SP) are significantly smaller than the rates of forward
transfer. This difference can then explain the observed asymmetry in the current
output between the applied positive and negative voltages. The results described
here complement those described for other devices using RCs with C60 [17] and
cytochrome c [15].

2.1.3 Oriented Excited and Ground State Electron Transfer
on the Electrode

The 3D structures of the LH1-RC and the electron transfer pathway, derived from
spectroscopic experiments, are also shown in Fig. 1a, c. Direct excitation with
light or indirect excitation by resonance energy transfer from an antenna complex
first promotes an electron from the SP to an excited singlet state. Electrons are
then transferred along the pigments associated with the L-chain of the RC, that is,
from SP* to an accessory BChl a (0.47 nm transfer distance), to Bphe (0.38 nm
transfer distance) and finally to Q (0.9 nm transfer distance). In this study, it is not
clear where the linking with MV takes place. It could be via BChl a or Bphe since
the redox potential of MV is much lower than that of Q in the RC. The oxidized
SP+ is then reduced by the electron transfer from the Au electrode. The distance
from SP to the surface of RC is likely to 1.0 nm for C-His LH1-RC (Fig. 1c) [27].
Therefore, it is important for this model to immobilize the LH1-RC complex on
various substrates with the defined orientation relative to the electrode, as shown
in Fig. 1c.
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2.2 Electron Conduction and Photocurrent Generation
of a LH-RC Complex on Electrodes Modified
with a Lipid Membrane

The electron conductivity and photocurrent of the LH1-RC complex embedded in a
lipid membrane were measured using C-AFM and photoelectrochemical analyses
[34]. AFM topography showed that LH1-RC molecules were well oriented with
their H-subunits toward the membrane surface [6]. LH1-RC embedded in a
membrane-generated photocurrent upon irradiation when assembled on an elec-
trode. The observed action spectrum was consistent with the absorption spectrum of
LH1-RC. The control of the orientation of LH1-RC by lipid membranes provided
well-defined conductivity and photocurrent. This is the first approach to assemble
the LH1-RC on electrode modified with lipid bilayers [34].

2.2.1 Electron Conduction of the LH1-RC Complex in Lipid
Membrane Environments

Figure 6a shows an AFM image of reconstituted LH1-RC
(lipid/LH1-RC = 35 mol/mol) in an aqueous condition. The height from the mica
surface is *7 nm, as shown in the height profile (Fig. 6ai) along the dashed line in
Fig. 6. The height corresponds to that of LH1. The area of the plain bilayer (4 nm in
height) is not shown. Because of the relatively high protein content, the LH1-RC
complexes are densely packed with lipid molecules. The center-to-center distance
between neighboring LH1-RC (whose long axis is 11 nm) was 12 nm (n = 6) [24],
which indicates that lipid molecules exist between the complexes. Protrusions about
2 nm from the surface of the LH1 were clearly observed, and these are H-subunits
of the RC (marked by the dotted yellow circle in Fig. 6a) [7, 8]. Many LH1-RC
complexes without H-subunits were also observed (marked by the dotted white
circle in Fig. 6a). We found that the number of H-subunits decreased after several
imaging scans, which indicate that the H-subunits were pulled out by the AFM tip
as described previously [9]. Considering this loss of H-subunits, LH1-RC com-
plexes in the reconstituted membrane are predominantly oriented toward the
H-subunit side (cytoplasmic side) as depicted in Fig. 6b. This is consistent with our
past findings that showed a uniform orientation of LH1-RC complexes in a lipid
membrane [30, 31]. Figure 6c shows an AFM image of reconstituted LH1-RC
under ambient air conditions (similar to that of the C-AFM measurement). Patches
of the LH1-RC-reconstituted membrane with a thickness of *7 nm were observed
(height profile ii). A high-magnification image revealed individual LH1-RC com-
plexes in the membrane patch, in which LH1-RC complexes are densely packed
(Fig. 6c, Inset). This height (7 nm) being lower than that of the intact LH1-RC
complex (9 nm) is probably attributed to slight shrinkage of the hydrophilic
domains of LH1-RC.
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A schematic illustration of the experimental configuration of C-AFM, which
consists of an Au–mica substrate, LH1-RC embedded in the membrane, and a
Pt-coated tip and cantilever, is shown in Fig. 7a. Prior to C-AFM measurement, an
AFM topograph was acquired using the AC mode to find the appropriate target of
an LH1-RC membrane patch on the Au–mica surface (Fig. 7b). The observed
height of the membranes (7 nm) is consistent with that observed in Fig. 6c. This

Fig. 6 a AFM images of
LH1-RC-reconstituted
membranes on mica under
aqueous condition,
b presumed orientation in the
membrane environment, and
c ambient air condition.
Height profiles along the
white dotted lines in (a) and
(c) are shown in (i) and (ii),
respectively. The yellow and
white dotted circles in
(a) show LH1-RC and
LH1-RC without the
H-subunit, respectively.
H-subunits are dissociated
during repeated scans. The
inset image in (c) is a
magnified image of the white
rectangle area in (c)
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finding suggests that LH1-RC-reconstituted membranes are formed on the Au–mica
surface in a manner similar to that for membranes formed on the mica surface. The
inset of Fig. 7b shows an image of a LH1-RC membrane patch on the Au-mica
where LH1-RC complexes orient the H-subunits upward (as indicated by white
arrows).

When the tip electrode was placed on the Au surface, indicated by the black
cross, the ohmic conductivity (black line in Fig. 7c) ranged from −1 to 1 V. No
conductivity was observed when measurements were conducted in organic layers
(composed of lipids or detergents remaining on the Au surface) (data not shown).
On the LH1-RC membrane (marked by the red cross in Fig. 7b), an asymmetric I–
V curve was observed (red line). The rectified conduction results from the prefer-
ential electron transfer from the Au substrate to the Pt tip electrode through the
LH1-RC. A similar rectification property was observed on LH1-RC bearing the
His-tag as mention above [29]. Electron transfer occurs along the alignment of
pigments associated within the RC, that is, the transfer occurs from SP to accessory
BChl a (0.47 nm transfer distance), to BPhe (0.38 nm transfer distance), and finally
to quinone (QA) (0.9 nm transfer distance). In a membrane environment, it is
reasonable to consider that electrons are transferred in the same way as that depicted
in Fig. 7a. The clear rectification establishes the orientation of LH1-RC and vice
versa. In contrast, for LH2, the I–V curve was symmetric at V = 0, which is
consistent with the results of a study by Stamouli et al. [10]. They stated that
carotenoids bound to LH2 are responsible for electron conduction. LH1 also pos-
sesses carotenoids, which may be one of conduction pathways; however, it can be
negligible. Because a tip indentation on the H-subunit (2.4 nm of protrusion from
LH1) is <0.5 nm, the tip electrode would be far enough from the position of

Fig. 7 a Schematic illustration of C-AFM measurement method, b topographic image of
LH1-RC-reconstituted membrane on Au acquired under ambient air and aqueous (inset)
conditions, and c current–voltage (I–V) curves of LH1-RC (red) and a bare Au surface (black)
measured at the points indicated by red and black crosses in (b). A bias voltage is applied to the
Au substrate and the current flowing through the LH1-RC is detected by the Pt-coated AFM tip
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carotenoids in LH1. The number of LH1-RC complexes in contact with the tip can
be estimated to be not more than four on the basis of the tip radius (10 nm) and the
distance between densely packed LH1-RC complexes (*11 nm).

We investigated the effect of the applied force on the rectification property of
LH1-RC complex. The rectification property was evaluated as the fraction of the
cathodic current in the total current. On the LH1-RC, a clear trend was found; a
better rectification property of LH1-RC in the lipid membrane system is likely
ascribed to the higher number of well-oriented LH1-RC molecules compared to
those in the non-membrane system.

2.2.2 Photocurrent Generation of the LH1-RC Complex in Lipid
Membrane Environments

To measure the photocurrent of LH1-RC in a lipid-bilayer environment, a
LH1-RC-reconstituted planar membrane is formed on a positively charged ITO
electrode modified with 3-aminopropyltriethoxysilane (APS). The LH1-RC-
reconstituted membrane consisted of an anionic phospholipid (1,2-dioleoyl-sn-
glycero-3-[phospho-rac-(1′-glycerol)]; DOPG) and was attached through electro-
static interaction [31, 32]. Figure 8a shows the absorption spectrum of the LH1-RC
absorbed on the electrode (solid line), which is identical to that of a solution of an
LH1-RC-reconstituted membrane (dotted line). The λmax at 800 and 880 nm cor-
respond to the accessory BChl a in RC and B880 of LH1 (Qy band of BChl a),
respectively. Upon irradiation at 880 nm, the cathodic photocurrent was observed,
and the response of the photocurrent to the presence and absence of irradiation using
either an electron carrier ubiquinone-10 (UQ-10, red line) or ubiquinone-1 (UQ-1,
black line) was analyzed (Fig. 8b). After illumination, it was confirmed that the
absorption spectrum does not change; therefore, the LH1-RC complex is stably
immobilized with the lipid membrane on the electrode. The action profile is observed
in Fig. 8a is consistent with that of the absorption spectrum. This indicates that
BChla chromophores generate photocurrent from direct photoexcitation of SP and
accessory BChla, as well as the resonance energy transfer from LH1 to SP followed
by electron transfer in RC. One of the rate-limiting steps is the electron transfer from
the electrode to the SP in the RC [29]. Because the LH1-RC molecules orient the
H-subunit in an upward configuration (as observed by AFM), the SP is located near
the electrode (*1.2 nm) as depicted in Fig. 8c. Thus, facile electron transfer from the
electrode to SP occurs. When the hydrophobic electron carrier UQ-10 was used, the
resulting photocurrent was 2.3 times that measured for hydrophilic carrier UQ-1.
This suggests that when compared with UQ-1, hydrophobic UQ-10 is more acces-
sible to an RC embedded in a hydrophobic membrane for accepting electrons from
the aligned pigments of the RC. Without the membrane, there was no photocurrent
response in the presence of UQ-10, which implies that a fluidic membrane envi-
ronment plays an important role in electron transport by the diffusive electron carrier
UQ-10 as depicted in Fig. 8c. Overall, the system of light harvesting with the
photovoltaic LH1-RC successfully functioned in a lipid membrane environment.
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Thus, we have demonstrated electron conductivity and photocurrent generation
of LH1-RC in a lipid-bilayer [34]. With respect to electron conductivity, we suc-
cessfully detected the well-defined rectification of LH1-RC and noted that an
appropriately controlled applied force is a critical parameter for the measurement of
conductivity at the molecular level. In a membrane environment, hydrophobic
UQ-10 plays an important role as an electron carrier, which is readily accept
electron in the hydrophobic environment of a lipid bilayer. There are reports on the
immobilization and photocurrent generation of LH1-RC and RC using various
immobilization techniques [20]. Our reconstitution strategy is advantageous to
bottom-up fabrication of supra-molecular structures composed of LH2 and LH1-RC
[36]. A combination of C-AFM and photochemical techniques is expected to be
effective for addressing the structure-function relationship of the supra-molecular
assembly of LH2 and LH1-RC, which cooperatively function as light-harvesting

Fig. 8 Photocurrent
generation by LH1-RC in a
membrane environment.
a NIR absorption and action
spectrum of LH1-RC
assembled on an APS-ITO
electrode with a DOPG lipid
membrane; the
LH1-RC-reconstituted
membrane was prepared with
DOPG/LH1-RC = 500/1
(mol/mol). The electron
mediator used was
ubiquinone-10 (UQ-10).
b The time course of
photocurrent response in the
presence and absence of
irradiation at 880 nm. Black
and red lines indicate
responses with ubiquinone-1
(UQ-1) and UQ-10,
respectively. c Schematic
illustration of photocurrent
generation by LH1-RC on an
APS-ITO electrode
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and electron-transfer devices. The establishment of this experimental setup will
provide useful information about this relationship as well as the excitonic and
photovoltaic functions.

3 Summary

The His tag was successfully fused to the C- or N- terminus of the light-harvesting
(LH1)-α chain of the photosynthetic antenna core complex, LH1-RC, from
Rhodobacter sphaeroides. The His-tagged LH1-RCs were adsorbed onto an Au
electrode modified with Ni-NTA. A relatively strong photovoltaic response of the
engineered LH1-RC complexes on SAMs was observed upon illumination and
depended on their orientation. Using PCI-AFM, we measured the electrical con-
duction properties of RCs sandwiched between an Au-coated probe and an Au sub-
strate. Higher currents observed at the applied voltage suggested that approximately
65 % of the LH1-RCs have their His-tagged side facing the electrode. These results
provide key information about how specific surface modification of the electrodes
controls the performance of LH1-RC complexes in systems suitable for the devel-
opment of solar energy converters and other types of energy harvesting biomaterials.

Further, the electron conductivity and photocurrent generation of the LH1-RC
complex embedded in a lipid membrane was measured using C-AFM and photo-
electrochemical analyses. AFM topographs showed that LH1-RC molecules were
well oriented with their H-subunits toward the membrane surface. Rectified con-
ductivity was observed in LH1-RC under precise control of the applied force on the
probe electrode. LH1-RC embedded in a membrane generated photocurrent upon
irradiation when assembled on an electrode. The observed action spectrum was
consistent with the absorption spectrum of LH1-RC. The control of the orientation of
LH1-RC by lipid membranes provided well-defined conductivity and photocurrent.

This method of using self-assembly of photosynthetic protein complexes to
study electron transfer reactions of LH on electrodes is promising for the devel-
opment of nanobiodevices from solar to fuel. Based on biological design principles,
future biology-based or synthetic organic photonics could potentially provide clean
and inexpensive energy alternatives [37].
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Solar Energy Storage Using Algae

Midori Kurahashi

Abstract Energy consumption in contemporary society continues to increase at a
rapid pace, and global warming due to the resulting use of fossil fuels is growing
increasingly severe. We need to search desperately for a practical source of
renewable energy to replace fossil fuels. Most of the renewable energy sources
available for use on earth are limited by factors such as energy from the sun or the
inside of the earth, or gravitational attraction between the earth and the moon.
However, tracing the origins of fossil fuels shows that they contain concentrated
energy originally from the sun and inside the earth. Accordingly, production of fuel
oil from microalgae is an attempt to artificially reproduce an instant version of this
process. While microalgae fuel oil does emit carbon dioxide when used, it can be
considered carbon neutral because the microalgae absorb carbon dioxide as they
grow. Through photosynthesis of microalgae, solar energy is converted into and
stored as chemical substances. While fats and oils extracted from them can be
described as an energy source, they also can be used as a source of energy for human
beings, fish, and shellfish—that is, as food. It is projected that in the future the world
will face an increasingly severe food crisis due to causes including rapid population
growth and climate change caused by global warming. The photosynthetic organ-
isms of microalgae, not very well known until now, have the potential to make great
contributions to solving both energy and food problems simultaneously.

1 Introduction

While it is said that the birth of the human race (Homo sapiens) took place
200000 years ago, the 18th-century industrial revolution that brought about the use
of petroleum, coal, and electricity led to an explosion in the world population over
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just the past 300 years, as seen in Fig. 1. The issue of population, which continues
to grow along a steep S-shaped curve, is closely related to issues related to food
supply, drinking water, energy, climate, and the environment, all of which are
projected to become major issues on a global scale in the future. The root cause of
these issues, which could shake contemporary society at its foundations, must be
said to be found in the cerebrum of Homo sapiens, which has undergone massive, if
incomplete, development. We describe its development as incomplete because it is
questionable whether it will be able to resolve these major issues related to the
survival of contemporary society. Humanity continues to use nuclear power without
understanding how ultimately to dispose of the waste it generates. It hopes that in
genetic engineering it will not turn out to have opened a Pandora’s box. It also has
released massive volumes of chemicals and carbon dioxide into the environment.
Unceasing growth in the concentration of carbon dioxide in the atmosphere is
bringing about extreme weather. This increase in extreme weather is clear from a
look at the way numbers of people dying from weather-related causes are increasing
rapidly worldwide. But can we humans put the carbon dioxide that we have
released into the atmosphere back into its Pandora’s box?

2 Photosynthesis

Viewed in chemical terms, photosynthesis refers to the process by which plants
such as those on land and phytoplankton produce glucose, a monosaccharide, from
water and carbon dioxide. Glucose is a carbohydrate. As their name implies, car-
bohydrates are produced by combining the carbon from carbon dioxide with water.
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Fig. 1 Ten thousand years of
human population growth
redrawn from population
reference bureau, 1984 [1]
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At the same time, when viewed in terms of energy photosynthesis can be described
as a biochemical reaction in which leaves convert energy from sunlight to chemical
energy. These two points of view can be integrated to understand photosynthesis as
the process by which light energy absorbed by leaves is converted to the kinetic
energy of electrons within water molecules and transmitted between compounds
through transfer of electrons (Fig. 2). In other words, the chemical reaction of
oxidation reduction takes place, as a result storing the energy from sunlight in the
chemical compounds of carbohydrates through the mechanism of photosynthesis.
Photosynthesis reduces 1 mol of CO2 and fixates 114 kcal of solar energy.

CO2 þH2Oþ energy 114 kcalð Þ , 1=6 C6H12O6ð ÞþO2

3 Pigment and Wavelength

Photosynthesis starts with the absorption of visible light with wavelengths of 400–
700 nm by photosynthetic pigments. Excitation energy moves between antenna
pigments and is collected by reaction center pigments having low levels of exci-
tation energy. Pigments that demonstrate this antenna function are referred to as
light‐harvesting pigments, main examples of which are chlorophyll, carotenoid, and
phycobilin. Microalgae evolved through a process by which pigmented prokaryotes
caused intracellular symbiosis (primary endosymbiosis) in eukaryotes and then

Fig. 2 Solar to chemical energy conversion in biochemical factory
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those eukaryotes further caused intracellular symbiosis (secondary endosymbiosis)
in other eukaryotes (Fig. 3). Each time, a plastid was obtained in a parallel manner
(Fig. 4). For this reason, since pigments vary by taxonomic group, the efficiency of

Fig. 3 The endosymbiosis
theory

Fig. 4 View showing a frame format of multiple endosymbiosis events

458 M. Kurahashi



use of light by wavelength varies by type of microalgae. Sensitivity to strength of
light also varies by species of microalgae, leading to the possibility that when
cultivating microalgae out of doors problems could arise with damage caused by
strong light in the cases of many species.

4 About Microalgae

What kinds of creatures are referred to by the term microalgae in the first place? In
general the terms phytoplankton or, even more familiar, “green water” make it
easier to understand.

About 4.6 billion years ago the earth was formed in the gaseous primordial solar
nebula, and about 3.8 billion years ago the first primitive life appeared. It is thought
that bacilli capable of photosynthesis appeared 2.7 million years ago. As these bacilli
became symbiotic with eukaryotes (primary endosymbiosis), they gradually came to
incorporate within their cells the photosynthesis organelle called a chloroplast.
Furthermore, in many cases a phenomenon occurred in which the photosynthetic
eukaryotes that contained the photosynthesis organelles inside their cells became
symbiotic with other eukaryotes (secondary endosymbiosis). Roughly, the creatures
capable of photosynthesis that appeared as a result of these evolutionary events
included land plants and large marine plants along with one other category:
microalgae. For this reason, microalgae include numerous strains that differ con-
siderably in evolutionary terms, and it is not the name of a single taxonomic group.

It should be noted here that these creatures have a surprising quality by which
they transformed the earth’s environment. About 2.2 billion years ago, there was a
massive increase in microalgae cyanobacteria capable of the photosynthesis that
generates oxygen. This dramatically changed the earth’s environment by releasing
large quantities of oxygen into the atmosphere. Of course, this event was calamitous
to the creatures that had adapted to the earth’s environment as it had been until then,
and these were differentiated clearly into those that went extinct and those that
adapted through evolution. On today’s earth, which is dominated by the ecosystem
of photosynthesis, nearly all living creatures depend on the land plants, large marine
plants, and microalgae that produce oxygen through photosynthesis. It goes without
saying that we human beings are no exception. While microalgae are a group of
creatures one doesn’t usually hear about, without a doubt they are an important
group essential to life on earth.

Today, the creature Homo sapiens also truly is in the process of greatly trans-
forming the earth’s environment. However, since this change is so drastic the
possibility cannot be denied that it could face extinction as a species before it can
adapt to the changes it has brought about itself. To prevent this from happening,
carbon-dioxide concentrations need to be returned to their previous levels quickly.
To accomplish this difficult task the idea naturally occurs of choosing microalgae,
which have proven their ability to dramatically transform the earth’s environment in
the past, as our counterparts on this job.
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5 Microalgae Productivity

In general, the starting point of an ecosystem is absorption of solar energy, by the
higher plants on land and by microalgae in the sea. Ordinarily, microalgae is visible
only in forms such as red tide or blue-green algae, and it is difficult to ascertain its
productivity using the senses. Here we will consider its productivity in comparison
to land plants. While the biomass of land plants worldwide expressed in terms of
carbon is 500–600 billion tons-C, the biomass of microalgae is only 1 billion
tons-C. It is true that when viewed from an airplane the land appears to be covered
by greenery while green pools can almost never be spotted in the sea. However,
comparison of the biomass of animals at one step higher than photosynthesis
creatures on the food chain unexpectedly shows that biomass figures largely are
equal between land and sea, at 500–600 million tons-C on the former and 400–500
million tons-C in the latter. The key to understanding this mystery is the rate of
turnover. That is, plants on land range in lifespan from annual herbs to trees that can
live for 1000 of years, storing organic matter produced over these periods. On the
other hand, a generation of microalgae lasts only about 1 week. Organisms soon are
consumed or break down, so that little remains as biomass. Surprisingly, the annual
production of organic matter by creatures using photosynthesis is estimated at 50–
60 billion tons-C on land and 40–50 billion tons-C in the sea, and these estimates
are not inconsistent with the figures on animal biomass seen above [2]. Every day,
tiny microscopic-sized creatures in the sea use photosynthesis to carry out pro-
duction at a scale greater than we would imagine.

6 The Choice of Bio-fuels

The main products of creatures that employ photosynthesis are carbohydrates
(cellulose and polysaccharides such as starch), proteins, and lipids. Of these, car-
bohydrates and lipids can be used as bio-fuels.

Loosely speaking, lipid can be extracted and used as-is as a fuel, while carbo-
hydrates (whether polysaccharides such as starch or cellulose) can be used as fuels
only after first extracting them and then converting them to fuels such as ethanol or
butanol through a process of fermentation by microorganisms. Ultimately, this
difference in production processes can be considered to result in the differences in
energy profit ratio (EPR) between alcohol fuels and diesel oil fuels (Fig. 5).
However, undeniably even alcohol fuels can have value for use, with no need for
concern regarding their EPRs, under favorable conditions. Examples include cases
in which large volumes of carbohydrates already have been concentrated in forms
such as those of byproducts or wastes.

Creatures that employ photosynthesis use it to produce monosaccharides such as
glucoses and then form polysaccharides by combining glucoses. One of the main
purposes of forming polysaccharides is to store them as a source of energy, while
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another is to form the structure of the plant itself. In the former case, α-glucoses are
connected together to form starches, while in the latter case β-glucoses are used as
materials to form cellulose. Land plants strengthen their structures by converting
most carbohydrates to cellulose, enabling them to resist the force of gravity by
broadening their leaves to bathe in sunlight. In contrast, since microalgae need to
absorb sunlight while floating on the water, in general they have low percentages of
cellulose and high percentages of lipids. Comparison of lipid production per unit of
surface area shows that microalgae produces anywhere from several times to sev-
eral tens of times the lipid that land plants produce [4]. Also, since land plants
concentrate lipids in parts such as their seeds and fruit, it takes some effort to
harvest the lipid, while industrial harvesting is simple in the case of microalgae
thanks to their slurry forms. Furthermore, since microalgae can be produced using
deserts and sea surfaces, they do not require the use of precious food-producing
land.

For the above reasons, it can be considered useful to target lipids from
microalgae in order to produce bio-fuels. Hereinafter, this chapter will look mainly
at the portions of the bio-fuel field involved in production of fuel oil using
microalgae.

7 Positioning of Fuel Production Through Microalgae

Solar power generation and production of fuel using microalgae are similar in that
they both use a conversion mechanism to turn energy from sunlight either into
electric energy directly or into chemical energy. However, if these two were applied
to the same surface area then solar power generation would generate about 10 times
the energy available from microalgae [5]. The reason fuel production using
microalgae is being advanced even despite this disparity is outlined below.

Fig. 5 Input and output
energies for corn-ethanol and
biodiesel. Source Ref. [3]
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While most renewable energy sources (examples of such sources include solar
power, wind power, hydroelectric power, geothermal power, and power generation
by temperature difference) are intended to produce electric power, a secondary
energy, a precondition for the use of electric power is that the necessary infras-
tructure be in place. It also is difficult to use electricity in moving objects. In
addition, fuel from microalgae, which makes it possible to obtain heat directly
through burning the fuel, is highly valuable as a means of obtaining thermal energy,
for which there is high demand as a means of use of energy in industry.
Furthermore, since it is simple to store, such fuel makes it easy to achieve stable
supplies and enables the immobilization of carbon dioxide during storage. One also
could add that oil from microalgae offers a high level of value for non-energy uses
as well, since it can be used as a raw material for chemical products (Fig. 6).

Fuel from microalgae also can be considered from the following approach.
Today, when humanity is confronted with the need to reduce its carbon dioxide
emissions, it is clear that a paradigm shift in energy needs to occur. However, the
fossil fuels that humanity already has discovered constitute an easy-to-use source of
energy with much higher energy densities than renewable energy. The hurdles
faced can be said to be very high in trying to get humanity, once it has experienced
such a taste of honey, to shift rapidly from high-density fossil fuels to low-density
renewables. Depending on the method used, production of fuel from microalgae can
be expected to have the effect of lowering these hurdles to some extent. It can do so
by adopting the concept of solely using renewable energy to cover the energy
needed to produce fuel from microalgae (Fig. 7). Fuel from microalgae can be seen
as a transfer point for overcoming these high hurdles, since it is what could be
called a fast fossil fuel.

Fig. 6 Positioning of fuel production through microalgae
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8 History of Fuel Production Through Microalgae

The history of industrial use of microalgae and development of related applications
is very short. Its applications were first discussed seriously during World War II,
when Germany looked at microalgae diatoms as a substitute for plant oil sources.
At that time a very unique method was attempted in which diatoms were cultivated
on a solid surface containing water, actually harvesting oil at a rate of 1 g/m2/day in
outdoor experiments. It has been estimated that deploying this method on agri-
cultural land could result in production volumes at least 10 times those of soybeans
or peanuts.

Analysis of the lipid content of a bloom of Botryococcus braunii that had
appeared in Oak Mere, England in the 1960s initially showed unexpectedly that its
lipid content, thought to consist of fatty acids and their derivatives as well as lipids,
contained hydrocarbon content as high as several tenths. Furthermore, in 1976 a
similar bloom appeared in a reservoir in northern Australia, where analysis by
Melbourne aerospace and materials laboratories showed that dried bacterial cells
consisted as much as 30 % of hydrocarbons. Australian researchers then began
R&D efforts targeting this microalgae, suggesting that it could serve as a renewable
energy source. Since this coincided with the oil crisis of the 1970s, the
then-European Community (EC) saw future potential for these studies and research
into producing oil from algae began in France and Belgium.

Later, in addition to Botryococcus braunii microalgae was discovered that
produced hydrocarbons rather than lipids, but at present these are few in number
[6]. While their industrial use would require cultivation in massive volumes, as yet
no hydrocarbon-producing microalgae has been discovered that would combine
together conditions favorable for such production at one time.

Fig. 7 The example to illustrate the concept of the usage of renewable energy
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9 Choosing Types of Microalgae

Recent years have seen production of fuel from microalgae get a closer look as one
means of responding to pressure toward renewable energy in response to issues
such as climate change and nuclear power safety. While the goal differs somewhat,
as noted above the idea was first proposed around 1970 and experiments have been
conducted repeatedly in a number of countries. The largest reason for the inability,
despite such efforts, to reach the stage of full-fledged practical application is pro-
duction cost.

We are developing a conceptual design for resolving this issue of production
cost and moving toward its practical application. In doing so, we first developed a
list of the necessary conditions, in terms of types of microalgae, as needed to realize
production of fuel from microalgae. While in general discussion on this issue has
focused on comparison of lipid production capacity per unit of surface area exposed
to light, we believe that there is no need to stick exclusively to such a line of
discussion. Rather, such considerations should be given a lower priority because
they are not fatal to the possibilities of such technology.

The first necessary condition is that the microalgae be of a type that can be
targeted at lipids. The reason for this condition was described in the preceding
paragraph. The second necessary condition is that the microalgae be a marine type.
Since microalgae float on the water, cultivating them in large volumes requires a
massive amount of water. Water such as that in rivers, lakes, and marshes accounts
for only 0.01 % of the water on earth. What’s more, it is said that desertification is
advancing on a global level, so that it would not be practical to use freshwater
microalgae to produce fuel. The third necessary condition is that it be possible to
implement anticontamination measures that would not be too costly. The fourth is
that the microalgae be of a species that demonstrates toughness against differences
in temperature and against strong light.

10 Yields

Expectations regarding production of materials using microalgae have reached an
unprecedented level for various reasons including their ability to use sunlight to
produce chemical compounds, their ability to reduce carbon dioxide at the same
time as production, and the fact that they can be produced using non-arable land.
However, it is a fact that there are too many points that remain unclear to discuss
the practicality of such production. Accordingly, we attempted to list figures in as
practical terms as possible with regard to biomass volumes and lipid production
volumes. The table lists (Table 1) the results of studying biomass and lipid pro-
duction efficiency when actually cultivating microalgae [7].

There are various methods of cultivation, including use of flasks, tubes, panels,
and outdoor raceway ponds. In addition, media used and cultivation conditions
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Table 1 Lipid content and productivities of different microalgae species [7]

Lipid content (%
dry weight
biomass)

Lipid
productivity
(mg/L/day)

Volumetric
productivity of
biomass (g/L/day)

A real productivity
of biomass
(g/m2/day)

Ankistrodesmus
sp.

24.0–31.0 11.5–17.4

Botryococcus
braunii

25.0–75.0 0.02 3.00

Chaetoceros
muelleri

33.6 21.8 0.07

Chaetoceros
calcitrans

14.4–16.4/39.8 17.6 0.04

Chlorella
emersonii

25.0–63.0 10.3–50.0 0.036–0.041 0.91–0.97

Chlorella
protothecoides

14.6–57.8 1214 2.00–7.70

Chlorella
sorokiniana

19.0–22.0 44.7 0.23–1.47

Chlorella
vulgaris

5.0–58.0 11.2–40.0 0.02–0.20 0.57–0.95

Chlorella sp. 10.0–48.0 42.1 0.02–2.5 1.61–16.47/25

Chlorella
pyrenoidosa

2.0 2.90–3.64 72.5/130

Chlorella 18.0–57.0 18.7 3.50–13.90

Chlorococcum sp. 19.3 53.7 0.28

Crypthecodinium
cohnii

20.0–51.1 10

Dunaliella salina 6.0–25.0 116.0 0.22–0.34 1.6–3.5/20–38

Dunaliella
primolecta

23.1 0.09 14

Dunaliella
tertiolecta

16.7–71.0 0.12

Dunaliella sp. 17.5–67.0 33.5

Ellipsoidion sp. 27.4 47.3 0.17

Euglena gracilis 14.0–20.0 7.70

Haematococcus
pluvialis

25.0 0.05–0.06 10.2–36.4

Isochrysis
galbana

7.0–40.0 0.32–1.60

Isochrysis sp. 7.1–33 37.8 0.08–0.17

Monodus
subterraneus

16.0 30.4 0.19

Monallanthus
salina

20.0–22.0 0.08 12

Nannochloris sp. 20.0–56.0 60.9–76.5 0.17–0.51

Nannochloropsis
oculata

22.7–29.7 84.0–142.0 0.37–0.48

Nannochloropsis
sp.

12.0–53.0 37.6–90.0 0.17–1.43 1.9–5.3

(continued)
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varied by experiment. Since for these reasons the figures shown cannot be used
unconditionally, in order to ascertain in rough terms the lipid production capacity of
microalgae we took averages after removing the extremely large outliers from this
table. Results showed lipid content of approximately 27 %, lipid production effi-
ciency of approximately 42 mg/L/day, biomass production efficiency by volume of
approximately 0.4 g/L/day, and biomass production efficiency by surface area of
approximately 16.5 g/m2/day. The figures shown in this table were derived from the
results of experiments, and one should expect even smaller figures in the case of
practical commercial production. Moody argues that about one-third of the figures
in most contemporary literature are realistic and proposes figures of 24 and 27 m3/
ha/year (corresponding biomass yields of 13–15 g/m2/day) for lipid production
efficiency [8].

For now, an accepted target for purposes of practical commercial production of
fuel oil from algae is biomass production efficiency of at least 20 g/m2/day.
However, in fact most algae species that show biomass production efficiency of at
least 20 g/m2/day tend in fact to have low lipid content. In addition, while in general

Table 1 (continued)

Lipid content (%
dry weight
biomass)

Lipid
productivity
(mg/L/day)

Volumetric
productivity of
biomass (g/L/day)

A real productivity
of biomass
(g/m2/day)

Neochloris
oleoabundans

29.0–65.0 90.0–134.0

Nitzschia sp. 16.0–47.0 8.8–21.6

Oocystis pusilla 10.5 40.6–45.8

Pavlova salina 30.9 49.4 0.16

Pavlova lutheri 35.5 40.2 0.14

Phaeodactylum
tricornutum

18.0–57.0 44.8 0.003–1.9 2.4–21

Porphyridium
cruentum

9.0–18.8/60.7 34.8 0.36–1.50 25

Scenedesmus
obliquus

11.0–55.0 0.004–0.74

Scenedesmus
quadricauda

1.9–18.4 35.1 0.19

Scenedesmus sp. 19.6–21.1 40.8–53.9 0.03–0.26 2.43–13.52

Skeletonema sp. 13.3–31.8 27.3 0.09

Skeletonema
costatum

13.5–51.3 17.4 0.08

Spirulina
platensis

4.0–16.6 0.06–4.3 1.5–14.5/24–51

Spirulina maxima 4.0–9.0 0.21–0.25 25

Thalassiosira
pseudonana

20.6 17.4 0.08

Tetraselmis
suecica

8.5–23.0 27.0–36.4 0.12–0.32 19

Tetraselmis sp. 12.6–14.7 43.4 0.30
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lipid content has been shown to increase when cultivating algae in media from
which nitrogen has been removed, biomass production efficiency also decreases.
For these reasons, there is a need to focus on lipid production efficiency when
choosing species of algae from the point of view of production efficiency.

Now let’s compare the above figures on production efficiency shown by
microalgae with oils from land plants, generally known as vegetable oils (Table 2).
Microalgae’s oil production efficiency per unit of surface area is likely to be three to
five times that of palm oil, which has the highest production efficiency of any
vegetable oil. While comparison of this figure with the figures often reported in the
literature and elsewhere may lead to a sudden dashing of hopes, if we think of
microalgae fuel oil production as a form of agriculture then these definitely are not
bad figures. To the contrary, the feasibility of such production becomes clearer
thanks to the realistic feel of these figures.

11 Carbon Dioxide

In 2014, the United Nations Intergovernmental Panel on Climate Change (IPCC)
issued its first Synthesis Report in 7 years. The report warned that a failure to take
stronger action to reduce greenhouse-gas emissions would lead to an even more
severe situation due to warming, with a very high risk that the situation would
become irreversible. Furthermore, in October 2014 the White House in the U.S.
issued a report that warned that a delay of 10 years in taking bold action to counter
global warming would increase the costs of such measures by 40 % and might men
it was too late to take action.

Table 2 Comparison of oil feedstocks [7]

Seed oil content
(% oil by wt in biomass)

Oil yield (L oil/ha/year)

Corn/Maize (Zea mays L.) 44 172

Hemp (Cannabis sativa L.) 33 363

Soybean (Glycine max L.) 18 636

Jatropha (Jatropha curcas L.) 28 741

Camelina (Camelina sativa L.) 42 915

Canola/Rapeseed (Brassica napus L.) 41 974

Sunflower (Helianthus annuus L.) 40 1070

Castor (Ricinus communis) 48 1307

Palm oil (Elaeis guineensis) 36 5366

Microalgae (low oil content) 30 58,700

Microalgae (medium oil content) 50 97,800

Microalgae (high oil content) 70 1,36,900
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The Illustration (Fig. 8) shows changes in carbon-dioxide concentrations over
the past 400000 years from analysis of Antarctic ice core samples. They show that
carbon-dioxide concentrations have repeatedly risen and fallen within the range
180–300 ppm at a cycle of roughly 100000 years. However, in April 2014 the
concentration of carbon dioxide in the atmosphere exceeded 400 ppm at all
observation sites in the northern hemisphere. While around the end of the last ice
age it took at least 5000 years for the concentration to rise by 100 ppm, it has risen
by much more than 100 ppm over the most recent 100 years. We should be
concerned not only by the fact that carbon-dioxide concentrations continue to set
new records for the past 800000-year period but also by the too-rapid rate of
increase and the fact that the earth is deviating considerably from the past pattern of
rising and falling concentrations. The IPCC makes projections for the future based
on six possible scenarios. According to these, if things are left largely as they are
now, then carbon-dioxide concentrations would reach 1000 ppm around 2100. It is
projected that such rapid changes in carbon-dioxide concentrations would bring
about dramatic changes in climate and the environment, and in fact we have the
opportunity to see some of these projected changes before our very eyes. It is
unclear to what extent our human race can adapt to such drastic environmental
changes.

While most sources of renewable energy such as hydroelectric power, solar
power, wind power, and geothermal power can contribute to achieving carbon
neutrality, they cannot actively reduce the volumes of carbon dioxide already
released into the atmosphere today. At the same time, already carbon capture and
storage (CCS) technology is seeing practical use in capturing high-density carbon
dioxide (7–50 %) from thermoelectric power plants and steel mills and storing it
underground or under the sea. However, since CCS technology consumes large
volumes of energy during carbon capture and has very low levels of efficiency for
capturing low-density carbon dioxide such as that in the atmosphere, and it involves

Fig. 8 CO2 levels over the last 400000 years. Source NDAA (National Oceanic and Atmospheric
Administration)
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other elements of uncertainty such as the possibility of leakage of CO2, at present it
is limited to temporary use.

As seen above, if we assume production efficiency by surface area of approxi-
mately 15 g/m2/day then artificial mass cultivation of microalgae on non-arable land
would have the capacity to fixate approximately 25 g/m2/day of carbon dioxide.
Incidentally, a forest in a temperate zone is said to fixate approximately 5 g/m2/day.

While a massive increase in microalgae cyanobacteria 2.2 billion years ago
dramatically changed the composition of the atmosphere, there is another type of
microalgae that also left a major mark on the history of the earth. This is the
coccolithophore of the Cretaceous period. A coccolithophore is a phytoplankton
belonging to the phylum Haptophyta with a disc-shaped crystal of calcium carbonate
on its cell surface. First appearing during the Jurassic period, it was the most thriving
microalgae during the Cretaceous period (Fig. 9). At the same time it uses photo-
synthesis to fixate carbon dioxide as organic carbon, it also fixates inorganic carbon
as the calcium carbonate crystal. Numerous species such as Emiliania huxleyi are
known to cause autonomous blooms on the earth today, and they are thought to play
a role in the earth’s carbon cycle. While the organic carbon they synthesize breaks
down and enters the carbon cycle, their inorganic carbon sometimes accumulates as
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sediment on the ocean floor without dissolving. In fact, the name Cretaceous period
(referring to the period 140–65 million years ago) comes from the layer of limestone
caused by sedimentation of coccolithophore. The white limestone cliffs on both sides
of the Strait of Dover between France and England, called chalk (Fig. 10), are a
typical geological formation of the Cretaceous period. It is known that some species
belonging to the order Isochrysidales in this group of coccolithophores synthesize
long-chain unsaturated alkyl ketone with a carbon number of 37–39, and that 20–
30 % accumulates in the body of the algae. Another interesting fact is that this
organic compound has been reported to be the source of the underground deposits of
petroleum in the Middle East and elsewhere [9].

12 Mass Cultivation of Microalgae

Mass cultivation of microalgae is conducted mainly through the following process.
First, an undiluted solution is prepared for cultivation, and fertilizer is injected into
it to create a culture solution. Next, cultivation begins with the mixture in a culture
vessel of the cultivation solution and the source microalgae. After the cultivation
period, concentration and separation are conducted in preparation for subsequent
processes. This cultivation process involves a number of choices to make (Fig. 11).
Depending on the combination of choices, cost and production efficiency can vary
widely. It would be no exaggeration to describe the mass cultivation of microalgae

Fig. 10 A view of chalk at the white cliffs of dover
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as an issue of system structuring. The first hurdle that must be cleared when
structuring the system is, of course, that of cost. It must be possible to achieve a
price that will motivate development in comparison to current oil prices. Also, since
the most important reason for beginning production of fuel oil form microalgae is to
decrease carbon dioxide in the atmosphere, a quantitative perspective must not be
overlooked. In addition, contamination that would impede cultivation must be
avoided. Another issue on which most microalgae species require care is that of
damage from strong light. Of course, it goes without saying that in any case the best
system would be one that achieves high performance at low cost.

The question of whether it will be possible to shift to a low-carbon society for
the earth’s future is the same as that of whether we can put low-density energy to
full use. Fundamentally, microalgae are creatures of low energy and low material
densities, so that their photosynthesis activity is impeded in a high-energy material
environment. For this reason, the correct choice for the human race is to overcome
this difficult challenge together with microalgae, living creatures that have put
low-density energy to its fullest use.

13 A Conceptual Design to Benefit Both the Economy
and Carbon Balance, and Basic Strategic Model

As mentioned above, renewable energy offers surprisingly low levels of energy
density. Production of lipids from creatures that employ photosynthesis is no
exception to this tendency. Accordingly, in order to use biomass to supply a
considerable amount of energy a broad surface exposed to sunlight is needed for
cultivation. Deserts and sea surfaces can satisfy this requirement. In consideration
of initial investment costs, the choice of the desert would have an overwhelming
advantage. Next, we would propose the use of deep sea water to supply the large
volumes of water and fertilizer needed. Such water can be considered a form of
seawater that includes natural fertilizers. As will be described in greater detail
below, deep sea water also can be used in power generation by temperature dif-
ference and in desalination processes that also use temperature difference [10]. As

Fig. 11 Main options for microalgae mass cultivation process
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such, it has a very high utility value. Also, choosing extreme halophilic algae might
prove a good non-costly anticontamination measure. We are looking at Dunaliella
as one such genus of algae. In summary, the model we propose is one that would
extract lipids from Dunaliella cultivated near a sandy coast in a low- to
medium-latitude region, using deep sea water.

We will approach this issue from two angles simultaneously: those of increasing
production per unit of surface area and of lowering production cost. First of all,
increasing production per unit of surface area would be pointless if achieving this
goal were to require the swelling of energy and cost inputs. Accordingly, we
propose the following three improvements. The first of these involves harvesting
lipids twice through exposure to sunlight. Although Dunaliella has no cell wall, it
can grow in high-salinity water. It is known to regulate osmotic pressure through
producing glycerin and regulating the density of glycerin within the cell.
Accordingly, after first extracting the lipids and glycerin simultaneously from
Dunaliella lipids can be harvested a second time by then fermenting the glycerin in
yeast or some other culture. The second improvement involves increasing pro-
duction volumes through use of deep sea water instead of surface sea water as the
culture fluid. Characteristics of deep sea water include its low temperature, high
purity, and high content of nutritive salts and minerals [11]. For example, compared
to the surrounding surface sea water the deep sea water near Japan’s Izu Oshima
Island contains about 30 times the nitrate nitrogen content and about 60 times the
content of phosphorus in the form of phosphates. Our experiment showed that use
of deep sea water more than doubled the production of Dunaliella. The third
improvement involves further increasing production by returning the dregs from
fermentation to the culture fluid, as fertilizer.

The other angle is that of cutting costs. Here, we have devised two types of
savings. We are considering the costs of fuel production using microalgae split
broadly into the culture phase and downstream phases. Of these, the cultivation
phase would not be controlled artificially, in order to lower costs related to culti-
vation. Only natural light would be used as a source of light energy, and mixing
would be left to natural wind. Since neither temperature nor light would be con-
trolled, the microalgae chosen needs to be a tough variety such as Dunaliella. Next,
how should we reduce major downstream costs? Actually, most downstream costs
are energy costs. Accordingly, we propose the concept of using renewable energy
from local sources for all such energy. It is expected that there is considerable
potential for use of renewable energy sources available in the area near a sandy
coast in a low- to medium-latitude region, such as solar power, solar thermoelectric
power generation, and wind power. Of these, my first choice of deep sea water can
be used not only for power generation by temperature difference but for desalina-
tion processes that use temperature difference as well, making it possible to obtain
large volumes of freshwater, a precious resource in a desert. Furthermore, the high
purity characteristics is valuable aid in contamination control measures. If it were to
become possible to produce energy and water in a desert considered barren until
now, then it would be more than just a dream to imagine further stimulation of the
agriculture and fisheries industries as well.
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14 Uses of Chemical Compounds from Algae

Since the group of microalgae is not a monophyletic group there is no scientific
meaning to direct comparison with the higher plants on land. But still, the
Illustration (Fig. 4) can provide a feel for the diversity of microalgae.
Photosynthetic creatures mainly use carbon dioxide as a source of carbon and water
as an electron donor to synthesize a variety of compounds, starting with glucose.
While some of their key products are polysaccharides, lipids, and proteins, their
rates of production and types of products vary widely, reflecting their diversity. It
would be no exaggeration to describe the subjects for future research in this area as
a vast frontier.

15 Energy

Since most of the lipids accumulated by microalgae are in the form of triglycerides
(TAGs), in discussing use of microalgae for energy above we kept TAGs in mind.
While various methods, including transesterification, pyrohydrolysis, catalytic
cracking, and hydrocracking, have been proposed for use of TAG as a fuel oil (at
present, transesterification (Fig. 12) is the main method in actual use), each of these
requires chemical treatment. On the other hand, algae such as Botryococcus are
known to produce hydrocarbons that can be used as-is as fuel [12]. In addition,
some algae produce large quantities of polysaccharides such as starch. For example,
Chlorella vulgaris has been reported to accumulate starch equivalent to 37 % of its
dry weight. This makes it possible to produce ethanol through a process of fer-
mentation with yeast, just as is done using corn [13]. As various methods have been
tested in recent years in efforts toward practical use of renewable energy, hydrogen
has attracted attention as a secondary energy source. The microalgae cyanobacteria
Anabaena variabilis has been reported to show hydrogen production efficiency of

Fig. 12 Esterification. Fatty acid methyl esters and glycerin are produced through the methyl
esterification of methanol and triglyceride, such as palm oil
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up to 167.6 μmol/mg Chl-a/h at the same time it fixates nitrogen [14]. This nitrogen
fixation function has the ability to capture free nitrogen in the air and convert it to
nitrogen compounds (such as ammonia, nitrates, and nitrogen dioxide. Since this
microalgae uses nitrogen in the air as a source of nutrition, it does not require
fertilizer as a source of nitrogen during cultivation. Also, Hemschemeier has
reported that achieving a hydrogen production efficiency of 500 μmol/mg Chl-a/h
for the green algae Chalmydomonas reinharadtii under anaerobic conditions [15].

16 Food

While herbivores such as cattle use microorganisms living symbiotically inside
their digestive tract to break down cellulose, human beings are unable to digest
cellulose. For this reason, nutritionally speaking it would not be strange to think of
algae, which is rich in lipids and proteins and low in cellulose, as a prospective
source of human food. In fact, large seaweed has an established status as an
ordinary food in East Asia and Southeast Asia. In 2008 seaweed cultivation
worldwide produced an annual harvest of 15.8 million tons. In addition, in recent
years seaweed has come to be consumed in Western countries as well, out of
increasing health consciousness. However, unlike seaweed microalgae is something
the existence of which, as a microorganism, most people are unaware and most of
humanity has had no past experience consuming it as food.

However, around the world there are, in fact, peoples who have consumed these
special microorganisms as food. The African nation of Chad is home to a large salt
lake called Lake Chad that has produced large volumes of the microalgae Spirulina
since ancient times. The Kanembu people living on the shores of the lake harvest
blooms of this microalgae, which is visible to the naked eye, dry it in the sunlight
on the sand, and use it as a dried powdered food called Dihé. In addition, from the
14th through the 16th centuries there was a shallow salt lake with a narrow strait in
its center on the Mexican Plateau, spanning 300 km east to west and 100 km north
to south. North of the strait it was called Lake Texcoco, while south of the strait it
was called Lake Xochimilco. The Aztecs, who flourished in the region at that time,
ate the Spirulina that bloomed on the salt lake as a source of dietary protein, which
they called techui. This is described in records kept by the Spanish military when
Mexico was a Spanish colony. There is a tradition of consuming microalgae as a
food in Japan as well. The microalgae called suizenjinori belonging to the genus
Aphanothece is used in traditional Japanese cuisine. Other examples include the
microalgae ashitsuki belonging to the genus Nostoc and the microalgae ishikurage,
another species in the same genus. In China, a species belonging to the genus
Nostoc long has been eaten as a good-luck charm on auspicious occasions.

474 M. Kurahashi



17 Feed

Already today more than 40 species of microalgae are cultivated for use in aqua-
culture, as a nutritional supplement for zooplankton in cultivation of young shrimp,
young fish, or bivalves. Determining whether a microalgae is suitable for aqua-
culture requires studying it to see how large its cells are, how easy it is to digest,
and whether it is capable of mass cultivation. In doing so, assessment of its
nutritional value is important, and Brown et al. have conducted nutritional analysis
of 16 species of microalgae (Table 3).

Microalgae are living creatures that convert solar energy into biomass, sup-
porting oceanic life at the bottom of the food chain. There is a high likelihood that
demand for microalgae will grow in the future for use as feed for aquaculture and

Table 3 Concentrations of chlorophyl α, protein, carbohydrate and lipid in 16 species of
micro-algae commonly used in aquaculture

Dry weight
(pg/cell)

Chlorophyll α Protein Carbohydrate Lipid

Percentage of dry weight

Bacillariophyceae

Chaetoceros calcitrans 11.3 3.01 34 6.0 16

Chaetoceros gracilis 74.8 1.04 12 4.7 7.2

Nitzschia closterium – – 26 9.8 13

Phaeodactylum
tricornutum

76.7 0.53 30 8.4 14

Skeletonema costatum 52.2 1.21 25 4.6 10

Thalassiosira
pseudonana

28.4 0.95 34 8.8 19

Chlorophyceae

Dunaliella tertiolecta 99.9 1.73 20 12.2 15

Nannochloris atomus 21.4 0.37 30 23.0 21

Cryptophyceae

Chroomonas salina 122.5 0.80 29 9.1 12

Eustigmatophyceae

Nannochloropsis oculata 6.1 0.89 35 7.8 18

Parsinophyceae

Tetraselmis chui 269.0 1.42 31 12.1 17

Tetraselmis suecica 168.2 0.97 31 12.0 10

Prymnesiophyceae

Isochrysis galbana 30.5 0.98 29 12.9 23

Isochrysis aff. galbana
(T-iso)

29.7 0.98 23 6.0 20

Pavlova lutheri 102.3 0.84 29 9.0 12

Pavlova salina 93.1 0.98 26 7.4 12

Modified from Refs. [16, 17]
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fish farming. Fisheries industries worldwide are seeing catches at the sea surface
decrease due to the effects of factors such as climate change and environmental
degradation in the ocean. At the same time, demand for seafood is increasing
rapidly due to factors such as global population increases, advances in trans-
portation networks and freezing technology, and rising health awareness. As a
result, the fisheries industries are shifting from ones based on catching wild fish to
ones aiming to raise or breed seafood. It is likely that there will be moves to
decrease the volume of fish caught from the sea in the future in order to protect the
environment and resources, and in fact natural fisheries resources cannot be relied
on even today. For this reason, attention needs to be paid to the small fish that will
need to be caught from the sea repeatedly in the process of producing a single
bluefin tuna through the aquaculture and fish farming of the future. What we as
residents of the earth probably should aim for is aquaculture and fish farming that
start with the cultivation of microalgae. Just as the food chain on land has plants at
the base of its pyramid shape, so it is the producers of the sea, or the microalgae,
who support the base of the food chain in the ocean. In light of this fact, cultivation
of microalgae will be essential to the achievement of sustainable aquaculture.

18 Other

While the carbohydrates produced by photosynthetic creatures consist mainly of
cellulose in the case of the higher plants on land, in the case of seaweed they consist
mainly of polysaccharides. These are grouped into the categories of structural
polysaccharides (such as cellulose and mannan), intercellular adhesion polysaccha-
rides (such as alginic acid and carrageenan), and storage polysaccharides (such as
amylose and starch). Since each of these polysaccharides has the nature of a viscous
fluid that solidifies under certain conditions such as those of temperature, pH, and
concentration, they are useful for a very wide range of applications. Of these, alginic
acid, agar, and carrageenan are in commercial use around the world as industrial raw
materials made from polysaccharides contained in seaweed (Fig. 13). Alginic acid is

Fig. 13 Seaweed
hydrocolloid sales volume
[23]
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an adhesion polysaccharide extracted mainly from brown algae and an acid of which
uronic acid is a constituent element. Today it is produced in volumes of roughly
30,000–60,000 tons/year, with a wide range of main uses including in textile dyes,
food and drink, pharmaceuticals, and pet food. Agar is a straight-chain polysac-
charide hydrothermally extracted from red algae, with a basic structure of galactose.
It long has been used as a traditional food, and it is used mainly in food products that
use its galling function. It has been confirmed to have a laxative effect as a physio-
logical function, and in Japan it is recognized as a medicinal ingredient for medicines
for chronic constipation. Carrageenan is a species of straight-chain polysaccharide
extracted from red algae such as Eucheuma muricatum, an anionic high polymer. It is
used in products such as foods and cosmetics thanks to its stable thickening prop-
erties. Numerous interesting reports have been made concerning the anticoagulant
[18, 19], anticancer [20, 21], and other properties of fucoidan, part of the cell wall
structure of brown algae. It is the subject of active research and development for use
in pharmaceuticals and health foods since it is easily extractable from sources such as
the traditional Japanese foods of mozuku seaweed and kombu sea tangle.
Aphanothece sacrum is a species of cyanobacteria endemic to Japan, where it is used
in food. A. sacrum produces the anionic polysaccharide sacran, which contains
sulfate and carboxylate groups. Recent studies have shown that at least 11
monosaccharides make up the polysaccharide sacran, which has an extremely diverse
and complex structure, and that it contains more than 10 million molecules, making it
a massive natural high polymer unlike any other. It also is being shown to have very
high moisture retention capabilities [22]. It is expected that applications will be
developed in the future to use these features.
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Future Perspective

This book focuses on technologies for converting solar energy into chemical
energy, in particular, hydrogen as a main form of chemical energy. To date, various
methods have been proposed in a wide area of research, ranging from photoelec-
trochemical cells, photocatalysts, solar cells combined with electrolysis, solar
thermal chemical reactions, photosynthesis-mimicking approaches to algae breed-
ing, as discussed in detail in this book. The advancement of studies in these fields
promises numerous possibilities of utilizing solar energy, but at the same time also
reveals challenges and difficulties that need to be overcome.

The importance of developing solar energy conversion technologies is increas-
ingly being recognized. Energy is the most basic element for human and industrial
activities. Today, society uses enormous amounts of energy, leading to growing
demands for abundant inexpensive energy supplies. For centuries, civilization has
relied on the use of natural energy resources buried in the earth such as natural gas,
oil, coal and uranium. However, the continuous use of these natural energy
resources in massive amounts is causing severe damage to the global environment.
First of all, natural energy resources buried in the earth are limited and will thus
become completely depleted one day. Accordingly, the development of technolo-
gies for sustainable energy supply such as solar energy conversion is indispensable
in the long run. It is no exaggeration to say that our future may be bleak if we do not
succeed in the large-scale and practical application of solar energy conversion.

So how can we achieve our goal? The total amount of solar energy reaching the
earth surface is sufficiently large but there are some obstacles in its application.
First, the density of solar energy per unit area and unit time is not necessarily large,
which requires the use of solar energy conversion devices over a large area.
Secondly, the solar energy density incessantly changes with time. In particular,
solar light is only available during the day. Thirdly, the solar energy density
changes according to location. In general, well populated areas, where energy usage
is high, have many cloudy and rainy days, indicating that they are not suitable
places for solar energy conversion. On the other hand, deserts have abundant
sunlight and most are far away from areas of dense population. It should be
mentioned also that solar light has a wide spectral distribution, which makes high
conversion efficiency difficult. This situation suggests that the development of a
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single efficient technique is not sufficient, and there is a need to develop a diversity
of techniques from various perspectives and review their appropriate combinations.
The diverse discussions presented in this book will contribute to this end.

In relation to this situation, we also have to note that electric energy as well as
light energy cannot be stored effectively. Therefore, it is necessary to include
techniques for energy storage and transport such as electric to chemical energy
conversion and vice versa in solar energy conversion technologies. In particular,
finding efficient electrodes for electrochemical oxygen evolution and oxygen
reduction is of key importance because both reactions have high over-voltages at
present and lead to large energy losses though they are fundamental reactions in
mutual conversion between electrical and chemical energy. This book also attaches
high importance to this topic.

Another serious problem arising from the above situation is that it imposes
severe requirements on solar energy conversion technologies. Namely, high effi-
ciency, low cost and long-term durability are fundamental conditions for the suc-
cessful application of solar energy conversion technologies. These conditions are,
however, quite difficult to meet to a sufficient extent, because there is a trade-off
between high efficiency and low cost or between long-term durability and low cost.
In fact, this is why large-scale practical applications of solar energy conversion
technologies are delayed. Moreover, in actual researches, we often face various
other dilemmas. To overcome such difficulties, evidently further studies with deep
insight into the physics and chemistry of materials are needed. Needless to say, it is
of crucial importance to find new stable efficient materials with the further devel-
opment of properties of available promising materials and their effective and skillful
utilization for solar energy conversion.

Finally, it is worth noting that we may have a means of working out a new
strategy for achieving a breakthrough in the above difficulties. The photosynthesis
system in natural plants is able to repair damaged parts and restore the original state.
It also has the ability to organize itself so that it realizes the highest possible
efficiency. Highly functional arrangements of electron-transferring molecules in the
lipid bilayer membrane prove that natural plants really have such ability. In prin-
ciple, it is possible to realize similar functions and abilities in artificial devices.
There is no reason why they cannot be achieved. Thus, it is a challenging goal to
clarify the principles of the self-restoring and self-improving functions and abilities
of the natural photosynthesis system and apply them to artificial solar energy
conversion devices. Chemical devices such as (photo)electrochemical electrodes
and photocatalysts will be suitable sites for incorporating such functions and
abilities. Successful incorporation will not only lead to solutions to the above
trade-off but also to the development of new technologies which can be applied to
other fields extensively. In this respect, studies on solar energy conversion tech-
nologies may play a leading role in the development of novel cutting edge tech-
nologies. Indeed, challenges and obstacles can serve as opportunities for making
such new discoveries and achievements.
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