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Preface

The theory of metric spaces was created by Fréchet [39] and Hausdorff [43] a
century ago. In its basis is the notion of distance between any two points of a set.
Usually (but not necessarily), the algebraic structure of the set does not play any
role in the metric space analysis. If the set under consideration has a rich algebraic
structure, e.g., it is a linear space, metrics, or distance functions, on the set can
be defined by means of norms. In particular, the theory of Banach spaces [5] (i.e.,
complete normed linear spaces) is of fundamental importance in modern functional
analysis. Despite the well-known Kuratowski’s theorem [58] on the embedding of
a metric space X into a Banach space (of bounded functions on X), the language
of metric spaces is indispensable in expressing nonlinear properties of various
phenomena and objects in metric spaces. Many results of the Banach space theory
are extended to the metric linear space theory (Rolewicz [95]).

At the same time, a century ago, Lebesgue’s theory [59] of measure and integral
was developed, which is the theory of Banach space L1 of summable functions
equipped with the L1-norm. Lebesgue’s theory was extended by Riesz in his paper
on Lp-spaces [94] (1 < p < 1). In [87, 88], Orlicz defined and studied his
famous normed Orlicz spaces L' of '-summable functions, where ' is a convex
(Orlicz) function on the reals R. For nonconvex functions ', F-normed L'-spaces
were introduced by Masur and Orlicz [71] and Musielak and Orlicz [77] in the
context of modular spaces. From different perspectives, the theory of Orlicz spaces
is presented in many monographs, e.g., Adams [1], Krasnosel’skiı̆ and Rutickiı̆ [56],
Lindenstrauss and Tzafriri [65], Maligranda [68], Musielak [75], and Rao and
Ren [92, 93].

Modular spaces are extensions of Lebesgue, Riesz, and Orlicz spaces of inte-
grable functions. A general theory of modular linear spaces was founded by Nakano
in his two monographs [80, 81], where he developed a spectral theory in semi-
ordered linear spaces (vector lattices) and established the integral representation for
projections acting in his modular space; Nakano’s modulars on real linear spaces
are convex functionals. Nonconvex modulars and the corresponding modular linear
spaces were constructed by Musielak and Orlicz [77] (we refer to Musielak [75]
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viii Preface

for a more comprehensive account). Orlicz spaces and modular linear spaces have
already become classical tools in modern nonlinear functional analysis.

In spite of the significant generality of the modular spaces theory over linear
spaces or spaces equipped with an additional algebraic structure, the notions of
modular (which in particular extends the notion of norm) and the corresponding
modular linear space are too restrictive. This is concerned, e.g., with the problems
from the multivalued analysis such as the definition of metric functional spaces,
characterization of set-valued superposition operators, (pointwise) selection princi-
ples, and existence of regular selections of multifunctions (Chistyakov [11–21]).

The purpose of this contribution is to develop a general theory of modulars on
arbitrary sets and present a comprehensive background on metric and topological
properties of the corresponding modular spaces. In our approach, a modular w on a
set X is a parametrized family w D fw�g�>0 of functions of two variables of the form
w� W X�X ! Œ0;1� satisfying certain natural axioms in both nonconvex and convex
situations. On the one hand, if the family w is independent of parameter �, we get
the notion of (extended) metric w on X. On the other hand, if X is a linear space
and � W X ! Œ0;1� is a classical modular on X (in Nakano’s or Musielak-Orlicz’s
sense), then the family w corresponding to w�.x; y/ D �..x�y/=�/ (x; y 2 X) defines
a modular on X in our sense. Thus, our theory of modular spaces is consistent with
the theories of metric spaces and modular linear spaces.

Depending on the context, modulars w allow different interpretations. For
instance, the quantity w�.x; y/ may be thought of as a (absolute value of non-
linear) mean velocity between points x and y in time � > 0. It is known that
in classical Newtonian mechanics, the deterministic principle says that the initial
state of a mechanical system (the collections of its positions and velocities at a
certain moment of time) determines uniquely the whole movement of the system.
Accordingly, a modular w on X generates a distance function between any two
points of X (actually, several distance functions can be defined on X). A subset
of X, where the distance function assumes finite values (and so becomes a metric),
is called a modular space. A natural (canonical) modular on a metric space .X; d/ is
given by w�.x; y/ D d.x; y/=�, which is the “real” mean velocity, and the induced
distance function is d.x; y/ on the modular space X. In this way, we restore the
original metric space by means of the canonical modular. More modulars can
be considered on the metric space X, e.g., w�.x; y/ D d.x; y/=�p (p � 0), or
w�.x; y/ D exp.d.x; y/=�/ � 1, and they generate different distance functions on X.

Naturally, a modular space endowed with the generated metric is a metric
modular space (hence the title of the book), and so, the standard metric space
theory and its terminology apply to it. However, modulars are far from being
metrics in general: they do not satisfy the usual triangle inequality. Having the
ability to efficiently generate metrics, modulars might have been called premetrics
or prametrics. However, the last two terms are already in use in topology (see Deza
and Deza [36, p. 4]). So having in mind the connections with the modular linear
theory, we adopt a more adequate term metric modular (for w as above) for its
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full name, or simply modular as its abbreviation (if no ambiguity with classical
modulars arises).

Being dependent on the parameter �, modulars give rise to a nonmetric, more
weak convergence on a modular space, called the modular convergence. In the
modular linear space theory, this notion was introduced by Musielak and Orlicz [77].
Correspondingly, the modular space is a topological space equipped with the
modular topology, which, as a rule, is nonmetrizable. These notions are more subtle,
and we postpone their definition and discussion until Chap. 4.

We apply the approach to the theory of modular spaces on arbitrary sets based on
the author’s papers [14, 16, 18–29], and [31]. We have added many new results and
examples and made the exposition as self-contained as possible. The prerequisites
for the reading of this book are some background knowledge of real and functional
analysis, linear algebra, and rudiments of general topology. Thus the text, or much
of it, is quite accessible to the university undergraduate students.

The plan of the exposition is as follows. The material is tacitly divided into two
parts: Theory (Chaps. 1, 2, 3 and 4) and Applications (Chaps. 5–6). In Chap. 1, we
define the notion of (metric) modulars, give their classification, obtain elementary
properties, and present many examples useful in the sequel. In Chap. 2, we treat
the metrizability of modular spaces: in contrast to the modular theory on linear
spaces, where only few norms and F-norms are known, we define infinitely many
metrics on our modular space and study their properties and relations between
them. Further extensions of the notion of modular are given in Chap. 3, where we
also study tools (transforms), by means of which new modulars can be produced.
The most important are the right/left inverse modulars exhibiting the “duality”
between modular spaces (Theorem 3.3.8). Chapter 4 is devoted to the classical
topological aspects of the modular spaces, connected with the metric and modular
convergences. In Chap. 5, a special N-valued pseudomodular is introduced, whose
induced modular spaces are the sets of all bounded and regulated mappings on
an interval. This pseudomodular is crucial for obtaining a powerful pointwise
selection principle, from which previously known pointwise selection principles
follow, including Helly’s theorem. The final Chap. 6 addresses some important
classes of mappings of bounded generalized variation, which we interpret as the
modular spaces for specifically constructed modulars. The results include the
description of superposition operators acting in modular spaces, the existence of
regular selections of set-valued mappings, the new interpretation of Lipschitzian and
absolutely continuous mappings, and the existence of solutions to the Carathéodory-
type ordinary differential equations in Banach spaces with the right-hand side from
the Orlicz space.

Each chapter ends with Bibliographical Notes and Comments containing appro-
priate references, comments, and supplementary material.

Acknowledgements I am indebted to Panos M. Pardalos (University of Florida, USA) for inviting
me to publish with Springer and for constant encouragement. I thank Razia Amzad (Springer) for
her assistence and Patrick Muldowney (Londonderry, Northern Ireland) for useful suggestions.
My special thanks go to Lech Maligranda (Luleå, Sweden) for sending me (around 2000) the
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two-volume collection of Orlicz’s original papers [89], which has influenced my research in the
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Chapter 1
Classes of Modulars

1.1 Modulars Versus Metrics

In order to motivate the notion of modular on a set, we begin by recalling the notion
of metric. Let X be a nonempty set.

A function d W X � X ! R is said to be a metric on X if, for all elements
(conventionally called points) x; y; z 2 X, it satisfies the following three conditions
(axioms):

(d.1) x D y if and only if d.x; y/ D 0 (nondegeneracy);
(d.2) d.x; y/ D d.y; x/ (symmetry);
(d.3) d.x; y/ � d.x; z/C d.z; y/ (triangle inequality).

The pair .X; d/ is called a metric space. (Actually, two axioms suffice to define
a metric, because conditions (d.1)–(d.3) are equivalent to (d.1), and (d.3) written
in the ‘strong’ form as d.x; y/ � d.x; z/ C d.y; z/: in fact, putting z D x and then
interchanging x and y, we obtain (d.2). Traditionally, the symmetry property of d is
introduced explicitly.)

Clearly, a metric d assumes nonnegative (and finite) values, and if X has at least
two elements (which is tacitly assumed throughout), then d 6� 0 on X � X. If the
value 1 is allowed for d satisfying (d.1)–(d.3), then d is called an extended metric
on X, and the pair .X; d/ is called an extended metric space.

If d W X � X ! Œ0;1� satisfies (d.2), (d.3) and (only) a weaker condition

(d.10) d.x; x/ D 0 for all x 2 X,

then d is called a pseudometric on X, and it is called an extended pseudometric on X
if the value ‘infinity’ is allowed for d.

© Springer International Publishing Switzerland 2015
V.V. Chistyakov, Metric Modular Spaces, SpringerBriefs in Mathematics,
DOI 10.1007/978-3-319-25283-4_1
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2 1 Classes of Modulars

Fig. 1.1 Variants of metric
notions

(d.1),(d.2),(d.3)

metric −→
(d.1),(d.2),(d.3),(∞ allowed)

extended metric
⏐
�

⏐
�

(d.1′ ),(d.2),(d.3)
pseudometric −→

(d.1′ ),(d.2),(d.3),(∞ allowed)

extended pseudometric

The notion of metric reflects our geometric intuition of what a distance function
on a set should be: to any two points x; y 2 X, a number

0 � d.x; y/ < 1 (the distance between x and y)

is assigned, satisfying properties (d.1)–(d.3). The implications between the above
four metric notions are presented in Fig. 1.1.

The idea of modular w on X can be expressed in physical terms as follows: to any
parameter � > 0, interpreted as time, and any two points x; y 2 X, a quantity

0 � w�.x; y/ � 1 (the velocity between x and y in time �)

is assigned, satisfying three axioms to be discussed below, and the one-parameter
family w D fw� W � > 0g � fw�g�>0 of functions of the form w� W X � X ! Œ0;1�

is a (generalized, nonlinear) velocity field on X.
Now we address the axioms of a modular. By a scaling of time � > 0 we mean

any value h.�/ > 0 such that the function � 7! �=h.�/ is nonincreasing in � (e.g.,
given p � 1, h.�/ D �p, or h.�/ D exp.�p/ � 1, or h.�/ D �e�, etc.). Let .X; d/ be
a metric space, and x; y 2 X. Consider the quantity

w�.x; y/ D d.x; y/

h.�/
D �

h.�/
� d.x; y/

�
; (1.1.1)

which is a scaled mean velocity between x and y in time �. For h.�/ D �, this is
the mean (or uniform) velocity, and so, in order to cover the distance d.x; y/, it takes
time � to move between x and y with velocity w�.x; y/ D d.x; y/=�.

The following natural-looking properties of quantity (1.1.1) hold.

(i) Two points x and y from X coincide (and d.x; y/ D 0) if and only if any time
� > 0 will do in order to move from x to y with velocity w�.x; y/ D 0 (that is, no
movement is needed at any time). Formally, given x; y 2 X, we have:

x D y if and only if w�.x; y/ D 0 for all � > 0 (nondegeneracy).

(ii) For any time � > 0, the mean velocity during the movement from point x to point
y is equal to the mean velocity in the opposite direction, i.e., given x; y 2 X,

w�.x; y/ D w�.y; x/ for all � > 0 (symmetry).
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(iii) The third property of quantity (1.1.1), which is, in a sense, a counterpart of the
triangle inequality (for velocities!), is new and the most important. Suppose that
movements from x to y happen to be made in two ways, but the duration of time
is the same in each of the cases: (a) passing through a third point z 2 X, or
(b) moving directly from x to y. If � is the time needed to move from x to z and �
is the time needed to move from z to y, then the corresponding mean velocities are
equal to w�.x; z/ and w�.z; y/. The total time spent during the movement in case
(a) is equal to �C�. It follows that the mean velocity in case (b) should be equal
to w�C�.x; y/. It may become clear from the physical intuition that the velocity
w�C�.x; y/ does not exceed at least one of the velocities w�.x; z/ or w�.z; y/. This
is expressed as

w�C�.x; y/ � maxfw�.x; z/;w�.z; y/g � w�.x; z/C w�.z; y/ (1.1.2)

for all points x; y; z 2 X and times �;� > 0. These inequalities can be verified
rigorously: since .�C �/=h.�C �/ � �=h.�/, it follows from (1.1.1) and (d.3)
that

w�C�.x; y/ D d.x; y/

h.�C �/
�d.x; z/Cd.z; y/

h.�C�/ � �

�C� � d.x; z/

h.�/
C �

�C� � d.z; y/

h.�/

D �

�C� w�.x; z/C �

�C� w�.z; y/ � w�.x; z/Cw�.z; y/: (1.1.3)

By (in)equality (1.1.3), conditions w�.x; z/ < w�C�.x; y/ and w�.z; y/ <

w�C�.x; y/ cannot hold simultaneously, which proves the left-hand side inequal-
ity in (1.1.2).

A modular on a set X is any one-parameter family w D fw�g�>0 of functions w�
mapping X�X into Œ0;1� and satisfying properties (i), (ii), and (iii) meaning (1.1.2).
(The interpretation of modular as a generalized nonlinear mean velocity field has
been chosen as the most intuitive and accessible; there are different interpretations
of modular such as a double joint generalized variation of two mappings x and y.)

Even on a metric space .X; d/, modulars may look unusual: given � > 0 and
x; y 2 X, set w�.x; y/ D 1 if � � d.x; y/, and w�.x; y/ D 0 if � > d.x; y/.

The difference between a metric (= distance function) and a modular (= velocity
field) on a set is now clearly seen: a modular depends on a positive parameter �
and may assume infinite values (to say nothing of the axioms). The equality
w�.x; y/ D 1 may be thought of as there is no possibility (or there is a prohibition)
to move from x to y in time �. For instance, the distance d.x; y/ D 10;000 km
between two cities x and y cannot be covered physically in � D 1; 2; : : : ; 100 s;
however, for times � large enough, a certain finite velocity will do.

The essential property of a modular w (e.g., (1.1.1)) is that the velocity w�.x; y/
is nonincreasing as a function of time � > 0.
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A modular w on X gives rise to a modular space around a (chosen) point
xı 2 X—this is the set

X�
w D fx 2 X W w�.x; x

ı/ is finite for some � D �.x/ > 0g
of those points x, which are reachable from xı with a finite velocity. The knowledge
of (mean) velocities w�.x; y/ for all � > 0 and x; y 2 X provides more information
than simply the knowledge of distances d.x; y/ between points x and y. In fact, if w
satisfies (i), (ii) and the left-hand side (in)equality in (1.1.3), then the modular space
X�

w is metrizable by the following (implicit, or limit case) metric:

d�
w.x; y/ D inff� > 0 W w�.x; y/ � 1g:

Naturally, the pair .X�
w; d

�
w/ is called a metric modular space. For instance, the

original metric space .X; d/ is restored via the (mean velocity) modular (1.1.1) with
h.�/ D � as the ‘limit case’ in that X�

w D X and d�
w.x; y/ D d.x; y/ for all x; y 2 X.

This book is intended as the general study of modulars, modular spaces and
metric modular spaces generated by modulars. Since the metric space theory is a
well-established and rich theory, the main emphasis of this exposition is focused
(where it is possible) on non-metric features of modulars and modular spaces.

Essentially, modulars serve two important purposes:

– to define new metric spaces, such as .X�
w; d

�
w/ and others, in a unified and general

manner, and
– to present a new type of convergence in the modular space X�

w, the so called
modular convergence, whose topology is weaker (coarser) than the d�

w-metric
topology and, in general, is non-metrizable.

1.2 The Classification of Modulars

In the sequel, we study functions w of the form w W .0;1/ � X � X ! Œ0;1�,
where X is a fixed nonempty set (with at least two elements). Due to the disparity
of the arguments, we may (and will) write w�.x; y/ D w.�; x; y/ for all � > 0

and x; y 2 X. In this way, w D fw�g�>0 is a one-parameter family of functions
w� W X � X ! Œ0;1�. On the other hand, given x; y 2 X, we may set wx;y.�/ D
w.�; x; y/ for all � > 0, so that wx;y W .0;1/ ! Œ0;1�. In the latter case, the
usual terminology of Real Analysis can be applied to w D fwx;ygx;y2X . For instance,
the function w is called nonincreasing (right/left continuous, etc.) on .0;1/ if the
function wx;y is such for all x; y 2 X.

Definition 1.2.1. A function w W .0;1/ � X � X ! Œ0;1� is said to be a metric
modular (or simply modular) on X if it satisfies the following three axioms:

(i) given x; y 2 X, x D y if and only if w�.x; y/ D 0 for all � > 0;
(ii) w�.x; y/ D w�.y; x/ for all � > 0 and x; y 2 X;

(iii) w�C�.x; y/ � w�.x; z/C w�.z; y/ for all �;� > 0 and x; y; z 2 X.
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Weaker and stronger versions of conditions (i) and (iii) will be of importance. If,
instead of (i), the function w satisfies (only) a weaker condition

(i0) w�.x; x/ D 0 for all � > 0 and x 2 X,

then w is said to be a pseudomodular on X. Furthermore, if, instead of (i), the
function w satisfies (i0) and a stronger condition

(is) given x; y 2 X with x ¤ y, w�.x; y/ ¤ 0 for all � > 0,

then w is called a strict modular on X.
A modular (or pseudomodular, or strict modular) w on X is said to be convex if,

instead of (iii), it satisfied the (stronger) inequality (iv):

(iv) w�C�.x; y/ � �

�C �
w�.x; z/C �

�C �
w�.z; y/ for all �;� > 0 and x; y; z 2 X.

A few remarks concerning this definition are in order.

Remark 1.2.2. (a) The assumption w W .0;1/�X�X ! .�1;1� in the definition
of a pseudomodular does not lead to a greater generality: in fact, setting y D x
and � D � > 0 in (iii) and taking into account (i0) and (ii), we find

0 D w2�.x; x/ � w�.x; z/C w�.z; x/ D 2w�.x; z/;

and so, w�.x; z/ � 0 or w�.x; z/ D 1 for all � > 0 and x; z 2 X.
(b) If w�.x; y/ D w� is independent of x; y 2 X, then, by (i0), w � 0. Note that

w � 0 is only a pseudomodular on X (by virtue of (i)).
If w�.x; y/ D w.x; y/ does not depend on � > 0, then axioms (i)–(iii) mean

that w is an extended metric (extended pseudometric if (i) is replaced by (i0)) on
X; w is a metric on X if, in addition, it assumes finite values.

(c) Axiom (i) can be written as .x D y/ , .wx;y � 0/, and part (i() in
it—as .x ¤ y/ ) .wx;y 6� 0/. Condition (is) says that .x ¤ y/ )
.wx;y.�/ ¤ 0 for all � > 0/, and so, it implies (i(). In other words, (is) means
that if w�.x; y/ D 0 for some � > 0 (and not necessarily for all � > 0 as in
(i()), then x D y. Thus, (i0) + (is) ) (i) ) (i0). Clearly, (iv) ) (iii). Thus, a
(convex) strict modular on X is a (convex) modular on X, and so, it is a (convex)
pseudomodular on X. These implications are shown in Fig. 1.2, and it will be
seen later that none of them can be reversed.

(i′),(is),(ii),(iv)
strict convex modular −→

(i),(ii),(iv)

convex modular −→
(i′),(ii),(iv)

convex pseudomodular
⏐
�

⏐
�

⏐
�

(i′),(is),(ii),(iii)
strict modular −→

(i),(ii),(iii)

modular −→
(i′),(ii),(iii)

pseudomodular

Fig. 1.2 Classification of modulars
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(d) Rewriting (iv) in the form .�C �/w�C�.x; y/ � �w�.x; z/C �w�.z; y/, we see
that the function w is a convex (pseudo)modular on X if and only if the function
Ow�.x; y/ D �w�.x; y/ is simply a (pseudo)modular on X. This somewhat unusual
observation on the convexity of w will be justified later (see Sect. 1.3.3).

The essential property of a pseudomodular w on X is its monotonicity: given
x; y 2 X, the function wx;y W .0;1/ ! Œ0;1� is nonincreasing on .0;1/. In fact, if
0 < � < �, then axioms (iii) (with z D x) and (i0) imply

w�.x; y/ D w.���/C�.x; y/ � w���.x; x/C w�.x; y/ D w�.x; y/: (1.2.1)

As a consequence, given x; y 2 X, at each point � > 0 the limit from the right

.wC0/�.x; y/ � w�C0.x; y/ D lim
�!�C0w�.x; y/ D supfw�.x; y/ W � > �g (1.2.2)

and the limit from the left

.w�0/�.x; y/ � w��0.x; y/ D lim
�!��0w�.x; y/ D inffw�.x; y/ W 0 < � < �g

(1.2.3)

exist in Œ0;1�, and the following inequalities hold, for all 0 < � < �:

w�C0.x; y/�w�.x; y/�w��0.x; y/�w�C0.x; y/�w�.x; y/�w��0.x; y/: (1.2.4)

To see this, by the monotonicity of w, for any 0 < � < �1 < �1 < �, we have:

w�.x; y/ � w�1.x; y/ � w�1.x; y/ � w�.x; y/;

and it remains to pass to the limits as �1 ! � � 0 and �1 ! �C 0.

Proposition 1.2.3. Let w be a convex pseudomodular on X, and x; y 2 X. We
have:

(a) functions � 7! w�.x; y/ and � 7! �w�.x; y/ are nonincreasing on .0;1/, and

w�.x; y/ � .�=�/w�.x; y/ � w�.x; y/ for all 0 < � � �I (1.2.5)

(b) if wx;y 6� 0 (e.g., w is a convex modular and x ¤ y), then lim�!C0 w�.x; y/D1I
(c) if wx;y 6� 1, then lim�!1 w�.x; y/ D 0.

Proof. (a) is a consequence of (1.2.1) and Remark 1.2.2(d) concerning Ow.
(b) follows from the fact that w�.x; y/ D wx;y.�/ 2 .0;1� for some � > 0

and the left-hand side inequality in (1.2.5): w�.x; y/ � .1=�/�w�.x; y/ for all
0 < � < �. In particular, by Remark 1.2.2(c), if w is a convex modular and
x ¤ y, then wx;y 6� 0.

(c) Since w�.x; y/ < 1 for some � > 0, the assertion is a consequence of the
left-hand side inequality in (1.2.5). ut
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Definition 1.2.4. Functions wC0;w�0 W .0;1/�X �X ! Œ0;1�, defined in (1.2.2)
and (1.2.3), are called the right and left regularizations of w, respectively.

Proposition 1.2.5. Let w be a pseudomodular on X, possibly having additional
properties shown in Fig. 1.2 on p. 5. Then wC0 and w�0 are also pseudomodulars
on X having the same additional properties as w. Moreover, wC0 is continuous from
the right and w�0 is continuous from the left on .0;1/.

Proof. Since properties (i0), (ii), (iii), and (iv) are clear for wC0 and w�0, we verify
only (i(), the strictness, and one-sided continuities.

Suppose w is a modular. Let x; y 2 X, and .wC0/�.x; y/ D 0 for all � > 0.
Given � > 0, choose � such that 0 < � < �. Then (1.2.4) and (1.2.2) yield
0 � w�.x; y/ � w�C0.x; y/ D 0, and so, by axiom (i), x D y. Now, assume that
.w�0/�.x; y/ D 0 for all � > 0. Since w�.x; y/ � w��0.x; y/ D 0, axiom (i) implies
x D y.

Let w be strict, and x; y 2 X, x ¤ y. By condition (is) and (1.2.4),

0 ¤ w�.x; y/ � w��0.x; y/ � w�C0.x; y/; 0 < � < �;

and so, .w�0/�.x; y/ ¤ 0 for all � > 0 and .wC0/�.x; y/ ¤ 0 for all � > 0.
Let us show that wC0 is continuous from the right on .0;1/ (the left continuity

of w�0 is treated similarly). Since wC0 is a pseudomodular on X, it is nonincreasing
on .0;1/, and so, if � > 0, x; y 2 X, and � D .wC0/�C0.x; y/, we have, by (1.2.4),
� � .wC0/�.x; y/. In order to obtain the reverse inequality, we may assume that �
is finite. For any " > 0 there exists �0 D �0."/ > � such that, if � < �0 � �0,
we have .wC0/�0.x; y/ < � C ". Given � with � < � � �0, choosing �0 such that
� < �0 < �, we find, by virtue of (1.2.4), that w�.x; y/ � w�0C0.x; y/ < � C ".
Passing to the limit as � ! �C 0, we get the inequality .wC0/�.x; y/ � � C " for
all " > 0. ut
Remark 1.2.6. In the above proof, we have shown that .wC0/C0 D wC0 (as well as
.w�0/�0 D w�0), and one can show that .w�0/C0 D wC0 and .wC0/�0 D w�0.

1.3 Examples of Modulars

In order to get a better feeling of the notion of modular, we ought to have a
sufficiently large reservoir of them. This section serves this purpose (to begin with).
Where a metric notion is needed, we prefer a metric space context; generalizations
to extended metrics and pseudometrics can then be readily obtained in a parallel
manner. Instead of referring to the family w D fw�g�>0, it is often convenient and
nonambiguous to term a (pseudo)modular the value w�.x; y/.
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1.3.1 Separated Variables

Let .X; d/ be a metric space, and g W .0;1/ ! Œ0;1� be an extended (nonnegative)
valued function. We set

w�.x; y/ D g.�/ � d.x; y/; � > 0; x; y 2 X; (1.3.1)

with the convention that 1 � 0 D 0, and 1 � a D 1 for all a > 0.
By (d.1) and (d.2), the family w D fw�g�>0 satisfies axioms (i0) and (ii). It follows

that the modular classes of w on X (cf. Fig. 1.2) are characterized as follows:

(A) w is a pseudomodular on X iff axiom (iii) is satisfied;
(B) w is a modular on X iff conditions (i() and (iii) are satisfied;
(C) w is a strict modular on X iff (is) and (iii) are satisfied.

Replacing (iii) by (iv) in the right-hand sides of (A)–(C), we get the characterization
of w to be a convex pseudomodular / modular / strict modular.

Properties (i(), (is), (iii), and (iv) of w from (1.3.1) are expressed as follows.

Proposition 1.3.1. (a) (i() is equivalent to g 6� 0I
(b) (is) if and only if g.�/ ¤ 0 for all � > 0I
(c) (iii) if and only if g is nonincreasing on .0;1/I
(d) (iv) if and only if � 7! �g.�/ is nonincreasing on .0;1/.

Proof. Let �;� > 0 and x; y; z 2 X.

(a) ()) To show that g 6� 0, choose x ¤ y, so that d.x; y/ ¤ 0. If g � 0,
then w�.x; y/ D 0 for all � > 0, and, by virtue of (i(), x D y, which is a
contradiction.

(() Let w�.x; y/ D 0 for all � > 0. Since g 6� 0, there exists �0 > 0 such
that g.�0/ ¤ 0, and since g.�0/d.x; y/ D 0, we have d.x; y/ D 0, and so, x D y.

(b) If x ¤ y, then d.x; y/ ¤ 0, and so, w�.x; y/ D g.�/d.x; y/ ¤ 0 for all � > 0 if
and only if g.�/ ¤ 0 for all � > 0.

(c) ()) By (iii) for w as above, g.� C �/d.x; y/ � g.�/d.x; z/ C g.�/d.z; y/.
Choosing x ¤ y D z, we find g.� C �/d.x; y/ � g.�/d.x; y/, i.e.,
g.�C �/ � g.�/.

(() The triangle inequality (d.3) and inequality g.�C �/ � g.�/ imply

w�C�.x; y/ D g.�C�/d.x; y/ � g.�/d.x; z/Cg.�/d.z; y/ D w�.x; z/Cw�.z; y/:

(d) Apply (c) to the function Ow�.x; y/ D �w�.x; y/ (see Remark 1.2.2(d)). ut
Let us consider some particular cases of modulars (1.3.1). Note that w � 0 is the

only pseudomodular on X (corresponding to g � 0), which is not a modular on X.

Example 1.3.2. (1) Setting g.�/ D 1=� in (1.3.1), we get the convex strict modular
w�.x; y/ D d.x; y/=� (the mean velocity between x and y in time � from
Sect. 1.1), called the canonical modular on the metric space .X; d/. Another
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natural strict modular w�.x; y/ D d.x; y/ on X, corresponding to g � 1, is
nonconvex. Due to this, the canonical modular admits more adequate properties
in order to ‘embed’ the metric space theory into the modular space theory.

More generally, w�.x; y/ D d.x; y/=�p (p � 0) is a strict modular on X,
which is convex if and only if p � 1 (here �p may be replaced by exp.�p/ � 1,
or �e�, etc.).

(2) The modular w given by w�.x; y/ D d.x; y/=� if 0 < � < 1, and w�.x; y/ D 0

if � � 1, is convex and nonstrict. If we replace the first equality by w�.x; y/ D
d.x; y/ if 0 < � < 1, then the resulting modular w on X is nonconvex and
nonstrict.

(3) Given a set X, denote by • the discrete metric on X (i.e., •.x; y/ D 0 if x D y,
and •.x; y/ D 1 if x ¤ y), and let d D • in (1.3.1).

If g � 1, we get the infinite modular on X, which is strict and convex:

w�.x; y/ D 1 � •.x; y/ D
�
0 if x D y;
1 if x ¤ y;

for all � > 0:

Let �0 > 0, and a > 0 or a D 1. Define g.�/ by: g.�/ D a if 0 < � < �0,
and g.�/ D 0 if � � �0. The step-like modular w on X is of the form:

w�.x; y/ D g.�/ � •.x; y/ D
8<
:
0 if x D y and � > 0,
a if x ¤ y and 0 < � < �0,
0 if x ¤ y and � � �0.

It is nonstrict, convex if a D 1, and nonconvex if a > 0 (is finite).

1.3.2 Families of Extended (Pseudo)metrics

A generalization of previous considerations in Sect. 1.3.1 is as follows.
Given � > 0, let d� W X � X ! Œ0;1� be an extended pseudometric on X.

Setting w D fw�g�>0 with w�.x; y/ D d�.x; y/, x; y 2 X, we find that w satisfies (i0)
and (ii). So, modular classes of w on X (including convex w) are characterized as in
assertions (A)–(C) of Sect. 1.3.1, where properties (i(), (is), (iii), and (iv) are given
in terms of functions wx;y (in place of the function g in Proposition 1.3.1):

(a) (i() ” wx;y 6� 0 for all x; y 2 X with x ¤ y

” condition ‘d�.x; y/ D 0 for all � > 0’ implies x D yI
(b) (is) ” wx;y.�/ ¤ 0 for all � > 0 and x; y 2 X with x ¤ y

” d� is an extended metric on X for all � > 0I
(c) (iii) ” � 7! d�.x; y/ is nonincreasing on .0;1/ for all x; y 2 XI
(d) (iv) ” � 7! �d�.x; y/ is nonincreasing on .0;1/ for all x; y 2 X:
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Note only that in establishing assertion (c)(() we have: since � 7! d�.x; y/ is
nonincreasing, the triangle inequality for w�C� D d�C� implies

w�C�.x; y/ � d�C�.x; z/C d�C�.z; y/ � d�.x; z/C d�.z; y/ D w�.x; z/C w�.z; y/;

which proves the inequality in axiom (iii).
Now, we expose two particular cases of families of (extended) metrics.

Example 1.3.3. (1) Let .X; d/ be a metric space, and h W .0;1/ ! .0;1/ be a
nondecreasing function. Setting

w�.x; y/ D d.x; y/

h.�/C d.x; y/
; � > 0; x; y 2 X; (1.3.2)

we find that w D fw�g�>0 is a family of metrics on X such that the function
� 7! w�.x; y/ is nonincreasing on .0;1/, and so, by (b) and (c) above, w is a
strict modular on X. For instance, the triangle inequality for w� is obtained as
follows: the function

f .t/ D t

h.�/C t
D 1 � h.�/

h.�/C t
; t > �h.�/;

is increasing in t � 0, which together with the triangle inequality for d gives

w�.x; y/ D f .d.x; y// � f
�
d.x; z/C d.z; y/

� D d.x; z/C d.z; y/

h.�/C d.x; z/C d.z; y/

� d.x; z/

h.�/C d.x; z/
C d.z; y/

h.�/C d.z; y/
D w�.x; z/C w�.z; y/:

The modular w is nonconvex: this is a consequence of Proposition 1.2.3(b) and
the fact that w�.x; y/ tends to d.x; y/=.h.C0/C d.x; y// � 1 as � ! C0 for all
x; y 2 X.

(2) Let T � Œ0;1/, .M; d/ be a metric space, and X D MT be the set of all
mappings x W T ! M from T into M. If w is defined by

w�.x; y/ D sup
t2T

e��td.x.t/; y.t//; � > 0; x; y 2 X;

then w� is an extended metric on X, for which the function � 7! w�.x; y/ is
nonincreasing on .0;1/. Hence, w D fw�g�>0 is a strict modular on X. Let us
show that w is nonconvex. Choose x0; y0 2 M, x0 ¤ y0, and set x.t/ D x0 and
y.t/ D y0 for all t 2 T . Then x ¤ y, and w�.x; y/ D exp.�� inf T/d.x0; y0/.
It follows that, as � ! C0, we have w�.x; y/ ! d.x0; y0/ < 1. It remains to
refer to Proposition 1.2.3(b).
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1.3.3 Classical Modulars on Real Linear Spaces

Let X be a real linear space. A functional � W X ! Œ0;1� is said to be a classical
modular on X in the sense of H. Nakano, J. Musielak and W. Orlicz if it satisfies the
following four conditions:

(�.1) �.0/ D 0;
(�.2) if x 2 X, and �.˛x/ D 0 for all ˛ > 0, then x D 0;
(�.3) �.�x/ D �.x/ for all x 2 X;
(�.4) �.˛x C ˇy/ � �.x/C �.y/ for all ˛; ˇ � 0 with ˛ C ˇ D 1, and x; y 2 X.

If, instead of the inequality in (�.4), � satisfies

(�.5) �.˛x C ˇy/ � ˛�.x/C ˇ�.y/,

then it is said to be a classical convex modular on X.
An example of a classical convex modular on X is the usual norm (i.e., a

functional k � k W X ! Œ0;1/ with properties: kxk D 0 , x D 0, k˛xk D j˛j � kxk,
and kx C yk � kxk C kyk for all x; y 2 X and ˛ 2 R/.

In the next two Propositions, we show that modulars in the sense of Defini-
tion 1.2.1 are extensions of classical modulars on linear spaces.

Proposition 1.3.4. Given a functional � W X ! Œ0;1�, we set

w�.x; y/ D �
�x � y

�

�
; � > 0; x; y 2 X: (1.3.3)

Then, we have: � is a classical (convex) modular on the linear space X if and only
if w is a (convex) modular on the set X.

Proof. Since the assertions (�.1) , (i0), (�.2) , (i(), and (�.3) , (ii) are clear, we
show only that (�.5) , (iv) (the equivalence (�.4) , (iii) is established similarly).

(�.5) ) (iv). Given �;� > 0 and x; y; z 2 X, we have

x � y

�C �
D �

�C �
� x � z

�
C �

�C �
� z � y

�
D ˛x0 C ˇy0; (1.3.4)

where

˛ D �

�C �
> 0; ˇ D �

�C �
> 0; ˛Cˇ D 1; x0 D x � z

�
and y0 D z � y

�
:

By virtue of (1.3.3) and (�.5), we obtain the inequality in axiom (iv) as follows:

w�C�.x; y/ D �
� x � y

�C �

�
D �.˛x0 C ˇy0/ � ˛�.x0/C ˇ�.y0/

D �

�C �
w�.x; z/C �

�C �
w�.z; y/:
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(iv) ) (�.5). Assume that ˛ > 0, ˇ > 0, and ˛ C ˇ D 1 (otherwise, (�.5) is
obvious). Taking into account (1.3.3) and (iv), for x; y 2 X, we get

�.˛x C ˇy/ D �
�˛x � .�ˇy/

˛ C ˇ

�
D w˛Cˇ.˛x;�ˇy/

� ˛

˛ C ˇ
w˛.˛x; 0/C ˇ

˛ C ˇ
wˇ.0;�ˇy/

D ˛�
�˛x

˛

�
C ˇ�

�ˇy

ˇ

�
D ˛�.x/C ˇ�.y/: ut

Proposition 1.3.5. Suppose the function w W .0;1/� X � X ! Œ0;1� satisfies the
following two conditions:

(I) w�.x C z; y C z/ D w�.x; y/ for all � > 0 and x; y; z 2 XI
(II) w�.�x; 0/ D w�=�.x; 0/ for all �;� > 0 and x 2 X.

Given x 2 X, we set �.x/ D w1.x; 0/. Then, we have:

(a) equality (1.3.3) holds;
(b) w is a .convex/ modular on the set X if and only if � is a classical .convex/

modular on the real linear space X.

Proof. (a) By virtue of assumptions (I) and (II), we find

w�.x; y/ D w�.x � y; y � y/ D w1
�x � y

�
; 0
�

D �
�x � y

�

�
:

(b) As in the proof of Proposition 1.3.4, we verify only that (iv) , (�.5).

(iv) ) (�.5). Given ˛; ˇ > 0 with ˛Cˇ D 1, and x; y 2 X, equalities (1.3.3),
(I), and (II), and condition (iv) imply

�.˛x C ˇy/ D w1.˛x;�ˇy/ � ˛

˛ C ˇ
w˛.˛x; 0/C ˇ

˛ C ˇ
wˇ.0;�ˇy/

D ˛w˛=˛.x; 0/C ˇwˇ=ˇ.y; 0/ D ˛�.x/C ˇ�.y/:

(�.5) ) (iv). Taking into account equality (1.3.3), this is established as the
corresponding implication in the proof of Proposition 1.3.4. ut

Remark 1.3.6. Proposition 1.3.4 provides tools for further examples of metric
modulars w, generating them from classical modulars by means of formula (1.3.3).
In view of Proposition 1.3.5, modulars w on a real linear space X, not satisfying
conditions (I) or (II), may be nonclassical (e.g., modulars (1.3.1) and (1.3.2)).

Example 1.3.7 (the generalized Orlicz modular). Suppose .˝;˙;�/ is a measure
space with measure � and ' W ˝ � Œ0;1/ ! Œ0;1/ is a function satisfying the
following two conditions: (a) for every t 2 ˝, the function '.t; �/ D Œu 7! '.t; u/�
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is nondecreasing and continuous on Œ0;1/, '.t; u/ D 0 iff u D 0, and
limu!1 '.t; u/ D 1; (b) for all u � 0, the function '.�; u/ D Œt 7! '.t; u/� is
˙ -measurable. Let X be the set of all real- (or complex-)valued functions on ˝,
which are ˙ -measurable and finite �-almost everywhere (with equality �-almost
everywhere). Then, for every x 2 X, the function t 7! '.t; jx.t/j/ is ˙ -measurable
on ˝, and

�.x/ D
Z
˝

'.t; jx.t/j/ d� is a classical modular on X,

known as the generalized Orlicz modular (note that �.x/ D 0 iff x D 0).

1.3.4 '-Generated Modulars

Let ' W Œ0;1/ ! Œ0;1� be a nondecreasing function such that '.0/ D 0 and
' 6� 0.

Given a normed space .X; k � k/ (i.e., X is a linear space and k � k is a norm on it),
the functional �.x/ D '.kxk/, x 2 X, is a classical modular on X; in addition, � is a
convex modular on X if and only if ' is convex on Œ0;1/. Since d.x; y/ D kx � yk
is a metric on X, taking into account equality (1.3.3), we proceed as follows.

Proposition 1.3.8. Let .X; d/ be a metric space. Set

w�.x; y/ D '
�d.x; y/

�

�
; � > 0; x; y 2 X: (1.3.5)

Then w is a modular on X. Moreover, if ' is convex, then w is a convex modular, and
if '.u/ ¤ 0 for all u > 0, then w is strict.

Proof. We shall verify some of the properties of w directly (with no reference to �).
To see that (i() holds, suppose x; y 2 X, and w�.x; y/ D 0 for all � > 0. If

x ¤ y, then d.x; y/ > 0, and so, given u > 0, setting �u D d.x; y/=u, we find that
'.u/ D '.d.x; y/=�u/ D w�u.x; y/ D 0. Since '.0/ D 0, we have ' � 0 on Œ0;1/,
which is in contradiction with the assumption on '. Thus, x D y.

In checking axiom (iii) for w, the following observation plays a key role. Given
˛; ˇ � 0, ˛ C ˇ � 1, and u1; u2 � 0, we have

.˛ C ˇ/minfu1; u2g � ˛u1 C ˇu2 � maxfu1; u2g;

and so, since ' is nondecreasing on Œ0;1/,

'.˛u1 C ˇu2/ � maxf'.u1/; '.u2/g � '.u1/C '.u2/: (1.3.6)
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Now, if �;� > 0 and x; y; z 2 X, the triangle inequality for d implies

w�C�.x; y/ D '
�d.x; y/

�C �

�
� '

� �

�C �
� d.x; z/

�
C �

�C �
� d.z; y/

�

�
(1.3.7)

� '
�d.x; z/

�

�
C '

�d.z; y/

�

�
D w�.x; z/C w�.z; y/:

If, in addition, ' is convex, then we proceed from (1.3.7) as follows:

w�C�.x; y/ � �

�C �
'
�d.x; z/

�

�
C �

�C �
'
�d.z; y/

�

�

D �

�C �
w�.x; z/C �

�C �
w�.z; y/: ut (1.3.8)

Example 1.3.9. Let '.u/ D 0 if 0 � u � 1, and '.u/ D a if u > 1, where a > 0 or
a D 1. Then modular (1.3.5), called the .a; 0/-modular, is of the form:

w�.x; y/ D
�

a if 0 < � < d.x; y/;
0 if � � d.x; y/:

(1.3.9)

It is nonstrict, convex if a D 1, and nonconvex if a > 0.
If '.u/ D 1 for all u > 0, we get the infinite modular from Example 1.3.2(3).

Let .M; k � k/ be a normed space and X D MN the set of all sequences x W N ! M
equipped with the componentwise operations of addition and multiplication by
scalars. As usual, given x 2 X, we set xn D x.n/ for n 2 N, and so, x is also denoted
by fxng1

nD1 � fxng. The functional �.x/ D P1
nD1 kxnkp (p � 1) is a classical convex

modular on the linear space X.
This gives an idea to replace the function u 7! up, defining �, by the function '

as above and consider the following more general construction.

Example 1.3.10. Let .M; d/ be a metric space, X D MN, and h W Œ0;1/ ! Œ0;1/

be a superadditive function (see Appendix A.1). Define w W .0;1/ � X � X !
Œ0;1� by

w�.x; y/ D
1X

nD1
'
�d.xn; yn/

h.�/

�
; � > 0; x; y 2 X: (1.3.10)

Then w is a modular on X. For axioms (iii) and (iv), it is to be noted only that, by
virtue of (1.3.6), we have (instead of (1.3.7))

'
� d.xn; yn/

h.�C �/

�
� '

� h.�/

h.�C �/
� d.xn; zn/

h.�/
C h.�/

h.�C �/
� d.zn; yn/

h.�/

�

� '
�d.xn; zn/

h.�/

�
C '

�d.zn; yn/

h.�/

�
: (1.3.11)
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This example can be further generalized if we allow d, ' and h to depend on n,
i.e., d.x; y/ D dn.x; y/, '.u/ D 'n.u/, and h.�/ D hn.�/.

1.3.5 Pseudomodulars on the Power Set

Given a set X, we denote by P.X/ � 2X the family of all subsets of X, also called
the power set of X. We employ the convention that sup ¿ D 0 and inf ¿ D 1.

Let w be a (pseudo)modular on a set X (in the sense of (i0), (i)–(iii)). Following
the idea of construction of the Hausdorff distance (see Appendix A.2), we are going
to introduce a pseudomodular W on the power set P.X/, induced by w.

Given � > 0 and nonempty sets A;B 2 P.X/, we put

E�.A;B/ D sup
x2A

inf
y2B

w�.x; y/ 2 Œ0;1�: (1.3.12)

Furthermore, we set

E�.¿;B/ D 0 for all � > 0 and B 2 P.X/, (1.3.13)

and

E�.A;¿/ D 1 for all � > 0 and A 2 P.X/, A ¤ ¿. (1.3.14)

Proposition 1.3.11. The function E W .0;1/ � P.X/ � P.X/ ! Œ0;1� is well-
defined and has the following two properties:

(a) E�.A;B/ D 0 for all � > 0 and A � B � XI
(b) E�C�.A;C/ � E�.A;B/C E�.B;C/ for all �;� > 0 and A;B;C 2 P.X/.

Proof. (a) If A D ¿, then the assertion follows from (1.3.13), and if A ¤ ¿,
then, given x 2 A (so that x 2 B), we have, by (i0), 0 � infy2B w�.x; y/ �
w�.x; x/ D 0. Since x 2 A is arbitrary, (1.3.12) implies E�.A;B/ D 0.

(b) If at least one of the sets A, B, or C is empty, then we have the possibilities
shown in Table 1.1.

Now, assume that A, B and C are nonempty and apply (1.3.12). Given x 2 A,
y 2 B, and �;� > 0, by virtue of (iii) for w, we have

inf
z2C

w�C�.x; z/ � w�C�.x; z1/ � w�.x; y/C w�.y; z1/ for all z1 2 C.

(1.3.15)

Taking the infimum over all z1 2 C, we get, for all y 2 B,

inf
z2C

w�C�.x; z/ � w�.x; y/C inf
z12C

w�.y; z1/ � w�.x; y/C E�.B;C/:
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Table 1.1 Inequality (b) when at least one of the sets A, B, or C is empty

Sets A, B, C E�C�.A;C/ E�.A;B/ E�.B;C/ Apply

A D ¿; B D ¿; C D ¿ 0 0 0 (1.3.13)

A ¤ ¿; B D ¿; C D ¿ 1 1 0 (1.3.14), (1.3.13)

A D ¿; B ¤ ¿; C D ¿ 0 0 1 (1.3.13), (1.3.14)

A D ¿; B D ¿; C ¤ ¿ 0 0 0 (1.3.13)

A ¤ ¿; B ¤ ¿; C D ¿ 1 � � � 1 (1.3.14), (1.3.12)

A ¤ ¿; B D ¿; C ¤ ¿ � � � 1 0 (1.3.12), (1.3.14), (1.3.13)

A D ¿; B ¤ ¿; C ¤ ¿ 0 0 � � � (1.3.13), (1.3.12)

Now, taking the infimum over all y 2 B, we find, for all x 2 A,

inf
z2C

w�C�.x; z/ � inf
y2B

w�.x; y/C E�.B;C/ � E�.A;B/C E�.B;C/;

and it remains to take the supremum over all x 2 A. ut
Definition 1.3.12. The function W W .0;1/�P.X/�P.X/ ! Œ0;1�, defined by

W�.A;B/ D maxfE�.A;B/;E�.B;A/g; � > 0; A;B 2 P.X/;

has the following properties, for all �;� > 0 and A;B;C 2 P.X/:

(A) W�.A;A/ D 0;
(B) W�.A;B/ D W�.B;A/;
(C) W�C�.A;C/ � W�.A;B/C W�.B;C/.

Thus, W is (only) a pseudomodular on the power set P.X/, called the Hausdorff
pseudomodular, induced by w.

Note that W�.¿;¿/ D 0, while W�.A;¿/ D 1 if ¿ ¤ A 2 P.X/ and � > 0.
If w is a convex (pseudo)modular on X, then applying axiom (iv) in (1.3.15) instead
of (iii), we find that W is a convex pseudomodular on P.X/.

Further properties of W will be presented below (see Theorem 2.2.13,
Example 3.3.11, and Theorem 4.1.3).

1.4 Bibliographical Notes and Comments

Section 1.1. An exposition of the theory of metric spaces can be found in many
monographs and textbooks, e.g., Aleksandrov [2], Copson [33], Kaplansky [51],
Kolmogorov and Fomin [54], Kumaresan [57], Kuratowski [58], Schwartz [97],
Shirali and Vasudeva [98] (to mention a few). A good source of metric and distance
notions is a recent book by Deza and Deza [36]. The ‘strong’ form of the triangle
inequality is due to Lindenbaum [64]. The classical reference on pseudometric
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spaces is Kelley’s book [52]. Extended metrics, also called generalized metrics,
were studied by Jung [50] and Luxemburg [67] in connection with an extension
of Banach’s Fixed Point Theorem from [4].

The interpretation of a modular as a generalized velocity field was initiated by
Chistyakov in [26, 28].

Section 1.2. Definition 1.2.1 of (metric) modular w on a set X appeared
implicitly in Chistyakov [18, 19] in connection with the studies of (bounded
variation and the like) selections of set-valued mappings, and multivalued super-
position operators. Explicitly and axiomatically, (pseudo)modulars were introduced
in Chistyakov [22], and their main properties were established by the author in
[23–25]. The strictness condition (is) and modular regularizations ẇ 0 were defined
in Chistyakov [28].

Section 1.3. Examples of (pseudo)modulars relevant for specific purposes are
contained in [18–29]. In Sect. 1.3 and furtheron, we add some new and more general
ones. An extended metric as in Example 1.3.3(2) was first defined by Bielecki [8] in
order to obtain global solutions of ordinary differential equations (see also Goebel
and Kirk [41, Sect. 2]).

The term modular on a real linear space X, extending the notion of norm, was
introduced by Nakano [80, 81], where he developed the theory of modular spaces.
Nakano’s axioms [81, Sect. 78] of a modular � W X ! Œ0;1� include (�.1)–(�.3),
(�.5), and (�.6) �.x/ D supf�.˛x/ W 0 � ˛ < 1g for all x 2 X D X�

� (see Sect. 1.3.3
and Remark 2.3.4(1)), i.e., � is a left-continuous convex semimodular on X in the
sense of Musielak [75, Sect. 1].

In the special case of '-integrable functions on Œ0; 1� and '-summable sequences,
a theory (of not necessarily convex) modulars was initiated by Mazur and
Orlicz [71], and a general theory of modular spaces was developed by Musielak and
Orlicz [77]. The key axiom in the nonconvex case is axiom (�.4).

Propositions 1.3.4 and 1.3.5 are taken from Chistyakov [22, 24]. They show that
our approach to (metric) modulars on arbitrary sets X is an extension of the classical
approach of Nakano, Musielak and Orlicz applied to modulars on linear spaces. In
particular, classical modulars are metric modulars via (1.3.3). The same situation
holds for function modulars on linear spaces developed by Kozlowski [55].

For h.�/ D �, modular (1.3.2) can be obtained from the classical nonconvex
modular �.x/ D jxj=.1Cjxj/, x 2 R, by means of (1.3.3) (cf. Maligranda [68, p. 8]).

In Example 1.3.7, we follow Musielak [75, Chap. II,Sect. 7].
The material of Sects. 1.3.4 and 1.3.5 is new.



Chapter 2
Metrics on Modular Spaces

Abstract In this chapter, we address the metrizability of modular spaces.

2.1 Modular Spaces

A pseudomodular w on X (cf. Fig. 1.2 on p. 5) induces an equivalence relation 	 on
X as follows: given x; y 2 X,

x 	 y iff wx;y 6� 1 iff w�.x; y/ < 1 for some � > 0,

where � D �.x; y/, possibly, depends on x and y. A modular space is any
equivalence class with respect to 	. More explicitly, let us fix an element xı 2 X.
The set

X�
w � X�

w.x
ı/ D fx 2 X W 9� D �.x/ > 0 such that w�.x; x

ı/ < 1g

is called a modular space (around xı), and xı is called the center of X�
w (xı is a

representative of the equivalence class X�
w). Note that wx;y 6� 1 for all x; y 2 X�

w.
If wC0 and w�0 are the right and left regularizations of w, then (1.2.4) imply

X�
wC0

D X�
w�0

D X�
w.

Two more modular spaces (around xı) can be defined making use of other
equivalence relations on X:

X0w � X0w.x
ı/ D fx 2 X W w�.x; x

ı/ ! 0 as � ! 1g

and

Xfin
w � Xfin

w .x
ı/ D fx 2 X W w�.x; x

ı/ < 1 for all � > 0g:

As above, X0wC0
D X0w�0

D X0w and Xfin
wC0

D Xfin
w�0

D Xfin
w .

Clearly, X0w � X�
w and Xfin

w � X�
w (with proper inclusions in general). However,

if w is convex, then X0w D X�
w (see Proposition 1.2.3(c)); moreover, note that this

property is independent of the center xı, i.e., X0w.x
ı/ D X�

w.x
ı/ for all xı 2 X.

© Springer International Publishing Switzerland 2015
V.V. Chistyakov, Metric Modular Spaces, SpringerBriefs in Mathematics,
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Example 2.1.1. The inclusion relations between the three modular spaces are
illustrated by the modular w�.x; y/ D g.�/d.x; y/ on a metric space .X; d/ from
(1.3.1):

X�
w D

� fxıg if g � 1;

X if g 6� 1;
X0w D

� fxıg if lim�!1 g.�/ ¤ 0;

X if lim�!1 g.�/ D 0;

and

Xfin
w D

� fxıg if g.�/ D 1 for some � > 0;
X if g.�/ < 1 for all � > 0:

In particular, for modulars w�.x; y/ D d.x; y/ (nonconvex) and w�.x; y/ D d.x; y/=�
(convex) from Example 1.3.2(a), we have

X0w D fxıg � X�
w D Xfin

w D X D X0w D X�
w D Xfin

w :

In the sequel, by the modular space we mean the set X�
w (the largest among the

three) if not explicitly stated otherwise.

2.2 The Basic Metric

We begin by introducing the basic (pseudo)metric d0w on the modular space X�
w.

Theorem 2.2.1. Let w be a (pseudo)modular on X. Set

d0w.x; y/ D inf f� > 0 W w�.x; y/ � �g; x; y 2 X .inf ¿ D 1/:

Then d0w is an extended (pseudo)metric on X. Furthermore, if x; y 2 X, d0w.x; y/ < 1
is equivalent to x 	 y, and so, d0w is a (pseudo)metric on X�

w D X�
w.x

ı/
(for any xı2X).

Proof. 1. Clearly, d0w.x; y/ 2 Œ0;1�, d0w.x; x/ D 0, and d0w.x; y/ D d0w.y; x/ for
all x; y 2 X. Now, suppose w is a modular on X, and x; y 2 X are such that
d0w.x; y/ D 0. The definition of d0w implies w�.x; y/ � � for all � > 0. So, for all
� > 0 and 0 < � < �, we have from (1.2.1): w�.x; y/ � w�.x; y/ � � ! 0 as
� ! C0. Thus w�.x; y/ D 0 for all � > 0, and so, by axiom (i), x D y.

In order to prove the triangle inequality d0w.x; y/ � d0w.x; z/ C d0w.z; y/ for
all x; y; z 2 X, we assume that d0w.x; z/ and d0w.z; y/ are finite (otherwise, the
inequality is obvious). By the definition of d0w, given � > d0w.x; z/ and � >

d0w.z; y/, we find w�.x; z/ � � and w�.z; y/ � �, and so, axiom (iii) implies

w�C�.x; y/ � w�.x; z/C w�.z; y/ � �C �:

It follows that d0w.x; y/ � � C �, and it remains to take into account the
arbitrariness of � and � as above.
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2. If d0w.x; y/ < 1, then, for any � > d0w.x; y/, we have w�.x; y/ � � < 1, which
means that x 	 y. Conversely, suppose x 	 y, i.e., w�.x; y/ < 1 for some
� > 0. We set � D maxf�;w�.x; y/g. Since � � �, the monotonicity (1.2.1) of
w implies w�.x; y/ � w�.x; y/ � �, and so, d0w.x; y/ � � < 1.

3. Given x; y 2 X�
w, we have x 	 y, and so, d0w.x; y/ < 1. By step 1, this means that

d0w is a (pseudo)metric on X�
w. ut

The pair .X�
w; d

0
w/, being a (pseudo)metric space generated by the (pseudo)modular

w, is called a (pseudo)metric modular space, and we will apply this terminology if
we are interested in metric properties of X�

w with respect to d0w (or some other metric
induced by w). We call X�

w the modular space if the main concern is its modular
properties (Sects. 4.2 and 4.3), which are outside the scope of metric properties.

Example 2.2.2. Suppose w�.x; y/ D g.�/d.x; y/ is the modular from (1.3.1), where
g W .0;1/ ! Œ0;1� is a nonincreasing function, g 6� 0, and g 6� 1. In the
examples 1–6 below, we have X�

w D X, and x; y 2 X and �0 > 0 are given.

1. If g.�/ D 1=�p (p � 0), then d0w.x; y/ D .d.x; y//1=.pC1/.
2. Let g.�/ D 1 if 0 < � < �0, and g.�/ D 0 if � � �0. Then w is nonstrict and

nonconvex, and d0w.x; y/ D minf�0; d.x; y/g.
3. If g.�/ D 1=� for 0 < � < �0, and g.�/ D 0 for � � �0, then w is nonstrict and

convex, and d0w.x; y/ D minf�0;
p

d.x; y/g.
4. For g.�/ D maxf1; 1=�g, we have: w is strict and nonconvex, and d0w is given by

d0w.x; y/ D maxfd.x; y/;
p

d.x; y/g.
5. If g.�/ D 1 for 0 < � < �0, and g.�/ D 0 for � � �0, then w is nonstrict and

convex, and d0w.x; y/ D �0•.x; y/, where • is the discrete metric on X.
6. Putting d D •, for any function g as above, we have d0w.x; y/ D g0•.x; y/ with

g0 D inf f� > 0 W g.�/ � �g.

Remark 2.2.3. 1. If � is a classical modular on a real linear space X (cf. Sect. 1.3.3),
the set X� D fx 2 X W lim˛!C0 �.˛x/ D 0g is called the modular space (with
zero as its center). The modular space X� is a linear subspace of X, and the
functional j � j� W X� ! Œ0;1/, given by jxj� D inf f" > 0 W �.x="/ � "g, is
an F-norm on X�, i.e., given x; y 2 X�, it satisfies the conditions: (F.1) jxj� D 0

iff x D 0; (F.2) j�xj� D jxj�; (F.3) jxCyj� � jxj�Cjyj�; and (F.4) jcnxn�cxj� ! 0

as n ! 1 whenever cn ! c in R and jxn � xj� ! 0 as n ! 1 (where xn 2 X�
for n 2 N). The modular space X0w, which is a counterpart of X�, does not play
that significant role in our theory as X� does in the classical theory of modulars
(see also Remark 2.4.3(3)).

2. Under the assumptions of Proposition 1.3.5, where X is a real linear space and
�.x/ D w1.x; 0/, we also have: X� D X0w.0/ is a linear subspace of X, and the
functional jxj� D d0w.x; 0/, x 2 X�, is an F-norm on X�.
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In Theorem 2.2.1 (and Example 2.2.2(6)), we have encountered the quantity

g0 D inf f� > 0 W g.�/ � �g; (2.2.1)

evaluated at the nonincreasing function g D wx;y W .0;1/ ! Œ0;1�, which we
denoted by d0w.x; y/ D .wx;y/0. This quantity is worth a more detailed study.

Lemma 2.2.4. If g W .0;1/ ! Œ0;1� is a nonincreasing function, then
g0 2 Œ0;1�, and

(a) g0 D inf�>0 maxf�; g.�/g (where maxf�;1g D 1 for � > 0);
(b) g0 < 1 if and only if g 6� 1 (so, g0 D 1 , g � 1);
(c) g0 ¤ 0 if and only if g 6� 0 (so, g0 D 0 , g � 0).

Proof. 1. Let us prove inequality (�) in (a) and implication (() in (b). We may
assume g 6� 1 (otherwise, (a) reads inf ¿ D 1 and holds trivially). For each
� > 0 such that g.�/ < 1, we set �1 D maxf�; g.�/g. Then �1 2 .0;1/,
g.�/ � �1, and since � � �1 and g is nonincreasing, g.�1/ � g.�/. So, g.�1/ �
�1. It follows that g0 � �1 D maxf�; g.�/g. This proves (b)((). Taking the
infimum over all � > 0 such that g.�/ < 1 (or over all � > 0), we establish the
inequality g0 � : : : in (a).

2. Let us prove inequality (�) in (a) and implication ()) in (b). Suppose g0 is finite.
Given �1 > g0, we have g.�1/ � �1, and so, g 6� 1. This establishes (b)()).
Moreover (note that the monotonicity of g is not used),

inf
�>0

maxf�; g.�/g � inf
�>0W g.�/<1 maxf�; g.�/g � maxf�1; g.�1/g D �1:

Passing to the limit as �1 ! g0, we obtain the inequality g0 � : : : in (a).
3. (c)()) If g � 0, then g0 D inf.0;1/ D 0 (equivalently, if g0 ¤ 0, then g 6� 0).

(c)(() Let g0 D 0. Then g.�/ � � for all � > 0. Given � > 0, for any
0 < � < �, by virtue of the monotonicity of g, we get 0 � g.�/ � g.�/ � �.
Letting � ! C0, we find g.�/ D 0 for all � > 0, i.e., g � 0. In other words, we
have shown that g 6� 0 implies g0 ¤ 0. ut

Remark 2.2.5. It is seen from the proof of Lemma 2.2.4(a) that

g0 D inf
˚
maxf�; g.�/g W � > 0 such that g.�/ < 1� 2 Œ0;1/ if g 6� 1:

Following the same lines as in the proof of Lemma 2.2.4, it may be shown that
g0 D sup f� > 0 W g.�/ � �g (sup ¿ D 0) and g0 D sup�>0 minf�; g.�/g.

As a consequence of Theorem 2.2.1 and Lemma 2.2.4, we get the following

Corollary 2.2.6. d0w.x; y/ D inf
�>0

maxf�;w�.x; y/g, x; y 2 X.

Given a nonincreasing function g W .0;1/ ! Œ0;1�, we denote by gC0 and
g�0 the right and left regularizations of g, defined (as in (1.2.2) and (1.2.3)) by:
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gC0.�/ D g.�C 0/ and g�0.�/ D g.� � 0/ for all � > 0. Functions gC0 and
g�0 map .0;1/ into Œ0;1� and are nonincreasing on .0;1/. Furthermore, gC0
is continuous from the right and g�0 is continuous from the left on .0;1/, and
inequalities similar to (1.2.4) hold:

g.�/ � g.� � 0/ � g.�C 0/ � g.�/ in Œ0;1� for all 0 < � < �. (2.2.2)

Taking the above and (2.2.1) into account, we have

Lemma 2.2.7. If g W .0;1/! Œ0;1� is nonincreasing, then .gC0/0Dg0D.g�0/0.

Proof. Inequalities .gC0/0 � g0 � .g�0/0 are consequences of the inclusions

f� > 0 W g.� � 0/ � �g � f� > 0 W g.�/ � �g � f� > 0 W g.�C 0/ � �g;

which follow from (2.2.2). Now, we may assume that g 6� 1. Then gC0 6� 1 and
g�0 6� 1, which ensures that g0, .gC0/0, and .g�0/0 are finite.

Let us show that g0 � .gC0/0. Given � > .gC0/0, choose � such that
.gC0/0 < � < �. By (2.2.2) and definition of .gC0/0, we get

g.�/ � g.�C 0/ D gC0.�/ � � < �:

Hence g0 � �. Since � > .gC0/0 is arbitrary, we find g0 � .gC0/0.
In order to show that .g�0/0 � g0, we let � > g0. Then, for any � > 0 such that

g0 < � < �, inequalities (2.2.2) and definition of g0 imply

.g�0/.�/ D g.� � 0/ � g.�/ � � < �:

Therefore .g�0/0 � �. Letting � ! g0, we get .g�0/0 � g0. ut
Putting, for a (pseudo)modular w on X, g D wx;y in Lemma 2.2.7 and noting that

g˙0 D .w˙0/x;y and d0w
˙0
.x; y/ D .g˙0/0, we have

Corollary 2.2.8. d0wC0
.x; y/ D d0w�0

.x; y/ D d0w.x; y/ for all x; y 2 X.

In particular, if w and w are (pseudo)modulars on X such that wC0 D wC0 or
w�0 D w�0, then d0w D d0w on X � X.

We conclude that the right and left regularizations of a (pseudo)modular w on X
provide no new modular spaces as compared to X�

w, X0w and Xfin
w (cf. Sect. 2.1) and

no new (pseudo)metrics as compared to d0w.
Yet, in Sect. 2.5, we establish the existence of continuum many (equivalent)

metrics on the modular space X�
w.

This section is continued by studying the basic metric d0w.x; y/ at the level of
the map g 7! g0, applied later to nonincreasing functions g D wx;y. Our next lemma
clarifies the definition of g0 and Lemma 2.2.7 and, along with (2.2.1), gives a method
for evaluating g0 in terms of solutions of certain inequalities.
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Lemma 2.2.9 (inequalities for g0). Let g W .0;1/ ! Œ0;1� be a nonincreasing
function with 0 < g0 < 1 .i.e., g 6� 0 and g 6� 1), and � > 0. We have:

(a) g0 < � if and only if g.� � 0/ < �I
(b) g0 > � if and only if g.�C 0/ > �I
(c) g0 D � if and only if g.�C 0/ � � � g.� � 0/.
Proof. (a)()) Suppose g0 < �. Given �1 and �2 such that g0 < �1 < �2 < �,
by the monotonicity of g, g.�2/ � g.�1/, and the definition of g0 implies g.�1/ �
�1. Hence g.�2/ � �1. Passing to the limits as �1 ! g0 and �2 ! �, we get
g.� � 0/ � g0, where g0 < �, and so, g.� � 0/ < �.

(a)(() By the assumption, g.�� 0/ < �, where g.�� 0/ D lim�!��0 g.�/ and
� D lim�!��0 �. So, there exists �0 with 0 < �0 < � such that g.�/ < � for all �
with �0 � � < �. By the definition of g0, we find g0 � �, which implies g0 < �.

(b)()) Let g0 > �. For any �1 and �2 such that g0 > �2 > �1 > �, we have
g.�1/ � g.�2/ > �2, where the last inequality follows from the definition of g0: if,
on the contrary, g.�2/ � �2, then g0 � �2, which contradicts the inequality g0 > �2.
Therefore g.�1/ > �2. Letting �2 ! g0 and �1 ! �, we find g.�C 0/ � g0 > �.

(b)(() Since lim�!�C0 g.�/ D g.� C 0/ > � D lim�!�C0 �, there exists
�0 > � such that g.�/ > � for all � with � < � � �0. It follows that g0 � �

(otherwise, if g0 < �, then the definition of g0 implies g.�/ � �, which is a
contradiction). Since � > �, we get g0 > �.

(c) The statement in (a) is equivalent to the following:

g0 � � if and only if g.� � 0/ � �, (2.2.3)

and the one in (b) is equivalent to the assertion:

g0 � � if and only if g.�C 0/ � �. (2.2.4)

From these two observations, (c) follows. ut
Remark 2.2.10. (a) Actually, a little bit more is shown in the proof of Lemma 2.2.9:

g0 < � ) g.� � 0/ � g0 < � in (a), and g0 > � ) g.�C 0/ � g0 > � in (b).
(b) We have g0 D inf f� > 0 W g.�/ < �g � g00 (cf. (2.2.1) and Lemma 2.2.4).

In fact, this is clear if g � 0 or g � 1, so let 0 < g0 < 1. Since
f� > 0 W g.�/ < �g � f� > 0 W g.�/ � �g, we get g0 � g00. Now, given
� > g0, inequalities (2.2.2) and Lemma 2.2.9(a) imply g.�/ � g.� � 0/ < �,
and so, g00 � �, which yields g00 � g0.

(c) Assuming one-sided continuity of g on .0;1/, in view of (2.2.4) and (2.2.3),
we get some useful particular cases of Lemma 2.2.9:

g0 � � , g.�/ � �, provided g is continuous from the right;
g0 < � , g.�/ < �, provided g is continuous from the left;
g0 D � , g.�/ D � (i.e., � is a fixed point of g), provided g is continuous.
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(d) To illustrate Lemma 2.2.9, consider g W .0;1/ ! .0;1/ defined by: g.�/ D 3

if 0 < � < 1, g.�/ D 2 if � D 1, and g.�/ D 0 if � > 1. Clearly, g is
nonincreasing and g0 D inf.1;1/ D 1. Inequalities in Lemma 2.2.9(c) are of
the form:

g.1C 0/ D 0 < g0 D 1 < 3 D g.1 � 0/:

Although strict inequality g.1 � 0/ D 3 > 1 D � holds in (2.2.3), we have
g0 D � D 1. Similarly, g.1C 0/ D 0 < 1 D � in (2.2.4) and g0 D 1 D �.

Setting g D wx;y in Lemma 2.2.9 (for x; y 2 X�
w), we obtain the following

important result for modulars w on X (cf. also Remark 2.2.10(a), (c)).

Theorem 2.2.11. Let w be a (pseudo)modular on the set X, X�
w be the modular

space, � > 0, and x; y 2 X�
w. Then we have:

(a) condition d0w.x; y/ < � implies w��0.x; y/ � d0w.x; y/ < �, and conversely,
condition w��0.x; y/ < � implies d0w.x; y/ < �I

(b) inequality d0w.x; y/ > � implies w�C0.x; y/ � d0w.x; y/ > �, and conversely,
inequality w�C0.x; y/ > � implies d0w.x; y/ > �I

(c) equality d0w.x; y/ D � is equivalent to w�C0.x; y/ � � � w��0.x; y/.

Under the continuity assumptions on w, additional equivalences hold:

(d) if w is continuous from the right, then d0w.x; y/ � � , w�.x; y/ � �I
(e) if w is continuous from the left, then d0w.x; y/ < � , w�.x; y/ < �I
(f) if w is continuous on .0;1/, then d0w.x; y/ D � , w�.x; y/ D �:

The conclusions of Theorem 2.2.11 are sharp (cf. Remark 2.2.10(d) and (1.3.1)).

Example 2.2.12. Let w be given by (1.3.2) with h.�/ D �p (p > 0). Since w is
continuous on .0;1/, by virtue of Theorem 2.2.11(f), the value � D d0w.x; y/ with
x ¤ y satisfies the equation w�.x; y/ D �, that is,

�pC1 C d.x; y/� � d.x; y/ D 0: (2.2.5)

If p D 1, then solving the corresponding quadratic equation, we get

d0w.x; y/ D
p
.d.x; y//2 C 4d.x; y/ � d.x; y/

2
: (2.2.6)

For p D 2, the solution � of the corresponding cubic equation (2.2.5) is given by
Cardano’s formula:

d0w.x; y/ D 3

s
a

2
C
r�a

2

�2 C
�a

3

�3 � 3

s
�a

2
C
r�a

2

�2 C
�a

3

�3
; (2.2.7)
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where a D d.x; y/, and the square and cube roots of positive numbers have uniquely
determined positive values. The solution by radicals of the fourth-order equation
(for p D 3) can be obtained by Ferrari’s method, and is left to the interested reader.

Note that, for any function h from (1.3.2), we have d0w.x; y/ < 1.
In fact, if h is continuous on .0;1/, equality w�.x; y/ D � is of the form

f .�/ D 0, where f .�/ D �h.�/�.1��/d.x; y/, and �h.�/ ! 0 as � ! C0. Setting
�h.�/ D 0 if � D 0, we find that f is continuous on Œ0;1/, f .0/ D �d.x; y/ < 0

(if x ¤ y), and f .1/ D h.1/ > 0. By the Intermediate Value Theorem, f .�/ D 0 for
some 0 < � < 1, and so, d0w.x; y/ D � < 1.

In the general case, we first show that if there exists � > 0 such that

w��0.x; y/ < � for all � > 0 and x; y 2 X, then d0w.x; y/ < � for all x; y 2 X.

Since w�.x; y/ � w��0.x; y/ < �, and this holds for � D �, we find d0w.x; y/ � �.
If we assume that d0w.x; y/ D � (for some x ¤ y), then, by Theorem 2.2.11(b), we
have w�.x; y/ � w�C0.x; y/ > � for all 0 < � < d0w.x; y/ D �, and so, w��0.x; y/
is equal to lim�!��0 w�.x; y/ � �, which contradicts the assumption. It remains to
note that w��0.x; y/ < 1 D � for our modular w from (1.3.2).

One more example of a (pseudo)metric from Theorem 2.2.1 is given by the
quantity d0W on the power set P.X/ of X, where W is the Hausdorff pseudomodular
on P.X/ induced by a (pseudo)modular w on X. There are two ways of obtaining a
distance function on P.X/ starting from w on X, namely

and

Fortunately, the resulting distance functions Dd0w
and d0W coincide on P.X/ as the

following theorem asserts.

Theorem 2.2.13. Let w be a (pseudo)modular on X, D D Dd0w
be the Hausdorff

distance on P.X/ generated by the extended (pseudo)metric d0w on X, and W be the
Hausdorff pseudomodular on P.X/ induced by w. Then

d0W.A;B/ D D.A;B/ for all A;B 2 P.X/.

Proof. Since d0W.¿;¿/ D 0 D D.¿;¿/, and d0W.A;¿/ D 1 D D.A;¿/ for all
A ¤ ¿, we may assume that A ¤ ¿ and B ¤ ¿.

(�) Suppose d0W.A;B/ D inf f� > 0 W W�.A;B/ � �g is finite, and � > d0W.A;B/.
Applying (1.2.4) and Theorem 2.2.11(a) (cf. also Remark 2.2.10(b)), we get
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W�.A;B/ D maxfE�.A;B/;E�.B;A/g < �;

and so, E�.A;B/ < � and E�.B;A/ < �. By (1.3.12), we have infy2B w�.x; y/ < �

for all x 2 A. So, for each x 2 A there exists yx 2 B (depending also on �) such that
w�.x; yx/ < �. The definition of d0w gives d0w.x; yx/ � �. Since

inf
y2B

d0w.x; y/ � d0w.x; yx/ � � for all x 2 A,

we get e.A;B/ D supx2A infy2B d0w.x; y/ � �. Similarly, E�.B;A/ < � implies
inequality e.B;A/ � �. Therefore D.A;B/ D maxfe.A;B/; e.B;A/g � � for all
� > d0W.A;B/, and so, D.A;B/ � d0W.A;B/ < 1.

(�) Let D.A;B/ < 1, and � > D.A;B/ be arbitrary. Then � > e.A;B/ as well
as � > e.B;A/. Inequality � > e.A;B/ D supx2A infy2B d0w.x; y/ implies that, given
x 2 A, � > infy2B d0w.x; y/. So, for every x 2 A there exists yx 2 B (also depending
on �) such that � > d0w.x; yx/. By the definition of d0w, we have w�.x; yx/ � �. Since

inf
y2B

w�.x; y/ � w�.x; yx/ � � for all x 2 A,

we find E�.A;B/ D supx2A infy2B w�.x; y/ � �. Similarly, inequality � > e.B;A/
implies E�.B;A/ � �. Hence W�.A;B/ D maxfE�.A;B/;E�.B;A/g � �. The
definition of d0W yields d0W.A;B/ � � for all � > D.A;B/, and so, d0W.A;B/ �
D.A;B/ < 1. ut

2.3 The Basic Metric in the Convex Case

Now we treat the case when a (pseudo)modular w on X is convex: w gives rise to an
additional (pseudo)metric on the modular space X�

w to be studied below.
We make use of the following observation. As we have seen in Remark 1.2.2(d),

the convexity of a (pseudo)modular w on X is equivalent to the fact that the function
Ow�.x; y/ D �w�.x; y/ is a (pseudo)modular on X. On the other hand, if a function Ow
on .0;1/ � X � X is initially given, then we have: Ow is a (pseudo)modular on X if
and only if w�.x; y/ D Ow�.x; y/=� is a convex (pseudo)modular on X.

From Sect. 2.1, we find

X0Ow � X0w D X�
w D X�

Ow and Xfin
Ow D Xfin

w � X�
w D X�

Ow: (2.3.1)

By Theorem 2.2.1, Ow generates a (pseudo)metric on X�
w of the form

d0Ow.x; y/ D inf f� > 0 W Ow�.x; y/ � �g D inf f� > 0 W w�.x; y/ � 1g: (2.3.2)

The last expression is given in terms of w and is denoted by d�
w.x; y/.
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Properties of d�
w are gathered in the following theorem, where Theorem 2.2.1 and

Corollary 2.2.6 are applied to Ow�.x; y/ D �w�.x; y/ and expressed via w.

Theorem 2.3.1. Let w be a convex (pseudo)modular on X. Then

d�
w.x; y/ � inf f� > 0 W w�.x; y/ � 1g D inf

�>0
maxf�; �w�.x; y/g; x; y 2 X;

(2.3.3)

is an extended (pseudo)metric on X (with d�
w.x; y/ < 1 , x 	 y), whose restriction

to the modular space X�
w is a (pseudo)metric on X�

w.
Furthermore, d0w and d�

w are nonlinearly equivalent in the following sense: given
x; y 2 X�

w, we have

min
˚
d�

w.x; y/;
q

d�
w.x; y/

� � d0w.x; y/ � max
˚
d�

w.x; y/;
q

d�
w.x; y/

�
; (2.3.4)

or, equivalently (written in a different way),

d0w.x; y/ � min
˚
1; d0w.x; y/

� � d�
w.x; y/ � d0w.x; y/ � max

˚
1; d0w.x; y/

�
: (2.3.5)

Only the second part of Theorem 2.3.1 is to be verified. For this, we need some
precise inequalities for d�

w D d0Ow, which are reformulated from Theorem 2.2.11
(applied to Ow) in terms of w and stated, for ease of reference, as

Theorem 2.3.2. Let w be a convex (pseudo)modular on X, � > 0, and x; y 2 X�
w.

Then we have:

(a) d�
w.x; y/ < � implies w��0.x; y/ � d�

w.x; y/=� < 1, and conversely,
w��0.x; y/ < 1 implies d�

w.x; y/ < �I
(b) d�

w.x; y/ > � implies w�C0.x; y/ � d�
w.x; y/=� > 1, and conversely,

w�C0.x; y/ > 1 implies d�
w.x; y/ > �I

(c) d�
w.x; y/ D � is equivalent to w�C0.x; y/ � 1 � w��0.x; y/.

In addition, under the continuity assumptions on w, we get:

(d) d�
w.x; y/ � � , w�.x; y/ � 1, provided w is continuous from the right;

(e) d�
w.x; y/ < � , w�.x; y/ < 1, provided w is continuous from the left;

(f) d�
w.x; y/ D � , w�.x; y/ D 1, provided w is continuous on .0;1/.

Proof (of Theorem 2.3.1 (second part)). In steps 1 and 2, we show that inequalities
d0w.x; y/ < 1 and d�

w.x; y/ < 1 are equivalent, and if one of them holds, then

d�
w.x; y/ � d0w.x; y/ �

q
d�

w.x; y/: (2.3.6)

Since d�
w.x; y/ < 1 implies d�

w.x; y/ � p
d�

w.x; y/, inequality (2.3.6) proves (2.3.4).

1. Suppose d0w.x; y/ < 1. Let us show that d�
w.x; y/ � d0w.x; y/ (and so, d�

w.x; y/ < 1).
In fact, for any number � such that d0w.x; y/ < � < 1, the definition of d0w gives
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w�.x; y/ � � < 1, whence, by the definition of d�
w, d�

w.x; y/ � �. Passing to the
limit as � ! d0w.x; y/, we obtain the left-hand side inequality in (2.3.6).

2. Assume that d�
w.x; y/ < 1. Let us prove that d0w.x; y/ � p

d�
w.x; y/, which is the

right-hand side inequality in (2.3.6) (and so, d0w.x; y/ < 1). Since d�
w.x; y/ �p

d�
w.x; y/ < 1, for any � such that

p
d�

w.x; y/ < � < 1, inequalities (1.2.4) and,
by virtue of convexity of w, Theorem 2.3.2(a) imply

w�.x; y/ � w��0.x; y/ � d�
w.x; y/

�
<
�2

�
D �:

By the definition of d0w, d0w.x; y/ � �. Letting � tend to
p

d�
w.x; y/, we obtain the

desired inequality.
As a consequence of steps 1 and 2, inequalities d0w.x; y/ � 1 and d�

w.x; y/ � 1

are equivalent, as well. In steps 3 and 4, we show that if one of these inequalities
holds, then

q
d�

w.x; y/ � d0w.x; y/ � d�
w.x; y/: (2.3.7)

Since d�
w.x; y/ � 1 implies d�

w.x; y/ � p
d�

w.x; y/, (2.3.7) establishes (2.3.4).
3. Inequality d�

w.x; y/ � 1 implies d0w.x; y/ � d�
w.x; y/: in fact, by the definition of

d�
w, w�.x; y/ � 1 for all � > d�

w.x; y/, and since � > 1, w�.x; y/ < �. From
the definition of d0w, we get d0w.x; y/ � �. The assertion follows thanks to the
arbitrariness of � > d�

w.x; y/.
4. Suppose d0w.x; y/ � 1, and let us show that

p
d�

w.x; y/ � d0w.x; y/, which is the
left-hand side inequality in (2.3.7). Given � > d0w.x; y/, we have w�.x; y/ � �,
and since � > 1, �2 > �. The convexity of w and (1.2.5) imply

w�2.x; y/ � �

�2
w�.x; y/ � �

�2
� � D 1;

whence d�
w.x; y/ � �2. Letting � go to d0w.x; y/, we get d�

w.x; y/ � .d0w.x; y//
2.

ut
Remark 2.3.3. 1. If w is nonconvex, the quantity d�

w.x; y/ 2 Œ0;1� from (2.3.3)
has only two properties: d�

w.x; x/ D 0, and d�
w.x; y/ D d�

w.y; x/. It follows from
(2) in this Remark that d�

w.x; y/ D 0 6) x D y, and from (4)—that the triangle
inequality may not hold for d�

w.
2. The convexity of w is essential for inequalities (2.3.4) and (2.3.5): modular

(1.3.2) is nonconvex, and d0w is a well-defined metric on X (e.g., (2.2.6) and
(2.2.7)), but, since w�.x; y/ < 1 for all � > 0, we have d�

w.x; y/ D 0 for all
x; y 2 X (and, in particular, d�

w is not a metric on X).
3. In the proof of Theorem 2.3.1, the implications in steps 1 and 3, which are

of the form d0w.x; y/ < 1 ) d�
w.x; y/ � d0w.x; y/, and d�

w.x; y/ � 1 )
d0w.x; y/ � d�

w.x; y/, do not rely on the convexity of w and are valid for
those (pseudo)modulars w, for which the quantity d�

w.x; y/ is well-defined. The
example in (2) above is consistent with the former implication.
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4. For the modular w�.x; y/ D d.x; y/=�p (p > 0) from Example 2.2.2(1), we have
d0w.x; y/ D .d.x; y//1=.pC1/ and d�

w.x; y/ D .d.x; y//1=p, where we note that d�
w

is a metric on X if and only if w is convex, i.e., p � 1. So, for p � 1, setting
a D d.x; y/, inequalities (2.3.6) and (2.3.7) assume the form:

a
1
p � a

1
pC1 � a

1
2p if 0 � a < 1, and a

1
2p � a

1
pC1 � a

1
p if a � 1.

5. Inequalities (2.3.4) are the best possible: see Example 2.3.5(1).

Remark 2.3.4. 1. If � is a classical convex modular on a real linear space X
(cf. Sect. 1.3.3 and Remark 2.2.3), then the modular space X� coincides with
the set X�

� D fx 2 X W �.˛x/ < 1 for some ˛ > 0g, and the functional
kxk� D inf f" > 0 W �.x="/ � 1g (x 2 X�

� ) is a norm on X� D X�
� , which is

nonlinearly equivalent to the F-norm jxj� in the same sense as in Theorem 2.3.1.
Moreover, under the assumptions of Proposition 1.3.5, where X is a linear space
and �.x/ D w1.x; 0/, we have: X�

� D X�
w.0/ D X� is a linear subspace of X, and

the functional kxk� D d�
w.x; 0/, x 2 X�

� , is a norm on X�
� .

2. Similar to Corollary 2.2.8, if w is convex, then d�
wC0

D d�
w�0

D d�
w on X � X. In

fact, .w^/�.x; y/ � Ow�.x; y/ D �w�.x; y/ is also a (pseudo)modular on X, and
.w˙0/^ D . Ow/˙0 � .w^/˙0, which can be seen as follows. Given � > 0 and
x; y 2 X, (1.2.2) and (1.2.3) imply

�
.w˙0/^

�
�
.x; y/ D �.w˙0/�.x; y/ D �w�˙0.x; y/ D lim

�!�˙0 �w�.x; y/

D lim
�!�˙0.w

^/�.x; y/ D .w^/�˙0.x; y/ D �
.w^/˙0

�
�
.x; y/:

By virtue of (2.3.3) and (2.3.2), d�
w D d0w^ , and Corollary 2.2.8 yields

d�
w

˙0
D d0.w

˙0/
^ D d0.w^/

˙0
D d0w^ D d�

w:

Example 2.3.5. Consider the modular w�.x; y/ D '.d.x; y/=�/ from (1.3.5), where
the function ' W Œ0;1/ ! Œ0;1� is nondecreasing and such that '.0/ D 0, ' 6� 0,
and ' 6� 1, .X; d/ is a metric space, x; y 2 X�

w D X, and � > 0.

1. Let '.u/ D up (p > 0). Then w is strict, convex if p � 1, and nonconvex if
0 < p < 1. For any p > 0, we have

d0w.x; y/ D .d.x; y//p=.pC1/ and d�
w.x; y/ D d.x; y/:

To show that inequalities (2.3.4) are the best possible, we note that if p D 1, then
d0w.x; y/ D p

d�
w.x; y/, and if p > 1, then (w is convex and) we find

d0w.x; y/ D .d�
w.x; y//

p=.pC1/ ! d�
w.x; y/ as p ! 1:
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2. Let w be the .a; 0/-modular from (1.3.9). If a D 1, then w is nonstrict and
convex, and we have: d0w.x; y/ D d�

w.x; y/ D d.x; y/. Now, if a > 0, then w is
nonstrict and nonconvex, and we have: d0w.x; y/ D minfa; d.x; y/g, d�

w.x; y/ D 0

if a � 1, and d�
w.x; y/ D d.x; y/ if a > 1.

3. If '.u/ D u for 0 � u � 1, and '.u/ D 1 for u > 1, then the modular

w�.x; y/ D 1 if 0 < � < d.x; y/, and w�.x; y/ D d.x; y/

�
if � � d.x; y/,

is strict and nonconvex, and d0w.x; y/ D minf1;pd.x; y/g.
4. Let '.u/ D 0 for 0 � u � 1, and '.u/ D u � 1 for u > 1. We have:

w�.x; y/ D d.x; y/

�
� 1 if 0 < � < d.x; y/, and w�.x; y/ D 0 if � � d.x; y/,

is nonstrict and convex, and (note that d0w.x; y/ < d.x; y/ if x ¤ y)

d0w.x; y/ D
p
1C 4d.x; y/ � 1

2
and d�

w.x; y/ D d.x; y/

2
:

5. Suppose '.0/ D 0, '.u/ D 1 if 0 < u < 1, and '.u/ D u if u � 1. Given � > 0
and x; y 2 X, we have: w�.x; y/ D 0 if x D y, and if x ¤ y,

w�.x; y/ D d.x; y/

�
if 0 < � � d.x; y/, and w�.x; y/ D 1 if � > d.x; y/.

Then the modular w is strict and nonconvex, d0w.x; y/ D maxf1;pd.x; y/g if
x ¤ y, and d0w.x; y/ D 0 if x D y.

6. Suppose ' is given by: '.u/ D u if 0 � u � 1, '.u/ D 1 if 1 < u < 2, and
'.u/ D u � 1 if u � 2. The corresponding modular w is strict and nonconvex,
and we have: d0w.x; y/ D p

d.x; y/ if d.x; y/ � 1, d0w.x; y/ D 1 if 1 < d.x; y/ < 2,
and d0w.x; y/ D 1

2
.
p
1C 4d.x; y/ � 1/ if d.x; y/ � 2.

2.4 Modulars and Metrics on Sequence Spaces

Let .M; d/ be a metric space, X D MN—the set of all sequences x D fxng from M,
and xı D fxı

ng � M—a given sequence (the center of a modular space). In this
section, we study two special modulars defined on X.

1. The modular w from (1.3.10) with '.u/ D up (p > 0) and h.�/ D �q (q � 1) is
strict and continuous, and it is convex if p � 1. The modular spaces (around xı)
are given by
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X�
w D X0w D Xfin

w D
�

x D fxng 2 X W
1X

nD1
.d.xn; x

ı
n//

p < 1
�

(if M D R with metric d.x; y/ D jx � yj and xı D 0 D f0g1
nD1, then X�

w.0/ is the
usual space `p of all real p-summable sequences).

Let H.�/ D �.h.�//p D �pqC1. The metric d0w on X�
w is of the form:

d0w.x; y/ D H�1
	 1X

nD1
.d.xn; yn//

p



D
	 1X

nD1
.d.xn; yn//

p


1=.pqC1/
;

where H�1.�/ D �1=.pqC1/ is the inverse function of H on Œ0;1/.
If p � 1, then w is convex, and we also have metric d�

w on X�
w of the form:

d�
w.x; y/ D h�1

	h 1X
nD1
.d.xn; yn//

p
i1=p



D
	 1X

nD1
.d.xn; yn//

p


1=pq

;

where h�1 W Œ0;1/ ! Œ0;1/ is the inverse function of h (see Example 1.3.10,
and Appendix A.1 concerning general superadditive functions h).

2. Given � > 0 and x D fxng, y D fyng 2 X D MN, we set

w�.x; y/ D sup
n2N

�d.xn; yn/

�

�1=n
: (2.4.1)

Proposition 2.4.1. w D fw�g�>0 is a strict nonconvex continuous modular on X.

Proof. Axioms (i), (is), and (ii) are clear, and axiom (iii) follows from inequalities
(1.3.11) with '.u/ D u1=n and h.�/ D �.

In order to see that w is nonconvex, we show that X0w.x
ı/ ¤ X�

w.x
ı/ for some

xı 2 X (cf. Sect. 2.1). Choose any xı 2 M and x 2 M, x ¤ xı, and let xı D fxıg1
nD1

and x D fxg1
nD1 also denote the corresponding constant sequences from X. Given

� > d.x; xı/ > 0, we find

w�.x; x
ı/ D sup

n2N

�d.x; xı/
�

�1=n D lim
n!1

�d.x; xı/
�

�1=n D 1;

and so, x 2 X�
w.x

ı/ n X0w.x
ı/.

Let us show that w�.x; y/ � w�C0.x; y/ and w��0.x; y/ � w�.x; y/ for all � > 0
and x; y 2 X, which, by virtue of inequalities (1.2.4), establish the continuity
property of w. For any n 2 N and � > �, the definition of w implies

�d.xn; yn/

�

�1=n � w�.x; y/;
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and so, as � ! �C 0, we get

�d.xn; yn/

�

�1=n � w�C0.x; y/:

Taking the supremum over all n 2 N, we obtain the first inequality above. Now,
given �;� > 0, we have

w�.x; y/ D sup
n2N

�d.xn; yn/

�

�1=n �
��
�

�1=n � w�.x; y/ � sup
n2N

�
�=�

�1=n

D w�.x; y/ � max
˚
1; �=�

�
; x; y 2 X: (2.4.2)

It follows that if 0 < � < �, then w�.x; y/ � w�.x; y/ � �=�, and so, passing to the
limit as � ! � � 0, we get w��0.x; y/ � w�.x; y/. ut

Note that (2.4.2) with y D xı proves that Xfin
w .x

ı/ D X�
w.x

ı/, and establishes the
following characterization of this modular space in terms of sequences x D fxng and
xı D fxı

ng themselves:

x 2 X�
w.x

ı/ if and only if w1.x; x
ı/ D sup

n2N
�
d.xn; x

ı
n/
�1=n

< 1: (2.4.3)

The modular space X0w.x
ı/ is characterized in the following way.

Proposition 2.4.2. Given x 2 X, x 2 X0w.x
ı/ if and only if lim

n!1
�
d.xn; xı

n/
�1=n D 0.

Proof. Suppose x 2 X0w.x
ı/. Then w�.x; xı/ ! 0 as � ! 1, and so, for each " > 0

there exists �0 D �0."/ > 0 such that

w�0.x; x
ı/ D sup

n2N

�d.xn; xı
n/

�0

�1=n � ": (2.4.4)

This inequality is equivalent to

�
d.xn; x

ı
n/
�1=n � .�0/

1=n � " for all n 2 N: (2.4.5)

Passing to the limit superior as n ! 1, we get

lim sup
n!1

�
d.xn; x

ı
n/
�1=n � ":

Due to the arbitrariness of " > 0, .d.xn; xı
n//

1=n ! 0 as n ! 1.
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Now, assume that .d.xn; xı
n//

1=n ! 0 as n ! 1. Given " > 0, there exists a
number n0 D n0."/ 2 N such that .d.xn; xı

n//
1=n < " for all n > n0. Setting

�1."/ D max
˚
1; 1="n0

� � max
1�n�n0

d.xn; x
ı
n/

and noting that

d.xn; x
ı
n/ D d.xn; xı

n/

"n
� "n � �1."/ � "n for all 1 � n � n0;

we obtain (2.4.5) with �0 D �0."/ D maxf1; �1."/g. It follows that inequality
(2.4.4) holds, whence, by virtue of (1.2.1), w�.x; xı/ � w�0.x; x

ı/ � " for all
� � �0. This means that w�.x; xı/ ! 0 as � ! 1, i.e., x 2 X0w.x

ı/. ut
The metric d0w on the modular space X�

w.x
ı/ is given by

d0w.x; y/ D sup
n2N

�
d.xn; yn/

�1=.nC1/
; x; y 2 X�

w.x
ı/: (2.4.6)

Recalling that w is nonconvex, we note that d�
w.x; y/ D supn2N d.xn; yn/ is only an

extended metric on X�
w.x

ı/ and X (however, d�
w is a metric on the set of all bounded

sequences in M; see Remark 2.4.3 below).
Writing x D fxng 2 c.xı/ if limn!1 d.xn; xı

n/ D 0, and x D fxng 2 `1.xı/ if
supn2N d.xn; xı

n/ < 1, we have the following (proper) inclusion relations:

X0w.x
ı/ � c.xı/ � `1.xı/ � Xfin

w .x
ı/ D X�

w.x
ı/: (2.4.7)

(Here c.xı/ is the set of all sequences in M, which are metrically equivalent to
xı D fxı

ng, and `1.xı/ is the set of all sequences in M, which are bounded relative
to xı.) The first inclusion is a consequence of Proposition 2.4.2, and the third one is
established as follows: if b D supn2N d.xn; xı

n/ < 1, then, for all � > 0, we have:

w�.x; x
ı/ D sup

n2N

�d.xn; xı
n/

�

�1=n � sup
n2N

� b

�

�1=n D max
˚
1; b=�

�
< 1:

Remark 2.4.3. 1. If xı D fxı
ng is a convergent sequence in M, then every sequence

x D fxng 2 c.xı/ is also convergent in M (to the limit of xı), and if xı is bounded
in M (i.e., supn;m2N d.xı

n ; x
ı
m/ < 1), then every x 2 `1.xı/ is also bounded in M.

2. In the particular case when M D R with metric d.x; y/ D jx � yj and xı D 0 is
the zero sequence, we have: c0 D c.0/ is the set of all real sequences convergent
to zero, and `1 D `1.0/ is the set of all bounded real sequences. The following
examples are illustrative (see (2.4.7)): (a) f1=ng 2 c0 n X0w.0/; (b) f2ng 2 X�

w.0/ n
`1; (c) f2�n2g 2 X0w.0/; (d) f2n2g 62 X�

w.0/; (e) if x D fng, then x 2 X�
w.0/,

d0w.x; 0/ D supn2N n1=.nC1/ < 1, while d�
w.x; 0/ D supn2N n D 1.
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3. The classical F-norm jxj� D d0w.x; 0/ D supn2N jxnj1=.nC1/, corresponding to
�.x/ D w1.x; 0/ with w from (2.4.1) and M D R, is well-defined for x D fxng
from X� D X0w.0/ � c0 and satisfies conditions (F.1)–(F.4) from Remark 2.2.3.
However, on the larger modular space X�

� D X�
w.0/ (see Remark 2.3.4(1)), the

functional j � j� does not satisfy the continuity condition (F.4): for instance, if
x D f2nC1g1

nD1 and ˛k D 1=k, then x 2 X�
� n X� and ˛k ! 0 as k ! 1, but

j˛kxj� D sup
n2N

�
˛k � 2nC1�1=.nC1/ D 2 sup

n2N

�1
k

�1=.nC1/ D 2 for all k 2 N:

2.5 Intermediate Metrics

In Theorem 2.2.1 and Corollary 2.2.6, we have seen two expressions for metric d0w
on X�

w (see also Theorem 2.3.1 if w is convex). In this section, we define and study
infinitely many metrics on the modular space X�

w.

Theorem 2.5.1. Let w be a (pseudo)modular on the set X. Given 0 � � � 1 and
x; y 2 X, setting

d�w.x; y/ D inf
�>0

h
.1 � �/max

˚
�;w�.x; y/

�C �
�
�C w�.x; y/

�i
; (2.5.1)

we have: d�w is an extended (pseudo)metric on X, and a (pseudo)metric on the
modular space X�

w D X�
w.x

ı/ for any xı 2 X, and the following (sharp) inequalities
hold:

d0w.x; y/ � .1��/d0w.x; y/C�d1w.x; y/ � d�w.x; y/ � d1w.x; y/ � 2d0w.x; y/: (2.5.2)

Proof. Clearly, 0 � d�w.x; y/ � 1 for all x; y 2 X and 0 � � � 1.

1. First, we prove our theorem for � D 0 and � D 1 simultaneously (for d0w, this
is the second proof). Given u; v 2 Œ0;1�, we denote by u ˚ v either maxfu; vg
or u C v (and u ˚ v D 1 if u D 1 or v D 1). Then d0w.x; y/ and d1w.x; y/ are
expressed by the formula:

dẘ .x; y/ D inf
�>0

�˚ w�.x; y/; x; y 2 X: (2.5.3)

1a. If x; y 2 X�
w, then dẘ .x; y/ < 1. In fact, since x 	 y, there exists �0 > 0

such that w�0.x; y/ < 1, and so, the set f� ˚ w�.x; y/ W � > 0g n f1g is
nonempty and bounded from below by 0 (i.e., is contained in Œ0;1/).

1b. Given x 2 X, we have, by (i0), �˚ w�.x; x/ D �˚ 0 D � for all � > 0, and
so, dẘ .x; x/ D inf�>0 � D 0. Now, suppose w is a modular. Let x; y 2 X, and
dẘ .x; y/ D 0. If we show that w�.x; y/ D 0 for all � > 0, then axiom (i) will



36 2 Metrics on Modular Spaces

imply x D y. On the contrary, assume that w�0.x; y/ ¤ 0 for some �0 > 0.
Given � > 0, we have two cases: if � � �0, then

�˚ w�.x; y/ � �˚ 0 D � � �0;

and if � < �0, then, by the monotonicity (1.2.1) of w, we find

�˚ w�.x; y/ � 0˚ w�.x; y/ D w�.x; y/ � w�0.x; y/:

Hence � ˚ w�.x; y/ � minf�0;w�0.x; y/g � �1 for all � > 0. By
the definition of dẘ , we get dẘ .x; y/ � �1 > 0, which contradicts the
assumption.

1c. Axiom (ii) for w implies the symmetry property of dẘ .
1d. Let us establish the triangle inequality dẘ .x; y/ � dẘ .x; z/C dẘ .z; y/ for all

x; y; z 2 X. The inequality is clear if at least one summand on the right is
infinite. So, we assume that both of them are finite. By (2.5.3), given " > 0,
there exist � D �."/ > 0 and � D �."/ > 0 such that

�˚ w�.x; z/ � dẘ .x; z/C " and �˚ w�.z; y/ � dẘ .z; y/C ":

Since ˚ is max or C, (2.5.3) and axiom (iii) imply

dẘ .x; y/ � .�C �/˚ w�C�.x; y/ � .�C �/˚ �
w�.x; z/C w�.z; y/

�
(2.5.4)

� �
�˚ w�.x; z/

�C �
�˚ w�.z; y/

� � dẘ .x; z/C "C dẘ .z; y/C ":

It remains to take into account the arbitrariness of " > 0.

2. That d�w is well-defined, nondegenerate (when w is a modular), and symmetric
can be proved along the same lines as in steps 1a–1c. Let us show that d�w satisfies
the triangle inequality. Suppose d�w.x; z/ and d�w.z; y/ are finite. Given " > 0, by
virtue of (2.5.1), there exist � D �."/ > 0 and � D �."/ > 0 such that

.1 � �/max
˚
�;w�.x; z/

�C �
�
�C w�.x; z/

� � d�w.x; z/C ";

.1 � �/max
˚
�;w�.z; y/

�C �
�
�C w�.z; y/

� � d�w.z; y/C ":

Taking into account (2.5.1), axiom (iii) and the last inequality in (2.5.4), we get:

d�w.x; y/ � .1� �/max
˚
�C �;w�C�.x; y/

�C �
�
�C �C w�C�.x; y/

�
�.1� �/max

˚
�C�;w�.x; z/Cw�.z; y/

�C���C�Cw�.x; z/Cw�.z; y/
�

� .1� �/
h
max

˚
�;w�.x; z/

�C max
˚
�;w�.z; y/

�i

C �
h
�C w�.x; z/C �C w�.z; y/

i
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D
h
.1� �/max

˚
�;w�.x; z/

�C �
�
�C w�.x; z/

�i

C
h
.1� �/max

˚
�;w�.z; y/

�C �
�
�C w�.z; y/

�i

� d�w.x; z/C "C d�w.z; y/C ":

By the arbitrariness of " > 0, the triangle inequality for d�w follows.
3. The inequalities maxfu; vg � u C v � 2maxfu; vg for u; v � 0 imply

d0w.x; y/ � d1w.x; y/ � 2d0w.x; y/ for all x; y 2 X: (2.5.5)

This proves also the first and fourth inequalities in (2.5.2). Since, for any � > 0,

d0w.x; y/ � maxf�;w�.x; y/g and d1w.x; y/ � �C w�.x; y/;

we find

.1 � �/d0w.x; y/C �d1w.x; y/ � .1 � �/max
˚
�;w�.x; y/

�C �
�
�C w�.x; y/

�
� �C w�.x; y/;

which establishes the second and third inequalities in (2.5.2). ut
The sharpness of inequalities (2.5.2) is elaborated in Examples 2.5.5 and 2.5.6.

Remark 2.5.2. Not only intermediate (pseudo)metrics d�w between d0w and d1w can be
introduced as in (2.5.1): given ˛; ˇ � 0 with ˛ C ˇ ¤ 0, we set

d˛;ˇw .x; y/ D inf
�>0

h
˛max

˚
�;w�.x; y/

�C ˇ
�
�C w�.x; y/

�i
; x; y 2 X:

In this case, we have d˛;ˇw .x; y/ D .˛ C ˇ/d�w.x; y/ with � D ˇ=.˛ C ˇ/.

Remark 2.5.3. Different binary operations ˚ on Œ0;1/ can be used in formula
(2.5.3) to define dẘ .x; y/, but then only the generalized triangle inequality holds:

dẘ .x; y/ � C
�
dẘ .x; z/C dẘ .z; y/

�
with C > 1: (2.5.6)

This can be seen as follows. Suppose ' W Œ0;1/ ! Œ0;1/ is a continuous function
such that '.0/ D 0, '.u/ > 0 for u > 0 and, for some constant C > 1,

'
�u C v

C

�
� '.u/C '.v/ � '.u C v/ for all u; v � 0: (2.5.7)
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(Here the right-hand side inequality is the superadditivity property of ', which is
satisfied, e.g., by any convex function '; see Appendix A.1). Denoting by '�1 the
inverse function of ' and setting

u ˚ v D '�1�'.u/C '.v/
�

for all u; v � 0; (2.5.8)

we find, from (2.5.7), that

u ˚ v � u C v � C.u ˚ v/: (2.5.9)

For instance, if '.u/ D up with p > 1, then u ˚ v D .up C vp/1=p, and inequalities
(2.5.9) hold with sharp constant C D 21�.1=p/, and if '.u/ D eu � 1, then u ˚ v D
log.eu Cev�1/, and (2.5.9) hold with sharp constant C D 2. Now, in order to obtain
(2.5.6), we take into account (2.5.3) and (2.5.9), and find that the right-hand side in
(2.5.4) is less than or equal to

.�C �/C �
w�.x; z/C w�.z; y/

� D �
�C w�.x; z/

�C �
�C w�.z; y/

�
� C

��
�˚ w�.x; z/

�C �
�˚ w�.z; y/

��
� C

�
dẘ .x; z/C "C dẘ .z; y/C "

�
; " > 0:

The generalized triangle inequality (2.5.6) can also be obtained if, instead of
dẘ .x; y/ from (2.5.3), we consider the quantity

dẘ .x; y/ D inf
�>0

�
max

˚
�;w�.x; y/

��˚ �
�C w�.x; y/

�

with the operation ˚ on Œ0;1/ of the form (2.5.8).

As in Corollary 2.2.8, the right wC0 and left w�0 regularizations of w do not
produce new metrics of the form (2.5.1) in the following sense.

Proposition 2.5.4. d�wC0
.x; y/ D d�w�0

.x; y/ D d�w.x; y/ for all 0 � � � 1 and
x; y 2 X.

Proof. For instance, let us verify this for � D 1. By virtue of (1.2.4), we have

�C w�C0.x; y/ � �C w�.x; y/ � �C w��0.x; y/ for all � > 0;

whence d1wC0
.x; y/ � d1w.x; y/ � d1w�0

.x; y/.

Let us show that d1wC0
.x; y/ � d1w.x; y/. Suppose d1wC0

.x; y/ < 1, and u >

d1wC0
.x; y/. Let u > u1 > d1wC0

.x; y/. By (2.5.1) with � D 1, there exists �1 > 0

such that

lim
�!�1C0

�
�C w�.x; y/

� D �1 C w�1C0.x; y/ � u1 < u:
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It follows that �2 C w�2.x; y/ < u for some �2 > �1, which implies

d1w.x; y/ D inf
�>0

�
�C w�.x; y/

� � �2 C w�2.x; y/ < u;

and it remains to pass to the limit as u ! d1wC0
.x; y/.

Now, we show that d1w.x; y/ � d1w�0
.x; y/. Let d1w.x; y/ < 1, and u > d1w.x; y/.

Choose u1 such that u > u1 > d1w.x; y/. By (2.5.1) with � D 1, there exists �1 > 0

such that �1 C w�1.x; y/ � u1 < u. It follows from (1.2.4) that

w�1�0.x; y/ � w�1.x; y/ < u � �1 for all �1 > �1;

and so,

d1w�0
.x; y/ � �1 C w�1�0.x; y/ < �1 C u � �1:

Passing to the limit as �1 ! �1 C 0, we get d1w�0
.x; y/ � u, and it remains to take

into account the arbitrariness of u as above. ut
Example 2.5.5 (metric d1w).

1. Let w�.x; y/ D ��pd.x; y/ be of the form (1.3.1) with p > 0. By Exam-
ple 2.2.2(1), d0w.x; y/ D .d.x; y//1=.pC1/.

Let us calculate d1w.x; y/ D inf�>0 f .�/, where f .�/ D � C ��pd.x; y/
(and x ¤ y). The derivative f 0.�/ D 1 � p��p�1d.x; y/ vanishes at �0 D
.pd.x; y//1=.pC1/, f 0.�/ < 0 if 0 < � < �0, and f 0.�/ > 0 if � > �0, and so,
f attains the global minimum on .0;1/ at the point �0, which is equal to

d1w.x; y/ D f .�0/ D �.p/ � .d.x; y//1=.pC1/ for all x; y 2 X;

where

�.p/ D .p C 1/p�p=.pC1/; p > 0:

Note that 1 < �.p/ � 2, �.p/ D 2 if and only if p D 1, and �.1=p/ D �.p/.
The inequalities for �.p/ can be established directly by taking the logarithm and
investigating the resulting function for extrema, or they follow from (2.5.5). In
particular, if p D 1, the expressions for d0w and d1w are of the form:

d0w.x; y/ D
p

d.x; y/ and d1w.x; y/ D 2
p

d.x; y/; x; y 2 X:

2. Formulas for d0w and d1w above are valid in a somewhat more general case when a
(pseudo)modular w on X is p-homogeneous with p > 0 in the sense that

w�.x; y/ D ��pw1.x; y/ for all � > 0 and x; y 2 X:
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In this case, we have

d0w.x; y/ D .w1.x; y//
1=.pC1/ and d1w.x; y/ D �.p/ � .w1.x; y//1=.pC1/:

(2.5.10)

One more example of a p-homogeneous modular w on a metric space .X; d/
is given by w�.x; y/ D .d.x; y/=�/p D ��pw1.x; y/ (see Example 2.3.5(1)).

3. Given a metric space .X; d/ and a convex function ' W Œ0;1/ ! Œ0;1/

vanishing at zero only, we set (cf. (1.3.5))

w�.x; y/ D �'
�d.x; y/

�

�
; � > 0; x; y 2 X:

Then w is a strict modular on X (cf. (1.3.8)), and since ' is increasing, continuous,
and admits the continuous inverse '�1, we find

d0w.x; y/ D inf f� > 0 W '.d.x; y/=�/ � 1g D d.x; y/='�1.1/:

In particular, if '.u/ D up with p > 1, we have d0w.x; y/ D d.x; y/, and taking
into account that

w�.x; y/ D �
�d.x; y/

�

�p D ��.p�1/.d.x; y//p D ��.p�1/w1.x; y/;

we conclude from (2.5.10) (replacing p there by p � 1) that

d1w.x; y/ D �.p � 1/ � .w1.x; y//1=p D p.p � 1/.1�p/=p � d.x; y/:

4. Setting w�.x; y/ D e��d.x; y/ and following the same reasoning as in Exam-
ple 2.5.5(1), we get

d1w.x; y/ D
�

d.x; y/ if d.x; y/ � 1;

1C log d.x; y/ if d.x; y/ > 1;
x; y 2 X:

Example 2.5.6 (metric d�w). In order to be able to calculate the value d�w.x; y/ from
(2.5.1) explicitly for all 0 � � � 1, here once again we consider the modular
w�.x; y/ D ��pd.x; y/ of the form (1.3.1) with p > 0. Since the cases � D 0

and � D 1 were considered in Example 2.5.5(1), we are left with the case when
0 < � < 1 (in calculations below, we assume that x ¤ y).

To begin with, we note that d�w.x; y/ D inf�>0 f .�; �/, where the function f .�; �/
under the infimum sign in (2.5.1) is expressed as

f .�; �/ D
(

f1.�/ � w�.x; y/C �� if � � w�.x; y/;

f2.�/ � �C �w�.x; y/ if � > w�.x; y/;
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with f1.�/ D ��pd.x; y/ C �� and f2.�/ D � C ���pd.x; y/, and the inequality
� � w�.x; y/ D ��pd.x; y/ is equivalent to � � �0 � d0w.x; y/ D .d.x; y//1=.pC1/.
Hence

d�w.x; y/ D min

�
inf

0<���0
f1.�/; inf

�>�0
f2.�/

�
; (2.5.11)

where we note that f1.�0/ D f2.�0/ D �0.1C �/.
The derivative f 0

1.�/ D ���p�1pd.x; y/ C � is equal to zero only at the point
�1 D �0.p=�/1=.pC1/, f 0

1.�/ < 0 if 0 < � < �1, and f 0
1.�/ > 0 if � > �1, and so, the

global minimum of f1 on .0;1/ is attained at �1 and is equal to

f1.�1/ D �0�.p/�
p=.pC1/:

Similarly, the derivative f 0
2.�/ D 1 � ��p�1�pd.x; y/ is equal to zero at the point

�2 D �0.�p/1=.pC1/, f 0
2.�/ < 0 for 0 < � < �2, and f 0

2.�/ > 0 for � > �2, and so, f2
attains the global minimum on .0;1/ at �2, where it has the value

f2.�2/ D �0�.p/�
1=.pC1/:

Given p > 0 and 0 � � � 1, we have four cases: (I) p � 1 and � � 1=p; (II)
p > 1 and 1=p < � ; (III) p < 1 and � � p; and (IV) p < 1 and p < � .

Cases (I), (III). We have p � 1 � � in case (I), and p � � in case (III), and
so, �0 � �1. Since f1 decreases on .0; �1�, the value inf���0 f1.�/ is equal to
f1.�0/ D �0.1C �/. Also, we have �p � 1 in case (I), and �p < 1 in case (III),
and so, �2 � �0. Since f2 increases on Œ�2;1/, the value inf�>�0 f2.�/ is equal to
f2.�0/ D �0.1C �/. By virtue of (2.5.11), d�w.x; y/ D �0.1C �/.

Case (II). As in case (I), since p > 1 � � , inf���0 f1.�/ D �0.1 C �/.
Furthermore, �p > 1 implies �0 < �2, where �2 is the point of minimum of
f2 on Œ�0;1/, and so,

inf
�>�0

f2.�/ D f2.�2/ < f2.�0/ D �0.1C �/ D inf
���0

f1.�/:

It follows from (2.5.11) that d�w.x; y/ D f2.�2/ D �0�.p/�1=.pC1/.
Case (IV). Inequality p < � implies �1 < �0, and since �1 is the point of

minimum of f1 on .0; �0�, we find

inf
���0

f1.�/ D f1.�1/ < f1.�0/ D �0.1C �/:

As in case (III), since �p < 1, inf�>�0 f2.�/ D �0.1 C �/. By (2.5.11), we
conclude that d�w.x; y/ D f1.�1/ D �0�.p/�p=.pC1/.
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In this way, we have shown that

d�w.x; y/ D .d.x; y//1=.pC1/ �

8̂̂
<̂
ˆ̂̂:

1C � if 0 � � � 1=p � 1 or

0 � � � p < 1;

�.p/�1=.pC1/ if 0 < 1=p < � � 1;

�.p/�p=.pC1/ if 0 < p < � � 1:

(2.5.12)

A few comments on this formula are in order. If � D 0 or � D 1, then it gives
back the values d0w.x; y/ and d1w.x; y/ from Example 2.5.5(1). If p > 1 and � D 1=p
in the third line of (2.5.12), then �.p/�1=.pC1/ D 1C� (as in the first line). Similarly,
if p < 1 and � D p in the fourth line of (2.5.12), then �.p/�p=.pC1/ D 1C � .

Note that, for any p > 0 and 0 � � � 1, we have (cf. (2.5.2))

.1 � �/d0w.x; y/C �d1w.x; y/ D .1 � � C ��.p// � .d.x; y//1=.pC1/:

For p ¤ 1, we have 1 < �.p/ < 2, so if (a) p > 1 and 0 < � < 1, or (b) p < 1 and
0 < � � p, then 1 � � C ��.p/ < 1C � , and so,

.1 � �/d0w.x; y/C �d1w.x; y/ < d�w.x; y/; x ¤ y:

Now, if p D 1, then �.p/ D 2 and 1 � � C ��.p/ D 1C � , which imply

d�w.x; y/ D .1C �/
p

d.x; y/ D .1 � �/d0w.x; y/C �d1w.x; y/ for all 0 � � � 1.

For a convex (pseudo)modular w on X, Ow�.x; y/ D �w�.x; y/ is a
(pseudo)modular on X, so setting d��

w D d�Ow and applying Theorem 2.5.1, we
get

Theorem 2.5.7. If w is a convex (pseudo)modular on X and 0 � � � 1, then

d��
w .x; y/ D inf

�>0

h
.1 � �/max

˚
�; �w�.x; y/

�C �
�
�C �w�.x; y/

�i
; x; y 2 X;

is an extended (pseudo)metric on X and a (pseudo)metric on X�
w, and

d�
w.x; y/ � .1 � �/d�

w.x; y/C �d1�w .x; y/ � d��
w .x; y/ � d1�w .x; y/ � 2d�

w.x; y/;

where (see (2.3.3)) d�
w.x; y/ D d0�w .x; y/.

Remark 2.5.8. Given 0 � � � 1, d�w.x; y/ < 1 implies d��
w .x; y/ � d�w.x; y/. In fact,

for any r such that d�w.x; y/ < r < 1 there exists � D �.r/ > 0 such that

.1 � �/maxf�;w�.x; y/g C �.�C w�.x; y// � r < 1:
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It follows that � D .1 � �/�C �� < 1,

maxf�; �w�.x; y/g � maxf�;w�.x; y/g and �C �w�.x; y/ � �C w�.x; y/;

and so,

d��
w .x; y/ � .1 � �/maxf�; �w�.x; y/g C �.�C �w�.x; y// � r:

It remains to pass to the limit as r ! d�w.x; y/.

Example 2.5.9. Let p � 1 and w�.x; y/ D .d.x; y/=�/p be the p-homogeneous
modular from Example 2.3.5(1). Then, by Example 2.5.5(1), (2),

d1w.x; y/ D �.p/ � .d.x; y//p=.pC1/ and d1�w .x; y/ D
(

d.x; y/ if p D 1;

�.p � 1/d.x; y/ if p > 1:

2.6 Bibliographical Notes and Comments

Sections 2.1 and 2.2. Modular spaces X�
w and X0w were introduced in

Chistyakov [22] and studied in [24, 25, 28]. The space X0w is a counterpart
of the classical modular space X� defined in Musielak and Orlicz [77]; see
Remark 2.2.3(1), in which the main results of [77] are briefly described. As
condition (�.4) from Sect. 1.3.3 is crucial for defining the F-norm jxj� on X�,
axiom (iii) in Definition 1.2.1 is a proper tool to define the (pseudo)metric d0w.x; y/
on the space X�

w, which is larger than X0w.
The properties of d0w.x; y/ are based on the properties of quantity g0 from (2.2.1)

(recall that d0w.x; y/ D .wx;y/0). This allows us to obtain an alternative expression
for the (pseudo)metric d0w.x; y/ in Corollary 2.2.6.

Modular space Xfin
w is (natural and) new. Its role will be more clear below (see

Theorem 3.3.8): some ‘duality’ holds between the modular spaces.
Corollary 2.2.8 was first established in Chistyakov [28].
Lemma 2.2.9 and Theorem 2.2.11 are sharp refinements of Theorem 2.10 from

Chistyakov [24]. Counterparts of Theorem 2.2.11(d), (e) for classical modulars are
presented in Maligranda [68, Theorem 1.4].

Theorem 2.2.13 is new.

Section 2.3. In the convex case, the results of the classical modular theory are
presented in Remark 2.3.4(1). They were established by Nakano [81, Sect. 81],
Musielak and Orlicz [78], and Orlicz [90] (for s-convex modulars with 0 < s � 1).
For Orlicz modulars (i.e., integral modulars of the form �.x/ D R

�
'.jx.t/j/d�),

the norm kxk� D inff" > 0 W �.x="/ � 1g on X�
� was considered by Morse

and Transue [73] and Luxemburg [66]. Note that the norm kxk� is the Minkowski
functional pA.x/ D inff" > 0 W x=" 2 Ag of the convex set A D fxW�.x/�1g.
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Furthermore, Musielak and Orlicz [78] proved inequalities of the form (2.3.6)
and (2.3.7) for classical convex modulars �, and Orlicz [90] established the
representation kxk� D inft>0 supft�1; �.tx/t�1g (cf. the second equality in (2.3.3)).

The (pseudo)metric d�
w.x; y/ on X�

w was introduced in Chistyakov [22]. It is seen
from the expressions for d�

w.x; y/ and kxk� that d�
w.x; y/ is a counterpart of the

norm kxk�. Interestingly, the idea of definition of d�
w.x; y/ D . Owx;y/0 has no relation

with the idea of Minkowski’s functional of a convex set, and relies on g0 from
(2.2.1), however, by virtue of the ‘embedding’ (1.3.3), for convex modulars � on
linear spaces, we get kxk� D d�

w.x; 0/ (see Remark 2.3.4(1)).

Section 2.4. The first modular stands for illustrative purposes—its idea is to
generalize, in a straightforward way, the well-known space `p of p-summable
sequences. The second modular (2.4.1), mentioned in [24, Example 3.2], is more
interesting and studied in detail (see also Example 4.2.7(2)). Note that modular
(2.4.1) can be obtained, via (1.3.3), from the classical modular �.x/ D supn2N n

pjxnj
for x D fxng 2 R

N, see Rolewicz [95, Example 1.2.3].

Section 2.5. The whole material of Sect. 2.5 is new. Connections with the
classical modular theory are as follows. Metric d�w.x; y/ from (2.5.1) for � D 1

is a counterpart of the F-norm jxj1� D inft>0.1C t�.tx//=t, x 2 X�, from Koshi and
Shimogaki [53], where inequality jxj� � jxj1� � 2jxj� of the form (2.5.5) was also
established; here jxj� D inff" > 0 W �.x="/ � "g is the Musielak-Orlicz F-norm.

The idea to define the operation ˚ in (2.5.8) is taken from Musielak [74] and
Musielak and Peetre [79] (see also Musielak [75, Sect. 3]).

The classical variant of Example 2.5.5 was elaborated in Maligranda [68, p. 4].
Metric d��

w .x; y/ from Theorem 2.5.7 for � D 1 is a counterpart of the Amemiya
norm kxk1� D inft>0.1C �.tx//=t, x 2 X�

� D X� (see Nakano [81, Sect. 81], Hudzik
and Maligranda [48], Maligranda [68, p. 6], Musielak [75, Theorem 1.10]).

For more information about the modular theory on linear spaces and Orlicz
spaces we refer to Adams [1], Kozlowski [55], Krasnosel’skiı̆ and Rutickiı̆ [56],
Lindenstrauss and Tzafriri [65], Luxemburg [66], Maligranda [68], Musielak [75],
Nakano [80, 81], Orlicz [89], Rao and Ren [92, 93], Rolewicz [95].



Chapter 3
Modular Transforms

Abstract In this chapter, we study variants of modular axioms and transformations
of modulars, which preserve the modularity property. It is shown that these
transforms are more flexible than the metric transforms.

3.1 Variants of Modular Axioms and Metrics

The following Proposition (and its proof) shows that new metrics, defined in it, do
not lead to a greater generality as compared with metrics d0w and d1w.

Proposition 3.1.1. If w is a (pseudo)modular on the set X and ' W Œ0;1/ ! Œ0;1/

is a superadditive function, then

d0;'w .x; y/ � inf f� > 0 W w�.x; y/ � '.�/g D inf
�>0

max
˚
�; '�1.w�.x; y//

�

and

d1;'w .x; y/ � inf
�>0

�
�C '�1.w�.x; y//

�
; x; y 2 X;

are extended (pseudo)metrics on X and (pseudo)metrics on X�
w D X�

'�1ıw
,

where .'�1 ı w/�.x; y/ D '�1.w�.x; y// is also a (pseudo)modular on X and,
moreover, d0;'w .x; y/ � d1;'w .x; y/ � 2d0;'w .x; y/ for all x; y 2 X.

Proof. Taking into account Theorems 2.2.1 and 2.5.1 (with � D 1) and Corol-
lary 2.2.6, it suffices to verify only that '�1 ı w is a (pseudo)modular on X: axioms
(i0), (i), and (ii) are clear, and (iii) follows from the subadditivity of the inverse
function '�1. It remains to note that

d0;'w .x; y/ D inf f� > 0 W '�1.w�.x; y// � �g D inf
�>0

maxf�; '�1.w�.x; y//g: �
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3.1.1 '-Convex Modulars

Let ' W Œ0;1/ ! Œ0;1/ be an increasing function (continuous or not) such that
'.0/ D 0, '.u/ > 0 for u > 0, and '.1/ D 1.

Definition 3.1.2. A function w W .0;1/� X � X ! Œ0;1� is said to be a '-convex
modular on X if it safisfies axioms (i), (ii) and, instead of (iv), the inequality

w'.�C�/.x; y/ � �

�C �
w'.�/.x; z/C �

�C �
w'.�/.z; y/

for all �;� > 0 and x; y; z 2 X. If, instead of (i), w satisfies only (i0), then it is called
a '-convex pseudomodular.

Clearly, w is a '-convex (pseudo)modular on X if and only if the function Ow,
given by Ow�.x; y/ D �w'.�/.x; y/, is a (pseudo)modular on X.

It follows from Theorem 2.2.1 (cf. also (2.3.2) and Theorem 2.3.1) that

d�;'
w .x; y/ D inf f� > 0 W w'.�/.x; y/ � 1g D inf

�>0
maxf�; �w'.�/.x; y/g; x; y 2 X;

is an extended (pseudo)metric on X and a (pseudo)metric on X�
w.

Furthermore, the function wx;y, i.e., � 7! w�.x; y/, is nonincreasing on .0;1/ for
all x; y 2 X: in fact, given 0 < � < �, we have, by (1.2.4),

�w'.�/.x; y/ D Ow�.x; y/ � Ow�.x; y/ D �w'.�/.x; y/;

and so,

w�.x; y/ � '�1.�/
'�1.�/

w�.x; y/ � w�.x; y/:

By Lemma 2.2.4, the quantity d0w.x; y/ 2 Œ0;1� from Theorem 2.2.1 is well-defined
for x; y 2 X and is finite for x; y 2 X�

w, and the following inequalities hold, which
generalize inequalities (2.3.5) from Theorem 2.3.1:

'�1.a/minf1; ag � d�;'
w .x; y/ � '�1.a/maxf1; ag with a D d0w.x; y/: (3.1.1)

The following observation shows that the notion of a '-convex (pseudo)modular
does not give a much greater generality as compared to the notion of a convex
(pseudo)modular. In fact, setting www�.x; y/ D w'.�/.x; y/, or w�.x; y/ D www'�1.�/.x; y/,
we have: w is '-convex if and only if www is convex. This assertion is a consequence
of the following (in)equalities:

www�C�.x; y/ D w'.�C�/.x; y/ � �

�C �
w'.�/.x; z/C �

�C �
w'.�/.z; y/

D �

�C �
www�.x; z/C �

�C �
www�.z; y/:
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On the other hand, '-convex modulars are generalizations of classical s-convex
(with 0 < s � 1) modulars � W X ! Œ0;1� on a real linear space X, which, along
with conditions (�.1)–(�.3) from Sect. 1.3.3, satisfy the inequality (of generalized
convexity):

�.˛x C ˇy/ � ˛s�.x/C ˇs�.y/ for all x; y 2 X, ˛; ˇ � 0, ˛s C ˇs D 1.

In fact, if w�.x; y/ D �..x � y/=�/ for all � > 0 and x; y 2 X (cf. (1.3.3)), then w is
a '-convex modular on X with '.u/ D u1=s: noting that

x � y

.�C �/1=s
D
� �

�C �

�1=s � x � z

�1=s
C
� �

�C �

�1=s � z � y

�1=s
� ˛ � x0 C ˇ � y0;

where

˛s C ˇs D �

�C �
C �

�C �
D 1;

we find

w'.�C�/.x; y/ D �

	
x � y

.�C �/1=s



D �.˛ � x0 C ˇ � y0/ � ˛s�.x0/C ˇs�.y0/

D �

�C �
�

	
x � z

�1=s



C �

�C �
�

	
z � y

�1=s




D �

�C �
w'.�/.x; z/C �

�C �
w'.�/.z; y/:

In particular, inequalities (3.1.1) for '.u/ D u1=s with 0 < s � 1 are of the form:

minfas; asC1g � d�;'
w .x; y/ � maxfas; asC1g with a D d0w.x; y/:

3.1.2 Modulars Over a Convex Cone

A further generalization of the notion of modular w�.x; y/ is obtained if we replace
the parameter � > 0 by an element � from a convex cone (see Appendix A.3).

Suppose .ƒ; d;C; �/ is an abstract convex cone, Pƒ D ƒ n f000g, and j�j D d.�;000/
is the absolute value of � 2 ƒ.

Definition 3.1.3. A function w W Pƒ � X � X ! Œ0;1� is said to be a modular over
ƒ on X if, given x; y; z 2 X, the following four conditions are satisfied:

(1ƒ) x D y if and only if w�.x; y/ D 0 for all � 2 Pƒ;
(2ƒ) w�.x; y/ D w�.y; x/ for all � 2 Pƒ;
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(3ƒ) w�.x; y/ D w�.x; y/ for all �;� 2 Pƒ such that j�j D j�j;
(4ƒ) w�C�.x; y/ � w�.x; z/C w�.z; y/ for all �;� 2 Pƒ with j�C�j D j�j C j�j.
If, instead of the inequality in (4ƒ), we have

(5ƒ) w�C�.x; y/ � j�j
j�C �j w�.x; z/C j�j

j�C �j w�.z; y/,

then w is called a convex modular over ƒ on X.

The essential property of a modular w over ƒ is its monotonicity with respect to
the first variable � 2 Pƒ in the following sense: if x; y 2 X and �;� 2 ƒ are such
that 0 < j�j < j�j, then w�.x; y/ � w�.x; y/. In fact, noting that � D �1 C �1,
where �1 D .j�j � j�j/�0, �1 D j�j�0, �0 D �=j�j, and j�0j D 1, we find that
�1; �1 2 Pƒ, j�1j D j�j� j�j and j�1j D j�j, and so, j�1C�1j D j�j D j�1jCj�1j.
Thus, conditions (4ƒ), (1ƒ), and (3ƒ) imply

w�.x; y/ D w�1C�1.x; y/ � w�1.x; x/C w�1.x; y/ D w�1.x; y/ D w�.x; y/:

Now, it follows from Lemma 2.2.4 that the quantity

d0w.x; y/ D inf
˚j�j W � 2 Pƒ and w�.x; y/ � j�j� D inf

�2 Pƒ
max

˚j�j;w�.x; y/
�
;

defined for x; y 2 X, is an extended metric on X and a metric on the modular space
X�

w.x
ı/ D fx 2 X W w�.x; xı/ < 1 for some � D �.x/ 2 Pƒg, where xı 2 X.

Every (convex) modular w on X in the sense of (i)–(iv) can be considered as a
(convex) modular over ƒ on X: if Qw�.x; y/ D wj�j.x; y/ for all � 2 Pƒ and x; y 2 X,
then Qw satisfies (1ƒ)–(5ƒ).

3.1.3 Complex Modulars

Let C be the set of all complex numbers, j	j denote the absolute value of 	 2 C, and
i D p�1 be the imaginary unit.

Suppose X is a complex linear space and � is a classical (convex) modular on
X, i.e., � W X ! Œ0;1� satisfies conditions (�.1)–(�.5) from Sect. 1.3.3 except that
axiom (�.3) is replaced by the condition

.�:3C/ �.eirx/ D �.x/ for all x 2 X and r 2 R.

Setting

w�.x; y/ D �
�x � y

�

�
for all � 2 PC D C n f0g and x; y 2 X;

we have: w is a (convex) modular over ƒ D C on X in the sense of (1ƒ)–(5ƒ). In
order to see this, we verify only conditions (3ƒ) and (5ƒ). If �;� 2 PC and j�j D j�j,
then � D �eir for some r 2 R, and so, by .�:3C/,

w�.x; y/ D �
�x � y

�

�
D �

�
e�ir x � y

�

�
D �

�x � y

�

�
D w�.x; y/:
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In particular, since j � 1j D 1, we get w�.x; y/ D w�.y; x/.
Now, assume that x; y; z 2 X and �;� 2 PC are such that j� C �j D j�j C j�j.

Taking into account (1.3.4), where, for some r; s 2 R,

˛ D �

�C �
D j˛jeir and ˇ D �

�C �
D jˇjeis;

and noting that

j˛j C jˇj D
ˇ̌̌ �

�C �

ˇ̌̌
C
ˇ̌̌ �

�C �

ˇ̌̌
D �j�j C j�j� �

ˇ̌̌ 1

�C �

ˇ̌̌
D j�j C j�j

j�C �j D 1;

we find from (�.5) that (cf. (1.3.4) one more time)

w�C�.x; y/ D �
� x � y

�C �

�
D �.˛x0 C ˇy0/ � j˛j��eirx0�C jˇj��eisy0�

D j˛j�.x0/C jˇj�.y0/ D
ˇ̌̌ �

�C �

ˇ̌̌
w�.x; z/C

ˇ̌̌ �

�C �

ˇ̌̌
w�.z; y/;

which implies the inequality (5ƒ).
One more modification of the notion of modular, called an F-modular and

based on the notion of a generalized addition operation, is presented in Chistyakov
[22, 23].

3.2 Miscellaneous Transforms

Here we present further examples of (pseudo)modulars and provide methods to
generate new (pseudo)modulars by means of modular transforms.

The following assertions are similar to the properties of metrics.
Let w be a (pseudo)modular on X and g W .0;1/ ! Œ0;1� be a nonincreasing

function. Given � > 0 and x; y 2 X, we set

ws
�.x; y/ D g.�/w�.x; y/ (g-scaling of w)

and

wt
�.x; y/ D minfg.�/;w�.x; y/g (g-truncation of w):

Then ws and wt are pseudomodulars on X, and if, in addition, w is a modular on
X and g.�/ ¤ 0 for all � > 0, then ws and wt are also modulars on X. If w
is convex, or the function � 7! �g.�/ is nonincreasing, then ws is convex. In
particular, w_

� .x; y/ D w�.x; y/=� is always convex. Furthermore, if w is convex
and � 7! �g.�/ is nonincreasing, then wt is convex (here the monotonicity of �g.�/
is essential, e.g., if w�.x; y/ D 0 if x D y, and w�.x; y/ D 1 if x ¤ y, then w is
convex, while wt

�.x; y/ D minf1;w�.x; y/g is not).
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Clearly, the sum of two (pseudo)modulars and the maximum of two (pseudo)mo-
dulars on X are also (pseudo)modulars on X.

If h W .0;1/ ! .0;1/ is a nondecreasing function (cf. (1.3.2)), then

.�; x; y/ 7! w�.x; y/

h.�/C w�.x; y/
is a (pseudo)modular on X (1=1 D 1).

More generally, let '; W Œ0;1/ ! Œ0;1/, where ' is superadditive and  
is subadditive. Set w0

�.x; y/ D w'.�/.x; y/ and w00
�.x; y/ D  .w�.x; y// for � > 0

and x; y 2 X. Then w0 and w00 are (pseudo)modulars on X (cf. Proposition 3.1.1 and
Sect. 3.1.1). Note that the function  above, given by  .u/ D u=.h.�/C u/, u � 0,
is concave (because its second derivative is negative), and so, it is subadditive.

3.3 Right and Left Inverses

Let w be a (pseudo)modular on the set X.

Definition 3.3.1. The right wC and left w� inverses of w are the functions wC;w� W
.0;1/ � X � X ! Œ0;1� defined, for all � > 0 and x; y 2 X, by the rules:

wC
� .x; y/ � .wC/�.x; y/ D inf f� > 0 W w�.x; y/ � �g .inf ¿ D 1/; (3.3.1)

w�
�.x; y/ � .w�/�.x; y/ D sup f� > 0 W w�.x; y/ � �g .sup ¿ D 0/: (3.3.2)

The properties of wC and w� are gathered in the following Theorem.

Theorem 3.3.2. Functions wC and w� are (pseudo)modulars on X such that wC
is continuous from the right and w� is continuous from the left on .0;1/, and the
following (in)equalities hold in Œ0;1�, for all �;� > 0 and x; y 2 X:

wC
� .x; y/ � w�

� .x; y/; and

w�C
�
.x; y/DwCC

�
.x; y/ D w�C0.x; y/�w�.x; y/�w��0.x; y/ D w��

�
.x; y/ D wC�

�
.x; y/;

where w�C D .w�/C, wCC D .wC/C, w�� D .w�/�, and wC� D .wC/�.

Proof. 1. Let us verify only axioms (i) and (iii) for wC and w�.

(i) Suppose x; y 2 X, and wC
� .x; y/ D 0 (or w�

�.x; y/ D 0) for all � > 0. Given
� > 0, we have � > wC

� .x; y/ (or � > w�
�.x; y/), and so, (3.3.1) (or (3.3.2))

implies w�.x; y/ � � (or w�.x; y/ < �, for, otherwise, w�.x; y/ � � and
(3.3.2) yield w�

�.x; y/ � �) for all � > 0. So, w�.x; y/ D 0 for all � > 0,
which, by axiom (i) for w, means that x D y.

(iii) Let us show that w�̇C�.x; y/ � w�̇ .x; z/ C w�̇ .z; y/, where we may assume

that the right-hand side is finite. Given 
 > wC
� .x; z/ and � > wC

� .z; y/
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(or 
 > w�
� .x; z/ and � > w�

�.z; y/), the definition of wC (or w�) gives
w
 .x; z/ � � and w�.z; y/ � � (or w
 .x; z/ < � and w�.z; y/ < �), and
so, by axiom (iii) for w,

w
C�.x; y/ � w
 .x; z/C w�.z; y/ � �C �

(or w
C�.x; y/ < �C � in the case of w�). By virtue of definition (3.3.1) (or
(3.3.2)), we find wC

�C�.x; y/ � 
C� (or w�
�C�.x; y/ � 
C�, for, otherwise, the

inequality 
 C � < w�
�C�.x; y/ and (3.3.2) would imply w
C�.x; y/ � �C�),

and it remains to take into account the arbitrariness of 
 and � as above.

2. Since w, wC, and w� are (pseudo)modulars on X, functions g.�/ D w�.x; y/,
gC.�/ D wC

� .x; y/, and g�.�/ D w�
�.x; y/ are nonincreasing in � and � from

.0;1/ for all x; y 2 X (see (1.2.1)), and so, the remaining properties of wC
and w� from Theorem 3.3.2 follow from Lemma 3.3.4 below concerning further
properties of nonincreasing functions on .0;1/. ut

Remark 3.3.3. 1. By Theorem 3.3.2, wCCC D wC: in fact, given � > 0 and
x; y 2 X,

wCCC
� .x; y/ D .wC/CC

� .x; y/ D .wC/�C0.x; y/ D wC
�C0.x; y/ D wC

� .x; y/:

Similarly, w��� D w�. Moreover, if w is continuous from the right (from the
left), then wCC D w (w�� D w, respectively).

2. The term the ‘right inverse’ for wC has been chosen from the fact that wC is
continuous from the right. Alternatively, wC may be called the ‘lower inverse’
of w, because wC � w�. Similarly, the ‘left inverse’ w� of w sounds more
suggestive than the ‘upper inverse’.

3. The following two properties of w�, observed in the proof of (i) and (iii) of
Theorem 3.3.2, will also be useful in the sequel:

(a) if � > g�.�/ D w�
�.x; y/, then g.�/ D w�.x; y/ < �;

(b) if g.�/ D w�.x; y/ < �, then � � g�.�/ D w�
�.x; y/.

Given a nonincreasing function g W .0;1/ ! Œ0;1�, its right inverse gC and left
inverse g� are defined by (cf. (3.3.1) and (3.3.2)): gC.�/ D inf f� > 0 W g.�/ � �g
and g�.�/ D sup f� > 0 W g.�/ � �g for all � > 0. Clearly, functions gC
and g� are well-defined, map .0;1/ into Œ0;1�, and are nonincreasing on .0;1/.
Furthermore, gC � 0 , g � 0 , g� � 0, and gC � 1 , g � 1 , g� � 1.

Lemma 3.3.4. Let g W .0;1/ ! Œ0;1� be a nonincreasing function. We have:

(a) gC is continuous from the right and g� is continuous from the left on .0;1/I
(b) gC.�/ � g�.�/ for all � > 0I
(c) g�.�/ D gC.� � 0/ and gC.�/ D g�.�C 0/ for all � > 0I
(d) g is (strictly) decreasing on .0;1/ if and only if 0 < g.�/ < 1 for all � > 0

and gC.�/ D g�.�/ for all � > 0 (and so, gC D g� is continuous on .0;1/);
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(e) .g�/C.�/ D .gC/C.�/ D g.� C 0/ � g.�/ � g.� � 0/ D .g�/�.�/ D
.gC/�.�/ for all � > 0I

(f) .gC/0 D g0 D .g�/0, where g0 D inf f� > 0 W g.�/ � �g (cf. (2.2.1)).

Proof. (a) By (2.2.2), gC.�C 0/ � gC.�/ and g�.�/ � g�.� � 0/ for all � > 0.
Let us establish the reverse inequalities. Suppose gC.� C 0/ < 1, and let
� > gC.� C 0/. Then, there exists �0 > � such that � > gC.�0/ for all
� < �0 � �0. By the definition of gC, g.�/ � �0 for all � < �0 � �0,
and so, g.�/ � �. Hence gC.�/ � � for all � > gC.�C 0/, which implies
gC.�/ � gC.�C0/. Thus, gC.�C0/ D gC.�/, i.e., gC is continuous from the
right at � > 0. Now, suppose g�.�/ < 1, and let � > g�.�/. The definition
of g� implies g.�/ < �, and so, for each �0 > 0 such that g.�/ < �0 < �,
we have g�.�0/ � �. Therefore, passing to the limit as �0 ! � � 0, we get
g�.� � 0/ � � for all � > g�.�/. This yields g�.� � 0/ � g�.�/ and proves
that g�.� � 0/ D g�.�/, i.e., g� is continuous from the left at � > 0.

(b) Assuming that g�.�/ < 1 and � > g�.�/, we get g.�/ < �, which implies
gC.�/ � �, and so, as � ! g�.�/, we obtain gC.�/ � g�.�/.

(c) By (b), gC.�0/ � g�.�0/ for all 0 < �0 < �. Passing to the limit as �0 !
� � 0, we find, by (a), gC.� � 0/ � g�.� � 0/ D g�.�/. To prove the reverse
inequality, we assume that gC.��0/ < 1, and let � > gC.��0/. Then, there
exists 0 < �0 < � such that � > gC.�0/ for all �0 with �0 � �0 < �, and so,
by the definition of gC, g.�/ � �0. Hence g.�/ < �, and the definition of g�
implies g�.�/ � �. Taking into account the arbitrariness of � > gC.��0/, we
get g�.�/ � gC.� � 0/.
The second equality in (c) is established similarly.

(d)()) Since g is decreasing, given 0 < �1 < �2, we have 0 � g.�2/ < g.�1/ �
1, i.e., 0 < g.�1/ and g.�2/ < 1, and so, g is positive and finite valued.
Now, by (b), it suffices to prove that gC.�/ � g�.�/ for � > 0. This
inequality will follow from the definition of gC if we show that, given � > 0
with g.�/ � �, we have � � g�.�/. On the contrary, if � < g�.�/,
then we may choose �0 such that � < �0 < g�.�/. Since g is decreasing,
g.�/ > g.�0/, and the definition of g� implies g.�0/ � �, whence g.�/ >
�, which contradicts the inequality g.�/ � �.

(d)(() Since g is nonincreasing, g.�1/ � g.�2/ for all 0 < �1 < �2. Assume that
g.�1/ D g.�2/ � � for some �1 < �2. By the assumption, 0 < � < 1.
The definitions of gC and g� and equalities g.�1/ D � and g.�2/ D �

imply gC.�/ � �1 and g�.�/ � �2. So, �2 � g�.�/ D gC.�/ � �1,
which contradicts �1 < �2. Thus, g.�1/ > g.�2/ for all �1 < �2, i.e., g is
decreasing on .0;1/.

(e) The inequalities in the middle of the line in (e) are known from (2.2.2). In order
to prove the left-hand side equalities in (e), we show that

.gC/C.�/ � .g�/C.�/ � g.�C 0/ � .gC/C.�/:
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First, note that if g1; g2 W .0;1/ ! Œ0;1� are nonincreasing functions such
that g1 � g2 (i.e., g1.�/ � g2.�/ for all � > 0), then gC

1 � gC
2 and g�

1 � g�
2 .

Since gC � g� (by virtue of (b)), we get .gC/C � .g�/C.
Second, we claim that .g�/C.�/ � g.�/ for all � > 0. In fact, if g.�/ < 1

and � > g.�/, then, by the definition of g�, g�.�/ � �. The definition of
.g�/C implies .g�/C.�/ � �, and so, passing to the limit as � ! g.�/, we get
.g�/C.�/ � g.�/. Hence .g�/C.�0/ � g.�0/ for all �0 > �, and letting �0 tend
to �C 0, we find, by (a), .g�/C.�/ D .g�/C.�C 0/ � g.�C 0/.

Third, suppose .gC/C.�/ < 1. Given � > .gC/C.�/, the definition of
.gC/C yields gC.�/ � �. If gC.�/ < �, then g.�/ � �, and so, g.� C 0/ �
g.�/ � �. Now, if gC.�/ D �, then, for any �0 > � D gC.�/, the definition
of gC implies g.�0/ � �, whence, as �0 ! �C 0, we get g.�C 0/ � �. Since
� > .gC/C.�/ is arbitrary, the inequality g.�C 0/ � .gC/C.�/ follows.

The right-hand side equalities in (e) are established similarly by proving
inequalities g.� � 0/ � .gC/�.�/ � .g�/�.�/ � g.� � 0/.

(f) 1. Let us prove the first equality .gC/0 D g0.
(�) Suppose g0 < 1, and let � > g0. By the definition of g0, we have

g.�/ � �, i.e., � 2 f� > 0 W g.�/ � �g. So, the definition of gC
implies gC.�/ � �. It follows that .gC/0 � �. Since � > g0 is arbitrary,
.gC/0 � g0 < 1.

(�) Suppose .gC/0 < 1, and let � > .gC/0. The definition of .gC/0
implies gC.�/ � �. If gC.�/ < �, then, by the definition of gC, g.�/ � �,
and so, gC0.�/ D g.� C 0/ � g.�/ � �. If gC.�/ D �, then, for any
�0 > � D gC.�/, the definition of gC implies g.�0/ � �, and so, as
�0 ! � C 0, we get gC0.�/ D g.� C 0/ � �. Thus, in both cases,
gC0.�/ � �. Hence .gC0/0 � �, which, together with Lemma 2.2.7,
gives g0 D .gC0/0 � �. Passing to the limit as � ! .gC/0, we find
g0 � .gC/0 < 1.

2. Now we establish the second equality, g0 D .g�/0, employing the formula
for g0 from Remark 2.2.5, which is g0 D sup f� > 0 W g.�/ � �g.
(�) In view of Lemma 2.2.4(c), we may assume that g0 ¤ 0. Given
0 < � < g0, we have g.�/ � �, and so, � 2 f� > 0 W g.�/ � �g.
By the definition of g�, g�.�/ � �, which implies .g�/0 � �. Since
� < g0 is arbitrary, we get .g�/0 � g0, and, in particular, .g�/0 ¤ 0.

(�) Let .g�/0 ¤ 0, and suppose 0 < � < .g�/0. Then, g�.�/ � �. If
g�.�/ > �, then, by the definition of g�, g.�/ � �, and so, g�0.�/ D
g.� � 0/ � g.�/ � �. If g�.�/ D �, then, for any 0 < �0 < � D
g�.�/, the definition of g� implies g.�0/ � �, and so, as �0 ! � � 0,
we get g�0.�/ D g.� � 0/ � �. Thus, in both cases, g�0.�/ � �. By
Lemma 2.2.7, we get

g0 D .g�0/0 D sup f� > 0 W g�0.�/ � �g � �:

Passing to the limit as � ! .g�/0, we find g0 � .g�/0, and, in particular,
g0 ¤ 0.

This completes the proof of Lemma 3.3.4. ut
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Remark 3.3.5. Conditions on the right in Lemma 3.3.4(d) are sharp as the following
example shows. The function g cannot assume the value 0: if g W .0;1/ ! Œ0;1/

is defined by g.�/ D 1 � � if 0 < � � 1, and g.�/ D 0 if � > 1, then g is (only)
nonincreasing and gC D g� D g on .0;1/. Furthermore, the function g cannot
assume the value 1: setting g1.�/ D 1=g.1=�/ for � > 0, we find g1.�/ D 1 if
0 < � � 1, and g1.�/ D �=.� � 1/ if � > 1, and so, g1 W .0;1/ ! .1;1� is
nonincreasing and gC

1 D g�
1 D g1 on .0;1/.

If a > 0 and g.�/ D a for all � > 0, then (cf. also Lemma 3.3.4(b))

gC.�/ D
(

1 if 0 < � < a;

0 if � � a;
and g�.�/ D

(
1 if 0 < � � a;

0 if � > a:

One more example: if g.�/ D .1=�/C 1 for � > 0, then (draw the graphs)

gC.�/ D g�.�/ D
(

1 if 0 < � � 1;

1=.� � 1/ if � > 1:

Keeping in mind that g.�/ D w�.x; y/, and in order to be specific, we study
some more properties of gC (see Lemma 3.3.4(c)). Clearly, given � > 0, we have:
gC.�/ D 0 , g.C0/ � � (or, equivalently, gC.�/ > 0 , g.C0/ > �), and
gC.�/ D 1 , g.�/ > � for all � > 0.

The following Lemma is a counterpart of Lemma 2.2.9.

Lemma 3.3.6. If g W .0;1/ ! Œ0;1� is a nonincreasing function and �;� > 0,
then

(a) gC.�/ > � if and only if g.�C 0/ > �I
(b) g.� � 0/ < � implies gC.�/ < �, and gC.�/ < � implies g.� � 0/ � �I
(c) gC.�/ D � implies g.�C 0/ � � � g.� � 0/.
Proof.

(a)()) For any �1 and �2 such that gC.�/ > �2 > �1 > �, by the definition of
gC, we have g.�2/ > �, and the monotonicity of g implies g.�1/ � g.�2/.
Passing to the limit as �1 ! � C 0, we get g.� C 0/ � g.�2/, and so,
g.�C 0/ > �.

(a)(() If g.� C 0/ > �, then there exists �0 > � such that g.�0/ > � for all
� < �0 � �0. By the definition of gC, gC.�/ � �0 (otherwise, gC.�/ < �0
implies g.�0/ � �), and so, gC.�/ � �0 > �.

(b) If g.� � 0/ < �, then there is 0 < �0 < � such that g.�0/ < � for all �0
with �0 � �0 < �. By the definition of gC, gC.�/ � �0, which implies
gC.�/ < �.

Now, suppose gC.�/ < �. Given �1 and �2 such that gC.�/ < �1 <

�2 < �, the definition of gC implies g.�1/ � �, and the monotonicity
of g gives g.�2/ � g.�1/. Passing to the limit as �2 ! � � 0, we find
g.� � 0/ � g.�1/, whence g.� � 0/ � �.

(c) is a consequence of (a) and (b). ut
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Remark 3.3.7. 1. If, in Lemma 3.3.6, g is decreasing on .0;1/ (or it suffices to
assume that g.�/ < g.�0/ for all 0 < �0 < �) and g.�/ D �, then gC.�/ D �.
In fact, g.� C 0/ � g.�/ D � imply gC.�/ � � (by Lemma 3.3.6(a)), and so,
gC.�/ D � (for, otherwise, if gC.�/ < � and gC.�/ < �0 < �, then g.�0/ � �,
which contradicts � D g.�/ < g.�0/).

2. If g.� C 0/ < g.� � 0/ and g.� C 0/ � � < g.� � 0/, then gC.�/ D � (see
Lemma 3.3.6(a), (b)).

3. Lemma 3.3.6 and remarks (1) and (2) above can be illustrated by functions g and
g1 from Remark 3.3.5 and, for instance, the following function:

if g.�/ D

8̂<
:̂
3 if 0 < � < 1;
2 if � D 1;

1 if � > 1;

then gC.�/ D

8̂<
:̂

1 if 0 < � < 1;
1 if 1 � � < 3;

0 if � � 3:

The following relations hold between modular spaces for w, wC, and w�.

Theorem 3.3.8. Given a (pseudo)modular w on X, we have:

(a) X�
wC

D X�
w D X�

w� I
(b) X0

wC
D Xfin

w D X0w� and Xfin
wC

D X0w D Xfin
w� I

(c) d0
wC
.x; y/ D d0w.x; y/ D d0w�.x; y/ for all x; y 2 X (and X�

w);
(d) d1

wC
.x; y/ D d1w.x; y/ D d1w�.x; y/ for all x; y 2 X (and X�

w).

Proof. We will prove the equalities only for wC. Taking into account Remark
3.3.3 (3), the equalities for w� are established similarly.

(a) To see that X�
wC

� X�
w, let x 2 X�

wC
. We have wC

� .x; x
ı/ < 1 for some � > 0.

Choose � > 0 such that wC
� .x; x

ı/ < �. By the definition of wC, w�.x; xı/ �
� < 1, and so, x 2 X�

w. To show the reverse inclusion, suppose x 2 X�
w.

Then, there exists � > 0 such that w�.x; xı/ < 1. Let � > 0 be such that
w�.x; xı/ � �. The definition of wC implies wC

� .x; x
ı/ � � < 1, i.e., x 2 X�

wC
.

(b) If x 2 X0
wC

, then wC
� .x; x

ı/ ! 0 as � ! 1, and so, given � > 0, there
exists �0.�/ > 0 such that wC

� .x; x
ı/ < � for all � � �0.�/ or, equivalently,

wC
�0.�/

.x; xı/ < �. By the definition of wC, w�.x; xı/ � �0.�/ < 1 for all

� > 0, which implies x 2 Xfin
w . Now, assume that x 2 Xfin

w . Then, given " > 0,
w".x; xı/ < 1, and so, if �0 D �0."/ > 0 is such that w".x; xı/ < �0, then
wC
�0
.x; xı/ � ". Hence wC

� .x; x
ı/ � wC

�0
.x; xı/ � " for all � � �0; in other

words, wC
� .x; x

ı/ ! 0 as � ! 1, and so, x 2 X0
wC

.
Exchanging wC and w in this proof, we get X0w D Xfin

wC
.

(c) Given x; y 2 X, Lemma 3.3.4(f), applied to the function g.�/ D w�.x; y/, � > 0,
yields d0

wC
.x; y/ D .gC/0 D g0 D d0w.x; y/.

(d) (�) Suppose d1w.x; y/ < 1, and let � > d1w.x; y/. Then, by (2.5.1) with � D 1,
there exists �0 D �0.�/ > 0 such that �0 C w�0.x; y/ < �. Since w�0.x; y/ <
���0, the definition of wC implies wC

���0.x; y/ � �0, and so, by the definition
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of d1
wC

, d1
wC
.x; y/ � .���0/CwC

���0.x; y/ � �. Since� > d1w.x; y/ is arbitrary,

we get d1
wC
.x; y/ � d1w.x; y/ < 1. The reverse inequality (�) is proved along

the same lines by exchanging wC and w. ut
In order to be specific, we evaluate the right inverse wC in the examples below.

Example 3.3.9 (modulars w of the form (1.3.1)). Here we consider modulars,
already encountered in Examples 1.3.2, 2.2.2, and 2.5.5. Let .X; d/ be a metric
space.

1. Let w�.x; y/ D d.x; y/=�p with p � 0. If p > 0, then wC
� .x; y/ D .d.x; y/=�/1=p

(cf. Examples 2.3.5(1) and 2.5.5(2)). In particular, if p D 1, then wC D w. Note
that, for p > 1, w is convex, and its right inverse wC is not convex (because
function � 7! �wC

� .x; y/ is increasing in � > 0 if x ¤ y). If 0 < p < 1, then
w is nonconvex and wC is convex (in this case '.u/ D u1=p, u � 0, is a convex
function).

For p D 0, modular w�.x; y/ D d.x; y/ is nonconvex, and wC is convex:

wC
� .x; y/ D

(
1 if 0 < � < d.x; y/;
0 if � � d.x; y/;

D '
�d.x; y/

�

�
; (3.3.3)

where '.u/ D 0 if 0 � u � 1, and '.u/ D 1 if u > 1 (see (1.3.5) and (1.3.9)).
Modular spaces from Theorem 3.3.8 are X0w D fxıg D Xfin

wC
, X�

w D X D X�
wC

,
and X0

wC
D X D Xfin

w , and so, X0w � X0
wC

properly.
On the other hand, if we consider the left regularization of (3.3.3), that is,

w�.x; y/ D 1 for 0 < � � d.x; y/, and w�.x; y/ D 0 for � > d.x; y/, then w
is a nonstrict convex modular on X, wC

� .x; y/ D d.x; y/ is strict and nonconvex,

wCC
� .x; y/ D w�C0.x; y/, and X0

wC
D fxıg � X D X0w.

2. Given �0 > 0, let g.�/ D 1 if 0 < � < �0, and g.�/ D 0 if � � �0. The modular

w�.x; y/ D g.�/d.x; y/ D
(

d.x; y/ if 0 < � < �0;
0 if � � �0;

is nonstrict and nonconvex, and its right inverse is given by

wC
� .x; y/ D

(
�0 if 0 < � < d.x; y/;
0 if � � d.x; y/;

D '
�d.x; y/

�

�
;

where '.u/ D 0 if 0 � u � 1, and '.u/ D �0 if u > 1. So, wC is nonstrict and
nonconvex. (Formally, wC is the same as (3.3.3) for �0 D 1.)

3. Consider the following nonstrict (and convex for p � 1) modular

w�.x; y/ D d.x; y/

�p
if 0 < � < 1; w�.x; y/ D 0 if � � 1 .p > 0/:
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Its right inverse wC is of the form, which is strict and nonconvex:

wC
� .x; y/ D 1 if 0 < � < d.x; y/; wC

� .x; y/ D
�d.x; y/

�

�1=p
if � � d.x; y/

(the nonconvexity of wC follows from Proposition 1.2.3(b)). Moreover,

d0w.x; y/ D d0wC
.x; y/ D min

˚
1; .d.x; y//1=.pC1/� .p > 0/;

d�
w.x; y/ D min

˚
1; .d.x; y//1=p

�
.p � 1/: (3.3.4)

4. For g.�/ D maxf1; 1=�pg (p > 0), we have a strict nonconvex modular

w�.x; y/ D d.x; y/

�p
if 0 < � < 1; w�.x; y/ D d.x; y/ if � � 1;

and so, its right inverse wC is of the form

wC
� .x; y/ D 1 if 0 < � < d.x; y/; wC

� .x; y/ D
�d.x; y/

�

�1=p
if � � d.x; y/;

which is strict, and convex for 0 < p � 1. Also, for modular spaces, we have the
following: X0w D fxıg, X0

wC
D X�

wC
D X�

w D X, and

d0w.x; y/ D d0wC
.x; y/ D max

˚
d.x; y/; .d.x; y//1=.pC1/�:

5. If w�.x; y/ D d.x; y/=.h.�/ C d.x; y// is the modular from (1.3.2) (and
Example 2.2.12), then

wC
� .x; y/ D

	� 1
�

� 1
�

d.x; y/


1=p

if 0 < � < 1; and D 0 if � � 1:

Example 3.3.10 (modulars w of the form (1.3.5)). Suppose ' W Œ0;1/ ! Œ0;1�

is a nondecreasing function such that '.0/ D 0 and ' 6� 0. The function '�1C W
Œ0;1/ ! Œ0;1�, defined by '�1C .v/ D sup fu � 0 W '.u/ � vg for all v � 0, is
called the right inverse of '. Clearly, '�1C is nondecreasing and continuous from the
right on Œ0;1/.

1. If w�.x; y/ D '
�
d.x; y/=�

�
, � > 0, x; y 2 X, is a modular on X of the form

(1.3.5), then (under conventions 1=0 D 1, 1=1 D 0, and 1 � 0 D 0)

wC
� .x; y/ D 1

'�1C .�/
� d.x; y/ for all � > 0 and x; y 2 X: (3.3.5)

This equality means that the right inverse of a modular from (1.3.5) is a modular
of the form (1.3.1) (and vice versa).
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To prove (3.3.5), we assume that x ¤ y, and set a D d.x; y/ > 0. Since

wC
� .x; y/ D inf f� > 0 W '.a=�/ � �g D a � inf f1=u W u > 0 and '.u/ � �g;

it suffices to show that

inf f1=u > 0 W '.u/ � �g D 1='�1C .�/ for all � > 0: (3.3.6)

On the one hand, since '�1C .�/ D 1 is equivalent to fu > 0 W '.u/ � �g D
.0;1/, which is equivalent to f1=u > 0 W '.u/ � �g D .0;1/, equality (3.3.6)
follows. On the other hand, '�1C .�/ D 0 is equivalent to fu > 0 W '.u/ > �g D
.0;1/, which is equivalent to f1=u > 0 W '.u/ � �g D ¿, and, once again,
(3.3.6) follows. Now, suppose 0 < '�1C .�/ < 1, so that the left-hand side in
(3.3.6) is also positive and finite. If u > 0 is such that '.u/ � �, then, by the
definition of '�1C , u � '�1C .�/, and so, 1=u � 1='�1C .�/. This establishes the
inequality (�) in (3.3.6). To prove the reverse inequality, let 
 > 1='�1C .�/.
Since 1=
 < '�1C .�/, the definition of '�1C implies '.1=
/ � �, and so (putting
u D 1=
), we get

f
 > 0 W 
 > 1='�1C .�/g � f1=u > 0 W '.u/ � �g:

Taking the infima, we obtain the inequality (�) in (3.3.6).
2. Here we assume that ' W Œ0;1/ ! Œ0;1/ is a nondecreasing and unbounded

function such that '.C0/ D 0, and '.u/ > 0 for u > 0. By virtue of
Theorem 3.3.8(c) and (3.3.5), given x; y 2 X, we have

d0w.x; y/ D d0wC
.x; y/ D inf f� > 0 W wC

� .x; y/ � �g
D inf f� > 0 W �'�1C .�/ � d.x; y/g D ˚�1� .d.x; y//;

where the function ˚ W Œ0;1/ ! Œ0;1/, given by ˚.u/ D u'�1C .u/ for u > 0

and ˚.0/ D 0, is increasing on Œ0;1/, and ˚�1� .v/ D inf fu � 0 W ˚.u/ � vg,
v � 0, is the left inverse of ˚ , which is nondecreasing and continuous on Œ0;1/.

For instance, let '.u/ D u if 0 � u � 1, '.u/ D 1 if 1 < u < 2, and
'.u/ D u � 1 if u � 2. Then '�1C .�/ D � if 0 � � < 1, and '�1C .�/ D �C 1

if � � 1, and so, ˚�1� .v/ D p
v if 0 � v � 1, ˚�1� .v/ D 1 if 1 < v < 2, and

˚�1� .v/ D .
p
4v C 1 � 1/=2 if v � 2 (cf. Example 2.3.5(6)).

3. Suppose '.u/ D 0 if 0 � u � 1, and '.u/ D log u if u > 1. Then

w�.x; y/ D '
�d.x; y/

�

�
D
(

log.d.x; y/=�/ if 0 < � < d.x; y/;
0 if � � d.x; y/:

Since '�1C .v/ D ev , v � 0, formula (3.3.5) gives wC
� .x; y/ D e��d.x; y/, which

is the modular from Example 2.5.5(4).
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4. Consider the modular w from Example 2.3.5(5). We have

wC
� .x; y/ D

8̂<
:̂

0 if x D y and � > 0;
1 if x ¤ y and 0 < � < 1;

d.x; y/=� if x ¤ y and � � 1:

(3.3.7)

This modular is strict and convex on X, and so,

d�
wC
.x; y/ D inf f� > 0 W wC

� .x; y/ � 1g D
(

0 if x D y;
maxf1; d.x; y/g if x ¤ y:

(3.3.8)

5. Let w�.x; y/ D supn2N
�
d.xn; yn/=�

�1=n
be the modular from (2.4.1) with � > 0

and x D fxng, y D fyng 2 X D MN, where .M; d/ is a metric space. The right
inverse modular wC is given, for � > 0 and x; y 2 X, by

wC
� .x; y/ D sup

n2N
d.xn; yn/

�n
: (3.3.9)

Clearly, wC is strict and, by Theorem 3.3.2, continuous from the right. (It is not
continuous from the left: e.g., if M D R, x; y 2 R, x ¤ y, x D fxg1

nD1 and
y D fyg1

nD1, then wC
� .x; y/ D 1 for all 0 < � < 1, and w1.x; y/ D jx � yj.)

Moreover, wC is convex: in fact, since, for each n 2 N, the function � 7! �=�n

is nonincreasing on .0;1/, we have

1

.�C �/n
� �

�C �
� 1
�n

for all �;� > 0;

and so,

d.xn; yn/

.�C �/n
� d.xn; zn/C d.zn; yn/

.�C �/n
� �

�C �
� d.xn; zn/

�n
C �

�C �
� d.zn; yn/

�n

� �

�C �
wC
� .x; z/C �

�C �
wC
� .z; y/ for all n 2 N:

Taking the supremum over all n 2 N, we obtain the convexity property (axiom
(iv)). Hence (Sect. 2.1) X0

wC
D X�

wC
, and metric d�

wC
from (2.3.3) is well-defined

on X�
wC

:

d�
wC
.x; y/ D sup

n2N
�
d.xn; yn/

�1=n D w1.x; y/: (3.3.10)

By virtue of Theorem 3.3.8 (see also Sect. 2.4.2), we have

Xfin
wC

D X0w � X�
w D X�

wC
D X0wC

D Xfin
w : (3.3.11)
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The first two equalities provide alternative descriptions of modular spaces X0w and
X�

w (see Proposition 2.4.2 and (2.4.3)) as follows:

x 2 X0w.x
ı/ , f�nd.xn; x

ı
n/g1

nD1 is bounded in R for all � > 0;

x 2 X�
w.x

ı/ , f�nd.xn; x
ı
n/g1

nD1 is bounded in R for some � > 0.

Example 3.3.11 (the right inverse of the Hausdorff pseudomodular). Let w be a
(pseudo)modular on X. Denote the quantities (1.3.12), (1.3.13) and (1.3.14) by
E.w/� .A;B/, showing the dependence on w explicitly. By virtue of Sect. 1.3.5,

W.w/
� .A;B/ D max

˚
E.w/� .A;B/;E.w/� .B;A/

�
; A;B � X;

is the Hausdorff pseudomodular on P.X/, induced by w. Let wC be the right inverse
of w and W.w/C be the right inverse of W.w/. Given A;B 2 P.X/, the following
inequalities hold:

W.wC/

� .A;B/ � W.w/C
� .A;B/ � W.wC/

� .A;B/ for all 0 < � < �:

The proof follows the lines of the proof of Theorem 2.2.13 with suitable modifica-
tions, and so, is omitted.

3.4 Convex Right Inverses

As we have seen in Examples 3.3.9 and 3.3.10, the right wC (and left w�) inverse
of a (convex) modular w may be nonconvex. Now, we exhibit a transform of
(pseudo)modulars, which preserves the convexity property of w and the two metrics
d�

w from (2.3.3) and d1�w from Theorem 2.5.7 (with � D 1).
Recall that if w is a convex (pseudo)modular on X, then the function Ow�.x; y/ �

.w^/�.x; y/ D �w�.x; y/ is a (pseudo)modular on X. Given � > 0 and x; y 2 X, we
define the convex right inverse of w by

w.Cc/
� .x; y/ D OwC

� .x; y/

�
; where OwC D .w^/C:

By virtue of Sect. 3.2 and Theorem 3.3.2, w.Cc/ is a convex (pseudo)modular on X,
which is continuous from the right on .0;1/.

Theorem 3.4.1. Let w be a convex (pseudo)modular on X. Given x; y 2 X, we
have:

(a) w.Cc/
� .x; y/ D inf f� > 0 W �w��.x; y/ � 1g for all � > 0I

(b) w.Cc/.Cc/
� .x; y/ D w�C0.x; y/ � w�.x; y/ for all � > 0I

(c) d�
w.Cc/ .x; y/ D d�

w.x; y/ and d1�
w.Cc/ .x; y/ D d1�w .x; y/I
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(d) Xfin
w � X0

w.Cc/ D X�
w.Cc/ D X�

w D X0w 
 Xfin
w.Cc/ .

Proof. (a) Changing the variables in the infimum, we get

w.Cc/
� .x; y/ D 1

�
inf f� > 0 W Ow�.x; y/ � �g D inf f�=� > 0 W �w�.x; y/ � �g

D inf f� > 0 W ��w��.x; y/ � �g D inf f� > 0 W �w��.x; y/ � 1g:

(b) Since
1

w.Cc/
� .x; y/ D �w.Cc/

� .x; y/ D OwC
� .x; y/, � > 0, taking into account

Theorem 3.3.2, we find

w.Cc/.Cc/
� .x; y/ D 1

�

�
1w.Cc/

�C
�
.x; y/ D 1

�
inf
˚
� > 0 W 1w.Cc/

� .x; y/ � �
�

D 1

�
OwCC
� .x; y/ D 1

�
Ow�C0.x; y/ D 1

�
� �w�C0.x; y/:

(c) By definition (2.3.3) and Theorem 3.3.8(c), we have

d�
w.Cc/ .x; y/ D inf f� > 0 W w.Cc/

� .x; y/ � 1g D inf f� > 0 W OwC
� .x; y/ � �g

D d0OwC
.x; y/ D d0Ow.x; y/ D inf f� > 0 W Ow�.x; y/ � �g

D inf f� > 0 W w�.x; y/ � 1g D d�
w.x; y/:

The second equality in (c) follows from (2.5.1) and Theorem 3.3.8(d):

d1�w.Cc/ .x; y/ D inf
�>0

�
�C �w.Cc/

� .x; y/
� D inf

�>0

�
�C OwC

� .x; y/
�

D d1OwC
.x; y/ D d1Ow.x; y/ D inf

�>0

�
�C Ow�.x; y/

�

D inf
�>0

�
�C �w�.x; y/

� D d1�w .x; y/:

(d) The first inclusion � follows from (2.3.1) and Theorem 3.3.8(b):

Xfin
w D Xfin

Ow D X0OwC
� X0w.Cc/ ;

and the last inclusion 
 is a consequence of Theorem 3.3.8(b) and (2.3.1):

Xfin
w.Cc/ D Xfin

OwC
D X0Ow � X0w:

Since w.Cc/ and w are convex, we get the first and last equalities in (d). Finally,
by Theorem 3.3.8(a) and (2.3.1), we obtain the equality in the middle:

X�
w.Cc/ D X�

OwC
D X�

Ow D X�
w: �
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Example 3.4.2 (modulars w.Cc/).

1. Let w�.x; y/ D d.x; y/=�p (p � 1) be the strict convex modular from
Example 3.3.9(1). By Theorem 3.4.1(a), we have: if p > 1, then

w.Cc/
� .x; y/ D

�d.x; y/

�p

�1=.p�1/ D 1

�
�
�d.x; y/

�

�1=.p�1/
;

and if p D 1, then

w.Cc/
� .x; y/ D

(
1 if 0 < � < d.x; y/;

0 if � � d.x; y/:

Furthermore, all modular spaces from Theorem 3.4.1(d) are equal to X, except
that in the case p D 1 we have Xfin

w.Cc/ .x
ı/ D fxıg.

For nonconvex modulars w, e.g., when 0 � p < 1 above, its convex right
inverse w.Cc/ may degenerate: w.Cc/

� .x; y/ D inf f� > 0 W �1�pd.x; y/ � 1g � 0.
2. For the convex modular w�.x; y/ D d.x; y/=�p if 0 < � < 1 (p � 1), and

w�.x; y/ D 0 if � � 1, from Example 3.3.9(3), we have

w.Cc/
� .x; y/ D

(
1=� if 0 < � < d.x; y/;�

d.x; y/=�p
�1=.p�1/

if � � d.x; y/;
if p > 1;

and

w.Cc/
� .x; y/ D

(
1=� if 0 < � < d.x; y/;

0 if � � d.x; y/;
if p D 1:

The value d�
w.Cc/ .x; y/ is given by equality (3.3.4) (cf. also Theorem 3.4.1(c)).

3. Let g.�/ D 1 for 0 < � < �0, and g.�/ D 0 for � � �0. Define w by
w�.x; y/ D g.�/•.x; y/ (i.e., D 1 for x ¤ y and 0 < � < �0, and D 0 otherwise).
We have w.Cc/

� .x; y/ D .�0=�/•.x; y/.
4. Consider modular (3.3.7) from Example 3.3.10(4), written, for x ¤ y, as

w�.x; y/ D
(

1 if 0 < � < 1;

d.x; y/=� if � � 1;
(and D 0 if x D y and � > 0).

Then, for x ¤ y, we have

w.Cc/
� .x; y/ D

(
1 if 0 < � < d.x; y/;

1=� if � � d.x; y/;
(and D 0 if x D y and � > 0),

and metric d�
w.Cc/ .x; y/ is given by the right-hand side of (3.3.8).
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5. Rewriting modular (3.3.9) as w�.x; y/ D supn2N d.xn; yn/=�
n, we get, by virtue

of Theorem 3.4.1(a),

w.Cc/
� .x; y/ D

8<
:

1 if 0 < � < d.x1; y1/;

sup
n�2

�d.xn; yn/

�n

�1=.n�1/
if � � d.x1; y1/;

and d�
w.Cc/ .x; y/ is expressed by the middle term of (3.3.10).

Remark 3.4.3. 1. Any modular w on X can be transformed into a convex modular
w0 as follows:

w0
�.x; y/ D wC

� .x; y/

�
D inf f� > 0 W w��.x; y/ � �g;

in which case we have d�
w0.x; y/ D d0w.x; y/.

2. Given a convex modular w on X, we may set

w00
�.x; y/ D OwC

� .x; y/ D inf f� > 0 W �w�.x; y/ � �g;

and so, d0w00.x; y/ D d0OwC
.x; y/ D d0Ow.x; y/ D d�

w.x; y/.

3.5 Bibliographical Notes and Comments

A classical modular � on a linear space X generates the family f�"g">0 according
to the rule �".x/ D �.x="/ for all x 2 X (e.g., jxj� D inff" > 0 W �.x="/ � "g).
It follows that any family of the form f.1="p/�.x="/g">0 is no longer a classical
modular (p > 0 is fixed). Hence multiplication of a classical modular by a non-
increasing function, as in (1.3.1), leads outside the scope of classical modulars.
Metric modulars w D fw�.x; y/g�>0 lack this deficiency and are more flexible and
transformable.

Section 3.1. The material of Proposition 3.1.1 and Sect. 3.1.1 is taken from
Chistyakov [23]. In Sect. 3.1.1, it is shown that the notion of '-convex modulars
generalizes the notion of classical s-convex modulars (0 < s � 1) due to Orlicz [90]
if we set '.u/ D u1=s for u � 0. Inequalities (3.1.1) are proved in [23, Theorem 6].
Definition 3.1.3 is new. In particular, it gives, in Sect. 3.1.3, a generalization of
classical complex modulars considered in Musielak [75] and Rolewicz [95]. Various
axioms are known in the literature to define modulars on linear spaces or spaces with
a prescribed algebraic structure: Leśniewicz [60, 61], Leśniewicz and Orlicz [63],
Musielak [74, 75], Musielak and Peetre [79], Nakano [80–82], Nowak [84, 85],
Orlicz [89], Turpin [102], Yamamuro [106].
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Section 3.2. We present modular transforms resembling metric transforms, see
Deza and Deza [36, Sect. 4.1].

Sections 3.3 and 3.4. The inverses of a metric (pseudo)modular are a powerful
tool to generate new (pseudo)modulars from given ones. Definition of wC and its
initial properties are presented in Chistyakov [24, Theorem 2.17]. A thorough study
of inverses is given in the sections under consideration.



Chapter 4
Topologies on Modular Spaces

Abstract In this chapter, we introduce, study and compare two kinds of conver-
gences and topologies, induced by a pseudomodular on a set—metric and modular.

4.1 The Metric Convergence and Topology

Throughout this section, w is a (pseudo)modular on a set X. Here we study metric
notions in the extended (pseudo)metric space .X; d0w/ and (pseudo)metric spaces
.X�

w; d
0
w/, and .X�

w; d
�
w/ when w is convex.

4.1.1 The Metric Convergence

We begin by considering the d0w-convergence of sequences from X, also called
(by some abuse of terminology) the metric convergence: a sequence fxng � X
converges to x 2 X if d0w.xn; x/ ! 0, which is denoted simply by xn ! x (if it
does not lead to ambiguities, treating a convergence of sequences, we usually omit
‘as n ! 1’).

Our primary aim is to characterize this convergence in terms of w.
A set A � X is said to be closed with respect to the metric convergence if, given

a sequence fxng � A and x 2 X such that xn ! x, we have x 2 A.

Theorem 4.1.1. (a) Given a sequence fxng � X and x 2 X, we have:

xn ! x if and only if w�.xn; x/ ! 0 for all � > 0. (4.1.1)

Moreover, if w is convex, then (4.1.1) is also equivalent to d�
w.xn; x/ ! 0, and if

w is a modular on X, then the limit x from (4.1.1) is unique.

(b) An assertion similar to (4.1.1) holds for Cauchy sequences.
(c) The modular spaces X�

w, X0w, and Xfin
w (around xı 2 X) are closed with

respect to the metric convergence.

© Springer International Publishing Switzerland 2015
V.V. Chistyakov, Metric Modular Spaces, SpringerBriefs in Mathematics,
DOI 10.1007/978-3-319-25283-4_4
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Proof. (a) Let xn ! x. Given " > 0, there exists n0 D n0."/ 2 N such that
d0w.xn; x/ < " for all n � n0."/. By (1.2.4) and Theorem 2.2.11(a),

w".xn; x/ � w"�0.xn; x/ < " for all n � n0."/: (4.1.2)

Hence, if � > 0, then, for any n � n0.minf"; �g/, we find, by (1.2.1),

w�.xn; x/ � wminf";�g.xn; x/ < minf"; �g � ";

and so, w�.xn; x/ ! 0. Conversely, if " > 0, then w".xn; x/ ! 0, and so, there
is n1."/ 2 N such that w".xn; x/ � " for all n � n1."/. The definition of d0w
implies d0w.xn; x/ � " for n � n1."/, i.e., d0w.xn; x/ ! 0.

If w is convex, the equivalence of convergences d�
w.xn; x/ ! 0 and

d0w.xn; x/ ! 0 is a consequence of Theorem 2.3.1 (see (2.3.6)).
If w is a modular on X, then, by Theorem 2.2.1 (or Theorem 2.3.1), d0w (or

d�
w) is an extended metric on X and a metric on X�

w, and so, the limit x from
(4.1.1) is uniquely determined.

(b) The assertion for Cauchy sequences fxng is of the form:

lim
n;m!1 d0w.xn; xm/ D 0 if and only if lim

n;m!1 w�.xn; xm/ D 0 for all � > 0;

and its proof is similar to the one given for (4.1.1).
(c) Suppose fxng � X, x 2 X, and xn ! x. Given " > 0, by virtue of (4.1.2) and

axiom (iii), if �0 > 0, then we have, for n0 D n0."/,

w"C�0.x; xı/ � w".x; xn0 /C w�0.xn0 ; x
ı/ � "C w�0.xn0 ; x

ı/: (4.1.3)

If fxng � X�
w, then xn0 2 X�

w, and so, there is �0 > 0 such that
w�0.xn0 ; x

ı/< 1. By (4.1.3), w"C�0.x; xı/ < 1, which means that x 2 X�
w.

Suppose fxng � X0w. Then, xn0 2 X0w implies w�.xn0 ; x
ı/ ! 0 as � ! 1, and

so, w�0.xn0 ; x
ı/ < " for some �0 D �0."/ > 0. By (1.2.1) and (4.1.3), we find

w�.x; xı/ � w"C�0.x; xı/ < 2" for all � � "C�0, which implies w�.x; xı/ ! 0

as � ! 1, i.e., x 2 X0w.
Finally, let fxng � Xfin

w , and � > 0 be arbitrary. Setting " D �=2 and �0 D
�=2 in (4.1.2) and (4.1.3), we get, from xn0 2 Xfin

w , that w�0.xn0 ; x
ı/ < 1, and

so, (4.1.3) implies w�.x; xı/ D w"C�0.x; xı/ < 1. Thus, x 2 Xfin
w . ut

4.1.2 The Metric Topology

1. Open sets. Given x 2 X and r > 0, the open ball of radius r centered at x is the set

B.x; r/ � Bd0w.x; r/ D fy 2 X W d0w.x; y/ < rg:
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A nonempty set U � X is open if for every x 2 U there exists r D r.x/ > 0

such that B.x; r/ � U. Note that, by Theorem 2.2.1, if x 2 X�
w.x

ı/, then B.x; r/ �
X�

w.x
ı/ for all r > 0. As a consequence, U � X is open if and only if U \ X�

w.x
ı/

is open for all xı 2 X. Thus, we may restrict our considerations to subsets of the
modular space X�

w (with an arbitrary fixed center xı 2 X). An open ball in X�
w, the

empty set, and X�
w itself are examples of open sets. The interior of a set A � X�

w,
denoted by Aı, is the largest open set contained in A (i.e., the union of all open
sets U � A). Clearly, Aı D fx 2 A W B.x; r/ � A for some r > 0g, Aı � A, and A
is open if and only if Aı D A.

We denote by �.d0w/ the metric topology on X�
w, induced by d0w (i.e., the family

of all open subsets of X�
w). Clearly, U 2 �.d0w/ if and only if its complement

Uc D X�
w n U is closed with respect to the metric convergence.

2. Modular entourages. Given �;� > 0 and x 2 X�
w, the w-entourage (or modular

entourage) about x relative to � and � is the set

B�;�.x/ � Bw
�;�.x/ D fy 2 X�

w W w�.x; y/ < �g:

The entourages for the right wC0 and left w�0 regularizations of w (cf. (1.2.2)
and (1.2.3)) will be denoted by B�C0;�.x/ and B��0;�.x/, respectively.

Clearly, x 2 B�;�.x/, and B�;�1.x/ � B�;�2.x/ if 0 < �1 < �2. By virtue of
inequalities (1.2.4), given 0 < �1 < � < �2 and � > 0, we have

B�1C0;�.x/ � B��0;�.x/ � B�;�.x/ � B�C0;�.x/ � B�2�0;�.x/;

and so, mappings � 7! B�;�.x/ and � 7! B�;�.x/ are nondecreasing (in the sense
of the inclusion relation). By Theorem 2.2.11(a), B.x; �/ D B��0;�.x/ for � > 0.
Hence

B�;�.x/ � B�;�.x/ � B.x; �/ D B��0;�.x/ � B�;�.x/ if 0 < � < �:

This gives a characterization of open sets in X�
w in terms of w:

U 2 �.d0w/ , 8 x 2 U 9� D �.x/ > 0 such that B�;�.x/ � U.

(4.1.4)

The interior of a set A � X�
w is Aı D fx 2 A W B�;�.x/ � A for some � > 0g:

Now, suppose w is convex. By virtue of inequalities (2.3.6),

B.x; r/ � Bd�

w .x; r/ � B.x;
p

r/ for 0 < r < 1;

and so, �.d�
w/ D �.d0w/. Noting that Ow�.x; y/ D �w�.x; y/ is a (pseudo)modular

on X, d�
w D d0Ow, and B Ow

�;�.x/ D B�;�=�.x/ for all �;� > 0, we get

U 2 �.d�
w/ , 8 x 2 U 9� D �.x/ > 0 such that B�;1.x/ D B Ow

�;�.x/ � U.
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3. Closed sets. A set A � X�
w is closed if its complement Ac D X�

w n A is open; in
other words, .Ac/ı D Ac (i.e., A is closed with respect to the metric convergence).
Examples of closed sets are ¿, the closed ball of radius r > 0 centered at x 2 X�

w:

B.x; r/ D fy 2 X�
w W d0w.x; y/ � rg D fy 2 X�

w W wrC0.x; y/ � rg

(see Theorem 2.2.11(b)), and the modular spaces X�
w, X0w, and Xfin

w . The closure
of a set A � X�

w, denoted by A, is the smallest closed set containing A (i.e., the
intersection of all closed sets F 
 A). Clearly, A D ..Ac/ı/c is closed, A � A,
and A is closed if and only if A D A. Since the closure A is the set of points from
X�

w, which do not belong to .Ac/ı, we have

A D fx 2 X�
w W A \ B�;�.x/ ¤ ¿ for all � > 0g:

Note that B.x; r/ � B.x; r/ and B.x; r/ � .B.x; r//ı are proper inclusions in
general (e.g., w�.x; y/ D •.x; y/ on X and B.x; 1/ D fxg).

Lemma 4.1.2. If ¿ ¤ A � X�
w and x 2 X�

w, the following are equivalent:

(a) x 2 AI
(b) there is a sequence fxng � A such that w�.xn; x/ ! 0 for all � > 0I
(c) for every � > 0 there is a sequence fxn.�/g � A such that w�.xn.�/; x/ ! 0.

Proof. (a),(b) This follows from Theorem 4.1.1 if we note that (a) holds if and
only if there exists a sequence fxng � A such that d0w.xn; x/ ! 0.

(b),(c) Clearly, (b) implies (c) with xn.�/ D xn for all � > 0 and n 2 N. Now,
suppose that (c) holds. Given k 2 N, there exists a sequence fxn.1=k/g1

nD1 � A
such that w1=k.xn.1=k/; x/ ! 0 as n ! 1. Choose n1 2 N such that
w1.xn1 .1/; x/ < 1. Then, pick n2 2 N such that n2 > n1 and w1=2.xn2 .1=2/; x/ <
1=2. Inductively, if k � 3 and nk�1 2 N is already chosen, pick nk 2 N such that
nk > nk�1 and w1=k.xnk.1=k/; x/ < 1=k. Define yk D xnk.1=k/ for all k 2 N, so
that fykg1

kD1 � A. We claim that w�.yk; x/ ! 0 as k ! 1 for all � > 0. In fact,
given � > 0, let k0 D k0.�/ 2 N be such that k0 > 1=�. Then, for all k � k0, we
find 1=k < �, and so, by the monotonicity of w, w�.yk; x/ � w1=k.yk; x/ < 1=k.

ut
We denote by cl .X�

w/ the family of all closed subsets of X�
w.

Theorem 4.1.3. If w is a modular on X, then the Hausdorff pseudomodular W
on P.X/, induced by w, is a modular on cl .X�

w/, and so (by Theorems 2.2.1 and
2.2.13), d0W D Dd0w

is an extended metric on cl .X�
w/.

Proof. Taking into account Sect. 1.3.5, it suffices to establish that, given A;B � X�
w,

we have

E�.A;B/ D 0 for all � > 0 if and only if A � B: (4.1.5)
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In fact, it follows from (4.1.5) that if A;B 2 cl .X�
w/ and W�.A;B/ D 0 for all � > 0,

then E�.A;B/ D E�.B;A/ D 0 implying A � B D B and B � A D A, i.e., A D B.
To prove (4.1.5), we may assume that A ¤ ¿ (which also yields B ¤ ¿).

()) If E�.A;B/ D 0 for all � > 0, then, by (1.3.12), given x 2 A, we find
infy2B w�.x; y/ D 0. Hence, for every � > 0 there is a sequence fyn.�/g � B
(also depending on x) such that w�.x; yn.�// ! 0 as n ! 1. Lemma 4.1.2
implies x 2 B. Thus, A � B.

(() Suppose A � B. Given x 2 A, we have x 2 B, and so, by Lemma 4.1.2, there
is a sequence fyng � B such that w�.x; yn/ ! 0 as n ! 1 for all � > 0. Since
infy2B w�.x; y/ � w�.x; yn/ ! 0 as n ! 1, we get infy2B w�.x; y/ D 0 for all
x 2 A and � > 0. By (1.3.12), this gives E�.A;B/ D 0 for all � > 0. ut

4.2 The Modular Convergence

Let w be a (pseudo)modular on X.
As we have seen in Theorem 4.1.1, the metric convergence in X�

w is equivalent
to the convergence in modular w for all parameters � > 0. Formally, we get a more
general (or weak) convergence if we allow for the right-hand side of (4.1.1) to hold
only for some � > 0. In the sequel, modular entourages B�;�.x/ play the same
significant role for the modular topology as open (closed) balls do for the metric
topology (note that the entourages may be neither open, nor closed).

Definition 4.2.1. A sequence fxng � X is said to be w-convergent (or modular

convergent) to x 2 X (in symbols, xn
w! x) if there exists �0 > 0, possibly depending

on fxng and x, such that w�0.xn; x/ ! 0. Any such element x is called a w-limit (or
modular limit) of fxng. (By the monotonicity of w, w�.xn; x/ ! 0 for all � � �0.)

Clearly, the metric convergence (w.r.t. d0w) implies the modular convergence.
Let us illustrate this definition by an example.

Example 4.2.2. Assume that .X; d/ is a given metric space.

(1) If p � 0, let w�.x; y/ D d.x; y/=�p be the modular from Examples 1.3.2(1)
and 2.2.2(1). Since X�

w D X and d0w.x; y/ D pC1
p

d.x; y/, the metric convergence
and modular convergence in X�

w are equivalent to the usual d-convergence in X.
(2) Now, let w be the modular from (1.3.9) and Example 2.3.5(2): w�.x; y/ D 1 if

0 < � < d.x; y/, and w�.x; y/ D 0 if � � d.x; y/, so that we have X�
w D X0w D X

and d0w D d�
w D d. A sequence fxng � X�

w, convergent in metric d0w D d, is
bounded in .X; d/ (cf. Remark 2.4.3(1)), but not vice versa. On the other hand, the
w-convergence of fxng � X�

w is equivalent to the boundedness of fxng in .X; d/.

In fact, if xn
w! x 2 X, then w�0.xn; x/ ! 0 for some �0 > 0, and so, there is

n0 2 N such that, if n > n0, w�0.xn; x/ < 1, which is equivalent to �0 � d.xn; x/.
Hence fxng � B.x; r0/ with r0 D maxfd.x1; x/; : : : ; d.xn0 ; x/; �0g. Conversely, if



70 4 Topologies on Modular Spaces

fxng � B.x; r/ for some x 2 X and r > 0, then xn
w! y for every y 2 X: since

d.xn; y/ � d.xn; x/ C d.x; y/ � �0 for n 2 N and �0 D r C d.x; y/, we have
w�0.xn; y/ D 0 for all n 2 N.

Remark 4.2.3. Note that modulars from Example 4.2.2 in (1) for p D 0 and (2) are
mutually right inverses of each other (see (3.3.3) in Example 3.3.9) and generate the
same metric d0w D d on X�

w D X, but their modular convergences are different. See
also Example 4.3.4(1) on p. 74.

This section aims at exhibiting topological aspects of the modular convergence.
We say that elements x; y 2 X are w-equal (or modular equal) if there is � > 0

such that w�.x; y/ D 0 (symbolically: x
wD y). By axiom (is), given x; y 2 X,

�
x

wD y is equivalent to x D y
�

if and only if
�
w is strict

�
:

For the modular w from Example 4.2.2(2), we have x
wD y for all x; y 2 X.

A set A � X is said to be closed with respect to the modular convergence if,

given fxng � A such that xn
w! x 2 X, we have x 2 A.

Theorem 4.2.4. (a) Modular spaces X�
w and X0w (around xı 2 X) are closed with

respect to the modular convergence, while Xfin
w is generally not.

(b) A modular convergent sequence from X�
w is bounded (in metric d0w), all its

modular limits are w-equal, and if w is a strict modular on X, at most one
modular limit may exist.

Proof. (a) Suppose fxng � X and xn
w! x 2 X. Then w�0.xn; x/ ! 0 for some

�0 > 0, and so, given " > 0, there is n0 D n0."/ 2 N such that w�0.xn; x/ � "

for all n � n0. By axiom (iii), it follows that, if �1 > 0,

w�0C�1.x; xı/ � w�0.x; xn0 /C w�1.xn0 ; x
ı/ � "C w�1.xn0 ; x

ı/: (4.2.1)

Let fxng � X�
w. Since xn0 2 X�

w, w�1.xn0 ; x
ı/ < 1 for some �1 > 0, and so,

(4.2.1) implies w�0C�1.x; xı/ < 1, i.e., x 2 X�
w.

If fxng � X0w, then xn0 2 X0w, and so, w�.xn0 ; x
ı/ ! 0 as � ! 1. Choose

�1 D �1."/ > 0 such that w�1.xn0 ; x
ı/ � ". Hence, if � � �0 C �1, (4.2.1)

implies w�.x; xı/ � w�0C�1.x; xı/ � 2", i.e., w�.x; xı/ ! 0 as � ! 1, and
x 2 X0w.

The corresponding assertion for Xfin
w is considered in Example 4.2.7(2).

(b) Suppose fxng � X�
w and xn

w! x 2 X. By (a), x 2 X�
w, and there is n0 2 N

such that w�0.xn; x/ � �0 for all n > n0, which implies d0w.xn; x/ � �0. By
Theorem 2.2.1, d0w assumes finite values on pairs of elements from X�

w, and so,
fxng � B.x; r/, where r D maxfd0w.x1; x/; : : : ; d

0
w.xn0 ; x/; �0g.

If xn
w! x and xn

w! y, then w�.xn; x/ ! 0 and w�.xn; y/ ! 0 for some
�;� > 0. By axiom (iii), w�C�.x; y/ � w�.x; xn/ C w�.xn; y/ ! 0, and so,

w�C�.x; y/ D 0. Thus, x
wD y, and if, in addition, w is strict, then x D y. ut
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Definition 4.2.5. We say that w satisfies the 2-condition on X, or simply w is 2

on X, if, given a sequence fxng � X, x 2 X and � > 0 such that w�.xn; x/ ! 0, we
have w�=2.xn; x/ ! 0. A similar definition applies with X replaced by X�

w.

Theorem 4.2.6. (a) The w-convergence on X is equivalent to the metric conver-
gence if and only if w is 2 on X.

(b) The (pseudo)modular w is not 2 on X if and only if there are a sequence

fxng � X, x 2 X, and "0 > 0 such that xn
w! x, and d0w.xn; x/ � "0 for all n 2 N.

(c) If w is a nonstrict modular on X, then w is not 2 on X.

Proof. (a)()) Let fxng � X, x 2 X, and �0 > 0 be such that w�0.xn; x/ ! 0.

We have xn
w! x, and so, by the assumption, d0w.xn; x/ ! 0. Theorem 4.1.1(a)

implies in particular w�0=2.xn; x/ ! 0, i.e., w is 2 on X.
(a)(() We need to show only that the w-convergence implies the metric one.

Assume fxng � X and xn
w! x 2 X. Then w�0.xn; x/ ! 0 for some �0 > 0,

and so, by the 2-condition, w�0=2.xn; x/ ! 0. Inductively, w�0=2k.xn; x/ ! 0

as n ! 1 for all k 2 N. Given � > 0, let k 2 N be such that � > �0=2
k.

The monotonicity of w implies w�.xn; x/ � w�0=2k.xn; x/ ! 0 as n ! 1.
Thus, w�.xn; x/ ! 0 for all � > 0, and so, by Theorem 4.1.1(a), xn ! x (i.e.,
d0w.xn; x/ ! 0).

(b) If w is not2, then the w-convergence is not equivalent to the d0w-convergence,

and so, there exist a sequence fykg � X and x 2 X such that yk
w! x and yk 6! x.

So, for some �0 > 0 and "0 > 0, w�0.yk; x/ ! 0, and there is an increasing
sequence fkng1

nD1 � N such that d0w.ykn ; x/ � "0 for all n 2 N. The sequence
fxng D fykng1

nD1 has the desired properties.
Conversely, the assumption on the right implies that the w-convergence and

metric convergence are not equivalent, and so, by (a), w is not 2 on X.
(c) By the negation of condition (is), there are x; y 2 X, x ¤ y, and �0 > 0 such

that w�0.x; y/ D 0. If � D inf f� > 0 W w�.x; y/ D 0g, axiom (i) implies � > 0

(otherwise, if � D 0, then we have x D y). Letting xn D x for all n 2 N, and

� D 3�=2, we get w�.xn; y/ D w3�=2.x; y/ D 0 for all n 2 N, and so, xn
w! y; at

the same time, w�=2.xn; y/ D w3�=4.x; y/ ¤ 0 for all n 2 N. ut
Example 4.2.7. (1) Let ' W Œ0;1/ ! Œ0;1/ be a nondecreasing function such that

'.C0/ D 0, '.u/ > 0 for u > 0, and '.1/ D 1. Then, ' satisfies the 2-
condition if there is a constant c > 0 such that '.2u/ � c'.u/ for all u � 0. For
instance, functions '.u/ D up (p > 0) and '.u/ D .1C j log uj/up (for p � 1)
satisfy the 2-condition, while functions '.u/ D exp.up/ � 1 with p � 1 do
not.

If ' satisfies the 2-condition, then the modular w from (1.3.10) with
h.�/ D � is 2 on X D MN, which is a consequence of the inequality
w�=2.x; y/ � cw�.x; y/ for all � > 0 and x; y 2 X.

(2) Modular w from (2.4.1) is 2 on X D MN; in fact, by virtue of (2.4.2), we have
w�=2.x; y/ � 2w�.x; y/. We are going to show that its right inverse wC, which is
given by (3.3.9), is not2 on X. Below we present a sequence fx.k/g1

kD1 � Xfin
wC
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with the properties: x.k/
wC

! x … Xfin
wC

as k ! 1 (which means that the
modular space Xfin

wC
is not closed with respect to the wC-convergence), and

d0
wC
.x.k/; x/ 6! 0 as k ! 1 (by Theorem 4.2.6(a), this implies that wC is

not 2).
We set M D R, and so, wC is of the form

wC
� .x; y/ D sup

n2N
jxn � ynj
�n

; � > 0; x D fxng; y D fyng 2 X D R
N:

For the center xı D 0 D f0g1
nD1, embeddings (3.3.11) and Proposition 2.4.2

imply

Xfin
wC

D X0w D
n
x D fxng 2 X W lim

n!1 jxnj1=n D 0
o

� X�
wC

D X0wC
:

If k 2 N, we set x.k/ D �
1=k; 12; 13; : : : ; 1k; 0; 0; : : :

�
(in other words, x.k/ D

fx.k/n g1
nD1 with x.k/1 D 1=k, x.k/n D 1 for 2 � n � k, and x.k/n D 0 for all n �

kC1). Noting that a wC-convergent sequence converges also coordinatewise, we
define the limit x by x D fxng1

nD1 D .0; 1; 1; 1; : : : /. Clearly, all x.k/ belong to
Xfin

wC
, whereas, by Theorem 3.3.8(a) and (2.4.3), x 2 X�

wC
D X�

w, and x … Xfin
wC

.
If � D 2, we get

n jx.k/n � xnj
�n

o1
nD1 D

� 1
2k
; 02; : : : ; 0k;

1

2kC1 ;
1

2kC2 ;
1

2kC3 ; : : :
�

and, since 1=2k > 1=2kC1 > 1=2kC2 > : : : , we find wC
2 .x

.k/; x/ D 1=2k, i.e.,

x.k/
wC

! x.
On the other hand, by Theorem 3.3.8(c), metric d0

wC
D d0w is given by (2.4.6),

whence d0
wC
.x.k/; x/ D supn2N jx.k/n �xnj1=.nC1/ D 1 for all k 2 N. (The assertion

d0
wC
.x.k/; x/ 6! 0 also follows indirectly from Theorem 4.1.1(c).)

Remark 4.2.8. The sequence fx.k/g from the Example above does not w-converge
to x with respect to the original modular w from (2.4.1): if this was not so, Theo-
rem 4.2.4(a) would imply x 2 X0w D Xfin

wC
, which contradicts x … Xfin

wC
. Furthermore,

the sequence fx.k/g does not converge to x uniformly: since fjx.k/n � xnjg1
nD1 D

.1=k; 02; : : : ; 0k; 1; 1; 1; : : : /, we find supn2N jx.k/n � xnj D 1 for all k 2 N. Thus,
the w-convergence in X�

wC
is intermediate between the uniform and coordinatewise

ones: (uniform convergence) ) (w-convergence) ) (coordinatewise convergence).
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4.3 The Modular Topology

We begin with the definition of modular open sets and their properties.

Definition 4.3.1. A nonempty set U � X is said to be w-open (or modular open) if
for every x 2 U and � > 0 there is � > 0 (possibly depending on x and �) such that
B�;�.x/ � U.

Note that if x 2 X�
w.x

ı/, then B�;�.x/ � X�
w.x

ı/ for all �;� > 0. It follows that
U � X is w-open if and only if U \ X�

w.x
ı/ is w-open for all xı 2 X. So, in the

sequel we consider w-open subsets of X�
w (with a fixed center xı 2 X).

Denote by �.w/ the family of all w-open subsets of X�
w. Clearly, �.w/ is a

topology on X�
w (i.e., �.w/ contains ¿ and X�

w and is closed under arbitrary unions
and finite intersections). It is called the w-topology (or modular topology) on X�

w.
Nontrivial examples of w-open sets are given by the following Lemma.

Lemma 4.3.2. Let U'.x/ D S
�>0 B�;'.�/.x/, where x 2 X�

w and ' W .0;1/ !
.0;1/ is a function. Then U'.x/ 2 �.w/, provided one of the following two
conditions hold:

(a) ' is nondecreasing on .0;1/I
(b) w is convex and � 7! �'.�/ is nondecreasing on .0;1/.

Proof. In both cases we have to verify that, given y 2 U'.x/ and � > 0, there is a
number � D �.y; �/ > 0 such that B�;�.y/ � U'.x/. Since y 2 U'.x/, there exists
�0 D �0.y/ > 0 such that y 2 B�0;'.�0/.x/, i.e., w�0.x; y/ < '.�0/.

(a) Set � D �.y; �/ D '.�0 C �/ � w�0.x; y/. By the monotonicity of ', � is
well-defined, i.e., � � '.�0/ � w�0.x; y/ > 0. Now, let z 2 B�;�.y/. Then
w�.y; z/ < � and, by axiom (iii), we find

w�0C�.x; z/ � w�0.x; y/C w�.y; z/ < w�0.x; y/C � D '.�0 C �/;

and so, z 2 B�0C�;'.�0C�/.x/ � U'.x/. This shows that B�;�.y/ � U'.x/.
(b) Since the function � 7! �'.�/ is nondecreasing on .0;1/, we have

.�0 C �/'.�0 C �/ � �0w�0.x; y/ � �0'.�0/ � �0w�0.x; y/ > 0;

and so, the following quantity is positive:

� D �.y; �/ D .�0 C �/'.�0 C �/ � �0w�0.x; y/
�

:
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If z 2 B�;�.y/, then w�.y; z/ < �, whence, by axiom of convexity (iv),

w�0C�.x; z/�
�0

�0C� w�0.x; y/C
�

�0C� w�.y; z/<
�0w�0.x; y/C��

�0C� D'.�0C�/:

Thus, z 2 B�0C�;'.�0C�/.x/ � U'.x/, which proves that B�;�.y/ � U'.x/. ut
Remark 4.3.3. It follows from Lemma 4.3.2 that Ux;" D S

�>0 B�;".x/ 2 �.w/ for
all " > 0, and if w is convex, then U�

x;" D S
�>0 B�;"=�.x/ 2 �.w/ for all " > 0.

Thus, modular open sets are rather ‘massive’ (cf. (4.1.4)). Note that the family
fUx;" W " > 0g may not form a neighborhood base for �.w/ at the point x 2 X�

w
(see Example 4.3.4(1) concerning modular w�.x; y/ D d.x; y/=�p).

Example 4.3.4. (1) We denote by Bd.x; r/ and B
d
.x; r/ the usual open and closed

balls in a metric space .X; d/, respectively.
In Example 4.2.2(1), we have, for r > 0 and �;� > 0,

B.x; r/ D fy 2 X W d0w.x; y/ < rg D Bd.x; rpC1/

and

B�;�.x/ D fy 2 X W w�.x; y/ < �g D Bd.x; �p�/:

Since B�;�.x/ D B.x; r/ with � D rpC1=�p, we find �.w/ D �.d0w/.

In Example 4.2.2(2), we have B.x; r/ D Bd.x; r/ and B�;�.x/ D B
d
.x; �/.

Therefore, ¿ ¤ U 2 �.w/ iff B
d
.x; �/ � U for all x 2 U and � > 0,

which is equivalent to U D X. Hence, the w-topology �.w/ D f¿;Xg is the
antidiscrete (nonmetrizable!) topology on X�

w D X, which is a proper subfamily

of the metric topology �.d0w/ D �.d/. Note that the w-convergence xn
w! x

implies the convergence xn
�.w/! x in topology �.w/, but not vice versa: in fact, by

Example 4.2.2(2), only bounded sequences in .X; d/ are w-convergent, whereas
all sequences in .X; d/ are convergent in the antidiscrete topology �.w/.

(2) Suppose w is the modular from Example 2.3.5(5). We have X�
w D X, and the

modular entourages for w are given by

Bw
�;�.x/ D

� fxg if � > 0 and 0 < � � 1;

Bd.x; ��/ if � > 0 and � > 1:

Since d0w.x; y/ D maxf1;pd.x; y/g if x ¤ y (and D 0 if x D y), the metric balls
in .X�

w; d
0
w/ are of the form

B.x; r/ D fy 2 X W d0w.x; y/ < rg D
� fxg if 0 < r � 1;

Bd.x; r2/ if r > 1:

Hence �.w/ D �.d0w/ D P.X/ is the discrete topology on X.
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The right inverse wC of w is given by (3.3.7), X�
wC

D X and, since d0
wC

D d0w,
the metric balls with respect to d0

wC
are the same as above. Note that the modular

entourages for wC are as follows:

BwC

�;�.x/ D
� fxg if 0 < � < 1 and � > 0;

Bd.x; ��/ if � � 1 and � > 0:

So, �.wC/ D �.d/ is the metric topology on .X; d/. It is to be noted that the
topology �.wC/ is metrizable, but not by means of metric d0

wC
.

Theorem 4.3.5. (a) �.w/ � �.d0w/ (i.e., every w-open set is open);
(b) �.w/ D �.d0w/ iff w is 2 on X�

wI
(c) �.w/ is the finest topology among all topologies � on X�

w such that, given fxng �
X�

w and x 2 X�
w, xn

w! x implies xn
�! x.

Proof. (a) Let U 2 �.w/. For any x 2 U and � D 1, there is �0 D �0.x; 1/ > 0

such that B1;�0.x/ � U. If � D minf1; �0g, then B�;�.x/ � B1;�0.x/ � U, and so,
by virtue of (4.1.4), we get U 2 �.d0w/.

(c) Now, we prove (c). First, we show that xn
w! x implies xn

�.w/! x. Let U 2
�.w/ be such that x 2 U. Since xn

w! x, w�0.xn; x/ ! 0 for some �0 > 0, and
since U is w-open, there exists �0 D �0.x; �0/ > 0 such that B�0;�0.x/ � U.
Pick n0 D n0.�0/ 2 N such that w�0.xn; x/ < �0 for all n � n0. It follows that

fxn W n � n0g � B�0;�0.x/ � U, and so, xn
�.w/! x.

Second, we show that if � is a topology on X�
w such that xn

w! x implies xn
�! x,

then � � �.w/ (i.e., �.w/ is the finest among the topologies � ). On the contrary,
assume that U … �.w/ for some U 2 � . Then, there are x0 2 U and �0 > 0 such
that for every n 2 N there exists xn 2 B�0;1=n.x0/ with xn … U. From inequality

w�0.xn; x0/ < 1=n, we get xn
w! x0, and so, by the assumption, xn

�! x0. Since
U 2 � and x0 2 U, there exists n0 2 N such that xn 2 U for all n � n0, which
contradicts the condition fxn W n 2 Ng � X�

w n U.
(b)()) By Theorem 4.2.6(a), it suffices to show that the modular convergence

implies the metric convergence. Let fxng � X�
w and xn

w! x 2 X�
w. Item (c)

above implies xn
�.w/! x and, since �.w/ D �.d0w/ is the metric topology on X�

w,
d0w.xn; x/ ! 0.

(b)(() By virtue of item (a), we show only that �.d0w/ � �.w/. On the contrary,
assume that there is U 2 �.d0w/ such that U … �.w/. Then, there are x0 2 U and
�0 > 0 such that, if n 2 N, there is xn 2 B�0;1=n.x0/ such that xn … U. It follows that

fxng � X�
w n U and w�0.xn; x0/ < 1=n for all n 2 N. Hence xn

w! x0 and, since w is
2 on X�

w, Theorem 4.2.6(a) implies xn ! x0 (in metric d0w). Noting that X�
w n U is

closed, we find x0 2 X�
w n U, which contradicts x0 2 U. ut
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Definition 4.3.6. The w-interior (or modular interior) of a set A � X�
w, denoted by

Aıw, is the largest w-open subset of X�
w contained in A; in other words,

Aıw D fx 2 A W x 2 U � A for some U 2 �.w/g:

Clearly, ¿ıw D ¿, .X�
w/

ıw D X�
w, Aıw 2 �.w/ and Aıw � Aı � A for all A � X�

w
(see Theorem 4.3.5(a) and Sect. 4.1.2), and A 2 �.w/ iff Aıw D A. The operation
of taking the modular interior has the usual properties: given A;B � X�

w, we have

A � B ) Aıw � Bıw; .Aıw/ıw D Aıw; .A\B/ıw D Aıw \Bıw; Aıw [Bıw � .A[B/ıw:

Definition 4.3.7. A set A � X�
w is said to be w-closed (or modular closed) if its

complement Ac D X�
wnA is w-open (i.e., Ac 2 �.w/), or equivalently, if .Ac/ıw D Ac.

Theorem 4.3.8. (a) A set A � X�
w is modular closed if and only if A is closed with

respect to the modular convergence.
(b) Every w-closed subset of X�

w is closed (but not vice versa), and the converse is
true if and only if w is 2 on X�

w.

Proof. (a)()) Let A be w-closed. We must show that, given fxng � A and x 2 X�
w

such that xn
w! x, we have x 2 A. On the contrary, assume that x … A, i.e.,

x 2 Ac D X�
w n A. Since xn

w! x, we get w�0.xn; x/ ! 0 for some �0 > 0. From
the w-openness of Ac and x 2 Ac, there is �0 > 0 such that B�0;�0.x/ � Ac. Let
n0 2 N be such that w�0.xn; x/ < �0 for all n � n0. Then fxn W n � n0g �
B�0;�0.x/ � Ac, which contradicts the assumption fxng � A.

(a)(() Now, let A be closed with respect to the w-convergence. To show that
Ac 2 �.w/, we assume the contrary. Then, there are x0 2 Ac and �0 > 0 such
that, if n 2 N, then we can find xn 2 B�0;1=n.x0/ such that xn … Ac. Hence

fxng � A and xn
w! x0. It follows that x0 2 A, which contradicts the condition

x0 2 Ac.
(b) If A � X�

w is w-closed, then its complement Ac is w-open. By Theo-
rem 4.3.5(a), Ac is open, and so (Sect. 4.1.2.3), A is closed.
Theorems 4.1.1(c), 4.2.4(a), and 4.3.8(a) imply that the modular spaces X�

w, X0w,
and Xfin

w are closed, X�
w and X0w are w-closed, while Xfin

w is not w-closed in general.
One more example of a closed set, which is not w-closed, is given in step ())
below.

()) Suppose each closed subset of X�
w is w-closed, but w is not 2 on X�

w. By
Theorem 4.2.6(b), there are a sequence fxng � X�

w, x 2 X�
w, and "0 > 0 such

that xn
w! x, and d0w.xn; x/ � "0 for all n 2 N. If A D fxn W n 2 Ng and A is

the (metric) closure of A, then A is closed. However, A is not w-closed: in fact,
fxng � A � A and xn

w! x, whereas x … A. This contradicts the assumption.
(() Suppose w is 2 on X�

w. Let A � X�
w be closed, i.e., Ac 2 �.d0w/.

By Theorem 4.3.5(b), �.d0w/ D �.w/, and so, Ac 2 �.w/, which means that A
is w-closed. ut
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Definition 4.3.9. The w-closure (or modular closure) of a set A � X�
w, denoted by

A
w D A�w, is the smallest w-closed subset of X�

w containing A. Clearly,

A
w D fx 2 X�

w W A \ U ¤ ¿ for all U 2 �.w/ with x 2 Ug;

or, equivalently, A�w D ..Ac/ıw/c, where Ac D X�
w n A.

We have ¿w D ¿, .X�
w/

�w D X�
w, A

w
is w-closed and A � A � A

w
for all A � X�

w,
and A is w-closed iff A

w D A. The operation of taking the modular closure has the
usual properties: given A;B � X�

w, we have

A � B ) A
w � B

w
; .A�w/�w D A�w; .A [ B/

w D A
w[B

w
; .A \ B/

w � A
w\B

w
:

Given A � X�
w, let `w.A/ designate the set of all modular limits of all modular

convergent sequences from A:

`w.A/ D ˚
x 2 X�

w W xn
w! x for some sequence fxng � A

�
:

Theorem 4.3.10. (a) `w.A/ is the set of all elements x 2 X�
w, for which there exists

� D �.x/ > 0, such that A \ B�;�.x/ ¤ ¿ for all � > 0I
(b) A � A � `w.A/ � A

wI
(c) A D A

w
for all A � X�

w if and only if w is 2 on X�
wI

(d) if x 2 A
w

, then there are sequences f�ng � .0;1/ and fxng � A such that
w�n.xn; x/ ! 0 as n ! 1.

Proof. (a) Suppose x 2 `w.A/. There are a sequence fxng � A and � > 0 such
that w�.xn; x/ ! 0. So, given � > 0, there exists n0 D n0.�/ 2 N such that
w�.xn; x/ < � for all n � n0, i.e., fxn W n � n0g � B�;�.x/. Hence A\B�;�.x/ ¤
¿ for all � > 0.

Conversely, if x 2 X�
w and, for some � > 0, A \ B�;�.x/ ¤ ¿ for all � > 0,

then for every n 2 N choose an element xn 2 A \ B�;1=n.x/. It follows that
fxng � A, and w�.xn; x/ < 1=n. Thus, x 2 `w.A/.

(b) The second inclusion is a consequence of Lemma 4.1.2(b) and the definition
of the modular convergence. To obtain the third inclusion, let x … A

w
. Since

x 2 .A
w
/c and .A

w
/c is w-open, for every � > 0 there is � > 0 such that

B�;�.x/ � .A
w
/c � Ac, and so, A \ B�;�.x/ D ¿. By item (a), x … `w.A/.

(c)()) If w is not 2 on X�
w, then, for the set A from step ()) of the proof of

Theorem 4.3.8(b), we find x 2 `w.A/ � A
w

and x … A, and so, A ¤ A
w

.
(c)(() If w is2 on X�

w, then, by Theorem 4.3.5(b), �.w/ D �.d0w/, and so, .Ac/ı D
.Ac/ıw, which implies A D A

w
.

(d) Since x 2 A
w

, A \ U ¤ ¿ for all U 2 �.w/ with x 2 U. Taking into account
Remark 4.3.3, given n 2 N, the set Ux;1=n D S

�>0 B�;1=n.x/ is w-open and
x 2 Ux;1=n. Pick xn 2 A \ Ux;1=n, i.e., xn 2 A and xn 2 B�n;1=n.x/ for some
�n > 0. It follows that fxng � A and w�n.xn; x/ < 1=n for all n 2 N. ut
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Remark 4.3.11. (1) In general, `w.A/ is not w-closed, and so, `w.A/ ¤ A
w

.
(2) If the modular topology �.w/ is Hausdorff, then w is strict. In fact, suppose

x; y 2 X�
w are such that x ¤ y, and � > 0. There are Ux;Uy 2 �.w/ such

that x 2 Ux, y 2 Uy, and Ux \ Uy D ¿. By the w-openness of Ux, there
exists � D �.x; �/ > 0 such that B�;�.x/ � Ux. Hence y … B�;�.x/, i.e.,
w�.x; y/ � � > 0. By the definition (is), w is a strict modular.

4.4 Bibliographical Notes and Comments

Section 4.1. Theorem 4.1.1 was established in Chistyakov [24, Theorem 2.13] and
[28, Theorems 1 and 2]. It is a natural extension of the corresponding result for
modulars on linear spaces in Musielak [75, Theorem 1.6]. In Sect. 4.1.2, we apply
the usual metric space terminology to the (pseudo)metric modular space .X�

w; d
0
w/

(and .X�
w; d

�
w/ for convex w) and characterize metrically open and closed sets in

X�
w in terms of w. Modular entourages are good candidates for the description of

topologies on X�
w. Lemma 4.1.2(c) and Theorem 4.1.3 are new.

Section 4.2. The notion of modular convergence for classical modulars was
introduced by Musielak and Orlicz [77] (see Musielak [75, Chap. I, Sect. 5]). Since
our modulars are extensions of classical modulars, we apply the same terminology
as in the classical modular spaces theory (closed with respect to the modular
convergence, 2-condition) with suitable modifications. For metric modulars w,
these notions were considered in Chistyakov [28], where Theorems 4.2.4 and 4.2.6
were established. Example 4.2.7(2) is new.

Section 4.3. The modular topology on linear modular spaces was investigated
by Leśniewicz [60, 61] and Leśniewicz and Orlicz [63] (see also Musielak [75,
Chap. I, Sect. 6], and Nowak [84, 85]). Since modulars in our sense convey
an impression of ‘distorted’ metrics (to a certain extent), we have attempted an
approach to the modular topology on X�

w similar to the one adopted for metric
spaces: a modular closed set (i.e., the complement to a modular open set) must
be closed with respect to the modular convergence, and vice versa. This led exactly
to Definition 4.3.1, and Theorem 4.3.8. Although the material of Sect. 4.3 is new in
the context of metric modulars w, it is quite standard from the point of view of the
general topology.



Chapter 5
Bounded and Regulated Mappings

Abstract In this chapter, we introduce and study a special N-valued modular on the
set of all mappings from an interval of the real line into a metric space. We show that
the sets of all bounded mappings and regulated mappings (i.e., those, whose one-
sided limits exist at each point of the interval) are modular spaces for this modular.
We apply the modular to establish a pointwise selection principle, extending the
classical Helly Selection Theorem.

5.1 The N-Valued Pseudomodular

Let I D Œa; b� � R be a closed interval with the end-points a < b, .M; d/ be a
metric space with metric d, and X D MI be the set of all mappings x W I ! M from
I into M. Given x 2 X, the oscillation of x on I is the quantity

jx.I/j � jx.I/jd D sup fd.x.t/; x.s// W s, t 2 Ig;
also called the diameter of the image x.I/ D fx.t/ W t 2 Ig � M. A mapping x is said
to be bounded if jx.I/j < 1. We denote by B.II M/ the set of all bounded mappings
from I into M. Given x; y 2 X, the quantity d1.x; y/ D supt2I d.x.t/; y.t// is an
extended metric on X and a metric on B.II M/, called the uniform metric (note that
d1.x; y/ � d.x.a/; y.a//C jx.I/j C jy.I/j).

If n 2 N, we denote by fIign
1 � I a collection of two-point subsets Ii � Isi;ti D

fsi; tig of I (i D 1; : : : ; n) such that s1 < t1 � s2 < t2 � � � � � sn�1 < tn�1 � sn < tn
(and so, the intervals Œs1; t1�; : : : ; Œsn; tn� are non-overlapping). Let x; y 2 X. The
value jx.Ii/j D d.x.ti/; x.si// is just the increment of x on Ii. We define the joint
increment of x; y 2 X on Ii by

j.x; y/.Ii/j D sup
v2M

ˇ̌
d.x.ti/; v/C d.y.si/; v/ � d.x.si/; v/ � d.y.ti/; v/

ˇ̌
: (5.1.1)

This quantity is well-defined: in fact, the absolute value under the supremum sign
in (5.1.1) is less than or equal to (for any v 2 M)

jd.x.ti/; v/ � d.x.si/; v/j C jd.y.si/; v/ � d.y.ti/; v/j
� d.x.ti/; x.si//C d.y.si/; y.ti// D jx.Ii/j C jy.Ii/j;

© Springer International Publishing Switzerland 2015
V.V. Chistyakov, Metric Modular Spaces, SpringerBriefs in Mathematics,
DOI 10.1007/978-3-319-25283-4_5

79



80 5 Bounded and Regulated Mappings

and so, j.x; y/.Ii/j � jx.Ii/j C jy.Ii/j. We define the joint oscillation of x; y 2 X on
I by

j.x; y/.I/j D sup
s;t2I

j.x; y/.Is;t/j; where Is;t D fs; tg:

Clearly, j.x; y/.I/j � jx.I/j C jy.I/j.
If .M; d;C/ is a metric semigroup (see Appendix A.3), then, instead of (5.1.1),

one may consider the quantity

j.x; y/.Ii/j D d.x.ti/C y.si/; x.si/C y.ti//; (5.1.2)

whose properties are similar to those of (5.1.1), established (above and) below.
Furthermore, if .M; k � k/ is a normed linear space (over R or C), one may also set

j.x; y/.Ii/j D k.x � y/.ti/� .x � y/.si/k D kx.ti/C y.si/� x.si/� y.ti/k: (5.1.3)

In what follows, we present arguments mostly for (more general) quantity (5.1.1).

Definition 5.1.1. For � > 0 and x; y 2 X, we define the quantity w�.x; y/ �
wN

� .x; y; I/ valued in f0g [ N [ f1g by the rule:

w�.x; y/ D sup
n
n 2 N W min

1�i�n
j.x; y/.Ii/j > � for some fIign

1 � I
o

(5.1.4)

with sup ¿ D 0. Replacing I in (5.1.4) by any nonempty set T � I, we obtain the
quantity denoted by w�.x; y;T/ � wN

� .x; y;T/.

Clearly, if ¿ ¤ T1 � T2 � I, we have w�.x; y;T1/ � w�.x; y;T2/. The two
extreme values of w�.x; y/, zero and infinity, are characterized as follows:

w�.x; y/ D 0 iff j.x; y/.I/j � �;

and so, j.x; y/.I/j D inf f� > 0 W w�.x; y/ D 0g (inf ¿ D 1), and

w�.x; y/ D 1 , 8 n 2 N 9 fIign
1 � I such that min

1�i�n
j.x; y/.Ii/j > �:

Lemma 5.1.2. The function w from (5.1.4) is a pseudomodular on X and, given
x0 2 M, a modular on PX D fx 2 X W x.a/ D x0g, which is continuous from the right,
nonstrict and nonconvex on X and PX.

Proof. As usual, we assume that �, � > 0 and x, y, z 2 X.

(i) By (5.1.1), given n 2 N and fIign
1 � I, j.x; x/.Ii/j D 0 for all i D 1; : : : ; n, and

so, w�.x; x/ D sup ¿ D 0.
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Now, let us show that if w�.x; y/ D 0 for all � > 0, then

t 7! d.x.t/; y.t// is a constant function on I:

Set Is;t D fs; tg � I. Definition (5.1.4) implies j.x; y/.Is;t/j � � for all � > 0,
and so, j.x; y/.Is;t/j D 0. It follows from (5.1.1) that

d.x.t/; v/C d.y.s/; v/ D d.x.s/; v/C d.y.t/; v/ for all v 2 M:

Setting first v D y.t/ and then v D x.s/, we get

d.x.t/; y.t//C d.y.s/; y.t// D d.x.s/; y.t// D d.x.t/; x.s//C d.y.s/; x.s//:

Similarly, setting v D y.s/ and then v D x.t/, we find

d.x.s/; y.s//C d.y.t/; y.s// D d.x.t/; y.s// D d.x.s/; x.t//C d.y.t/; x.t//:

Thus, d.x.t/; y.t// D d.x.s/; y.s// (and d.x.t/; x.s// D d.y.t/; y.s//) for all
s; t 2 I.

If, in addition, x; y 2 PX, then d.x.t/; y.t// D d.x.a/; y.a// D d.x0; x0/ D 0,
i.e., x.t/ D y.t/ for all t 2 I, and so, x D y.

(ii) Since j.x; y/.Ii/j D j.y; x/.Ii/j in (5.1.1), we have w�.x; y/ D w�.y; x/.
(iii) In order to obtain inequality (iii) in Definition 1.2.1, first we show that

j.x; y/.Ii/j � j.x; z/.Ii/j C j.z; y/.Ii/j for Ii D fsi; tig � I: (5.1.5)

In fact, if v 2 M, the quantity under the supremum sign in (5.1.1) is
estimated by

jd.x.ti/; v/ C d.z.si/; v/ � d.x.si/; v/ � d.z.ti/; v/j
C jd.z.ti/; v/C d.y.si/; v/ � d.z.si/; v/ � d.y.ti/; v/j
� j.x; z/.Ii/j C j.z; y/.Ii/j;

and inequality (5.1.5) follows by taking the supremum over all v 2 M.

Now, we prove that w�C�.x; y/ � w�.x; z/ C w�.z; y/. We may assume that
w�C�.x; y/ ¤ 0. Let n 2 N, and fIign

1 � I be such that j.x; y/.Ii/j > � C � for
all 1 � i � n. If 1 � i � n, (5.1.5) implies j.x; z/.Ii/j > � or j.z; y/.Ii/j > �, and so,

f1; : : : ; ng D f1 � i � n W j.x; z/.Ii/j > �g [ f1 � i � n W j.z; y/.Ii/j > �g:

If n1 � 0 and n2 � 0 designate the numbers of elements in the first and second sets
on the right, then (5.1.4) implies n � n1Cn2 � w�.x; z/Cw�.z; y/. The arbitrariness
of n as above yields the inequality in axiom (iii).
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To see that w is nonstrict, let x; y 2 X be bounded mappings. For any number
� > jx.I/j C jy.I/j, we find � > j.x; y/.I/j, and so, w�.x; y/ D sup ¿ D 0.

Let us show that w is nonconvex. Was it not so, inequality (iv) in Definition 1.2.1
would hold in particular with� D � > 0 and z D y, i.e., w2�.x; y/ � w�.x; y/=2. Let
x0; x1; y0 2 M, x0 ¤ x1, and mappings x; y 2 X be given by: x.t/ D x0 if a � t < b,
x.b/ D x1, and y.t/ D y0 for all a � t � b. Since

j.x; y/.Is;t/j D sup
v2M

jd.x.t/; v/ � d.x.s/; v/j D d.x.t/; x.s// (5.1.6)

for any Is;t D fs; tg � I, we find

w�.x; y/ D
�
1 if 0 < � < d.x0; x1/;
0 if � � d.x0; x1/:

(5.1.7)

Now, if 0 < 2� < d.x0; x1/, we get w2�.x; y/ D 1 D w�.x; y/, and so, inequality
w2�.x; y/ � w�.x; y/=2 does not hold.

Finally, we prove that w is continuous from the right. From (1.2.4), we know
that w�C0.x; y/ � w�.x; y/. To prove the reverse inequality, we may assume that
w�.x; y/ ¤ 0. Let n 2 N and fIign

1 � I be such that j.x; y/.Ii/j > � for all i D
1; : : : ; n. Choose �0 such that min1�i�n j.x; y/.Ii/j > �0 > �. It follows from (5.1.4)
and (1.2.4) that n � w�0.x; y/ � w�C0.x; y/. The definition of w�.x; y/ and the
arbitrariness of n yield w�.x; y/ � w�C0.x; y/. (Note that � 7! w�.x; y/ is locally
constant from the right, and, as (5.1.7) shows, w is not continuous from the left.) ut

Now we study the modular spaces X�
w, X0w, and Xfin

w around a constant mapping
xı.t/ D xı for all t 2 I, where xı 2 M. Note that, by (5.1.6), the values j.x; xı/.Ii/j
from (5.1.1) and w�.x; xı/ from (5.1.4) are independent of xı.

Denote by Reg.II M/ the set of all regulated mappings x W I ! M, i.e., satisfying
the (right and left) Cauchy condition at every point of I: d.x.t/; x.s// ! 0 as t; s !
� C 0 for each a � � < b, and d.x.t/; x.s// ! 0 as t; s ! � � 0 for each a < � � b.
If .M; d/ is a complete metric space, then, by virtue of the Cauchy criterion, x 2
Reg.II M/ if and only if the right limit x.� C 0/ 2 M exists at every point a � � < b
(i.e., d.x.t/; x.� C 0// ! 0 as t ! � C 0) and the left limit x.� � 0/ 2 M exists at
every point a < � � b (and so, d.x.t/; x.� � 0// ! 0 as t ! � � 0).

Theorem 5.1.3. Xfin
w D Reg.II M/ � X�

w D X0w D B.II M/.

In order to prove this theorem, we need a lemma. Recall that a sequence of
mappings fxng � X converges pointwise on I to a mapping x 2 X (in symbols:
xn ! x pointwise on I) if limn!1 d.xn.t/; x.t// D 0 for all t 2 I. Clearly, if fxng
converges uniformly to x, i.e., limn!1 d1.xn; x/ D 0, then fxng converges pointwise
to x (but not vice versa).

Lemma 5.1.4. (a) Given x; y 2 X, a � s < t � b, and � > 0, we have: the
quantity nt � w�.x; y; Œa; t�/ is finite if and only if ns � w�.x; y; Œa; s�/ and
ns;t � w�.x; y; Œs; t�/ are finite, in which case we find nt D ns C ns;t C n� with
n� D 0 or n� D 1.
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(b) If sequences fxng; fyng � X converge pointwise on I to mappings x; y 2 X,
respectively, then w�.x; y/ � lim infn!1 w�.xn; yn/ for all � > 0.

Proof. (a) Since ns � nt and ns;t � nt, we may suppose nt ¤ 0.
First, we show that if nt < 1, then nsCns;t � nt. Assume that ns ¤ 0 and ns;t ¤ 0

(otherwise, the inequality is clear). By (5.1.4) with I replaced by Œa; s� and Œs; t�, there
are collections fIigns

1 � Œa; s� and fJjgns;t
1 � Œs; t� such that min1�i�ns j.x; y/.Ii/j > �

and min1�j�ns;t j.x; y/.Jj/j > �. Since fIigns
1 [ fJjgns;t

1 � Œa; t� and j.x; y/.Ii/j > � for
all i D 1; : : : ; ns and j.x; y/.Jj/j > � for all j D 1; : : : ; ns;t, we get ns C ns;t � nt.

Second, assume that ns and ns;t are finite, and let us prove that if n 2 N and
a collection fIign

1 � Œa; t� with Ii D fsi; tig is such that min1�i�n j.x; y/.Ii/j > �,
then n � ns C ns;t C 1. If this is done, Definition (5.1.4) with I D Œa; t� and the
arbitrariness of n as above imply nt � ns C ns;t C 1, which establishes the equality
with n� 2 f0; 1g. We consider three possibilities. (I) If fIign

1 � Œa; s�, then n � ns,
and similarly, if fIign

1 � Œs; t�, then n � ns;t. (II) If n � 2 and s D tj D sjC1 for some
1 � j � n � 1, then fIigj

1 � Œa; s� and fIign
jC1 � Œs; t�, which implies j � ns and

n � j � ns;t, and so, n � ns C ns;t. (III) Suppose sj < s < tj for some 1 � j � n.
Clearly, if n D 1, then n � ns C ns;t C 1, and if n � 2, then we have fIigj�1

1 � Œa; s�
and fIign

jC1 � Œs; t� (with fIig01 D ¿ D fIign
nC1). Therefore, (5.1.4) implies j � 1 � ns

and n � j � ns;t, and so, n � ns C ns;t C 1.
(b) We may suppose w�.x; y/ ¤ 0. Let us show that if w�.x; y/ is finite and k D

w�.x; y/, or w�.x; y/ D 1 and k 2 N is arbitrary, then k � lim infn!1 w�.xn; yn/.
By Definition 5.1.1, there is a collection fIigk

1 � I with Ii D fsi; tig such that
min1�i�k j.x; y/.Ii/j > �. Let �0 > 0 be such that min1�i�k j.x; y/.Ii/j > �0 > �.
Since xn ! x and yn ! y pointwise on I, there exists n0 2 N (depending on fIigk

1

and �0) such that the quantities d.xn.ti/; x.ti//, d.xn.si/; x.si//, d.yn.ti/; y.ti//, and
d.yn.si/; y.si// do not exceed .�0 � �/=4 for all 1 � i � k and n � n0. Noting that,
by (5.1.1),

j.x; xn/.Ii/j � d.x.ti/; xn.ti//C d.x.si/; xn.si//; (5.1.8)

and applying inequality (5.1.5), we get

�0 < j.x; y/.Ii/j � j.x; xn/.Ii/j C j.xn; yn/.Ii/j C j.yn; y/.Ii/j
� d.x.ti/; xn.ti//C d.x.si/; xn.si//C j.xn; yn/.Ii/j

C d.yn.ti/; y.ti//C d.yn.si/; y.si//

� j.xn; yn/.Ii/j C �0 � � for all 1 � i � k and n � n0.

Thus, min1�i�k j.xn; yn/.Ii/j > � for all n � n0. It follows from definition (5.1.4)
that k � w�.xn; yn/ for all n � n0, and so,

k � inf
n�n0

w�.xn; yn/ � lim inf
n!1 w�.xn; yn/: �



84 5 Bounded and Regulated Mappings

Example 5.1.5. Here we illustrate that condition n� 2 f0; 1g in Lemma 5.1.4(a)
is essential. Let x0; x1; x2; y0 2 M be such that d.x0; x1/ D d.x1; x2/ D 1 and
d.x0; x2/ D 2. Given a < s < t D b, define x; y 2 X by: x.�/ D x0 if a � � < s,
x.s/ D x1, x.�/ D x2 if s < � � b, and y.�/ D y0 for all � 2 Œa; b�. Then ns and
ns;t are given as in (5.1.7), and so, ns D ns;t D 1 if 0 < � < 1, and ns D ns;t D 0 if
� � 1. Furthermore, nt D w�.x; y; Œa; b�/ D 2 if 0 < � < 1, nt D 1 if 1 � � < 2,
and nt D 0 if � � 2. Thus, n� D 0 if 0 < � < 1 or � � 2, and n� D 1 if 1 � � < 2.

Proof (of Theorem 5.1.3).

1. The inclusion B.II M/ � X0w is clear: if x 2 B.II M/, then j.x; xı/.I/j D jx.I/j <
1, and so, w�.x; xı/ D 0 for all � > j.x; xı/.I/j, which implies x 2 X0w � X�

w.
2. In order to see that X�

w � B.II M/, we show that

if x 2 X and jx.I/j D 1, then w�.x; x
ı/ D 1 for all � > 0.

Let � > 0. Condition jx.I/j D 1 is equivalent to supt2I d.x.t/; x.s// D 1 for
all s 2 I. Set s0 D a, and pick s1 2 I such that d.x.s1/; x.s0// > �. Inductively, if
k � 2 and numbers s0; s1; : : : ; sk�1 2 I are already chosen, we pick sk 2 I such
that

d.x.sk/; x.sk�1// > �C
k�1X
iD1

d.x.si/; x.si�1//: (5.1.9)

Given n 2 N, we re-order the collection of pairwise different points s0; s1; : : : ; sn

in ascending order and denote them by t0 < t1 < � � � < tn. Setting Ii D fti�1; tig
for i D 1; : : : ; n, we find fIign

1 � I. Since j.x; xı/.Ii/j D jx.Ii/j, if we show that
jx.Ii/j > � for every i 2 f1; : : : ; ng, then the arbitrariness of n and (5.1.4) will
imply w�.x; xı/ D 1. So, let 1 � i � n and Ii D fsk; smg for some 0 � k;m � n.
We have jx.Ii/j D d.x.sk/; x.sm//, and we may assume that m < k. If m D k � 1,
then jx.Ii/j > � thanks to (5.1.9). For m � k � 2, the triangle inequality for d
yields

d.x.sk/; x.sk�1// � d.x.sk/; x.sm//C
k�1X

iDmC1
d.x.si�1/; x.si//

� jx.Ii/j C
k�1X
iD1

d.x.si�1/; x.si//;

which together with (5.1.9) proves that jx.Ii/j > �.
3. Let us prove that Xfin

w � Reg.II M/. Suppose x 2 Xfin
w , so that w�.x; xı/ < 1

for all � > 0. Given a � � < b, let us verify the (right) Cauchy condition at � :
for every " > 0 there is 0 < ı."/ < b � � such that d.x.t/; x.s// � " for all
� < s; t � � C ı."/. On the contrary, assume that there exists "0 > 0 such that
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if 0 < ı < b � � , then there are sı and tı such that � < sı < tı � � C ı and
d.x.tı/; x.sı// > "0. Given 0 < ı1 < b�� , pick s1 and t1 such that � < s1 < t1 �
� C ı1 and d.x.t1/; x.s1// > "0. Inductively, if i � 2, and 0 < ıi�1 < b � � and
two points si�1 and ti�1 satisfying � < si�1 < ti�1 � �Cıi�1 are already chosen,
we set ıi D si�1�� and pick points si and ti such that � < si < ti � �Cıi D si�1
and d.x.ti/; x.si// > "0. Let n 2 N, and Ii D fsn�iC1; tn�iC1g, i D 1; : : : ; n. By
the construction, fIign

1 � .�; b/ � Œa; b� and j.x; xı/.Ii/j D jx.Ii/j > "0 for all
1 � i � n. Since n is arbitrary, (5.1.4) implies w�.x; xı/ D 1 with � D "0,
which is a contradiction.

The arguments for a < � � b and the left Cauchy condition are similar.
4. Now, we show that Reg.II M/ � Xfin

w . Suppose x is a regulated mapping and, for
contradiction, w�0.x; x

ı; Œa; b�/ D 1 for some �0 > 0. Set Œa0; b0� D Œa; b�
and c0 D .a0 C b0/=2. By Lemma 5.1.4(a) with y D xı, at least one of
the quantities w�0.x; x

ı; Œa0; c0�/ or w�0.x; x
ı; Œc0; b0�/ is infinite. We denote by

Œa1; b1� any of the intervals Œa0; c0� or Œc0; b0�, for which w�0.x; x
ı; Œa1; b1�/ D

1. Inductively, if k � 2 and an interval Œak�1; bk�1� � Œa; b� such that
w�0.x; x

ı; Œak�1; bk�1�/ D 1 is already chosen, we denote by ck�1 the middle
point of Œak�1; bk�1� and by Œak; bk� one of the intervals Œak�1; ck�1� or Œck�1; bk�1�,
for which w�0.x; x

ı; Œak; bk�/ D 1. In this way, for every k 2 N we obtain nested
intervals Œak; bk� � Œak�1; bk�1� from Œa; b� such that w�0.x; x

ı; Œak; bk�/ D 1
and bk � ak D .b � a/=2k. Let � 2 Œa; b� be the common point of all intervals
Œak; bk�, so that ak ! � and bk ! � as k ! 1. Assume that a < � < b
(the cases � D a and � D b are considered similarly). Since � 2 Œak; bk� and
w�0.x; x

ı; Œak; bk�/ D 1 for all k 2 N, Lemma 5.1.4(a) with y D xı implies the
existence of a subsequence fklg1

lD1 of fkg1
kD1 such that w�0.x; x

ı; Œakl ; � �/ D 1
for all l 2 N, or w�0.x; x

ı; Œ�; bkl �/ D 1 for all l 2 N. To be specific,
suppose the latter possibility takes place. Clearly, � < bkl for all l 2 N. For
every 0 < ı < b � � choose l.ı/ 2 N such that � < bkl.ı/ � � C ı.
Since Œ�; bkl.ı/ � � Œ�; � C ı�, we find w�0.x; x

ı; Œ�; � C ı�/ D 1. This implies
w�0.x; x

ı; .�; � C ı�/ D 1 (see the next paragraph), and so, by (5.1.4) with I
replaced by .�; � C ı�, there exist s and t such that � < s < t � � C ı and
d.x.t/; x.s// > �0, which contradicts the (right) Cauchy condition at the point � .

To see that w�0.x; x
ı; .�; � C ı�/ D 1, we note that, for every n 2 N, condition

w�0.x; x
ı; Œ�; � C ı�/ D 1 yields the existence of fIign

1 � Œ�; � C ı� such that
min1�i�n jx.Ii/j > �0. It follows that fIign

2 � .�; � C ı� and min2�i�n jx.Ii/j > �0.
Hence n � 1 � w�0.x; x

ı; .�; � C ı�/ for every n 2 N. ut
Example 5.1.6. Let D W Œa; b� ! M be a Dirichlet-type mapping defined by the
rule: D.t/ D x0 if t 2 Œa; b� \ Q, and D.t/ D x1 if t 2 Œa; b� n Q, where x0; x1 2 M,
x0 ¤ x1. By Theorem 5.1.3, D 2 X�

w D X0w and D … Xfin
w . Furthermore,

w�.D ; x
ı; Œa; b�/ D

� 1 if 0 < � < d.x0; x1/;
0 if � � d.x0; x1/:
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By Lemma 5.1.2, w from (5.1.4) is a pseudomodular on X, and so, Theo-
rems 2.2.1 and 5.1.3 imply that d0w.x; y/ D inf f� > 0 W w�.x; y/ � �g is an extended
pseudometric on X and a pseudometric on X�

w D B.II M/. We are going to study the
relationship between d0w and the uniform metric d1 on B.II M/.

Lemma 5.1.7. Given x; y 2 B.II M/, we have:

(a) d0w.x; y/ � j.x; y/.I/j � 2d1.x; y/ and d1.x; y/ � d.x.a/; y.a//C j.x; y/.I/jI
(b) if d0w.x; y/ < 1, then d0w.x; y/ D j.x; y/.I/j, and so, d1.x; y/ � d1.x; y/, where

d1.x; y/ D d.x.a/; y.a//C d0w.x; y/ is a metric on B.II M/.

Proof. (a) Since w�.x; y/ D 0 < � for all � > j.x; y/.I/j, d0w.x; y/ � �,
and so, d0w.x; y/ � j.x; y/.I/j. This inequality may be strict: in the context of
example (5.1.7), we have j.x; y/.I/j D d.x0; x1/, d0w.x; y/ D d.x0; x1/ if d.x0; x1/ �
1, and d0w.x; y/ D 1 if d.x0; x1/ > 1.

Now, if Is;t D fs; tg � I, then (cf. (5.1.8))

j.x; y/.Is;t/j � d.x.t/; y.t//C d.x.s/; y.s// � 2d1.x; y/;

and so, j.x; y/.I/j � 2d1.x; y/. On the other hand, given v 2 M,

jd.x.t/; v/ � d.y.t/; v/j � jd.x.t/; v/C d.y.s/; v/ � d.x.s/; v/ � d.y.t/; v/j
C jd.x.s/; v/ � d.y.s/; v/j

� j.x; y/.Is;t/j C d.x.s/; y.s//;

whence, taking the supremum over all v 2 M,

d.x.t/; y.t// � j.x; y/.Is;t/j C d.x.s/; y.s// for all s; t 2 I. (5.1.10)

The second inequality in (a) follows readily with s D a.
(b) For any � > 0 such that d0w.x; y/ < � < 1, we have w�.x; y/ � � < 1, i.e.,

w�.x; y/ D 0. This implies j.x; y/.I/j � �, and so, j.x; y/.I/j � d0w.x; y/. The reverse
inequality follows from the first inequality in (a).

Inequality d1.x; y/ � d1.x; y/ is a consequence of the third inequality in (a).
This proves also that d1 is a metric on B.II M/: in fact, d1 is a pseudometric, and if
d1.x; y/ D 0, then d1.x; y/ D 0, and so, x D y. ut

The last lemma implies that the d1-convergence and uniform convergence in
B.II M/ are equivalent: if d0w.x; y/ < 1, then d1.x; y/ � d1.x; y/ � 3d1.x; y/.
In particular, convergences with respect to metrics d0w and d1 are equivalent on the
set

PX�
w D X�

w \ PX D fx 2 B.II M/ W x.a/ D x0g:



5.2 The Pointwise Selection Principle 87

Combining Theorem 4.1.1(c) and Lemma 5.1.7(a), we get:

if fxng � Reg.II M/, x 2 X, and d1.xn; x/ ! 0, then x 2 Reg.II M/.

The modular convergence in PX�
w is characterized as follows.

Lemma 5.1.8. Given a sequence fxng � PX�
w and x 2 PX�

w, we have: xn
w! x if and

only if lim supn!1 d1.xn; x/ < 1.

Proof. ()) By the definition of the w-convergence, w�0.xn; x/ ! 0 for some �0 >
0, and so, there is n02N such that w�0.xn; x/<1 for all n � n0. Hence w�0.xn; x/ D 0

implying j.xn; x/.I/j � �0. Since xn.a/ D x.a/ D x0, applying Lemma 5.1.7(a), we
get d1.xn; x/ � j.xn; x/.I/j � �0 for all n � n0. Thus,

lim sup
n!1

d1.xn; x/ � sup
n�n0

d1.xn; x/ � �0 < 1:

(() Suppose lim supn!1 d1.xn; x/ < �0 < 1. Then supn�n0 d1.xn; x/ < �0
for some n0 2 N, and so, by virtue of Lemma 5.1.7(a),

j.xn; x/.I/j � 2d1.xn; x/ < 2�0 for all n � n0.

It follows that w2�0.xn; x/ D 0, n � n0, which implies xn
w! x. ut

5.2 The Pointwise Selection Principle

In this section, basing on the N-valued pseudomodular w D wN from (5.1.4) we
present a pointwise selection principle for sequences of regulated or non-regulated
mappings (Theorem 5.2.1). This is a far-reaching extension of the classical Helly
Selection Theorem, which we recall now: a uniformly bounded sequence (or infinite
family) of monotone real functions on an interval I D Œa; b� contains a pointwise
convergent subsequence whose pointwise limit is a bounded monotone function on I.

A sequence of mappings fxng � X D MI is said to be pointwise precompact
(on I) if the closure in M of the set fxn.t/ W n 2 Ng is compact for all t 2 I.

Theorem 5.2.1. Let fxng � X D MI be a pointwise precompact sequence, fyng �
X be a pointwise convergent sequence with the pointwise limit y 2 X, and

w.�/ � lim sup
n!1

w�.xn; yn/ < 1 for all � > 0. (5.2.1)

Then, there is a subsequence of fxng, which converges pointwise on I to a mapping
x 2 X such that w�.x; y/ � w.�/ for all � > 0.
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Proof. Denote by Mon.IIN/ the set of all bounded nondecreasing functions, which
map I D Œa; b� into N.

Note that, for every � > 0 and n 2 N, the function t 7! f .�; n; t/ �
w�.xn; yn; Œa; t�/ is nondecreasing on I, and f .�; n; t/ � w�.xn; yn/ � w�.xn; yn; I/
for all t 2 I.

1. Making use of the diagonal process, let us show that, given a decreasing
sequence f�kg1

kD1 � .0;1/ tending to zero, there exists an increasing sequence
fnjg1

jD1 � N, and for every k 2 N there exists a function Nk 2 Mon.IIN/ such that

lim
j!1 w�k.xnj ; ynj ; Œa; t�/ D Nk.t/ for all t 2 I. (5.2.2)

By assumption (5.2.1), for every � > 0 there are m0.�/; n0.�/ 2 N such that
w�.xn; yn/ � m0.�/ for all n � n0.�/. The sequence of functions

ft 7! f .�1; n; t/g1
nDn0.�1/ � Mon.IIN/

is uniformly bounded on I by constant m0.�1/, and so, by the Helly Selection
Theorem, there exists an increasing sequence `1 W N ! N with `1.1/ � n0.�1/ and
a function N1 2 Mon.IIN/ such that f .�1; `1.j/; t/ converges to N1.t/ as j ! 1 for
all t 2 I. Pick the least number j1 2 N such that `1.j1/ � n0.�2/. Then, the sequence
of functions ft 7! f .�2; `1.j/; t/g1

jDj1
� Mon.IIN/ is uniformly bounded on I by

constant m0.�2/. Applying Helly’s Theorem, we find a subsequence f`2.j/g1
jD1 of

f`1.j/g1
jDj1

and a function N2 2 Mon.IIN/ such that f .�2; `2.j/; t/ converges to N2.t/
as j ! 1 for all t 2 I. Choose the least number j2 2 N such that `2.j2/ � n0.�3/.
Inductively, if k � 3, and an increasing sequence `k�1 W N ! N and a number
jk�1 2 N such that `k�1.jk�1/ � n0.�k/ are already chosen, then, by the Helly
Selection Theorem applied to the sequence of functions

ft 7! f .�k; `k�1.j/; t/g1
jDjk�1

� Mon.IIN/;

which is uniformly bounded by constant m0.�k/, we find a subsequence f`k.j/g1
jD1

of f`k�1.j/g1
jDjk�1

and a function Nk 2 Mon.IIN/ such that f .�k; `k.j/; t/ converges
to Nk.t/ as j ! 1 for all t 2 I, i.e.,

lim
j!1 w�k

�
x`k.j/; y`k.j/; Œa; t�

� D Nk.t/ for all t 2 I.

Now, given k 2 N, the sequence f`j.j/g1
jDk is a subsequence of f`k.j/g1

jD1, and so,
setting nj D `j.j/ for all j 2 N (i.e., fnjg1

jD1 is the increasing diagonal sequence), we
obtain (5.2.2).

For the sake of brevity, we write xj D xnj and yj D ynj in (5.2.2).
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2. The set Sk � I of discontinuity points of each function Nk 2 Mon.IIN/ is at
most countable. If S denotes the union of all rational numbers from I and

S1
kD1 Sk,

then S is an at most countable dense subset of I. Furthermore, we have:

Nk is continuous at all points of I n S for all k 2 N. (5.2.3)

Since the set fxj.t/g1
jD1 is precompact in M for all t 2 I, and S � I is at most

countable, we may assume (applying the diagonal procedure and passing to a
subsequence of fxjg if necessary) that, for every s 2 S, xj.s/ converges in M as
j ! 1 to a point denoted by x.s/ 2 M.

Now, we show that, given t 2 I n S, the sequence fxj.t/g is convergent in M. Let
" > 0. Since �k ! 0 as k ! 1, choose and fix k D k."/ 2 N such that �k � ".
By (5.2.3), Nk is continuous at t and, by the density of S in I, there is s D s.t; k/ 2 S
such that jNk.t/ � Nk.s/j < 1, i.e., Nk.t/ D Nk.s/. Taking into account (5.2.2), let
J1 D J1.t; k/ and J2 D J2.s; k/ be two positive integers such that if j � maxfJ1; J2g,

w�k.xj; yj; Œa; t�/ D Nk.t/ and w�k.xj; yj; Œa; s�/ D Nk.s/:

Assuming that s < t (with no loss of generality) and applying Lemma 5.1.4(a), we
get, for all j � maxfJ1; J2g,

w�k.xj; yj; Œs; t�/ � w�k.xj; yj; Œa; t�/ � w�k.xj; yj; Œa; s�/

D Nk.t/ � Nk.s/ D 0:

Hence w�k.xj; yj; Œs; t�/ D 0. If Is;t D fs; tg, from (5.1.4) with I replaced by Œs; t�,
we find j.xj; yj/.Is;t/j � �k � " for all j � maxfJ1; J2g. Being convergent, fxj.s/g,
fyj.t/g and fyj.s/g are Cauchy sequences in M, and so, there exists a positive integer
J3 D J3."; t; s/ such that if j; j0 � J3, we have

d.xj.s/; xj0.s// � "; d.yj.t/; yj0.t// � "; and d.yj.s/; yj0.s// � ":

By the inequality similar to (5.1.8), we get

j.yj; yj0/.Is;t/j � d.yj.t/; yj0.t//C d.yj.s/; yj0.s// � 2":

Noting that the number J D maxfJ1; J2; J3g depends only on " and applying
inequalities (5.1.10) and (5.1.5), we find that if j; j0 � J, then

d.xj.t/; xj0.t// � d.xj.s/; xj0.s//C j.xj; xj0/.Is;t/j
� d.xj.s/; xj0.s//Cj.xj; yj/.Is;t/jCj.yj; yj0/.Is;t/jCj.yj0 ; xj0/.Is;t/j
� "C "C 2"C " D 5":
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This proves that fxj.t/g is a Cauchy sequence in M, and, since it is precompact,
xj.t/ converges in M as j ! 1 to a point denoted by x.t/ 2 M. It follows that the
mapping x W I D S [ .I n S/ ! M is well-defined, and it is the pointwise limit on I
of the sequence fxjg D fxnjg (which is a subsequence of the original sequence fxng).
Noting that fyjg D fynjg converges pointwise on I to the mapping y as j ! 1 and
applying Lemma 5.1.4(b), we get, for all � > 0,

w�.x; y/ � lim inf
j!1 w�.xnj ; ynj/ � lim sup

n!1
w�.xn; yn/ D w .�/:

This completes the proof of Theorem 5.2.1. ut
Remark 5.2.2. In Theorem 5.2.1, a pointwise convergent subsequence of fxng is
extracted with respect to a given convergent sequence fyng (or a mapping y 2 X if
yn D y for all n 2 N). Traditionally (e.g., in Helly’s Theorem), the sequence fyng
is constant-valued in that, for some y0 2 M, yn.t/ D y0 for all t 2 I and n 2 N.
The conclusion ‘w�.x; y/ � w .�/ for all � > 0’ means a certain regularity of the
pointwise limit x 2 X in the sense that x 2 Xfin

w .y/. In particular, if y D xı, then, by
Theorem 5.1.3, we get x 2 Xfin

w .x
ı/ D Reg.II M/.

Example 5.2.3. (1) Condition (5.2.1) is sufficient, but not necessary. In fact, let I
be the unit interval Œ0; 1�, x0; x1 2 M, x0 ¤ x1, and, given n 2 N and t 2 I, define
xn.t/ 2 M by: xn.t/ D x0 if nŠt 2 Z, and xn.t/ D x1 otherwise. The sequence of
regulated mappings fxng � X converges pointwise on I to the Dirichlet mapping
D from Example 5.1.6, and

w�.xn; x
ı; Œ0; 1�/ D

�
2 � nŠ if 0 < � < d.x0; x1/;
0 if � � d.x0; x1/:

(2) The choice of an appropriate sequence fyng in Theorem 5.2.1 is essential. Let
fx0ng, fx1ng � M be two sequences such that x0n ! x0 and x1n ! x1 as n ! 1,
where x0; x1 2 M, x0 ¤ x1. Given n 2 N, define xn W I ! M by: xn.t/ D x0n if
t 2 I \ Q, and xn.t/ D x1n if t 2 I n Q. So (cf. Example 5.1.6),

w�.xn; x
ı/ D

� 1 if 0 < � < d.x0n; x1n/;

0 if � � d.x0n; x1n/;

and fxng converges pointwise on I to the Dirichlet mapping D . Since

jd.x0n; x1n/ � d.x0; x1/j � d.x0n; x0/C d.x1n; x1/ ! 0 as n ! 1;

there is n0 2 N such that d.x0n; x1n/ > d.x0; x1/=2 � �0 for all n � n0. Hence
w�.xn; xı/ D 1 for all 0 < � � �0 and n � n0, and so, Theorem 5.2.1 is
inapplicable in this context.



5.3 Bibliographical Notes and Comments 91

On the other hand, if yn D D , n 2 N, and Is;t D fs; tg, we have (cf. (5.1.8))

j.xn;D/.Is;t/j � d.xn.t/;D.t//C d.xn.s/;D.s// � 2"n;

where "n D maxfd.x0n; x0/; d.x1n; x1/g. Now, if � > 0, there is n0 D n0.�/ 2 N

such that 2"n � � for all n � n0, and so, by (5.1.4), w�.xn;D/ D 0, which implies
condition (5.2.1). It remains to note that the sequence fxng is pointwise precompact.

5.3 Bibliographical Notes and Comments

Section 5.1. It was discovered in this section that w from (5.1.4) has modular
properties. The restricted quantity w�.x; xı/when xı is a constant mapping and M D
R seems to originate from Dudley and Norvais̆a [37, Part III, Sect. 2]. Theorem 5.1.3
and Lemma 5.1.4 were established in Chistyakov, Maniscalco and Tretyachenko
[31, Sect. 3] (in different terminology) along with many other properties. Examples
for real-valued functions are presented in Tret’yachenko and Chistyakov [101].

Section 5.2. The first pointwise selection principle for monotone functions is
due to Helly [44]; its exposition can be found in many textbooks, e.g., Kelley
[52], Kolmogorov and Fomin [54], Natanson [83]. The novelty in Theorem 5.2.1,
which is an extension of [31, Theorem 2.1], is the introduction of an appropriate
pointwise convergent sequence fyng � X. At the same time, this Theorem contains
as particular cases many pointwise selection theorems established for different
classes of functions and mappings in Belov and Chistyakov [7], Chistyakov [10–
12, 14–16, 18, 21, 31], Dudley and Norvais̆a [37], Gniłka [40], Musielak and Orlicz
[76], Schramm [96], Waterman [103]. More details can be found in [31].



Chapter 6
Mappings of Bounded Generalized Variation

Abstract Here we follow the notation of Chap. 5, and denote the pseudomodular
from Definition 5.1.1 more precisely by wN

� .x; y/. For I D Œa; b� and a metric
space .M; d/, we define new pseudomodulars on the set X D MI , whose induced
modular spaces consist of mappings of bounded generalized variation (in the sense
of Jordan, Wiener-Young, Riesz-Medvedev). We prove the Lipschitz continuity of a
superposition operator (of “multiplication”) and establish the existence of selections
of bounded variation of compact-valued BV multifunctions. An application to
ordinary differential equations in Banach spaces is also given.

6.1 The Wiener-Young Variation

Let ' W Œ0;1/! Œ0;1/ be a nondecreasing continuous function such that '.0/D0,
'.u/ > 0 for u > 0, and '.1/ D 1 (i.e., limu!1 '.u/ D 1). Such functions are
conventionally called '-functions.

Definition 6.1.1. Given � > 0 and x; y 2 X, we define w W .0;1/ � X � X !
Œ0;1� by

w�.x; y/ � w'�.x; y; I/ D sup

� nX
iD1

'
� j.x; y/.Ii/j

�

�
W n 2 N and ftign

0 � I

�
; (6.1.1)

where ftign
0 � I denotes a partition of I, i.e., a D t0 < t1 < � � � < tn�1 < tn D b, and

j.x; y/.Ii/j is given by (5.1.1) (or (5.1.2), or (5.1.3)) with Ii D fti�1; tig, i D 1; : : : ; n.
(Note that fIign

1 � I with Ii D fsi; tig is a partition of I iff
Pn

iD1 jIij D jIj � b � a,
where jIij D ti � si.) The expression '.j.x; y/.Ii/j=�/ under the summation sign
in (6.1.1) is called the variational core of w corresponding to ftign

0 � I.

Lemma 6.1.2. The function w from (6.1.1) is a pseudomodular on X, and given
x0 2 M, a strict modular on PX D fx 2 X W x.a/ D x0g. Moreover, w is continuous
from the right, and if ' is convex on Œ0;1/, then w is convex.

© Springer International Publishing Switzerland 2015
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Proof. Suppose �;� > 0 and x; y; z 2 X.

(i) Since j.x; x/.Ii/j D 0 and '.0/ D 0, we get w�.x; x/ D supf0g D 0.
Now, we prove that if � > 0 and w�.x; y/ D 0, then t 7! d.x.t/; y.t// is a
constant function on I. This is a consequence of (5.1.10) provided we show
that j.x; y/.Is;t/j D 0 for all Is;t D fs; tg � I. In fact, definition (6.1.1) implies

'
� j.x; y/.Is;t/j

�

�
� w�.x; y/: (6.1.2)

Since w�.x; y/ D 0, and '.u/ D 0 iff u D 0, we find j.x; y/.Is;t/j D 0.
If x; y 2 PX, then d.x.t/; y.t// D d.x.a/; y.a// D d.x0; x0/ D 0 (i.e., x.t/ D

y.t/ for all t 2 I), and so, x D y. This shows that w is strict on PX.
(ii) Clearly, w�.x; y/ D w�.y; x/, because j.x; y/.Ii/j D j.y; x/.Ii/j in (6.1.1).

(iii) , (iv) Since ' is nondecreasing on Œ0;1/, given n 2 N and ftign
0 � I,

inequalities (5.1.5) and (1.3.6) yield (cf. also (1.3.7))

nX
iD1

'
� j.x; y/.Ii/j
�C �

�
�

nX
iD1

'
� �

�C �
� j.x; z/.Ii/j

�
C �

�C �
� j.z; y/.Ii/j

�

�

�
nX

iD1
'
� j.x; z/.Ii/j

�

�
C

nX
iD1

'
� j.z; y/.Ii/j

�

�

� w�.x; z/C w�.z; y/:

This implies the inequality in axiom (iii). If ' is convex, the convexity property
(iv) of w is established as in (1.3.8).

To see that w is continuous from the right, it suffices to obtain the inequality
w�.x; y/ � w�C0.x; y/. Given n 2 N, ftign

0 � I, and � > �, we have

nX
iD1

'
� j.x; y/.Ii/j

�

�
� w�.x; y/:

Passing to the limit as � ! �C 0, we get 1=� ! .1=�/ � 0, and so,

nX
iD1

'
� j.x; y/.Ii/j

�

�
� w�C0.x; y/

by virtue of the continuity of '. It remains to take the supremum as in (6.1.1). ut
If xı.t/ D xı for all t 2 I, where xı 2 M, then j.x; xı/.Ii/j D jx.Ii/j in (6.1.1),

and so, the value w�.x; xı/ is independent of xı:

w�.x; x
ı/ D sup

� nX
iD1

'
�d.x.ti/; x.ti�1//

�

�
W n 2 N and ftign

0 � I

�
:
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The quantity V'.x; I/ D w1.x; xı/ � w'1 .x; x
ı; I/ is known as the '-variation of

x 2 X on I in the sense of N. Wiener and L.C. Young, and the mapping x is said to be
of bounded '-variation provided V'.x; I/ < 1. Note that if we set '�.u/ D '.u=�/
for u � 0 and � > 0, then w�.x; xı/ D V'�.x; I/.

We denote by BV'.II M/ D X�
w � X�

w.x
ı/ the modular space of mappings

x W I !M of bounded (generalized) '-variation on I.

Lemma 6.1.3. BV'.II M/ � Reg.II M/.

Proof. Let x 2 BV'.II M/, so that w�.x; xı/ < 1 for some � > 0. First, we note
that x is a bounded mapping on I: in fact, by virtue of (6.1.2),

jx.I/j D j.x; xı/.I/j � �'�1C
�
w�.x; x

ı/
�
< 1; (6.1.3)

where '�1C is the right inverse of ' (see Example 3.3.10). To see that x is regulated,
we apply Theorem 5.1.3. To do this, we show that x 2 Xfin

wN
, i.e., wN

" .x; x
ı/ < 1 for

all " > 0. If " � jx.I/j, then wN

" .x; x
ı/ D 0, so suppose 0 < " < jx.I/j. Given n 2 N

and fIign
1 � I such that min1�i�n jx.Ii/j > ", by the monotonicity of ',

w�.x; x
ı/ �

nX
iD1

'
�jx.Ii/j=�

� �
nX

iD1
'."=�/ D n'."=�/;

i.e., n � w�.x; xı/='."=�/, and so,

wN

" .x; x
ı/ � w�.x; xı/

'."=�/
< 1; 0 < " < jx.I/j: (6.1.4)

ut
Remark 6.1.4. For a convex function ', w from (6.1.1) is convex, and so, X0w D
X�

w (see Sect. 2.1 and Proposition 1.2.3(c)). If ' is nonconvex, the problem of
characterization of the spaces X0w and Xfin

w is still unsolved even in the case when
M D R and, in particular. it is not known whether the space(s) X0w and/or Xfin

w
coincide(s) with X�

w D BV'.II M/ or not.

Lemma 6.1.5. Given x; y 2 BV'.II M/, we have:

(a) d1.x; y/ D d.x.a/; y.a//C d0w.x; y/ is a metric on BV'.II M/, and

d1.x; y/ � d.x.a/; y.a//C d0w.x; y/ � '�1C .d0w.x; y//I

(b) if, in addition, ' is convex, then dM.x; y/ D d.x.a/; y.a//C d�
w.x; y/ is a metric

on BV'.II M/ such that d1.x; y/ � maxf1; '�1.1/gdM.x; y/.

Proof. (a) By Lemma 6.1.2 and Theorem 2.2.1, d0w is a pseudometric on the space
X�

w D BV'.II M/, and d0w.x; y/ < 1 for x; y 2 X�
w. For every � > d0w.x; y/, we

have w�.x; y/ � �, which together with (6.1.2) implies j.x; y/.Is;t/j � �'�1C .�/,
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and so, passing to the limit as � ! d0w.x; y/, we get j.x; y/.Is;t/j � d0w.x; y/ �
'�1C .d0w.x; y// for all Is;t D fs; tg � I. Now, the inequality in (a) follows
from (5.1.10) with s D a.

(b) is established similarly: applying Theorem 2.3.1 and noting that � > d�
w.x; y/

implies w�.x; y/ � 1, and ' is strictly increasing on Œ0;1/ (see Appendix A.1),
we get j.x; y/.Is;t/j � '�1.1/�, and so, j.x; y/.Is;t/j � '�1.1/d�

w.x; y/ for all
s; t 2 I. It follows from (5.1.10) that

d.x.t/; y.t// � d.x.a/; y.a//C '�1.1/d�
w.x; y/ for all t 2 I. (6.1.5)

ut
Theorem 6.1.6. (a) Given x; y 2 X, a � s < t � b, and � > 0, we have

w�.x; y; Œa; s�/C w�.x; y; Œs; t�/ � w�.x; y; Œa; t�/:

(b) If fxng, fyng � X, x; y 2 X, xn ! x and yn ! y pointwise on I, then w�.x; y/ �
lim infn!1 w�.xn; yn/ for all � > 0, and d0w.x; y/ � lim infn!1 d0w.xn; yn/.
Furthermore, if ' is convex, then d�

w.x; y/ � lim infn!1 d�
w.xn; yn/.

(c) If the metric space .M; d/ is complete, then .BV'.II M/; d1/ is a complete metric
space. A similar assertion holds for .BV'.II M/;dM/ if ' is convex.

Proof. (a) For n;m 2 N and partitions ftign
0 � Œa; s� and ft0jgm

0 � Œs; t�, ftign
0 [ ft0jgm

0

is a partition of Œa; t�, and so, if Ii D fti�1; tig and I0
j D ft0j�1; t0jg, then

nX
iD1

'

	 j.x; y/.Ii/j
�



C

mX
jD1

'

	 j.x; y/.I0
j /j

�



� w�.x; y; Œa; t�/:

It remains to take the corresponding suprema in the left-hand side.
(b) 1. First, we note that, given n 2 N and Is;t D fs; tg � I, we have

ˇ̌j.xn; yn/.Is;t/j � j.x; y/.Is;t/j
ˇ̌ � d.xn.t/; x.t//C d.xn.s/; x.s//

C d.yn.t/; y.t//C d.yn.s/; y.s//: (6.1.6)

In fact, by virtue of (5.1.5) and (5.1.8),

j.xn; yn/.Is;t/j � j.xn; x/.Is;t/j C j.x; y/.Is;t/j C j.y; yn/.Is;t/j
� d.xn.t/; x.t//C d.xn.s/; x.s//C j.x; y/.Is;t/j

C d.y.t/; yn.t//C d.y.s/; yn.s//:

Inequality (6.1.6) follows if we exchange xn and x, and yn and y.
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From the pointwise convergence of xn to x, yn to y, and (6.1.6), we find

j.xn; yn/.Is;t/j ! j.x; y/.Is;t/j as n ! 1 for all s; t 2 I.

Definition (6.1.1) implies that if m 2 N and ftigm
0 � I, then

mX
iD1

'

	 j.xn; yn/.Ii/j
�



� w�.xn; yn/ for all n 2 N.

Passing to the limit inferior as n ! 1, by the continuity of ', we get

mX
iD1

'

	 j.x; y/.Ii/j
�



� lim inf

n!1 w�.xn; yn/:

Since m 2 N and ftigm
0 � I are arbitrary, we are through.

2. In order to prove the second inequality, it suffices to assume that the
quantity � � lim infn!1 d0w.xn; yn/ is finite. It follows that d0w.xnk ; ynk/ ! �

as k ! 1 for some subsequence fnkg1
kD1 of fng1

nD1. So, given " > 0, there is
k0 D k0."/ 2 N such that d0w.xnk ; ynk/ < �C " for all k � k0. By the definition
of d0w, w�C".xnk ; ynk/ � �C " for k � k0. Since xnk ! x and ynk ! y pointwise
on I, we find

w�C".x; y/ � lim inf
k!1 w�C".xnk ; ynk/ � �C ":

This means that d0w.x; y/ � �C " for all " > 0, and so, d0w.x; y/ � �.
Similar arguments apply to prove the third inequality in (b).

(c) Let fxng be a Cauchy sequence in BV'.II M/, i.e.,

d1.xn; xm/ D d.xn.a/; xm.a//C d0w.xn; xm/ ! 0 as n; m ! 1: (6.1.7)

The estimate in Lemma 6.1.5(a) implies that, for every t 2 I, fxn.t/g is a Cauchy
sequence in M. By the completeness of M, there exists a mapping x W I ! M
such that d.xn.t/; x.t// ! 0 as n ! 1 for all t 2 I. Since xn ! xn and xm ! x
pointwise on I as m ! 1, item (b) of this Theorem yields

d0w.xn; x/ � lim inf
m!1 d0w.xn; xm/ � lim

m!1 d1.xn; xm/ < 1 for all n 2 N.

It follows from (6.1.7) that

lim sup
n!1

d0w.xn; x/ � lim
n!1 lim

m!1 d1.xn; xm/ D 0;
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and so, d1.xn; x/ ! 0 as n ! 1. In order to show that x 2 BV'.II M/, we note
that, by the triangle inequality for d0w,

jd0w.xn; x
ı/ � d0w.xm; x

ı/j � d0w.xn; xm/ ! 0 as n; m ! 1:

Hence fd0w.xn; xı/g is a Cauchy sequence in R, and so, it is convergent (and
bounded). Since xn converges to x pointwise on I, we get

d0w.x; x
ı/ � lim inf

n!1 d0w.xn; x
ı/ D lim

n!1 d0w.xn; x
ı/ < 1:

By Theorem 2.2.1, x 	 xı, i.e., x 2 X�
w.x

ı/ D BV'.II M/.
The last assertion in (c) is proved similarly. ut
A generalization of the classical Helly selection principle for real functions of

bounded Jordan variation is given in the following

Corollary 6.1.7. A pointwise precompact sequence of mappings fxng � BV'.II M/,
satisfying C� � supn2N V'�.xn; I/ < 1 for some � > 0, contains a pointwise
convergent subsequence whose pointwise limit x belongs to the space BV'.II M/.

Proof. In order to apply Theorem 5.2.1 with yn � xı, it suffices to verify
condition (5.2.1). Inequality (6.1.3) implies

jxn.I/j � �'�1C .w�.xn; x
ı// D �'�1C

�
V'�.xn; I/

� � �'�1C .C�/; n 2 N:

For " � jxn.I/j, we have wN

" .xn; xı/ D 0, and if 0 < " < jxn.I/j, then, by virtue
of (6.1.4),

wN

" .xn; x
ı/ � w�.xn; xı/

'."=�/
D V'�.xn; I/

'."=�/
� C�
'."=�/

:

It follows that

sup
n2N

wN

" .xn; x
ı/ � C�

'."=�/
< 1 for all " > 0,

and so, condition (5.2.1) is satisfied. By Theorem 5.2.1, a subsequence fxnk g of fxng
converges pointwise on I to a mapping x 2 Reg.II M/. Applying Theorem 6.1.6(b),
we get

w�.x; x
ı/ � lim inf

k!1 w�.xnk ; x
ı/ D lim inf

k!1 V'�.xnk ; I/ � C� < 1;

which implies x 2 X�
w.x

ı/ D BV'.II M/. ut
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6.2 Lipschitzian Operators

Let .M; d/ and .N; d/ be two metric spaces (with different metrics d, in general).
Denote by X D MN the set of all operators T W N ! M mapping N into M. Given
� > 0 and T; S 2 X, we set W�.T; S/ D D.T; S/=�, where

D.T; S/ D sup

� j.T; S/.Ix;y/j
d.x; y/

W Ix;y D fx; yg � N; x ¤ y

�

and (following the pattern of (5.1.1))

j.T; S/.Ix;y/j D sup
v2M

ˇ̌
d.Tx; v/C d.Sy; v/ � d.Ty; v/ � d.Sx; v/

ˇ̌
:

If, in addition, .M; d;C/ is a metric semigroup, we may replace the last quantity (as
in (5.1.2)) by

j.T; S/.Ix;y/j D d.Tx C Sy;Ty C Sx/; x; y 2 N: (6.2.1)

For every � > 0, W� is an extended pseudometric on X, and so (see Sect. 1.3.2),
W is a convex pseudomodular on X, and a convex modular on PX D fT W N ! M j
Tu0 D v0g, where elements u0 2 N and v0 2 M are fixed.

If C W N ! M is a constant operator (i.e., Cx D Cy for all x; y 2 N), then we
have j.T;C/.Ix;y/j D d.Tx;Ty/, x; y 2 N, and so, W�.T;C/ D L.T/=�, where

L.T/ D D.T;C/ D sup
˚
d.Tx;Ty/=d.x; y/ W x, y 2 N, x ¤ y

�
(6.2.2)

is the least Lipschitz constant of T 2 X. Clearly, L.T/ is independent of C. It follows
that the modular space X

�
W

D X
�
W
.C/ D fT 2 X W L.T/ < 1g is the set of all

Lipschitzian operators from N into M, which is denoted by Lip.NI M/. The function
d�
W
.T; S/ D D.T; S/ from (2.3.3) is a pseudometric on Lip.NI M/, and a metric on

Lip0.NI M/ D PX�
W

D fT 2 Lip.NI M/ W Tu0 D v0g.
Given T; S 2 Lip.NI M/, the following inequalities hold:

jL.T/ � L.S/j � D.T; S/ � L.T/C L.S/;

and, by virtue of (5.1.10), for every x; y 2 N,

jd.Tx; Sx/ � d.Ty; Sy/j � j.T; S/.Ix;y/j � D.T; S/d.x; y/: (6.2.3)
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6.3 Superposition Operators

Suppose .N; d;C/ and .M; d;C/ are two metric semigroups with (generally,
different) zeros 0. Let T W N ! M be an additive operator, i.e., it satisfies the
Cauchy equation T.x C y/ D Tx C Ty for all x; y 2 N. Clearly, we have T.0/ D 0:
in fact, d.0;T.0// D d.T.0/;T.0/C T.0// D d.T.0/;T.0// D 0. The zero operator
000 W N ! M is the constant operator such that 000x D 0 2 M for all x 2 N. We denote
by LA.NI M/ the set of all additive operators from Lip.NI M/.

Let ' be a convex '-function. Since D (based on (6.2.1)) is a metric on
LA.NI M/, we may replace M by LA.NI M/, and d—by D in Lemma 6.1.5(b), and
consider the space BV'.II LA.NI M// equipped with the metric

DN;M.T; S/ D D.T.a/; S.a//C D
�
w.T; S/; T; S 2 BV'.II LA.NI M//; (6.3.1)

where D
�
w.T; S/ D inf f� > 0 W wD

� .T; S/ � 1g (see (2.3.3)) and

wD

� .T; S/D sup

� nX
iD1

'

	
D.T.ti/CS.ti�1/;T.ti�1/CS.ti//

�



W n 2 N and ftign

0 � I

�
:

Also, we denote by 000 the mapping 000.t/ D 000, t 2 I, so that 000 2 BV'.II LA.NI M//.
Recall that, given a mapping h W I � N ! M, the operator H � Hh W NI ! MI ,

defined by .Hx/.t/ D h.t; x.t// for all t 2 I and x W I ! N, is said to be the
superposition (Nemytskii) operator with the generator h.

In the next theorem, we make use of the assumptions above concerning N, M,
and '. It is to be noted that, in Theorem 6.3.1, in order to construct metric spaces
.BV'.II N/;d N/ and .BV'.II M/;dM/, we apply (5.1.2) instead of (5.1.1).

Theorem 6.3.1. Given T 2 BV'.II LA.NI M//, define the mapping h W I � N ! M
by the rule: h.t; x/ D T.t/x for all t 2 I and x 2 N. Then the superposition operator
H, generated by h, maps the metric space .BV'.II N/;d N/ into the metric space
.BV'.II M/;dM/ and is Lipschitzian, and the following inequality holds:

dM.Hx;Hy/ � �.'/DN;M.T; 000/d N.x; y/ for all x; y 2 BV'.II N/, (6.3.2)

where �.'/ D maxf1; 2'�1.1/g.

Proof. Taking into account Lemma 6.1.5(b), we have to estimate the quantity

dM.Hx;Hy/ D d..Hx/.a/; .Hy/.a//C d�
w.Hx;Hy/:

Since T.a/ 2 Lip.NI M/, the first term is estimated from (6.2.2):

d..Hx/.a/; .Hy/.a//Dd.T.a/x.a/;T.a/y.a//�D.T.a/;000/d.x.a/; y.a//DA0B0;
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where A0 D D.T.a/;000/ and B0 D d.x.a/; y.a//. Now, it suffices to prove that

d�
w.Hx;Hy/ � �A C �B (6.3.3)

with � D d�
w.x; y/, � D D

�
w.T; 000/, A D supt2I D.T.t/;000/, and B D d1.x; y/. In fact,

noting that, in view of Lemma 6.1.5(b) and equality (6.3.1), dN.x; y/ D B0 C � and
DN;M.T; 000/ D A0 C �, and that, by virtue of (6.1.5),

B D sup
t2I

d.x.t/; y.t// � d.x.a/; y.a//C '�1.1/d�
w.x; y/ D B0 C '�1.1/�;

and similarly (replacing d by D and x—by T in (6.1.5)),

A D sup
t2I

D.T.t/;000/ � D.T.a/;000/C '�1.1/D�
w.T; 000/ D A0 C '�1.1/�;

we find dM.Hx;Hy/ � A0B0 C �A C �B, which is less than or equal to

A0B0 C �.A0 C '�1.1/�/C �.B0 C '�1.1/�/ � �.'/.A0 C �/.B0 C �/:

The last expression is exactly the right-hand side of the inequality (6.3.2).
Now we establish inequality (6.3.3). Given Is;t D fs; tg � I, the additivity

property of the operator T.t/ implies the equality

ŒT.t/x.t/C T.s/y.s/�C ŒT.t/.x.s/C y.t//�C ŒT.t/y.s/C T.s/x.s/�

D ŒT.s/x.s/C T.t/y.t/�C ŒT.t/.x.t/C y.s//�C ŒT.t/x.s/C T.s/y.s/�:

(6.3.4)

For k D 0; 1; 2, denote by `k (by rk) the .kC1/-th term in square brackets in the
left-hand (right-hand) side of this equality, so that `0 C `1 C `2 D r0 C r1 C r2.
Applying inequality (A.3.1) from Appendix A.3, we have

d.`0; r0/ D d.`0 C `1 C `2; r0 C `1 C `2/ D d.r0 C r1 C r2; r0 C `1 C `2/

D d.r1 C r2; `1 C `2/ � d.r1; `1/C d.r2; `2/: (6.3.5)

Since .Hx/.t/ D T.t/x.t/ for all t 2 I and x 2 NI , (5.1.2) implies

j.Hx;Hy/.Is;t/j D d
�
.Hx/.t/C .Hy/.s/; .Hx/.s/C .Hy/.t/

�
D d

�
T.t/x.t/C T.s/y.s/;T.s/x.s/C T.t/y.t/

�
:
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By (6.3.4), (6.3.5), (6.2.2), and (6.2.1), this is less than or equal to

d
�
T.t/.x.t/ C y.s//;T.t/.x.s/C y.t//

�
C d

�
T.t/x.s/C T.s/y.s/;T.t/y.s/C T.s/x.s/

�
� D.T.t/;000/d

�
x.t/C y.s/; x.s/C y.t/

�C j.T.t/;T.s//.Ix.s/;y.s//j:

Now, it follows from (5.1.2) and (6.2.3) that

j.Hx;Hy/.Is;t/j � D.T.t/;000/j.x; y/.Is;t/j C D.T.t/;T.s//d.x.s/; y.s//

� A � j.x; y/.Is;t/j C j.T; 000/.Is;t/j � B; (6.3.6)

where, by virtue of (5.1.2),

j.T; 000/.Is;t/j D D.T.t/C 000.s/;T.s/C 000.t// D D.T.t/;T.s//:

If AB D 0, then A D 0 or B D 0 and, since D is a metric on LA.NI M/ and d is a
metric on N, we have T.t/ D 000 for all t 2 I, or x.t/ D y.t/ for all t 2 I, and so, the
left- and right-hand sides in (6.3.3) are equal to zero.

Suppose AB ¤ 0. Let �� ¤ 0. From (6.3.6), the convexity of ', and (6.1.1),
given a partition ftign

0 � I (so that Ii D fti�1; tig), we find

nX
iD1

'

	 j.Hx;Hy/.Ii/j
�AC�B



� �A

�AC�B

nX
iD1

'

	 j.x; y/.Ii/j
�




C �B

�AC�B

nX
iD1

'

	 j.T; 000/.Ii/j
�




� �A

�AC�B
w�.x; y/C �B

�AC�B
wD

�.T; 000/;

and so, again by (6.1.1),

w�AC�B.Hx;Hy/ � �A

�AC�B
w�.x; y/C �B

�AC�B
wD

�.T; 000/: (6.3.7)

By Lemma 6.1.2, functions 
 7! w
 .x; y/ and � 7! wD

� .T; 000/ are continuous from
the right on .0;1/, and so, applying Theorem 2.3.2(c), we get w�.x; y/ � 1

and wD

�.T; 000/ � 1. Inequality (6.3.7) implies w�AC�B.Hx;Hy/ � 1, and now
inequality (6.3.3) follows from definition (2.3.3).

Assume that � D 0. Then j.x; y/.Is;t/j � '�1.1/d�
w.x; y/ D 0 (see the proof of

Lemma 6.1.5(b)), and so, (6.3.6) implies

j.Hx;Hy/.Is;t/j � j.T; 000/.Is;t/j � B for all s; t 2 I. (6.3.8)
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If � ¤ 0, then it follows from (6.3.8) that w�B.Hx;Hy/ � wD

�.T; 000/ � 1 (in place
of (6.3.7)), and so, d�

w.Hx;Hy/ � �B as asserted in (6.3.3). If � D 0, then, similar
to the above, j.T; 000/.Is;t/j � '�1.1/D�

w.T; 000/ D 0, which implies that the right-hand
side in (6.3.8) is equal to zero for all s; t 2 I, and so, w�.Hx;Hy/ D 0 for all � > 0,
i.e., d�

w.Hx;Hy/ D 0 in (6.3.3). In the final case when � ¤ 0 and � D 0, we find
j.T; 000/.Is;t/j D 0 in (6.3.6), which yields w�A.Hx;Hy/ � w�.x; y/ � 1. This gives
d�

w.Hx;Hy/ � �A, establishing (6.3.3).
In order to see that H maps BV'.II N/ into BV'.II M/, we set y.t/ D 0 for all

t 2 I in (6.3.2): since Hy D 0, we find

d�
w.Hx; 0/ � dM.H.x/;H.0// � �.'/DN;M.T; 000/d N.x; 0/ < 1:

By Theorem 2.3.1, Hx 	 0 	 xı, and so, Hx 2 X�
w D BV'.II M/. ut

Remark 6.3.2. If, in Theorem 6.3.1, N D M is a complete metric semigroup and
T 2 BV'.II LA.MI M// is such that �.'/DM;M.T; 000/ < 1, then Theorem 6.1.6(c)
implies that .BV'.II M/;dM/ is also a complete metric semigroup, and so, by the
Banach Contraction Theorem, there is a unique x 2 BV'.II M/ such that x D Hx,
i.e., x is the unique solution of the functional equation x.t/ D T.t/x.t/ in M (t 2 I).

6.4 Selections of Bounded Variation

Given a metric space .M; d/, let us consider a particular case of the pseudomodular
w'�.x; y/ from Definition 6.1.1 on the set X D MI when '.u/ D id.u/ D u, i.e.,
wid
� .x; y; I/ D .1=�/W.x; y; I/, where � > 0, x; y 2 X, and

W.x; y; I/ D sup

� nX
iD1

j.x; y/.Ii/j W n 2 N and ftign
0 � I

�
: (6.4.1)

Clearly (cf. the proof of Lemma 5.1.2), W is a pseudometric on X.
Theorem 6.1.6(a) can be refined as follows.

Lemma 6.4.1. Given x; y 2 X and a � s < t � b, we have:

W.x; y; Œa; s�/C W.x; y; Œs; t�/ D W.x; y; Œa; t�/ (additivity of W).

Proof. In order to verify the inequality �, let ftign
0 � Œa; t� be a partition of the

interval Œa; t�, so that Ii D fti�1; tig, i D 1; : : : ; n, and tk�1 � s � tk for some
1 � k � n. By virtue of (5.1.1) (or (5.1.2), or (5.1.3)),

j.x; y/.Ik/j D j.x; y/.Itk�1;tk/j � j.x; y/.Itk�1;s/j C j.x; y/.Is;tk/j; (6.4.2)
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whence

nX
iD1

j.x; y/.Ii/j �
k�1X
iD1

j.x; y/.Ii/j C j.x; y/.Ik/j C
nX

iDkC1
j.x; y/.Ii/j

� W.x; y; Œa; s�/C W.x; y; Œs; t�/;

and it remains to take the supremum over all n 2 N and ftign
0 � Œa; t�. ut

The quantity V.x; I/ D Vid .x; I/ D W.x; xı; I/, i.e.,

V.x; I/ D sup

� nX
iD1

d.x.ti/; x.ti�1// W n 2 N and ftign
0 � I

�
;

is the usual (C. Jordan) variation of mapping x 2 X on I, and x is said to be of
bounded variation on I provided V.x; I/ < 1.

We denote by BV.II M/DBVid .II M/ the modular space of all mappings x W I !
M of bounded variation on I. The set of discontinuity points of an x 2 BV.II M/
is an at most countable subset of I: in fact, given a � s � t � b, by virtue of
Lemma 6.4.1, we have

d.x.t/; x.s// � V.x; Œs; t�/ D V.x; Œa; t�/ � V.x; Œa; s�/; (6.4.3)

where t 7! V.x; Œa; t�/ is a nondecreasing function on I, and hence regulated.

Remark 6.4.2. If ' is a convex '-function on Œ0;1/, then

BV.II M/ � BV'.II M/: (6.4.4)

In fact, since ' is superadditive (Appendix A.1), V'.x; I/ � '.V.x; I// for all
mappings x 2 BV.II M/. Moreover, if '0.0/ > 0, the two spaces in (6.4.4) coincide:
given x 2 BV'.II M/, there is � > 0 such that V'�.x; I/ D w'�.x; x

ı/ < 1 and,
since '0.0/ D infu>0 '.u/=u, we have u � �'�.u/='0.0/ for all u � 0, which
implies V.x; I/ � �V'�.x; I/='

0.0/, and so, x 2 BV.II M/.
If ' is not necessarily convex and lim supu!C0 '.u/=u < 1, then inclusion

(6.4.4) holds, and the reverse inclusion in (6.4.4) holds if lim supu!C0 u='.u/ < 1.

Recall that a mapping F W I ! P.M/ is said to be a multifunction, and a mapping
f W I ! M is called a selection of F if f .t/ 2 F.t/ for all t 2 I. By the Axiom
of Choice, selections always exist. However, in what follows we are interested in
selections preserving certain regularity properties of the original multifunction such
as ‘to be of bounded variation’.

Denote by c.M/ the family of all nonempty compact subsets of M, equipped with
the Hausdorff metric D D Dd induced by metric d on M (Appendix A.2).
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Theorem 6.4.3 (existence of BV selections). Given F 2 BV.II c.M//, t0 2 I, and
x0 2 F.t0/, there exists x 2 BV.II M/ such that x.t/ 2 F.t/ for all t 2 I, x.t0/ D x0,
and V.x; I/ � V.F; I/.

Proof. Since the multifunction F W I ! c.M/ is of bounded variation (with respect
to D), the set E � I of points of discontinuity of F is at most countable. Denote by S
the set fs0; s1; s2g[.I \Q/[E, where s0 D a, s1 D t0, and s2 D b. Then S D fsjg1

jD0
is a countable dense subset of I such that, given n � 2, the collection fsjgn

jD0 is a
partition of I. Ordering the points in fsjgn

jD0 in ascending order and denoting the
resulting collection by ftn

i gn
iD0, we have: ftn

i gn
iD0 � I (i.e., a D tn

0 < tn
1 < � � � <

tn
n�1 < tn

n D b), t0 D tn
k0.n/

for some k0.n/ 2 f0; 1; : : : ; ng, and

for every s 2 S there is n0.s/ 2 N such that s 2 ftn
i gn

iD0 for all n � n0.s/.
(6.4.5)

Taking into account that F.t/ 2 c.M/, t 2 I, we define xn
i 2 F.tn

i / for all i D
0; 1; : : : ; n inductively as follows. First, assume that a < t0 < b, and so, k0.n/ 2
f1; : : : ; n � 1g.

(a) Set xn
k0.n/

D x0.
(b) If i 2 fk0.n/C 1; : : : ; ng and xn

i�1 2 F.tn
i�1/ is already chosen, pick an element

xn
i 2 F.tn

i / such that d.xn
i�1; xn

i / D dist .xn
i�1;F.tn

i // (see (A.2.1)).
(c) If i 2 f1; : : : ; k0.n/g and xn

i 2 F.tn
i / is already chosen, pick xn

i�1 2 F.tn
i�1/ such

that d.xn
i ; x

n
i�1/ D dist .xn

i ;F.t
n
i�1//.

Now, if t0 D a (then k0.n/ D 0), we define xn
i 2 F.tn

i / following (a) and (b), and if
t0 D b (then k0.n/ D n), we define xn

i 2 F.tn
i / as in (a) and (c).

Let xn W I ! M (n � 2) be a step mapping of the form:

xn.t/ D xn
i�1 if tn

i�1 � t < tn
i ; i D 1; : : : ; n; and xn.b/ D xn

n: (6.4.6)

We have xn.t0/ D xn.tn
k0.n/

/ D xn
k0.n/

D x0 and, by the additivity in Lemma 6.4.1
of V.�; J/ D W.�; xı; J/ in the variable interval J � I, (b) and (c) above, and the
definition of the Hausdorff metric D (Appendix A.2),

V.xn; I/ D
nX

iD1
V.xn; Œt

n
i�1; tn

i �/ D
nX

iD1
d.xn

i ; x
n
i�1/

�
nX

iD1
D.F.tn

i /;F.t
n
i�1// � V.F; I/ for all n � 2. (6.4.7)

It follows that supn�2 V.xn; I/ < 1, and so, in order to apply Corollary 6.1.7, we
ought to verify that the sequence fxng is pointwise precompact on I.

By (6.4.5), if s 2 S, then s 2 ftn
i gn

iD0 for all n � n0.s/, and so, (a), (b) and (c)
above, and definition (6.4.6) imply

xn.s/ 2 F.s/ for all n � n0.s/. (6.4.8)
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Since F.s/ � M is compact, the closure of fxn.s/ W n � 2g in M is also compact.
Suppose t 2 I n S. Then t 2 .a; b/ is a point of continuity of F (with respect to D).
By the density of S in I, there is a sequence fs0

kg1
kD1 � S \ .a; t/ such that s0

k ! t as
k ! 1. By (6.4.5), there is an integer n1 D n0.s0

1/ � 2 such that s0
1 D tn1

i1
for some

1 � i1 � n1 � 1. Setting s D s0
2 in (6.4.5), choose an integer n2 > maxfn0.s0

2/; n1g,
so that s0

2 D tn2
i2

for some 1 � i2 � n2 � 1. Inductively, if k � 3, and nk�1 2 N is
already chosen, setting s D s0

k in (6.4.5), pick an integer nk > maxfn0.s0
k/; nk�1g, so

that we have s0
k D tnk

ik
for some 1 � ik � nk � 1. Since ftnk

i gnk
iD0 is a partition of I,

there exists a unique integer jk such that ik � jk � nk � 1 and

s0
k D tnk

ik
� tnk

jk
< t < tnk

jkC1 for all k 2 N. (6.4.9)

By virtue of definition (6.4.6), xnk.t/ D xnk
jk

2 F.tnk
jk
/ for all k 2 N, and (6.4.9)

implies tnk
jk

! t as k ! 1. Picking, for every k 2 N, an element x.k/t 2 F.t/ such

that d.xnk
jk
; x.k/t / D dist .xnk

jk
;F.t//, by the continuity of F at t and the definition of D,

we find

d.xnk.t/; x
.k/
t / � D.F.tnk

jk
/;F.t// ! 0 as k ! 1:

Since fx.k/t g1
kD1 � F.t/ and F.t/ is compact, there exists a subsequence of fx.k/t g,

again denoted by fx.k/t g, which converges in M to an element xt 2 F.t/ as k ! 1,
and so,

d.xnk.t/; xt/ � d.xnk.t/; x
.k/
t /C d.x.k/t ; xt/ ! 0 as k ! 1:

This proves the precompactness of the set fxn.t/ W n 2 Ng.
By Corollary 6.1.7, there is a subsequence of fxng, again denoted by fxnk g,

which converges pointwise on I to a mapping x 2 BV.II M/. It follows from
Theorem 6.1.6(b) and (6.4.7) that

V.x; I/ � lim inf
k!1 V.xnk ; I/ � V.F; I/:

Since xn.t0/ D x0 for n � 2, we have x.t0/ D x0. The inclusion x.t/ 2 F.t/ for t 2 S
follows from (6.4.8). If t 2 I n S, then, by virtue of (6.4.9),

dist .x.t/;F.t// � d.x.t/; xnk.t//C dist .xnk.t/;F.t//

� d.x.t/; xnk.t//C D.F.tnk
jk
/;F.t// ! 0 as k ! 1,

and so, dist .x.t/;F.t// D 0, i.e., x.t/ 2 F.t/ D F.t/. ut
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6.5 Absolutely Continuous Mappings

An alternative approach to introduce the space BV.II M/ of mappings x W I ! M
of bounded Jordan variation is as follows. In place of (6.1.1) with ' D id , consider
the pseudomodular w given, for � > 0 and x; y 2 X D MI , by the rule:

w�.x; y/Dsup

� nX
iD1

j.x; y/.Ii/j W n2N and fIign
1� I such that �

nX
iD1

jIij<1
�
;

(6.5.1)

where (see Sect. 5.1) if Ii D fsi; tig, we set jIij D ti � si. We also put jIj D b � a.

Lemma 6.5.1. For every � > 0, w� is an extended pseudometric on X and, given
x0 2 M, an extended metric on PX D fx W I ! M j x.a/ D x0g, such that the
function � 7! w�.x; y/ is nonincreasing and continuous from the right on .0;1/ for
all x; y 2 X. So, by Sect. 1.3.2, w is a pseudomodular on X and a strict modular on
PX. Furthermore, w is nonconvex on X and PX.

Proof. As usual, in what follows �;� > 0 and x; y; z 2 X.

(i) Since j.x; x/.Ii/j D 0, we have w�.x; x/ D supf0g D 0. Let us show that if
� > 0 and w�.x; y/ D 0, then t 7! d.x.t/; y.t// is a constant function on I.
By (5.1.10), it suffices to show that j.x; y/.Is;t/j D 0 for all Is;t D fs; tg � I
with s < t. It follows from definition (6.5.1) of w that if n 2 N and

fIign
1 � I are such that �

nX
iD1

jIij < 1, then
nX

iD1
j.x; y/.Ii/j � w�.x; y/.

(6.5.2)

Let ftigm
0 � Œs; t� be a partition of Œs; t� such that max1�i�m.ti � ti�1/ < 1=�.

(Clearly, if � < 1=jIj, then �.t � s/ � �jIj < 1, and so, by (6.5.2),
j.x; y/.Is;t/j � w�.x; y/ D 0.) Since �.ti � ti�1/ < 1, condition (6.5.2) implies
j.x; y/.Iti�1;ti/j � w�.x; y/ D 0 for all i D 1; : : : ;m. By inequality (6.4.2),
we get

j.x; y/.Is;t/j �
mX

iD1
j.x; y/.Iti�1;ti/j D 0 for all s; t 2 I,

which proves that t 7! d.x.t/; y.t// is a constant function on I.
Now, if x; y 2 PX, then d.x.t/; y.t// D d.x.a/; y.a// D 0 for all t 2 I, and so,

x D y. This shows that w is strict on PX.
(ii) Because j.x; y/.Ii/j D j.y; x/.Ii/j in (6.5.1), we have w�.x; y/ D w�.y; x/.
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(iii) By (5.1.5), for any n 2 N and fIign
1 � I such that �

Pn
iD1 jIij < 1, we have

nX
iD1

j.x; y/.Ii/j �
nX

iD1
j.x; z/.Ii/j C

nX
iD1

j.z; y/.Ii/j � w�.x; z/C w�.z; y/;

which implies w�.x; y/ � w�.x; z/ C w�.z; y/, and so, w� is an extended
pseudometric on X and extended metric on PX.

The function � 7! w�.x; y/ is nonincreasing on .0;1/: if 0 < �1 < �2, n 2 N,
and fIign

1 � I, then condition �2
Pn

iD1 jIij < 1 implies condition �1
Pn

iD1 jIij < 1,
and so, w�2.x; y/ � w�1.x; y/. To see that this function is continuous from the right
on .0;1/, we let n 2 N and fIign

1 � I be such that �
Pn

iD1 jIij < 1. For every � > �
such that �

Pn
iD1 jIij < 1, definition (6.5.1) implies

Pn
iD1 j.x; y/.Ii/j � w�.x; y/,

and so, passing to the limit as � ! � C 0, we get
Pn

iD1 j.x; y/.Ii/j � w�C0.x; y/.
Thus, w�.x; y/ � w�C0.x; y/. The reverse inequality follows from (1.2.4).

In order to prove that w is nonconvex, we first note that

w�.x; y/ D W.x; y/ for all 0 < � < 1=jIj, (6.5.3)

where W is defined in (6.4.1).
In fact, for every fIign

1 � I, we have �
Pn

iD1 jIij � �jIj < 1, and so,

w�.x; y/ D sup

� nX
iD1

j.x; y/.Ii/j W n 2 N and fIign
1 � I

�

D sup

� nX
iD1

j.x; y/.Iti�1;ti/j W n 2 N and ftign
0 � I

�
D W.x; y/:

Now, the nonconvexity of w follows from Proposition 1.2.3(b) if we note that, for
y D xı, x 2 BV.II M/, x.a/ D xı, and x ¤ xı, we have

lim
�!C0w�.x; x

ı/ D W.x; xı; I/ D V.x; I/ < 1: �

In order to study the corresponding modular spaces, we prove the following

Lemma 6.5.2. Given � > 0 and x; y 2 X, we have:

w�.x; y/ � W.x; y/ � k.�/w�.x; y/ with k.�/ D Œ�jIj�C 1;

where Œ˛� denotes the greatest integer not exceeding ˛ (for ˛ > 0).

Proof. The left-hand side inequality is clear, because condition ‘fIign
1 � I such that

�
Pn

iD1 jIij < 1’ is more restrictive than simply the condition ‘fIign
1 � I’.
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To establish the right-hand side inequality, let k 2 N and fsjgk
0 � I be a partition

of I such that max1�j�k.sj �sj�1/<1=�. It follows that jIj DPk
jD1.sj �sj�1/< k=�,

which implies k > �jIj, i.e., k � k.�/. Given 1 � j � k, for any n 2 N and a
partition ftign

0 � Œsj�1; sj�, setting Ii D fti�1; tig for i D 1; : : : ; n, we find fIign
1 � I

and

�

nX
iD1

jIij D �

nX
iD1
.ti � ti�1/ D �.sj � sj�1/ < 1:

By (6.5.2),
Pn

iD1 j.x; y/.Ii/j � w�.x; y/, and the arbitrariness of n and ftign
0 imply

W.x; y; Œsj�1; sj�/ � w�.x; y/ for all j D 1; : : : ; k. By the additivity property of W

(Lemma 6.4.1), we conclude that

W.x; y/ � W.x; y; I/ D
kX

jD1
W.x; y; Œsj�1; sj�/ � kw�.x; y/;

and the right-hand side inequality follows with k D k.�/. ut
Remark 6.5.3. If 0 < � < 1=jIj in Lemma 6.5.2, then k.�/ D Œ�jIj�C 1 D 1, and
so, w�.x; y/ D W.x; y/, which is exactly equality (6.5.3).

Recall that a mapping x W I ! M is said to be absolutely continuous (in symbols,
x 2 AC.II M/) if for every " > 0 there is ı."/ > 0 such that

nX
iD1

jx.Ii/j < " for all n 2 N and fIign
1 � I with

nX
iD1

jIij < ı."/. (6.5.4)

Theorem 6.5.4. X0w D AC.II M/ � X�
w D Xfin

w D BV.II M/.

Proof. (Recall that xı.t/ D xı for all t 2 I, where xı 2 M is fixed.)

1. Let us show that BV.II M/ � Xfin
w . If x 2 BV.II M/, then V.x; I/ D W.x; xı/ <

1, and so, by Lemma 6.5.2, we have w�.x; xı/ � W.x; xı/ < 1 for all � > 0,
which means that x 2 Xfin

w � X�
w. Now, we show that X�

w � BV.II M/. In fact,
if x 2 X�

w, then w�.x; xı/ is finite for some � > 0. Applying Lemma 6.5.2 once
again, we get W.x; xı/ � k.�/w�.x; xı/ < 1, i.e., x 2 BV.II M/.

2. We know from Sect. 2.1 that X0w � X�
w. To see that X0w � AC.II M/, let x 2 X0w,

i.e., w�.x; xı/ ! 0 as � ! 1. This implies that for every " > 0 there is
�0."/ > 0 such that w�.x; xı/ < " for all � � �0."/. Setting ı."/ D 1=�0."/, we
find w1=ı."/.x; xı/ < ". By definition (6.5.1), this means that condition (6.5.4)
holds, and so, x 2 AC.II M/. The reverse inclusion AC.II M/ � X0w is
obtained by reversing the previous arguments. In fact, if x 2 AC.II M/, then
for each " > 0 there is ı."/ > 0 such that (6.5.4) holds. Definition (6.5.1)
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implies w1=ı."/.x; xı/ � ". By Lemma 6.5.1, the function � 7! w�.x; xı/ is
nonincreasing, and so, if � � 1=ı."/, w�.x; xı/ � w1=ı."/.x; xı/ � ". This yields
lim�!1 w�.x; xı/ D 0 and x 2 X0w. ut

Remark 6.5.5. The pseudometric d0w.x; y/ D inf f� > 0 W w�.x; y/ � �g on the
modular space X�

w D BV.II M/ satisfies the inequalities:

p
1C 4jIjW.x; y/ � 1

2jIj � d0w.x; y/ � W.x; y/:

In order to see this, denote by �0 the quantity at left-hand side and note that it is the
nonnegative root of the quadratic equation jIj�2 C � � W.x; y/ D 0. Now, if � > 0

is such that w�.x; y/��, then, by Lemma 6.5.2, we get

W.x; y/ � k.�/w�.x; y/ � .Œ�jIj�C 1/� � �2jIj C �;

and so, �0 � �, which establishes the left-hand side inequality. For the right-hand
side inequality, we have: if � > 0 and � � W.x; y/, then Lemma 6.5.2 implies
w�.x; y/ � W.x; y/ � �, and so, by the definition of d0w, d0w.x; y/ � W.x; y/.

The above inequalities and Lemma 6.5.2 imply that the d0w-convergence and
modular convergence (with respect to w from (6.5.1)) are equivalent on X�

w D
BV.II M/.

6.6 The Riesz-Medvedev Generalized Variation

In this section, I D Œa; b�, jIj D b � a, .M; d/ is a metric space, X D MI , and ˆ is a
convex function on Œ0;1/ such thatˆ.u/ D 0 iff u D 0 (see Appendix A.1), and so,

Œˆ� � lim
u!1ˆ.u/=u D sup

u>0
ˆ.u/=u 2 .0;1�:

The inverse function ˆ�1 of ˆ is increasing, continuous, and concave on Œ0;1/.
Moreover, the function !ˆ.u/ D uˆ�1.1=u/, u > 0, is nondecreasing, continuous,
and concave (hence subadditive), and

!ˆ.0/ � !ˆ.C0/ D lim
u!C0 !ˆ.u/ D 1=Œˆ� 2 Œ0;1/:

Given � > 0 and x; y 2 X, changing the variational core in (6.1.1), we set

w�.x; y/�wˆ� .x; y; I/Dsup

� nX
iD1

jIijˆ
	j.x; y/.Ii/j

�jIij



W n 2 N and ftign
0 � I

�
;

(6.6.1)

where Ii D fti�1; tig, jIij D ti � ti�1, ftign
0 is a partition of I, and the joint increment

j.x; y/.Ii/j is given by (5.1.1) (or in particular cases by (5.1.2) or (5.1.3)).
Note that Lemma 6.1.2 holds for the function w from (6.6.1). In this case,

inequality (6.1.2) is replaced by the inequality
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.t � s/ˆ

	j.x; y/.Is;t/j
�.t � s/



� w�.x; y/; Is;t D fs; tg � I; s < t;

and so,

j.x; y/.Is;t/j � �jt � sjˆ�1
	

w�.x; y/

jt � sj


; s; t 2 I; s ¤ t: (6.6.2)

If, as usual, xı.t/ � xı on I with xı 2 M, we find that the quantity

w�.x; x
ı/ D sup

� nX
iD1

jIijˆ
	jx.Ii/j
�jIij



W n 2 N and ftign

0 � I

�

is independent of the constant mapping xı.
The quantity Vˆ.x; I/ D w1.x; xı/ � wˆ1 .x; x

ı; I/ is known as the generalized
ˆ-variation of x 2 X on I in the sense of F. Riesz and Yu. T. Medvedev, and x is
said to be of bounded ˆ-variation if Vˆ.x; I/ < 1. Clearly, w�.x; xı/ D Vˆ�.x; I/,
where ˆ�.u/ D ˆ.u=�/ for u � 0 and � > 0.

We denote by GV̂ .II M/ D X�
w D X�

w.x
ı/ the modular space of all mappings

x W I ! M of bounded generalized ˆ-variation on I. Since ˆ is convex, by
Lemma 6.1.2, we have X0w D X�

w.
Let Lip.II M/ be the space of all Lipschitzian mappings x W I ! M (it is

introduced by setting N D I with natural metric in Sect. 6.2). The least Lipschitz
contant (6.2.2) of x 2 Lip.II M/ will be denoted by L.x; I/ D sup

˚
d.x.t/; x.s//=

jt � sj W t; s2 I, t¤s
�
:

Theorem 6.6.1. Lip.II M/ � Xfin
w � X�

w D GV̂ .II M/ � BV.II M/I moreover,

Xfin
w D GV̂ .II M/ D BV.II M/ if Œˆ� < 1, and (6.6.3)

GV̂ .II M/ � AC.II M/ if Œˆ� D 1. (6.6.4)

Proof. 1. Let x 2 Lip.II M/. We have jx.Ii/j � L.x; Ii/jIij for any partition ftign
0 � I

with Ii D fti�1; tig, and so, by the monotonicity of ˆ,

nX
iD1

jIijˆ
	jx.Ii/j
�jIij



�

nX
iD1

jIijˆ
	

L.x; Ii/

�



� jIjˆ�L.x; I/=��:

Taking the supremum over all partitions of I, we get

w�.x; x
ı/ D Vˆ�.x; I/ � jIjˆ�L.x; I/=��; � > 0;

which implies x 2 Xfin
w � X�

w D GV̂ .II M/.
2. To show that GV̂ .II M/ � BV.II M/, we argue as follows. If x; y 2 X are such

that x 	 y, then w�.x; y/ < 1 for some � D �.x; y/ > 0. Given fIign
1 � I, setting

˛i D jIij and ui D j.x; y/.Ii/j=�jIij in Jensen’s inequality (A.1.2), we have
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ˆ

	Pn
iD1j.x; y/.Ii/j
�
Pn

iD1jIij



� 1Pn
iD1jIij �

nX
iD1

jIijˆ
	j.x; y/.Ii/j

�jIij



� w�.x; y/Pn
iD1jIij ;

and so, taking the inverse function ˆ�1, we find

nX
iD1

j.x; y/.Ii/j � �

	 nX
iD1

jIij


ˆ�1

	
w�.x; y/Pn

iD1jIij


: (6.6.5)

Now, if ftign
0 � I is a partition of I with Ii D fti�1; tig, then

Pn
iD1jIij D jIj, and it

follows from (6.4.1) and (6.6.5) that

W.x; y/ � W.x; y; I/ � �jIjˆ�1�w�.x; y; I/=jIj�: (6.6.6)

Assuming that x 2 GV̂ .II M/ and y D xı in (6.6.6), we get V.x; I/ D W.x; xı/ <
1, i.e., x 2 BV.II M/.

3. Let us prove (6.6.3). It suffices to show that BV.II M/ � Xfin
w . If x 2 BV.II M/

and fIign
1 � I, then taking into account the inequality ˆ.u/ � Œˆ�u for all u � 0,

we find

nX
iD1

jIijˆ
	jx.Ii/j
�jIij



� Œˆ�

�

nX
iD1

jx.Ii/j � Œˆ�

�
V.x; I/:

In particular, if
Pn

iD1 jIij D jIj, this implies

w�.x; x
ı/ � Œˆ�

�
V.x; I/ < 1 for all � > 0;

and so, x 2 Xfin
w .

4. In order to establish (6.6.4), let x 2 GV̂ .II M/, so that w�.x; xı/ is finite for some
� > 0. If w�.x; xı/ D 0, then (6.6.2) implies d.x.t/; x.s// D j.x; xı/.Is;t/j D 0

for all s; t 2 I, i.e., x is a constant mapping on I. Assuming that w�.x; xı/ ¤ 0,
let fIign

1 � I. Since Œˆ� D 1, we find

lim
r!C0 rˆ�1.w�.x; xı/=r/ D w�.x; x

ı/ lim
u!1

u

ˆ.u/
D 0:

Hence, given " > 0 there exists ı."/ > 0 such that rˆ�1.w�.x; xı/=r/ < "=� for
all 0 < r < ı."/. This and inequality (6.6.5) with y D xı yield condition (6.5.4),
and so, x 2 AC.II M/. ut
Due to (6.6.3), in the sequel we mainly study the case when Œˆ� D 1.
As the following lemma shows, quantity (6.6.1) is additive in the third variable.

Lemma 6.6.2. Given x; y 2 X, a � s < t � b, and � > 0, we have

w�.x; y; Œa; s�/C w�.x; y; Œs; t�/ D w�.x; y; Œa; t�/:
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Proof. Inequality (�) is established as in Theorem 6.1.6(a), so we concentrate on
the reverse inequality. Let ftign

0 � Œa; t� be a partition of Œa; t�. With no loss of
generality, we may assume that tk�1 < s < tk for some 1 � k � n. Setting
I0 D Itk�1;s D ftk�1; sg and I00 D Is;tk D fs; tkg, we find jIkj D jI0j C jI00j and,
by virtue of (6.4.2), j.x; y/.Ik/j � j.x; y/.I0/j C j.x; y/.I00/j. From the convexity (and
monotonicity) of ˆ, we have

jIkjˆ
	 j.x; y/.Ik/j

�jIkj



� jI0jˆ
	 j.x; y/.I0/j

�jI0j



C jI00jˆ
	 j.x; y/.I00/j

�jI00j


:

Applying this inequality to the k-th term in the sum in (6.6.1) corresponding to
I D Œa; t� and noting that ftigk�1

0 [ fsg is a partition of Œa; s� and fsg [ ftign
k is a

partition of Œs; t�, we obtain the desired inequality (�). ut
The structure of mappings from GV̂ .II M/ is clarified in the following

Theorem 6.6.3. Given x 2 BV.II M/, set �.t/ D V.x; Œa; t�/ for t 2 I, and let J D
�.I/ be the image of I under �. We have: x 2 GV̂ .II M/ if and only if � 2 GV̂ .IIR/
and there is x1 2 Lip.JI M/ such that L.x1; J/ � 1 and x.t/ D x1.�.t// for all t 2 I.
Furthermore, Vˆ�.�; I/ D w�.x; xı; I/ D Vˆ�.x; I/ in Œ0;1� for all � > 0.

Proof. ()) Suppose x 2 GV̂ .II M/. Then Vˆ�.x; I/ D w�.x; xı/ < 1 for some
�>0. By Theorem 6.6.1 and inequality (6.6.6) (with y D xı), the function � is well-
defined, bounded, nondecreasing, and (absolutely) continuous on I. Hence J D Œ0; `�

where ` D V.x; I/. Given a partition ftign
0 � I with Ii D fti�1; tig and jIij D ti � ti�1,

the additivity of W (Lemma 6.4.1) and inequality (6.6.6) imply

j�.Ii/j D �.ti/ � �.ti�1/ D W.x; xı; Œti�1; ti�/ � �jIijˆ�1
	

w�.x; xı; Œti�1; ti�/
jIij



:

From the monotonicity of ˆ and Lemma 6.6.2, we get

nX
iD1

jIijˆ
	j�.Ii/j
�jIij



�

nX
iD1

w�.x; x
ı; Œti�1; ti�/ D w�.x; x

ı; I/ D Vˆ�.x; I/:

This implies � 2 GV̂ .IIR/ along with the inequality

Vˆ�.�; I/ � Vˆ�.x; I/: (6.6.7)

For � 2 J D Œ0; `�, we set x1.�/ D x.t/ where t 2 I is any element such that
� D �.t/ (more explicitly, x1.�.t// D x.t/). The mapping x1 W J ! M is well-
defined: by virtue of (6.4.3), if s 2 I and �.s/ D � , then x.s/ D x.t/. In order to see
that L.x1; J/ � 1, we let �; � 2 J, so that � D �.t/ and � D �.s/ for some t; s 2 I.
It follows from (6.4.3) that

d.x1.�/; x1.�// D d.x.t/; x.s// � j�.t/ � �.s/j D j� � � j:
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(() Since � 2 GV̂ .IIR/, we have Vˆ�.�; I/ < 1 for some � > 0, and
by (6.6.4), � 2 AC.IIR/ (and so, J D �.I/ is a closed interval in R). For any
partition ftign

0 � I of I with Ii D fti�1; tig, we find

nX
iD1

jIijˆ
	jx.Ii/j
�jIij



D

nX
iD1

jIijˆ
	

d.x1.�.ti//; x1.�.ti�1///
�jIij




�
nX

iD1
jIijˆ

	
L.x1; J/

j�.Ii/j
�jIij



� Vˆ�.�; I/;

and so, Vˆ�.x; I/ � Vˆ�.�; I/. It remains to take into account inequality (6.6.7). ut
The quantity (6.6.1) with y D xı allows the integral representation as follows.

Theorem 6.6.4. Let .M; k � k/ be a reflexive Banach space and x 2 GV̂ .II M/.
Then x is norm-differentiable almost everywhere on I, its derivative x0 is strongly
measurable and Bochner integrable on I, x.t/ D x.a/ C R t

a x0.�/ d� for all t 2 I,
and

Vˆ�.x; I/ D Vˆ.x=�; I/ D
Z

I
ˆ

	kx0.t/k
�



dt; � > 0: (6.6.8)

Proof. By the assumption, Vˆ�.x; I/ D w�.x; xı; I/ < 1 for some � > 0.

1. First, we show that if 0 < s < jIj D b � a, then

Z b�s

a
ˆ

	kx.t C s/ � x.t/k
�s



dt � Vˆ�.x; I/: (6.6.9)

By Lemma 6.6.2, function t 7! Vˆ�.x; Œa; t�/ is nondecreasing on I and, hence,
Riemann integrable. Since, by (6.6.4), x 2 AC.II M/, t 7! kx.t C s/ � x.t/k is a
continuous function for t 2 Œa; b� s�. From the definition of theˆ�-variation and
Lemma 6.6.2, we have

ˆ

	kx.t C s/ � x.t/k
�s



� 1

s

�
Vˆ�.x; Œa; t C s�/ � Vˆ�.x; Œa; t�/

�
:x

Integrating over t 2 Œa; b � s� and changing variables appropriately, we get

Z b�s

a
ˆ

	kx.t C s/ � x.t/k
�s



dt � 1

s

Z b

b�s
Vˆ�.x; Œa; t�/ dt � Vˆ�.x; I/:

2. Since x is absolutely continuous on I, all assertions of the theorem, except
(6.6.8), are established in a standard way (see comments in Sect. 6.7). In order to
obtain (6.6.8), we note that

kx0.t/k � lim inf
s!C0

kx.t C s/ � x.t/k
s

for almost every t 2 I;
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and so, inequality (6.6.9) and Fatou’s Lemma imply

Z
I
ˆ

	kx0.t/k
�



dt � lim inf

s!C0

Z b�s

a
ˆ

	kx.t C s/ � x.t/k
�s



dt � Vˆ�.x; I/:

The reverse inequality follows from the integral representation of x and Jensen’s
integral inequality (A.1.3) (see Appendix A.1): in fact, if ftign

0 is a partition of I and
Ii D fti�1; tig, we have

nX
iD1

jIijˆ
	jx.Ii/j
�jIij



D

nX
iD1
.ti � ti�1/ˆ

	kx.ti/ � x.ti�1/k
�.ti � ti�1/




�
nX

iD1
.ti � ti�1/ˆ

	
1

ti � ti�1

Z ti

ti�1

kx0.t/k
�

dt




�
nX

iD1

Z ti

ti�1

ˆ

	kx0.t/k
�



dt D

Z
I
ˆ

	kx0.t/k
�



dt:

Thus Vˆ�.x; I/ � R
I ˆ
�kx0.t/k=�� dt, which completes the proof. ut

Corollary 6.6.5. (a) If .M; k � k/ is a reflexive Banach space, then x 2 GV̂ .II M/
if and only if x 2 AC.II M/ and

R
I ˆ
�kx0.t/k=�� dt < 1 for some � > 0.

(b) If .M; d/ is a metric space, x W I ! M, and �.t/ D V.x; Œa; t�/ for t 2 I, then
x 2 GV̂ .II M/ if and only if � 2 AC.IIR/ and

R
I ˆ
�j�0.t/j=�� dt < 1 for some

� > 0, in which case we have

Vˆ�.x; I/ D Vˆ.�=�; I/ D
Z

I
ˆ

	
1

�
� d

dt
V.x; Œa; t�/



dt:

Proof. (a) is a straightforward consequence of Theorem 6.6.4.
(b) follows from item (a), the reflexivity of R, and Theorem 6.6.3. ut
Remark 6.6.6. (1) The interest in mappings of bounded generalized Riesz-

Medvedev ˆ-variation lies in the fact that only such mappings are absolutely
continuous on I: any x 2 AC.II M/ belongs to some GV̂ .II M/. In fact,
since �.t/ D V.x; Œa; t�/, t 2 I, is in AC.IIR/, Lebegue’s Theorem on the
differentiation of numerical functions implies that the (almost everywhere)
derivative �0 is Lebesgue integrable on I. It follows from Krasnosel’skiı̆ and
Rutickiı̆ [56, Sect. 8.1] that there exists a convex '-function ˆ on Œ0;1/

with Œˆ� D 1 such that
R

I ˆ
�j�0.t/j� dt < 1. Corollary 6.6.5(b) yields

x 2 GV̂ .II M/.
(2) Similar to Lemma 6.1.5(b), given x; y 2 GV̂ .II M/, the function dM.x; y/ D

d.x.a/; y.a// C d�
w.x; y/ is a metric on GV̂ .II M/, for which we have the

inequality d1.x; y/ � maxf1; !ˆ.jIj/gdM.x; y/. In fact, for any � > d�
w.x; y/,
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we get w�.x; y/�1, and so, inequality (6.6.6) implies W.x; y/��!ˆ.jIj/. Thus
W.x; y/�d�

w.x; y/!ˆ.jIj/, and it follows from (5.1.10) that

d.x.t/; y.t// � d.x.a/; y.a//C j.x; y/.Ia;t/j � d.x.a/; y.a//C W.x; y/

� d.x.a/; y.a//C d�
w.x; y/!ˆ.jIj/ for all t 2 I:

(3) Note that the d�
w-convergence and w-convergence (see (6.6.6)) on the space

PX�
w D fx 2 GV̂ .II M/ W x.a/ D x0g imply the uniform convergence.

(4) It follows from (6.6.2) that x 2 GV̂ .II M/ has the “qualified” modulus of
continuity of the form d.x.t/; x.s// � d�

w.x; x
ı/!ˆ.jt � sj/ for t; s 2 I.

(5) Counterparts of Theorem 6.1.6(b), (c) also hold in the space GV̂ .II M/. An
analogue of Theorem 6.3.1 holds if we replace BV' by GV̂ , and �.'/—by
the quantity �.ˆ/ D maxf1; 2!ˆ.jIj/g.

Example 6.6.7. Here we present an example when the metric and modular conver-
gences coincide in the space GV̂ .II M/. In order to be able to calculate explicitly,
we set I D Œ0; 1�, M D R, and ˆ.u/ D eu � 1 for u � 0. Clearly, Œˆ� D 1,
and ˆ does not satisfy the �2-condition (see Example 4.2.7(1)). For ˛ > 0, define
x˛ W Œ0; 1� ! R by

x˛.t/ D ˛t.1 � log t/ if 0 < t � 1; and x˛.0/ D 0:

Since x0̨ .t/ D �˛ log t for 0 < t � 1, by virtue of (6.6.8), we have

w�.x˛; 0/ D
Z 1

0

ˆ

	jx0̨ .t/j
�



dt D

Z 1

0

dt

t˛=�
� 1 D

8<
:

1 if 0 < � � ˛;

˛

� � ˛ if � > ˛:

Hence x˛ 2 X�
w.0/ D GV̂ .II M/ for all ˛ > 0. Noting that

d�
w.x˛; 0/ D inff� > 0 W w�.x˛; 0/ � 1g D 2˛;

we find that, as ˛ ! C0, d�
w.x˛; 0/ ! 0 and w�.x˛; 0/ ! 0 for all � > 0, and (in

accordance with Theorem 4.1.1) these two convergences are equivalent.

Example 6.6.8. Here we exhibit an example when the modular convergence in
GV̂ .II M/ is weaker than the metric convergence. Let I, M, and ˆ be as in the
previous Example 6.6.7. Given 0 � ˇ � 1, define xˇ W Œ0; 1� ! R as follows:

xˇ.t/ D t � .t C ˇ/ log.t C ˇ/C ˇ logˇ if ˇ > 0 and 0 � t � 1

and

x0.t/ D t � t log t if 0 < t � 1; and x0.0/ D 0:
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Since x0̌ .t/ D � log.t C ˇ/ for ˇ > 0 and t 2 Œ0; 1�, we have

jx0̌ .t/jD� log.tCˇ/ if 0 � t � 1�ˇ; and jx0̌ .t/j D log.tCˇ/ if 1�ˇ < t � 1;

and so, applying the integral formula (6.6.8), we find

w�.xˇ; 0/ D
Z 1

0

ˆ

 jx0̌ .t/j
�

!
dt D I1 C I2 � 1; �; ˇ > 0;

where

I1 D
Z 1�ˇ

0

dt

.t C ˇ/1=�
D
8<
:

�

� � 1
�
1 � ˇ.��1/=�� if 0 < � ¤ 1;

� logˇ if � D 1;

and

I2 D
Z 1

1�ˇ
.t C ˇ/1=� dt D �

�C 1

�
.1C ˇ/.�C1/=� � 1

�
for all � > 0:

From Example 6.6.7 with ˛ D 1, we also have w�.x0; 0/ D 1 if 0 < � � 1, and
w�.x0; 0/ D 1=.� � 1/ if � > 1. Thus xˇ 2 X�

w.0/ D GV̂ .II M/ for all 0 � ˇ � 1.
Clearly, xˇ converges pointwise on Œ0; 1� to x0 as ˇ ! C0.
Let us calculate the values w�.xˇ; x0/ for � > 0 and d�

w.xˇ; x0/ and investigate
their convergence to zero as ˇ ! C0. Since

.xˇ � x0/
0.t/ D � log.t C ˇ/C log t for 0 < t � 1;

we have

j.xˇ � x0/0.t/j
�

D log.t C ˇ/ � log t

�
D log

	
1C ˇ

t


1=�
;

and so, applying (6.6.8), we get

w�.xˇ; x0/ D w�.xˇ�x0; 0/ D
Z 1

0

ˆ

	j.xˇ�x0/0.t/j
�



dt D �1C

Z 1

0

	
1C ˇ

t


1=�
dt:

If 0 < � � 1, then

	
1C ˇ

t


1=�
� 1C ˇ

t
and

Z 1

0

	
1C ˇ

t



dt D 1;

and so, w�.xˇ; x0/ D 1 for all 0 < ˇ � 1 and 0 < � � 1.
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Suppose � > 1. We have

w�.xˇ; x0/ D �1C
Z ˇ

0

	
1C ˇ

t


1=�
dt C

Z 1

ˇ

	
1C ˇ

t


1=�
dt � �1C II1 C II2;

where

II1�
Z ˇ

0

	
2ˇ

t


1=�
dt D .2ˇ/1=�

Z ˇ

0

t�1=�dt D .2ˇ/1=� � �

� � 1 �ˇ1�.1=�/ D

D21=� � �ˇ
� � 1 ! 0 as ˇ ! C0

and

II2 �
Z 1

ˇ

	
1C ˇ

t



dt D .1 � ˇ/ � ˇ logˇ ! 1 as ˇ ! C0:

It follows that w�.xˇ; x0/ ! 0 as ˇ ! C0 for all � > 1.
On the other hand, w�.xˇ; x0/ D 1 for all 0 < ˇ � 1 and 0 < � � 1, and so,

d�
w.xˇ; x0/ D inff� > 0 W w�.xˇ; x0/ � 1g � 1;

and d�
w.xˇ; x0/ does not converge to zero as ˇ ! C0.

Next we are going to show that the space GV̂ .II M/ is adequate for solving
certain Carathéodory-type ordinary differential equations.

Let .M; k � k/ be a reflexive Banach space. We denote by L1.II M/ the space
of all strongly measurable and Bochner integrable mappings x W I ! M, and by
L .̂II M/—the Orlicz space of all strongly measurable mappings x W I ! M such
that �.˛x/ < 1 for some constant ˛ D ˛.x/ > 0, where �.x/ D R

I ˆ
�kx.t/k�dt is

the classical Orlicz convex modular (see Musielak [75, Chap. II]).
Given x0 2 M, we set PX�

w D fx 2 GV̂ .II M/ W x.a/ D x0g.

Theorem 6.6.9. Let f W I � M ! M be a mapping satisfying the following
properties:

(C.1) for each x 2 M, the mapping f .�; x/ � Œt 7! f .t; x/� W I ! M is strongly
measurable, and f .�; y0/ 2 L .̂II M/ for some y0 2 MI

(C.2) there exists a constant L > 0 such that kf .t; x/ � f .t; y/k � Lkx � yk for
almost all t 2 I and all x; y 2 M.

Then, the integral operator T, defined by

.Tx/.t/ D x0 C
Z t

a
f .s; x.s// ds; x 2 PX�

w; t 2 I; (6.6.10)

maps PX�
w into itself, and the following inequality holds:

wLjIj�.Tx;Ty/ � w�.x; y/ for all � > 0 and x; y 2 PX�
w. (6.6.11)
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Proof. 1. First, we show that T is well-defined. Suppose x 2 PX�
w. Since x 2

GV̂ .II M/ and x.a/ D x0, so that x 2 AC.II M/, conditions (C.1) and (C.2) imply
that the composed mapping t 7! f .t; x.t// is strongly measurable. Let us prove
that this mapping belongs to L1.II M/. By Theorem 6.6.4, x.t/ D x0 C R t

a x0.s/ ds
for all t 2 I, and so, condition (C.2) yields

kf .t; x.t//k � kf .t; x.t// � f .t; y0/k C kf .t; y0/k
� Lkx.t/ � y0k C kf .t; y0/k

� L
Z

I
kx0.s/k ds C Lkx0 � y0k C kf .t; y0/k (6.6.12)

for almost all t 2 I. Since x 2 GV̂ .II M/, Theorem 6.6.4 implies the existence of
a constant �1 D �1.x/ > 0 such that

C1 � Vˆ�1 .x; I/ D
Z

I
ˆ

	kx0.s/k
�1



ds < 1;

and since, by (C.1), f .�; y0/ 2 Lˆ.II M/, there is �2D�2.f .�; y0//>0 such that

C2 � �
�
f .�; y0/=�2

� D
Z

I
ˆ

	kf .t; y0/k
�2



dt < 1:

Setting �0 D L�1jIj C 1C �2 and noting that

L�1jIj
�0

C 1

�0
C �2

�0
D 1;

by the convexity of ˆ, we find (see (6.6.12))

ˆ

 
1

�0


L
Z

I
kx0.s/k ds C Lkx0 � y0k C kf .t; y0/k

�!

� L�1jIj
�0

ˆ

	
1

jIj
Z

I

kx0.s/k
�1

ds



C 1

�0
ˆ
�
Lkx0�y0k

�C �2

�0
ˆ

	kf .�; y0/k
�2



;

and so, (6.6.12) and Jensen’s integral inequality (A.1.3) yield

Z
I
ˆ

	kf .t; x.t//k
�0



dt � L�1jIj

�0
C1 C jIj

�0
ˆ
�
Lkx0 � y0k

�C �2

�0
C2; (6.6.13)

where the right-hand side, denoted by C0, is finite. Applying Jensen’s integral
inequality once again, we get

ˆ

	
1

�0jIj
Z

I
kf .t; x.t//k dt



� 1

jIj
Z

I
ˆ

	kf .t; x.t//k
�0



dt � C0

jIj ;
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which implies

Z
I
kf .t; x.t//k dt � �0jIjˆ�1

	
C0
jIj


< 1:

Thus, Œt 7! f .t; x.t//� 2 L1.II M/. As a consequence, the operator T is well-
defined on PX�

w and, by (6.6.10), Tx 2 AC.II M/ for all x 2 PX�
w, which implies

that the almost everywhere derivative .Tx/0 belongs to L1.II M/ and satisfies the
equality

.Tx/0.t/ D f .t; x.t// for almost all t 2 I: (6.6.14)

2. It is clear from (6.6.10) that, given x 2 PX�
w, we have .Tx/.a/ D x0. In order to

show that Tx 2 GV̂ .II M/, we take into account (6.6.8), (6.6.14), and (6.6.13):

w�0.Tx; 0/ D
Z

I
ˆ

	k.Tx/0.t/k
�0



dt D

Z
I
ˆ

	kf .t; x.t//k
�0



dt � C0;

and so, T maps PX�
w into itself.

3. To prove inequality (6.6.11), let � > 0 and x; y 2 PX�
w. By virtue of (6.6.8)

and (6.6.14), we find

wLjIj�.Tx;Ty/ D wLjIj�.Tx � Ty; 0/ D
Z

I
ˆ

	k.Tx � Ty/0.t/k
LjIj�



dt

D
Z

I
ˆ

	kf .t; x.t// � f .t; y.t//k
LjIj�



dt: (6.6.15)

Since x.a/ D y.a/ D x0, assumption (C.2) and Theorem 6.6.4 imply

kf .t; x.t// � f .t; y.t//k � Lkx.t/ � y.t/k � L
Z

I
k.x � y/0.s/k ds;

for almost all t 2 I, and so, Jensen’s integral inequality, the monotonicity of ˆ
and (6.6.8) yield

ˆ

	kf .t; x.t// � f .t; y.t//k
LjIj�



� ˆ

	
1

jIj
Z

I

k.x � y/0.s/k
�

ds




� 1

jIj
Z

I
ˆ

	k.x � y/0.s/k
�



ds D 1

jIj w�.x; y/:

Now, inequality (6.6.11) follows from (6.6.15). ut
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Corollary 6.6.10. Under the assumptions of Theorem 6.6.9, suppose LjIj < 1.
Then, there is x 2 GV̂ .II M/ such that x0.t/ D f .t; x.t// for almost all t 2 I and
x.a/ D x0.

Proof. By Remark 6.6.6(5) and Theorem 6.1.6(c), the metric space . PX�
w;dM/ is

complete, where PX�
w D fx 2 GV̂ .II M/ W x.a/ D x0g and

dM.x; y/ D d.x.a/; y.a//C d�
w.x; y/ D d�

w.x; y/ for all x; y 2 PX�
w:

Let us show that the integral operator T from (6.6.10) is contractive on PX�
w; more

precisely, d�
w.Tx;Ty/ � LjIjd�

w.x; y/ for all x; y 2 PX�
w. In fact, given � > 0

such that w�.x; y/ � 1, inequality (6.6.11) implies wLjIj�.Tx;Ty/ � 1, and so,
definition (2.3.3) of d�

w gives d�
w.Tx;Ty/ � LjIj�. Due to the arbitrariness of � > 0 as

above, the contractiveness of T follows. Applying the Banach Contraction Principle
to the operator T on PX�

w, we infer that T admits a fixed point, i.e., Tx D x for some
x 2 PX�

w. Finally, taking into account Theorem 6.6.4, we obtain the result. ut
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Section 6.1. Functions of bounded '-variation, generalizing functions of bounded
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operators. Theorem 6.3.1 generalizes the Banach algebra property from Maligranda
and Orlicz [69], and it is a particular case of the results in Chistyakov [19, 25].

Section 6.4. Continuous and Lipschitzian selections of multifunctions from an
interval into a normed space with (nonconvex) compact values were established by
Hermes [46]. Selections of bounded variation were discovered by Chistyakov [10].
Refinements of the selection theorem from [10] are presented in [7, 11, 12, 14].
A detailed study of selections of bounded (generalized) variation is Chistyakov [18].
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Chistyakov and Galkin [30] showed that multifunctions of bounded '-variation
(even with '.u/ D up, u � 0, p > 1) may admit no selections of bounded
'-variation.

Section 6.5. This is an unusual modular approach to absolutely continuous
functions and mappings, which are classically introduced by (6.5.4), e.g., Barbu
and Precupanu [6], Natanson [83], Schwartz [97]. One more time it demonstrates
the flexibility and applicability of metric modulars (even in the classical setting).

Section 6.6. The notion of the ˆ-variation Vˆ.x; I/ with ˆ.u/ D up (p > 1) and
M D R was introduced by Riesz [94], and Medvedev [72] for general convex '-fun-
ctionsˆ with Œˆ� D 1, where they proved the equivalence as in Corollary 6.6.5(a).
The integral formula (6.6.8) is due to Cybertowicz and Matuszewska [34] for
M D R, and Chistyakov [12, 14] for metric space .M; d/. Further properties and
generalizations of the ˆ-variation are contained in Chistyakov [13, 15, 16]. Regular
selections of classes AC and GV̂ were established in Belov and Chistyakov [7]
and Chistyakov [18]. The missing details in step 2 of the proof of Theorem 6.6.4
can be found in Barbu and Precupanu [6, Sect. 3.2]. The Banach algebra property
of the space GV̂ .IIR/ was established by Maligranda and Orlicz [69]. Complete
characterization of multivalued Lipschitzian superposition operators in classes GV̂
is presented in Chistyakov [18, Sect. 13]. Theorem 6.6.3 and Corollary 6.6.5(b) are
due to Chistyakov [14]. Examples 6.6.7 and 6.6.8 and Theorem 6.6.9 are taken from
Chistyakov [28]. Theorem 6.6.9 supplements certain results in the theory of ordinary
differential equations of Carathéodory’s type (see Filippov [38]), where solutions x
of class AC.II M/ are usually considered under the assumption f .�; y0/ 2 L1.II M/.



Appendix

A.1 Superadditive, Subadditive, and Convex Functions

A function ' W Œ0;1/ ! Œ0;1/ is said to be superadditive if

(a) '.C0/ � limu!C0 '.u/ D 0,
(b) '.u/ > 0 for u > 0, and
(c) '.u/C '.v/ � '.u C v/ for all u; v � 0.

Such a function ' is increasing, '.0/ D 0, and '.1/ � limu!1 '.u/ D 1.
The inverse function '�1 W Œ0;1/ ! Œ0;1/ of ' is well-defined, increasing,

'�1.1/ D 1, and subadditive:

(a1) '�1.C0/ D '�1.0/ D 0,
(b1) '�1.u/ > 0 for u > 0, and
(c1) '�1.u C v/ � '�1.u/C '�1.v/ for all u; v � 0.

Convex functions are an important particular case of superadditive functions.
More precisely, if ' W Œ0;1/ ! Œ0;1/ is a convex function such that '.u/ D 0

only at u D 0, then ' is superadditive and continuous on Œ0;1/, and the function
u 7! '.u/=u is nondecreasing on Œ0;1/, so that

lim
u!C0

'.u/

u
D inf

u>0

'.u/

u
2 Œ0;1/ and lim

u!1
'.u/

u
D sup

u>0

'.u/

u
2 .0;1�:

In fact, the convexity of ' on Œ0;1/ means that, for all 0 � ˛ � 1 and u; v � 0,

'.˛u C .1 � ˛/v/ � ˛'.u/C .1 � ˛/'.v/; (A.1.1)
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and, in particular '.˛u/ � ˛'.u/. Given 0 � u1 < u2, setting ˛ D u1=u2 and
u D u2, we get '.u1/=u1 � '.u2/=u2. Since

'.ui/ � ui

u1 C u2
'.u1 C u2/ for ui � 0 with i D 1; 2,

the superadditivity property of ' follows.
In order to see that ' is continuous on Œ0;1/, we first note that 0 � '.˛/ �

˛'.1/ for 0 � ˛ � 1, and so, '.C0/ D 0 D '.0/. Now, suppose u > 0. Since ' is
increasing, the one-sided limits '.u � 0/ and '.u C 0/ exist in Œ0;1/, and we have
'.u � 0/ � '.u/ � '.u C 0/. From the convexity of ', we get

'.u/ � '.u1/
u � u1

� '.u2/ � '.u/
u2 � u

for all 0 < u1 < u < u2;

that is,

'.u/ � '.u1/C .u � u1/
'.u2/ � '.u/

u2 � u
:

Passing to the limit as u1 ! u � 0, we find '.u/ � '.u � 0/. Similarly,

'.u2/ � '.u/
u2 � u

� '.u3/ � '.u2/
u3 � u2

if u < u2 < u3;

which implies

'.u2/ � .u2 � u/
'.u3/ � '.u2/

u3 � u2
� '.u/:

Letting u2 go to u C 0, we get '.u C 0/ � '.u/, which completes the proof of the
continuity of ' on Œ0;1/.

For instance, given u; v � 0, we have:

up C vp � .u C v/p � 2p�1.up C vp/ if p � 1;

.u C v/p � up C vp � 21�p.u C v/p if 0 < p < 1:

Let ' W Œ0;1/ ! Œ0;1/ be a convex function such that '.u/ D 0 iff u D 0.
Its inverse '�1 is increasing, continuous, and concave on Œ0;1/. In fact, given
u1; v1�0, we set u D '�1.u1/ and v D '�1.v1/, so that u1 D '.u/ and v1 D '.v/.
By (A.1.1),

'
�
˛'�1.u1/C .1�˛/'�1.v1/

� � ˛u1 C .1�˛/v1; 0 � ˛ � 1;

whence, taking the inverse function '�1 from both sides of this inequality,

˛'�1.u1/C .1�˛/'�1.v1/ � '�1.˛u1 C .1�˛/v1/:
Note that since '�1 is concave, it is subadditive.
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The function !'.u/ D u'�1.1=u/, u > 0, is continuous, nondecreasing, and
concave on .0;1/. In fact, given 0 < u1 < u2, we set v1 D '�1.1=u1/ and
v2 D '�1.1=u2/. Since 1=u2 < 1=u1 and '�1 is increasing, we get v2 < v1, and
since the function v 7! '.v/=v is nondecreasing, we find '.v2/=v2 � '.v1/=v1 or,
equivalently, v1='.v1/ � v2='.v2/. Noting that 1='.v1/ D u1 and 1='.v2/ D u2,
we have

!'.u1/ D u1'
�1.1=u1/ � u2'

�1.1=u2/ D !'.u2/:

The concavity of !' on .0;1/ means that

!'.˛u C .1�˛/v/ � ˛!'.u/C .1�˛/!'.v/; ˛ 2 Œ0; 1�; u; v > 0;

or, more explicitly,

.˛u C .1�˛/v/'�1� 1

˛u C .1�˛/v
�

� ˛u'�1�1
u

�
C .1�˛/v'�1�1

v

�
;

which is equivalent to

'�1� 1

˛u C .1�˛/v
�

� ˛u

˛u C .1�˛/v '
�1�1

u

�
C .1�˛/v
˛u C .1�˛/v '

�1�1
v

�
:

The last inequality follows from the concavity of function '�1, because

1

˛u C .1�˛/v D ˛u

˛u C .1�˛/v � 1
u

C .1�˛/v
˛u C .1�˛/v � 1

v
:

It is to be noted that

!'.C0/ D lim
u!C0 !'.u/ D lim

u!C0 u'�1�1
u

�
D lim

v!1
v

'.v/
2 Œ0;1/:

Since ' is convex, the following Jensen’s inequalities hold:

'

	Pn
iD1˛iuiPn

iD1˛i



�
Pn

iD1˛i'.ui/Pn
iD1˛i

(A.1.2)

where ˛i � 0, ui � 0, i D 1; : : : ; n, are such that
Pn

iD1˛i > 0, and

'

	
1

b�a

Z b

a
jf .t/j dt



� 1

b�a

Z b

a
'
�jf .t/j� dt; (A.1.3)

where f W Œa; b� ! Œ�1;1� is a measurable almost everywhere finite function such
that the Lebesgue integrals make sense.

For more information, see Krasnosel’skiı̆ and Rutickiı̆ [56], Natanson [83], and
Schwartz [97].
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A.2 The Hausdorff Distance

Let .X; d/ be a metric space. If ¿ ¤ A;B � X, the excess of A over B is the quantity

e.A;B/ D sup
x2A

dist .x;B/ 2 Œ0;1�; (A.2.1)

where dist .x;B/ D infy2B d.x; y/ is the distance from the point x to the set B (and
dist .x;¿/ D 1). We also set e.¿;B/ D 0 for all B � X, and e.A;¿/ D 1 for all
¿ ¤ A � X. Alternatively, the excess e.A;B/ can be expressed as

e.A;B/ D inffr > 0 W A � Or.B/g;

where Or.B/ D fx 2 X W dist .x;B/ < rg is the r-neighborhood of the set B, i.e.,
the union of all open balls in X with centers at points of B and the same radius
r (and Or.¿/ D ¿ for any r > 0). The excess has two main properties: given
A;B;C � X,

(a) e.A;B/ D 0 iff A � B, where B D T
r>0Or.B/ is the closure of B in X;

(b) e.A;C/ � e.A;B/C e.B;C/.

The Hausdorff distance between any A � X and B � X is defined by

D.A;B/ � Dd.A;B/ D maxfe.A;B/; e.B;A/g
D inffr > 0 W A � Or.B/ and B � Or.A/g;

and the following properties hold, for any A;B;C � X:

(A) D.A;B/ D 0 iff A D B;
(B) D.A;B/ D D.B;A/;
(C) D.A;C/ � D.A;B/C D.B;C/.

Note also that D.¿;¿/ D 0, and D.A;¿/ D 1 for all ¿ ¤ A � X. It follows
that:

– D is an extended pseudometric on P.X/, the family of all subsets of X;
– D is an extended metric on cl .X/, the family of all closed subsets of X (with or

without the empty set);
– D is a metric on cb .X/, the family of all nonempty closed bounded subsets of X,

called the Hausdorff metric (induced by d), and in particular,
– D is a metric on c .X/, the family of all nonempty compact subsets of X.

The construction of the Hausdorff distance remains valid if d is an extended
(pseudo)metric on X.

For more information, see Castaing and Valadier [9], Hausdorff [43], and
Kuratowski [58].
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A.3 Metric Semigroups and Abstract Convex Cones

1. A triple .M; d;C/ is said to be a metric semigroup if .M; d/ is a metric space with
metric d, .M;C/ is an Abelian semigroup with the operation of addition C, and d
is translation invariant with respect to C in the sense that d.x C z; y C z/ D d.x; y/
for all x; y; z 2 M. An element 000 2 M such that x C 000 D 000C x D x for all x 2 M is
called the zero in M (it is determined uniquely).

Given a metric semigroup .M; d;C/ and elements x; y; x; y 2 M, we have:

d.x; y/ � d.x C x; y C y/C d.x; y/;

d.x C x; y C y/ � d.x; y/C d.x; y/: (A.3.1)

If sequences fxng, fyng, fxng, and fyng of elements from M converge in M to elements
x, y, x, and y as n ! 1, respectively, then, by virtue of (A.3.1),

lim
n!1 d.xn C xn; yn C yn/ D d.x C x; y C y/;

and, in particular, the addition operation .x; y/ 7! x C y is a continuous mapping
from M � M into M.

Particular cases of metric semigroups are metric linear spaces in Rolewicz [95].
2. A quadruple .M; d;C; �/ is said to be an abstract convex cone if .M; d;C/

is a metric semigroup with zero 000 2 M, and the operation � W Œ0;1/ � M ! M of
multiplication of numbers ˛ � 0 by elements x 2 M, written as .˛; x/ 7! ˛ �x � ˛x,
has the following properties, for all ˛; ˇ � 0 and x; y 2 M:

d.˛x; ˛y/ D ˛d.x; y/;

˛.x C y/ D ˛x C ˛y; .˛ C ˇ/x D ˛x C ˇx; ˛.ˇx/ D .˛ˇ/x; 1 � x D x

(see Chistyakov [18–20], Smajdor [100]).
A metric semigroup .M; d;C/ or an abstract convex cone .M; d;C; �/ is said to

be complete if the underlying metric space .M; d/ is complete.
Given an abstract convex cone .M; d;C; �/, ˛; ˇ � 0, and x; y 2 M, we have

d.˛x C ˇy; ˇx C ˛y/ D j˛ � ˇjd.x; y/; (A.3.2)

which implies

d.˛x; ˇy/ � ˛d.x; y/C j˛ � ˇjd.y; 000/; (A.3.3)

and so, the operation of multiplication .˛; x/ 7! ˛x is a continuous mapping from
Œ0;1/ � M into M.

Note that ˛ � 000 D 000 in M for all ˛ � 0: in fact, by (A.3.3),

d.˛ � 000;000/ D d.˛ � 000; 1 � 000/ � ˛d.000;000/C j˛ � 1jd.000;000/ D 0:
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Denote by jxj � jxjd Dd.x; 000/ the (so called) ‘absolute value’ of x 2 M. If x2M,
x ¤ 000, and x0 D .1=jxj/ � x � x=jxj, then jx0j D 1:

jx0j D d.x0; 000/ D d

	
x

jxj ;
000

jxj



D 1

jxj d.x; 000/ D 1

jxj � jxj D 1:

A simple example of an abstract convex cone is a normed linear space .X; k � k/
with the induced metric d.x; y/ D kx � yk, x; y 2 X, and operations C and � from
X. If K � X is a convex cone (i.e., x C y; ˛x 2 K for all x; y 2 K and ˛ � 0), then
.K; d;C; �/ is an abstract convex cone, which is complete if X is a Banach space and
K is closed in X.

One more example is as follows. Suppose .X; k � k/ is a real linear space. Denote
by cbc .X/ the family of all nonempty closed bounded convex subsets of X. Given
A;B 2 cbc .X/, we set A C B D fx C y W x 2 A; y 2 Bg (Minkowski’s sum), ˛A D
f˛x W x 2 Ag if ˛ � 0, and A � B D cl .A C B/, where cl .C/ designates the closure
in X of the set C � X. The introduced operations in cbc .X/ have the properties (see
Hörmander [47], Pinsker [86]): A�B D cl .cl .A/Ccl .B//, ˛.A�B/ D .˛A/�.˛B/,
.˛ C ˇ/A D .˛A/ � .ˇA/, ˛.ˇA/ D .˛ˇ/A, and 1 � A D A for all ˛; ˇ � 0. The
Abelian semigroup cbc .X/ is endowed with the Hausdorff metric D, generated by
the norm k � k in X, and so, D.A;B/ can be written as

D.A;B/ D inf f˛ > 0 W A � B C ˛S and B � A C ˛Sg;

where S D fx 2 X W kxk � 1g is the unit ball in X. Additional properties of D are as
follows (see De Blasi [35], Rådström [91]): if A;B;C 2 cbc .X/ and ˛ � 0, then

D.˛A; ˛B/ D ˛D.A;B/;

D.A � C;B � C/ D D.A C C;B C C/ D D.A;B/:

Consequently, the quadruple .cbc .X/;D;�; �/ is an abstract convex cone, which is
complete provided X is a Banach space (see Castaing and Valadier [9]).

More examples of abstract convex cones are presented in Chistyakov
[17–19, 24, 25].
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60. Leśniewicz, R.: On generalized modular spaces. I. Comment. Math. Prace Mat. 18(2),

223–242 (1974/1975)
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Symbols
F-modular, 49
F-norm, 21, 30
2-condition, 71
'-function, 93
'-variation, 95
g-scaling of w, 49
g-truncation of w, 49

A
abstract convex cone, 47, 127
additivity, 103
almost everywhere, 114

B
ball

closed, 68
open, 66

Banach’s contraction principle, 103, 121

C
Carathéodory’s equation, 118
Cardano’s formula, 25
Cauchy’s condition, 82
Cauchy’s equation, 100
center, 19
closed with respect to the

metric convergence, 65
modular convergence, 70

closure, 68
convergence

metric, 65
modular, 69

pointwise, 82
uniform, 82

convex right inverse, 60

D
diameter, 79

E
equivalence, 19

nonlinear, 30
excess, 126

F
function

concave, 50, 124
convex, 123
subadditive, 123
superadditive, 123

G
generator, 100

H
Hausdorff distance, 126
Helly’s selection theorem, 87

I
increment, 79

joint, 79
interior, 67
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J
Jensen’s inequality, 125

L
left inverse of

nondecreasing function ˚ , 58
nonincreasing function g, 51
pseudomodular w, 50

Lipschitz constant, 99

M
mapping

absolutely continuous, 109
bounded, 79
of bounded ˆ-variation, 111
of bounded '-variation, 95
of bounded variation, 104
of Dirichlet-type, 85
regulated, 82

metric, 1
discrete, 9
extended, 1, 9
Hausdorff, 126
uniform, 79

metric modular, 4
metric modular space, 21
metric semigroup, 127
modular, 1, 4

.a; 0/-modular, 14, 31
'-convex, 46
s-convex, 47
canonical, 8
classical, 11
classical convex, 11
complex, 48
convex, 5, 27
generalized Orlicz, 13
Hausdorff, 68
infinite, 9
over a convex cone ƒ, 47
step-like, 9
strict, 5

modular closure, 77
modular entourage, 67
modular equality, 70
modular interior, 76
multifunction, 104

N
norm, 11, 30
norm-differentiable, 114

O
operator

additive, 100
Lipschitzian, 99
superposition, 100

oscillation, 79
joint, 80

P
partition, 93
pointwise precompact, 87
pseudometric, 1

extended, 1, 9
pseudomodular, 5

'-convex, 46
p-homogeneous, 39
Hausdorff, 16, 60

R
regularization, 7
right inverse of

Hausdorff pseudomodular, 60
nondecreasing function ', 57
nonincreasing function g, 51
pseudomodular w, 50

S
selection, 104
set

closed, 68
compact, 104, 126
modular closed, 76
modular open, 73
open, 67
power, 15

space
`1.xı/, 34
`p, 32
c.xı/, 34
Banach, vii
metric, 1
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space (cont.)
metric linear, vii
metric modular, 4
modular, 4, 19, 21, 30, 48
normed, 13
reflexive Banach, 114

structural theorem, 113

T
topology

antidiscrete, 74
discrete, 74

finest among, 75
metric, 67
modular, 73

triangle inequality, 1
generalized, 37

V
variation, 104
variational core, 93, 110
velocity, 2
velocity field, 2
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