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Abstract. In this paper, we give the overview of the open domain Question 
Answering (or open domain QA) shared task in NLPCC 2015. We first review 
the background of QA, and then describe open domain QA shared task in this 
year’s NLPCC, including the construction of the benchmark datasets, the aux-
iliary dataset, and the evaluation metrics. The evaluation results of submissions 
from participating teams are presented in the experimental part, together with a 
brief introduction to the techniques used in each participating team’s QA system. 
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1 Background 

Question Answering (or QA) is a fundamental task in Artificial Intelligence, whose 
goal is to build a system that can automatically answer natural language questions. In 
the last decade, the development of QA techniques have been greatly promoted by both 
academic field and industry field. 

In the academic field, with the rise of large scale curated knowledge bases, like 
Yago, Satori, Freebase and etc., more and more researchers pay their attentions to the 
open domain QA task. The state-of-the-art methods used in open domain QA can by 
summarized into two categories: semantic parsing-based approaches and information 
retrieval-based approaches. Semantic parsing-based approaches, such as [1] [2] [3] [4] 
[5] [6] [7], first transform a natural language question into its corresponding meaning 
representation, and then use it as a structured query to lookup answers from an existing 
KB; information retrieval-based approaches, such as [8] [9] [10] [11] [12] [13] [14] 
[15] [16], first define and generate the representations of answers stored in KB, and 
then retrieve the most relevant answers from KB by computing the similarity between 
input questions and the representations of answers. Recently, with the development of 
the open IE techniques [20] [21] [22] [23] [24] [25], some approaches, such as [17] [18] 
[19], build QA systems based on extracted knowledge bases, which consist of asser-
tions extracted from unstructured text by open IE. Comparing to curated KBs, extracted 
KBs can be extracted from arbitrary corpus, so it is very flexible to be applied to any 
specific domain. But it also suffers the extraction noise issue, which is brought by open 
IE. In the industry field, many influential QA-related products have been built, such as 
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IBM Watson, Apple Siri, Google Now, Facebook Graph Search, Microsoft Corta-
na/XiaoIce and etc. These kind of systems are immerging into every user’s life who is 
using mobile devices. Under such circumstance, in this year’s NLPCC shared tasks, we 
call the open domain QA task, whose motivations are two-folds: 

1. We expect this activity can provide more benchmark data for QA research, espe-
cially for Chinese; 

2. We encourage more QA researchers to share their experiences, new techniques, and 
latest progress.  

The remainder of this paper is organized as follows: Section 2 simply describe this 
year’s open domain QA shared task; in Section 3, we will describe the benchmark 
datasets used in this year’s QA evaluation, Section 4 describe the auxiliary dataset, 
which are crawled from semi-structured web pages and can be used as a structured 
database to build a Chinese QA system; in Section 5, we describe several evaluation 
metrics that are used to measure the QA quality of submissions generated by partici-
pating teams, and present the evaluation results of different submissions in Section 6, 
with a brief introduction to the techniques used by each team; Finally, we will conclude 
the paper in Section 7. 

2 Task Description 

This year’s QA shared task provides two benchmark datasets, one for English and one for 
Chinese. For each question in each dataset, the participating teams should provide a list 
of answers as the prediction. We don’t restrict participating teams to use any specified 
data for answer generation, so any data resources can be used. We evaluate the quality of 
the generated answers submitted from each team based on golden answers and several 
evaluation metrics (described in Section 5). Each team is allowed to provide multiple 
submissions for each dataset, but should specify one of them as their primary result. 

3 Benchmark Data 

Recently, two benchmark datasets for English have been released and frequently used 
by the academic field for the open domain QA task, including: 

 SimpleQuestions dataset [8] consists of a total of 108,442 question-answer pairs, 
each of which is labeled by human English-speaking annotators based on a single 
fact from Freebase. 

 WebQuestions dataset [6] consists of a total of 5,810 question-answer pairs. Dif-
ferent from SimpleQuestions, the questions are selected from the Goggle Suggest 
API, and then labeled by the Amazon Mechanical Turk (AMT) based on Freebase. 

In order to encourage more researchers and institutions in China to devote to the 
QA research, in this year’s NLPCC QA shared task, we specially provide a QA 
benchmark dataset for Chinese, together with another QA benchmark dataset for Eng-
lish as well. There two datasets are described as follows: 
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 NLPCC15QuestionsCH dataset consists of 1,000 question-answer pairs for Chinese. 
These questions are randomly sampled from a subset of queries coming from Bing 
China’s query log based on the following rules: (1) each query’s character length 
should be between 5 and 25; (2) each query should contain at least one n-gram con-
tained in an answer type name list, such as ‘谁’, ’哪里’, ‘哪一年’, etc. These names 
are heuristically extracted and collected based on a simple statistical analysis on the 
entire query log; (3) each query should be answered based on an auxiliary data only. 
We will describe the auxiliary data in the later part. Each question is labeled by a list 
of answers, which should be agreed by three human annotators. 

 NLPCC15QuestionsEN dataset consists of 68,481 question-answer pairs for English. 
These questions are collected in a hybrid way: some of the questions come from on-
line QA sites like WikiAnswers and EVI; while the other questions are randomly 
sampled from a subset of queries coming from Bing US’s query log and labeled by 
human annotators. The answers of the questions in the former part are crawled from 
the sites directly; while the answers of the questions in the latter part are labeled by 
based on Freebase. Unfortunately, no team submitted results for this dataset, and we 
encourage more institutes can leverage this dataset in the future for the QA research.   

The answer annotations of all questions have already been provided to the partici-
pating teams, as the evaluation procedure has been finished. Two examples of these 
two datasets mentioned above are shown in Table 1, and their corresponding statistics 
are shown in Table 2. 

Table 1. Two examples of NLPCC15QuestionsCH and NLPCC15QuestionsEN. 

NLPCC15QuestionsCH 

<question id=”1”> 谁能百里挑一是哪个电视台的节目? 
<answer id=”1”> 东方卫视 

 
NLPCC15QuestionsEN 

<question id=”1”> Who founded CBS? 
<answer id=”1”> William S. Paley 

Table 2. Statistics of NLPCC15QuestionsCH and NLPCC15QuestionsEN. 

 NLPCC15QuestionsCH NLPCC15QuestionsEN 

# of Questions 1,000 68,481 
Averaged Question Length 12.8 (characters) 4.8466 (words) 
Averaged Answer Numbers 

per Question 
1.4 1.4 
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5 Evaluation Metric 

In this year’s QA shared task, the quality of different QA systems are measured by the 
three evaluation metrics described below: 

 Mean Reciprocal Rank (MRR) 

ܴܴܯ ൌ 1|ܳ|෍ |௜|ொ݇݊ܽݎ1
௜ୀଵ  

Where |ܳ| denotes the total number of questions in the dataset, ݇݊ܽݎ௜  denotes the 
position of the first correct answer in the generated answers ܥ௜ for the ݅௧௛ question 

௜ܳ . If ܥ௜ doesn’t overlap with the golden answers ܣ௜ for ௜ܳ , ଵ௥௔௡௞೔ is set to 0. 

 Accuracy@N 

ܰ@ݕܿܽݎݑܿܿܣ ൌ 1|ܳ|෍ߜሺܥ௜, |௜ሻ|ொܣ
௜ୀଵ  

Where ߜሺܥ௜,  ௜ܥ ௜ሻ equals to 1 when there is at least one answer contained byܣ
occurs in ܣ௜, and 0 otherwise. 

 Averaged F1 

1ܨ݀݁݃ܽݎ݁ݒܣ ൌ 1|ܳ|෍ܨ௜|ொ|
௜ୀଵ  

Where ܨ௜ denotes the F1 score for question ௜ܳ  computed based on ܥ௜ and ܣ௜. ܨ௜ 
is set to 0 if ܥ௜ is empty or doesn’t overlap with ܣ௜. Otherwise, ܨ௜ is computed as 
follows: 

௜ܨ ൌ 2 · #ሺܥ௜, |௜ܥ|௜ሻܣ · #ሺܥ௜, ,௜ܥ௜|#ሺܣ|௜ሻܣ |௜ܥ|௜ሻܣ ൅ #ሺܥ௜, |௜ܣ|௜ሻܣ  

Where #ሺܥ௜,  .௜ respectivelyܣ ௜ andܥ ௜| denote the number of answers inܣ| ௜| andܥ| .௜ܣ ௜ andܥ ௜ሻ denotes the number of answers occur in bothܣ

6 Evaluation Result 

There are totally 12 teams registered for the Chinese QA task, and 7 teams registered 
for the English QA task. However, only 3 teams submitted final results for the Chi-
nese QA task, and no submission is received for the English QA task. Table 4 lists 
some statistics of these three submissions: 
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Table 4. Statistics of submissions. 

 # of Questions Answered Average # of Answers per Question 
Team 1 432 1.82 
Team 2 1,000 1.06 
Team 3 972 1.98 

 
From Table 4 we can see that Team 2’s QA system generates answers for all the 

1,000 questions, and Team 3’s QA system only ignored 28 questions. Team 1’s QA 
system only generate answers for 432 questions, but this angle only cannot tell ‘good’ 
or ‘bad’ of a QA system, as saying no also represents an intelligence for an AI sys-
tem. We can also see that the average number of answers of Team 2 is nearly one, 
which means they only provide their top-1 results as the predicted answer for most 
questions, while this number for Team 1 and Team 3 is nearly two. 

We then list the evaluation results in Table 5, 6, and 7, based on MRR, Accura-
cy@N, and F1 score respectively. From these 3 tables we can see that Team 2 performs 
better than the other two teams on all three metrics.  

Table 5. Evaluation results based on MRR. 

 MRR 
Team 1 0.1430 
Team 2 0.5675 
Team 3 0.3360 

Table 6. Evaluation results based on Accuracy@N. 

 ACC@1 ACC@2 ACC@3 ACC@4 ACC@5 
Team 1 0.1270 0.1490 0.1590 0.1650 0.1660 
Team 2 0.5650 0.5700 0.5700 0.5700 0.5700 
Team 3 0.2640 0.3980 0.4130 0.4130 0.4130 

Table 7. Evaluation results on all questions based on F1 Score. 

 Precision Recall F1 Score 
Team 1 0.1169 0.1439 0.1196 
Team 2 0.5660 0.5103 0.5240 
Team 3 0.2890 0.3547 0.2990 
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Recall that Team 1 only answer 50% of questions, and in order to compare the 
quality of different QA systems from more perspectives, we also compare Precision, 
Recall, and F1 Score on answered questions only. Evaluation results are shown in 
Table 8, from which we can see that Team 2’s results don't change, as they generate 
answers for all questions; Team 3’s results change a little, this is due to the reason that 
they only ignored 28 questions; Team 1’s results become much better, almost compa-
rable to Team 3’s numbers. This is to say that Team 1 can further improve their system 
by enlarging the recall first. 

Table 8. Evaluation results on answered questions based on F1 Score. 

 Precision Recall F1 Score 
Team 1 0.2706 0.3331 0.2769 
Team 2 0.5660 0.5103 0.5240 
Team 3 0.2973 0.3650 0.3076 

 
We also investigate the oracle results of different QA systems, and compare them 

with the corresponding Accuracy@1 in Table 9. From Table 9 we can see that Team 3 
has the largest potential to improve their system; while the potential of Team 2’s system 
is very limited. One key reason of this finding is that, for most of questions, Team 2 just 
submit a single answer as output. 

Table 9. Oracle results. 

 ACC@1 Oracle 
Team 1 0.1270 0.1660 
Team 2 0.5650 0.5700 
Team 3 0.2640 0.4130 

 
In order to understand the differences between these three QA systems, we tried to 

find system description papers from this year’s submissions during the paper review 
procedure, by checking whether there is any evaluation result reported based on 
NLPCC15QuestionsCH. Below gives a brief introduction to the techniques used in 
Team 2 and Team 3’s QA systems. It is a pity that we failed to find the corresponding 
system description for Team 1. 

 Team 2 leverages both triple knowledge and search engine to answer input ques-
tions. For the triple knowledge part, the SPE algorithm is used to transform a natural 
language question into a triple query; For search engine part, the WKE algorithm is 
used to extract answer candidates from both Baidu Zhixin and unstructured web 
texts. This method achieves the best result on the Chinese QA dataset. We also 
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expect Team 2 can show more detailed evaluation results, to compare the impacts of 
triple knowledge and search engine in their QA system. 

 Team 3 leverages 3 steps to predict answer candidates for a given question, in-
cluding (1) question analysis, which detects the answer type of a given question 
based on heuristic rules; (2) multi-source retrieval, which extract answer candidates 
from two main resources, including knowledge triples and social QA collections (i.e. 
<question, answer> pairs); and (3) candidate ranking, which ranks different answer 
candidates based on similarity/redundancy features. 

We also did some analysis on the answers predicted by three teams, and found that 
the evaluation results are better actually. This is because that in some cases, an answer 
is decided to be wrong just because it cannot match the labeled answer in an exact way. 
Below is an example: 

 Question: 哪些城市有迪士尼乐园？ 
 Golden Answers: ["洛杉矶","奥兰多","东京","巴黎","香港"] 
 Predicted Answers: ["美国加州迪士尼乐园","美国奥兰多迪斯尼世界","日本东

京迪斯尼乐园","法国巴黎迪斯尼乐园","中国香港迪斯尼乐园"] 
 

This is due to the fact that currently different resources are allowed to be used for 
answer generation, so answers extracted from different corpus may have different 
surface forms but identical semantic meaning. Such issue can be alleviated by using a 
specified KB only for answer extraction. 

7 Conclusion 

This paper briefly introduce the overview of this year’s Open Domain QA shared task. 
Although there are only 3 teams that submitted results finally, we still see promising 
results and different techniques used. We are looking forward more organizations can 
take part in this yearly activity, and more benchmark data sets and techniques will be 
delivered to the community. 
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