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Preface

The 8th International Conference on Knowledge Science, Engineering and Management
2015 (KSEM 2015) was the latest of the KSEM series, building on the success of seven
previous events held, respectively, in Guilin, China (KSEM 2006); Melbourne,
Australia (KSEM 2007); Vienna, Austria (KSEM 2009); Belfast, UK (KSEM 2010);
Irvine, USA (KSEM 2011); Dalian, China (KSEM 2013), and Sibiu, Romania (KSEM
2014). The series was initiated in 2006 by Prof. Ruqian Lu from the Chinese Academy
of Sciences, with the aim of providing a forum for researchers in the broad areas of
knowledge science, knowledge engineering, and knowledge management to exchange
ideas and to report state-of-the-art research results.

KSEM 2015 was held in Chongqing, a major city in Southwest China and the
largest of China’s four direct-controlled municipalities by administration the other three
being Beijing, Shanghai, and Tianjin. The conference was hosted by Southwest
University, which was officially established in July 2005 with a history that can be
traced back to the foundation of East Sichuan Teachers College in 1906. The main
theme of KSEM 2015 was on how knowledge science, engineering, and management
contribute to big data analytics. This yielded a larger part of the presentations and
discussions on machine learning, classification and clustering, knowledge discovery
and recognition, and text mining and analysis. Knowledge and data processing tech-
niques in various types of domains were tackled, including mobile data analytics,
bioinformatics, and recommendation systems. Theoretical studies in formal reasoning
and ontologies, detection, evidence theory, and conceptual analysis dealt with the
fundamental issues in knowledge representation, management, and acquisition.

KSEM 2015 consisted of the main conference and three special sessions. It attracted
a total of 247 submissions from 17 countries all over the world, including 58 papers
submitted to the special sessions. The Program Committee members together with
external reviewers contributed 546 reviews. As a result, a combination of 57 full papers
and 22 short papers were selected to be included in the proceedings with a very
competitive full paper acceptance rate of 23% and overall acceptance rate of 32%.
Moreover, we were honored to have five prestigious scholars giving keynote speeches
at the conference, Dr. Dean Allemang (Working Ontologist LLC, USA), Dr. Sheng-
Chuan Wu (Franz Inc., USA), Prof. Aoying Zhou (East China Normal University,
China), Prof. Mark Reynolds (University of Western Australia, Australia), and Prof.
Lorna Uden (Staffordshire University, UK). The abstracts of their talks are included in
this volume.

KSEM 2015 would not have been possible without the contributions and efforts of a
large scientific community. We thank our authors for being willing to submit their work
to KSEM. We sincerely appreciate the large amount of valuable and timely reviews
from the members of the Program Committee, the members of three special session
committees, and helpful external reviewers. Moreover, we would like to express our
gratitude to the conference honorary general chair, Prof. Hojjat Adeli (The Ohio State



University, USA), the conference general co-chair, Prof. Dimitris Karagiannis
(University of Vienna, Austria), and the co-chairs of the special sessions, Prof. Li Liu
(National University of Singapore, Singapore), Prof. Li Li (Southwest University,
China), Prof. Le Zhang (Southwest University, China), and Prof. Yong Deng
(Southwest University, China). The organization committee from Southwest University
in Chongqing provided extensive support for the conference, and we especially thank
Prof. Guoqiang Xiao and Associate Prof. Guoxian Yu. We are also grateful to the team
at Springer led by Alfred Hofmann for publication of this volume.

Many thanks go to Franz Inc. for sponsoring the best paper award of KSEM 2015.
The conference management system EasyChair was used to handle the submissions,
conduct the electronic Program Committee meetings, and assist with the assembly
of the proceedings.

August 2015 Songmao Zhang
Martin Wirsing

Zili Zhang
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Industrial Big Data - When Big Data Meets
Big Business

Dean Allemang

Working Ontologist, LLC
Oakland, CA, USA

dallemang@workingontologist.com

Abstract. It is no secret that the world is drowning in data. Technologies for
collecting and storing data have resulted in a data glut that has given rise to the
rather general, catch-all topic of “Big Data”.

In many circles, Big Data has taken on a very specific meaning of searching
through large amounts of end-user data for a web site, to project their behavior
and tune the site to some optimal performance. In this sense, Big Data is closely
associated with SEO. It is natural that this sort of application of Big Data would
come first; the data is collected by and belongs to a single organization, and the
value from correct analysis of that data goes back to that same organization.

In this talk, I want to introduce a trend in Big Data that has much more
potential for having a lasting impact on the world. It is something that I call
Industrial Big Data. Like Big Data within an enterprise, Industrial Big Data
involves large amounts of interconnected data, over which we wish to perform a
wide variety of complex queries. But in addition to these features of Big Data,
Industrial Big Data involves data from multiple sources, with multiple owner-
ship, where the data has to be linked not just on an enterprise scale, but an
industrial scale. In short, industrial Big Data requires Semantic Web technology
as well as large-scale data technology.

Several industries (including Pharmaceuticals, Oil and Gas, and Finance)
are facing and addressing Industrial Big Data challenges today. In order to gain
real insights into production and consumption, industries need to connect data
across the supply chain, from tiny produces through international traders all the
way to retail customers. These insights provide value far beyond improved sales
figures for some quarter; these insights are being used to improve transparency
of financial data, improve accountability of these industries, and to streamline
utilization of scarce resources.

For all of these industries, the stakes are high. In this talk, I will summarize
how these industries are approaching these challenges, and lessons we can learn
from them.



Separating the Reality from the Hypes
of Big Data

Sheng-Chuan Wu

Franz Inc.
Oakland, CA, USA
scw@franz.com

Abstract. The world is drowning in data. Modern technologies and digital
devices have made it very easy to generate, collect and store mammoth data that
gives rise to the term, Big Data. Everyone wants to collect, analyze, invest in
and make money from Big Data. Market research firms predict exciting business
opportunity of US$50 billions for Big Data tools by 2017. Industrial experts
promise Big Data to solve virtually any problem we encounter. Is Big Data
really what all the market hypes allege to be? There is no doubt that, by com-
bining the enormous modern and inexpensive computing power and sophisti-
cated Data Mining programs, we are able to process the zettabytes of digital data
produced every minute. However, several challenges besides the sheer data size
make it difficult to extract the essential value from big data, namely heteroge-
neous data sources, convolute data relations and complex queries inherent to
predictive analytics. A new analytic architecture has been developed, combining
the popular big data Hadoop framework, semantic index and distributed query to
extract actionable business insight from big data in nearly real-time. A couple of
real-world examples in Customer Relation Management (CRM) and Healthcare
are discussed to show the power of this new architecture.



Big Data Knowledge Engineering:
Essence and Applications

Aoying Zhou

Institute for Data Science and Engineering
Software Engineering Institute
East China Normal University

Shanghai, China
ayzhou@sei.ecnu.edu.cn

Abstract. Knowledge Engineering has been evolved for almost four decades.
Since it was proposed by Edward Feigenbaum in 1977, a lot of significant
progress has been made in this area, not only in theoretical aspects but also in
practice. The emergence of Internet has been changing the world, knowledge
engineering is no exception. In the era of big data, knowledge engineering faces
fundamental challenges induced by fragmented knowledge from heterogeneous,
autonomous sources with complex and uncertain relationships, which are gen-
erally called User Generated Content. It means that knowledge creation is not
proprietary to experts, everyone who are Internet service consumers could be
knowledge creators to some extent. Therefore, knowledge engineering and the
associated issues which were studied profoundly should be reexamined in the
new context.

In this talk, in addition to the retrospect of the glorious history of knowledge
engineering, the essential issues of big data knowledge engineering will be
discussed, which distinguished it from the conventional one. It is anticipated that
the advance in big data knowledge engineering will bring dramatic impact on
knowledge infrastructure construction and knowledge services and even lead to
paradigm shift in the field of knowledge engineering.



Representing Knowledge About
Continuous Time

Mark Reynolds

The University of Western Australia
Perth, Australia

mark.reynolds@uwa.edu.au

Abstract. Temporal logic is a widely used formalism for specification and
reasoning about the correctness of hardware and software systems. For many
applications there are good reasons to use a formalisms based on some sort of
dense or continuous model of time rather than the traditional discrete model.
Examples include multi-agent systems, AI planning, concurrency and refine-
ment.

In contrast to the solid understanding of the reasoning tasks for discrete time
temporal languages, the development of techniques for working with more
general linear flows of time have been rather patchy. We discuss some recent
developments in this direction.



Big Data in Knowledge Management
for Innovation

Lorna Uden

School of Computing, FCES
Staffordshire University

Stafford, UK
L.uden@staffs.ac.uk

Abstract. Big Data is the bridge to the next wave of innovation and growth. By
combining data from multiple channels and sources and discovering patterns of
interest, a business can realize operational efficiency and find new ways of
growing the business. Data by itself is useless, especially for improved decision
making, unless it can be turned into knowledge. Knowledge is the true desti-
nation in the pursuit of data. When the enterprise turns its data into knowledge,
it has the potential to gain competitive advantage, and even build entirely new
business models.

Knowledge is the most valuable asset of all organizations. Knowledge
creation is the process that produces new knowledge and innovation. Effective
knowledge management involves (a) identifying knowledge (b) creation of new
knowledge (c) building competence (d) effective management of innovation.

A goal of knowledge management is the ability to integrate information
from multiple perspectives to provide the insights required for valid decision-
making. Knowledge Management today has the opportunity and capability to
synthesize data from diverse sources and arrive at new knowledge.

These data can be used to improve the design, operation, maintenance, and
repair of assets or to enhance how an activity is carried out. Converting data and
analysis collected through the Internet of Things generates better information
and analysis, which can significantly enhance decision making. The real time
data also enables rapid, real-time sensing of unpredictable conditions and
instantaneous responses guided by automated systems.

Combining real-time events with historic patterns allows predictive and
prescriptive analytics to emerge. Such evolutionary analytics allows of knowl-
edge management applications to solve issues and prescribe solutions in real-
time. A smarter approach to the challenge of Big Data can be achieved through
better knowledge management. This talk discusses the importance of effective
knowledge management from big data to create value for innovation.
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Abstract. The bi-modal logic of subset spaces, LSS, was originally
designed for revealing the intrinsic relationship between knowledge and
topology. In recent years, it has been developed in several directions,
not least towards a comprehensive knowledge-theoretic formalism. As to
that, subset spaces have been shown to be smoothly combinable with
various epistemic concepts, at least as long as attention is restricted to
the single-agent case. Adjusting LSS to general multi-agent scenarios,
however, has brought about few results only, presumably due to reasons
inherent in the system. This is why one is led to consider more special
cases. In the present paper, LSS is extended to a particular two-agent
setting, where the peculiarity is given by the case that the agents are com-
petitive in a sense; in fact, it is assumed here that one agent is always
able to go ahead of another one regarding knowledge (or, the other one
is possibly lagging behind in this respect), and vice versa. It turns out
that such circumstances can be modeled in corresponding logical terms
to a considerable extent.

Keywords: Reasoning about knowledge · Epistemic logic · Subset space
semantics · Knowledge-competitive agents · Completeness · Decidability

1 Introduction

Our topic in this paper is reasoning about knowledge. This important founda-
tional issue has been given a solid logical basis right from the beginning of the
research into theoretical aspects of artificial intelligence, as can be seen, e.g.,
from the classic textbook [5]. According to this, a binary accessibility relation
RA connecting possible worlds or conceivable states of the world, is associated
with every instance A of a given finite group G of agents. The knowledge of A is
then defined through the set of all valid formulas, where validity is understood
with regard to every state the agent considers possible at the actual one. This
widespread and well-established view of knowledge is complemented by Moss
and Parikh’s bi-modal logic of subset spaces, LSS (see [11], [4], or Ch. 6 of [1]),
of which the basic idea is reported in the following.

The epistemic state of an agent in question, i.e., the set of all those states
that cannot be distinguished by what the agent topically knows, can be viewed
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 3–14, 2015.
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4 B. Heinemann

as a neighborhood U of the actual state x of the world. Formulas are now inter-
preted with respect to the resulting pairs x,U called neighborhood situations.
Thus, both the set of all states and the set of all epistemic states constitute the
relevant semantic domains as particular subset structures. The two modalities
involved, K and �, quantify over all elements of U and ‘downward’ over all neigh-
borhoods contained in U , respectively. This means that K captures the notion
of knowledge as usual (see [5] again), and � reflects a kind of effort to acquire
knowledge since gaining knowledge goes hand in hand with a shrinkage of the
epistemic state. In fact, knowledge acquisition is this way reminiscent of a topo-
logical procedure. Thus, it was natural to ask for the appropriate logic of ‘real’
topological spaces, which could be determined by Georgatos shortly afterwards;
see [6]. The subsequent research into subset and topological spaces, respectively,
is quoted in the handbook [1], whereas more recent developments include, among
others, the papers [2] and [12].

Despite the fact that most treatises on LSS deal with the single-agent case,
a corresponding multi-agent version was proposed in the paper [7]. The key idea
behind that approach is to incorporate the agents in terms of additional modali-
ties. This clearly leads to an essential modification of the logic, while the original
semantics basically remains unchanged. However, avoiding such substantial add-
ons to the logic in case of multiple agents, if at all possible, calls for restricting
to special cases. It is the purpose of this paper to consider one of these.

The scenarios we are interested in here are (first and foremost) constituted
by two agents which are competitive in the following sense. One of these can
always surpass the other one with regard to knowledge.1 Here, ‘always’ means
formally: at every neighborhood situation referring to the latter. And what’s
good for the goose is good for the gander: a knowledge state of the first agent
can always be beaten by one of the second. (Note, however, that such a notion
of ‘being better than’ is assumed to be not necessarily strict everywhere, since
otherwise it could be ‘not converging’ in some sense.) These ideas will be made
precise below, with some new technical peculiarities coming along, opening up
interesting new lines of research into logics of subset spaces.

Clearly, settings like this have a strong temporal flavor. Thus, it should be
possible to model them by means of the common logic of knowledge with incor-
porated time as well (cf. [5], Sect. 4.3.), which is justified whenever one is obliged
to focus on the chronological order most notably. But sometimes it is unnecessary
or even undesirable to make time explicit. For example, with regard to certain
teacher-student relationships, the effort of teaching and, respectively, learning
in order to catch up with or even overtake the conveyer of knowledge might be
rated as more important than just the amount of time it costs or the exact point
of time it meets with success. We shall, therefore, introduce two-agent subset
spaces in such a way that this kind of mutual consecutiveness of the agents is
reflected. Our main concern is then dealing with the arising two-agent subset
space logic.

1 Thus, the use of the term ‘competitive’ is here different from the one that is nowadays
common in the multi-agent systems community.
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The rest of the paper is organized as follows. In the next section, we recapitu-
late the language and the logic of subset spaces for single agents. In Section 3, the
scenarios of two knowledge-competitive agents, as sketched above, are formal-
ized. In Section 4, the completeness of the resulting logic is proved. The subse-
quent Section 5 is devoted to the corresponding decidability problem. Finally, we
summarize and make some additional remarks. – All relevant facts from modal
logic not explicitly introduced here can be found in the standard textbook [3].

2 The Language and the Logic of Subset Spaces Revisited

The purpose of this section is threefold: to clarify the starting point of our investi-
gation on a technical level, to set up some concepts and results to be introduced
and, respectively, proved later on, and to enable a posterior validation of the
thesis that the common single-agent case and the novel two-agent framework
follow a closely related idea of knowledge; as to the latter, see the comments on
Definition 4 below.

First in this section, the language for (single-agent) subset spaces, L, is
defined precisely. Then, the semantics of L is linked with the common rela-
tional semantics of modal logic. Finally, the ensuing relationship is utilized after
the most important facts on the logic of subset spaces have been recalled.

To begin with, we define the syntax of L. Let Prop = {p, q, . . . } be a denu-
merably infinite set of symbols called proposition variables (which shall represent
the basic facts about the states of the world). Then, the set SF of all subset for-
mulas over Prop is defined by the rule α ::= � | p | ¬α | α ∧ α | Kα | �α.
The missing boolean connectives are treated as abbreviations, as needed. The
operators which are dual to K and � are denoted by L and �, respectively. In
view of our remarks in the previous section, K is called the knowledge operator
and � the effort operator.

Second, we fix the semantics of L. For a start, we single out the relevant
domains. We let P(X) designate the powerset of a given set X.

Definition 1 (Semantic Domains).

1. Let X be a non-empty set (of states) and O ⊆ P(X) a set of subsets of X.
Then, the pair S = (X,O) is called a subset frame.

2. Let S = (X,O) be a subset frame. The set NS := {(x,U) | x ∈ U and U ∈
O} is then called the set of neighborhood situations of S.

3. Let S = (X,O) be a subset frame. Under an S-valuation we understand a
mapping V : Prop → P(X).

4. Let S = (X,O) be a subset frame and V an S-valuation. Then, M :=
(X,O, V ) is called a subset space (based on S).

Note that neighborhood situations denominate the semantic atoms of the bi-
modal language L. The first component of such a situation indicates the actual
state of the world, while the second reflects the uncertainty of the agent in
question about it. Furthermore, Definition 1 shows that values of proposition
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variables depend on states only. This is in accordance with the common practice
in epistemic logic; see [5] once more.

For a given subset space M, we now define the relation of satisfaction, |=M ,
between neighborhood situations of the underlying frame and formulas from SF.
Based on that, we define the notion of validity of formulas in subset spaces. In
the following, neighborhood situations are often written without parentheses.

Definition 2 (Satisfaction and Validity). Let S = (X,O) be a subset frame.

1. Let M = (X,O, V ) be a subset space based on S, and let x,U ∈ NS be a
neighborhood situation of S. Then

x,U |=M � is always true
x,U |=M p : ⇐⇒ x ∈ V (p)
x,U |=M ¬α : ⇐⇒ x,U 	|=M α
x,U |=M α ∧ β : ⇐⇒ x,U |=M α and x,U |=M β
x,U |=M Kα : ⇐⇒ ∀ y ∈ U : y, U |=M α
x,U |=M �α : ⇐⇒ ∀U ′ ∈ O : [x ∈ U ′ ⊆ U ⇒ x,U ′ |=M α] ,

where p ∈ Prop and α, β ∈ SF. In case x,U |=M α is true we say that α
holds in M at the neighborhood situation x,U.

2. Let M = (X,O, V ) be a subset space based on S. A subset formula α is
called valid in M iff it holds in M at every neighborhood situation of S.

Note that the idea of knowledge and effort described in the introduction is
made precise by Item 1 of this definition. In particular, knowledge is here, too,
defined as validity at all states that are indistinguishable to the agent.

Subset frames and subset spaces can be considered from a different perspec-
tive, as is known since [4] and reviewed in the following, for the reader’s conve-
nience. Let a subset frame S = (X,O) and a subset space M = (X,O, V ) based
on it be given. Take XS := NS as a set of worlds, and define two accessibility
relations RK

S and R�
S on XS by

(x,U)RK
S (x′, U ′) : ⇐⇒ U = U ′ and

(x,U)R�
S (x′, U ′) : ⇐⇒ (x = x′ and U ′ ⊆ U),

for all (x,U), (x′, U ′) ∈ XS . Moreover, let a valuation be defined by VM(p) :=
{(x,U) ∈ XS | x ∈ V (p)}, for all p ∈ Prop. Then, bi-modal Kripke structures
SS :=

(
XS , {RK

S , R�
S })

and MM :=
(
XS , {RK

S , R�
S }, VM

)
result in such a way

that MM is equivalent to M in the following sense.

Proposition 1. For all α ∈ SF and (x,U) ∈ XS , we have that x,U |=M α iff
MM, (x,U) |= α.

Here (and later on as well), the non-indexed symbol ‘|=’ denotes the usual
satisfaction relation of modal logic. – The proposition can easily be proved by
structural induction on α. We call SS and MM the Kripke structures induced
by the subset structures S and M, respectively.
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We now turn to the logic of subset spaces, LSS. The subsequent axiomatiza-
tion from [4] was proved to be sound and complete in Sect. 1.2 and, respectively,
Sect. 2.2 there.

1. All instances of propositional tautologies
2. K(α → β) → (Kα → Kβ)
3. Kα → (α ∧ KKα)
4. Lα → KLα
5. (p → �p) ∧ (�p → p)
6. � (α → β) → (�α → �β)
7. �α → (α ∧ ��α)
8. K�α → �Kα,

where p ∈ Prop and α, β ∈ SF. – The last schema is by far the most interesting
one, as it displays the interrelation between knowledge and effort. The members
of this schema are called the Cross Axioms since [11]. Note that the schema
involving only proposition variables is in accordance with the remark on Defini-
tion 1 above. (In other words, it is expressed by the latter schema that L ‘only’
speaks about the ongoing modification of knowledge.)

As the next step, let us take a brief look at the effect of the axioms from
the above list within the framework of common modal logic. To this end, we
consider bi-modal Kripke models M = (W,R,R′, V ) satisfying the following
four properties:

– the accessibility relation R of M belonging to the knowledge operator K is
an equivalence,

– the accessibility relation R′ of M belonging to the effort operator � is reflex-
ive and transitive,

– the composite relation R′ ◦ R is contained in R ◦ R′ (this is usually called
the cross property), and

– the valuation V of M is constant along every R′-path, for all proposition
variables.

Such a model M is called a cross axiom model (and the frame underlying M a
cross axiom frame). Now, it can be verified without difficulty that LSS is sound
with respect to the class of all cross axiom models. And it is also easy to see
that every induced Kripke model is a cross axiom model (and every induced
Kripke frame a cross axiom frame). Thus, the completeness of LSS for cross
axiom models follows from that of LSS for subset spaces (which is Theorem 2.4
in [4]) by means of Proposition 1. This inferred completeness result can be used
for proving the decidability of LSS; see [4], Sect. 2.3. We shall proceed in a similar
way below, in Section 5.

3 Knowledge-Competitive Agents

The formalisms from the previous section will now be extended to the case of
two knowledge-competitive agents. We again start with the logical language,
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which comprises two �-operators as of now. (This may appear a little surprising
at first glance.) Thus, the set 2SF of all 2-subset formulas over Prop is defined
by the rule α ::= � | p | ¬α | α ∧ α | Kα | �1α | �2α. The above syntac-
tic conventions apply correspondingly here. Concerning semantics, the crucial
modifications follow right now.

Definition 3 (Two-Agent Subset Structures).

1. Let X be a non-empty set and O1,O2 ⊆ P(X) two sets of subsets of X
satisfying
(a) for all U1 ∈ O1 and every x ∈ U1, there exists some U2 ∈ O2 such that

x ∈ U2 ⊆ U1, and
(b) for all U2 ∈ O2 and every x ∈ U2, there exists some U1 ∈ O1 such that

x ∈ U1 ⊆ U2.
Then, the triple S = (X,O1,O2) is called a two-agent subset frame.

2. Let S = (X,O1,O2) be a two-agent subset frame. The set NS := {(x,U) |
x ∈ U and U ∈ O1 ∪ O2 ∪ {X}} is then called the set of neighborhood
situations of S.

3. The notions of S-valuation and two-agent subset space are completely anal-
ogous to those introduced in Definition 1.

Some comments on this definition seem to be appropriate. First, the just
introduced structures obviously do not correspond to the most general two-agent
scenarios, but have already been adjusted to those indicated above. In fact, given
that Oi is associated with agent i for i ∈ {1, 2}, condition 1.(a) says that the set
of knowledge states of the first agent is ‘filtered’ by certain knowledge states of
the second with respect to the inclusion relation; in this sense, the second agent
can always increase her knowledge so that she is (at least temporarily) on par
with or superior to the first. And the same applies the other way round. Thus –
to say it with the example from the introduction –, the agents mutually assume
the student’s and the teacher’s role, respectively. (This is not typical of teacher
and learner in the classical understanding, but should, e.g., be kind of normal for
professors and their best students.) We shall obtain simple logical counterparts
to the requirements 1.(a) and 1.(b), capturing their intended meaning as just
described; see below. Second, the set of all neighborhood situations of a two-
agent subset frame not only is constituted of O1 and O2 but makes use of X as
well. This will be advantageous for the proof of Theorem 1 below. The very fact
that {X} is written separately in Definition 3 means that the set of all states,
X, is considered indefinite, i.e., it cannot be allocated to a particular agent.

With regard to satisfaction and validity, we need not completely present the
analogue of Definition 2 here, but may confine ourselves to the clauses for the
new operators.

Definition 4 (Satisfaction). Let S = (X,O1,O2) be a two-agent subset frame,
M = (X,O1,O2, V ) a two-agent subset space based on S, and x,U ∈ NS a
neighborhood situation of S (i.e., U ∈ O1 ∪O2 ∪{X}). Then, for every α ∈ 2SF,

x,U |=M �1α : ⇐⇒ ∀U1 ∈ O1 : [x ∈ U1 ⊆ U ⇒ x,U1 |=M α]
x,U |=M �2α : ⇐⇒ ∀U2 ∈ O2 : [x ∈ U2 ⊆ U ⇒ x,U2 |=M α] .
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Now, the knowledge of the two involved agents can be defined through the
validity of knowledge formulas at the respective neighborhood situations; in other
words, agent 1 knows α at x,U by definition, iff x,U |=M Kα and U ∈ O1, and
agent 2 knows α at x,U , iff x,U |=M Kα and U ∈ O2.

These fixings clearly require justification. To this end, note that the knowl-
edge operator K can no longer be assigned to a particular agent unambiguously.
This instead happens ‘externally’, i.e., by means of an additional semantic condi-
tion having no direct counterpart in the object language, namely the requirement
that the subset component U of the actual neighborhood situation be contained
in the set of all knowledge states of the agent in question; i.e., U must have been
‘enabled’ for the usage of K by a preceding application of the corresponding �.
The modality �i might therefore be called the knowledge-enabling operator of
agent i, whereas Kα expresses that knowledge of α by agent i is actually present
(i = 1, 2). Relating to this, it should be mentioned that all the knowledge of
agents we talk about in this paper is an ‘ascribed’ one (cf. [5], p. 8), in fact,
by the system designer utilizing epistemic logic as a formal tool for specifying
multi-agent scenarios. This gives us a kind of freedom regarding the choice of
the relevant system properties, which is only limited by the suitability of the
approach for the intended applications. Here, the expressive power of formulas
has to be restricted to some extent, on the other hand, the appearing relaxation
makes it possible to describe the competitive knowledge development of the two
agents under discussion; see below for some examples.

The final semantic issue to be mentioned is that induced Kripke structures
are formed in the same way as in Section 2 here so that the two-agent analogue
of Proposition 1 is obviously valid.

The subset space logic of two knowledge-competitive agents, 2LSS, is given by
the following list of axioms, where i, j ∈ {1, 2}, p ∈ Prop, and α, β ∈ 2SF.

1. All instances of propositional tautologies
2. K(α → β) → (Kα → Kβ)
3. Kα → (α ∧ KKα)
4. Lα → KLα
5. (p → �ip) ∧ (�ip → p)
6. �i (α → β) → (�iα → �iβ)
7. �iα → �j�iα
8. K�iα → �iKα
9. �iα → �iα

At first glance, this list is like a doubling of that for LSS; cf. Section 2.
Differences arise, in particular, in the seventh schema. The original one obviously
consists of two parts, �α → α and �α → ��α, by means of which, regarding
the relational semantics, the reflexivity and the transitivity, respectively, of the
associated accessibility relation are expressed. Now, the reflexivity axiom has
been separated off and weakened to seriality with respect to both agents; this
yields the new schema 9.2 This schema is responsible for the above mentioned
2 A binary relation R is called serial iff ∀x∃y xRy; see [5], p. 57.



10 B. Heinemann

filtering of O1 by O2 and vice versa (which may, therefore, be also called the
interleaving of O1 and O2). Thus, this is the point where, compared to LSS,
one of the crucial changes appears: that weakening of � allows for interpreting
the �i’s in knowledge-competitive scenarios as described above; and Theorem 1
below can, in fact, be proved with this.

On the other hand, the new schema 7 comprises, in particular, two-agent
transitivity, by letting i = j. In case i 	= j, however, additional new axioms
appear, mirroring the fact that the interleaving of O1 and O2 is compatible with
the subset space structure of the respective collections of knowledge states; see
the proof of Proposition 2 (and also the comments on Definition 5) below.

As to examples of derived 2LSS-sentences, let us call a formula α i-stable
in a two-agent subset space, iff K�iα is valid there. Since K�iα implies �iKα,
i-stability means, in particular, that agent i knows α with a kind of future
certainty. Moreover, it can be asserted that i-stable formulas will in actual fact
be known, because �iKα can be deduced from K�iα. Going beyond that, it
can easily be shown that i-stability itself is stable knowledge of each of the
two agents, or, to put it another way, K�iα → K�jK�iα belongs to 2LSS for
i, j ∈ {1, 2}. All this can easily be obtained with the aid of the above axioms.

Concluding our discussion on the arising logic, we would like to draw the
reader’s attention to the multi-method logics of subset spaces examined in [8],
Sect. 4. Despite all the differences in details, those are formally more similar to
the present approach than the multi-agent version of LSS quoted in the intro-
duction.

Finally in this section, it is proved that the logic 2LSS is sound with respect
to the class of all two-agent subset spaces.

Proposition 2. Let M = (X,O1,O2, V ) be a two-agent subset space. Then,
every axiom from the above list is valid in M.

Proof. We confine ourselves to the instance �1α → �2�1α of the seventh
schema. Let x,U |=M �1α be satisfied. This means that, for all U1 ∈ O1 such
that x ∈ U1 ⊆ U , we have x,U1 |=M α. Now, let U2 ∈ O2 be any subset of
U containing x. Furthermore, let U ′ ∈ O1 be an arbitrary element satisfying
x ∈ U ′ ⊆ U2. Then, in particular, U ′ ⊆ U . Thus, x,U ′ |=M α. It follows that
x,U2 |=M �1α. Consequently, x,U |=M �2�1α, since U2 was chosen arbitrarily
as well. This proves (the particular case of) the proposition.

As the transitivity of the subset relation is crucially used for the preceding
proof, one may call the just treated schemata the quasi-transitivity axioms.

4 Completeness

In this section, we primarily present the new concepts required for proving the
semantic completeness of 2LSS on the class of all two-agent subset spaces. As it
is mostly the case with subset space logics, the overall structure of such a proof
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consists of an infinite step-by-step model construction.3 Utilizing a procedure of
that kind seems to be necessary, since subset spaces in a sense do not harmonize
with the main modal means supporting completeness, viz canonical models.

The canonical model of 2LSS will come into play nevertheless. So let us fix
some notations concerning that model first. Let C be the set of all maximal 2LSS-
consistent sets of formulas. Furthermore, let K−→ and �i−→ be the accessibility
relations induced on C by the modalities K and �i, respectively, where i ∈ {1, 2}.
And finally, let α ∈ 2SF be a formula which is not contained in 2LSS. Then, we
have to find a model for ¬α.

This model is constructed stepwise and incrementally in such a way that bet-
ter and better intermediary structures are obtained (which means that more and
more existential formulas are realized). In order to ensure that the finally result-
ing limit structure behaves as desired, several requirements on those approxi-
mations have to be met at every stage. This makes up the technical core of the
proof, of which only the outset is specified in detail below. With this aim in
view, we need a definition.

Definition 5 (Almost Partially Ordered Sets). Let P be a non-empty set.

1. A binary relation � on P is called weakly trichotomous iff, for all π, ρ ∈ P ,
at most one out of (π � ρ, ρ � π, π = ρ) is true. Now, (P,�) is called an
almost partially ordered (apo) set and � an almost partial order on P , iff
� is transitive and weakly trichotomous.

2. Let �1,�2 be almost partial orders on P . Then, (P,�1,�2) is called a
twofold almost partially ordered (2apo) set iff, for all π, ρ, σ ∈ P and
i, j ∈ {1, 2}, it ensues from π �i ρ �j σ that π �j σ.

We comment on 5 first. Compared against partial orders, reflexivity is obvi-
ously missing, whereas antisymmetry ensues from weak trichotomy. – Concerning
5, it should be remarked that not only are 2apo-sets those equipped with two
almost partial orders, but these satisfy an additional requirement corresponding,
among other things, to the fact that the interleaving of the two distinguished sets
of subsets of a two-agent subset frame is ‘good-natured’ with respect to inclu-
sion. Actually, this condition is the semantic equivalent of the quasi-transitivity
axioms in case i 	= j, hence itself is called quasi-transitivity (of (�1,�2)).

We now describe the ingredients of the above mentioned approximation struc-
tures. Their possible worlds are successively taken from a denumerably infinite
set of points, Y , chosen in advance. Also, another denumerably infinite set, Q, is
chosen such that Y ∩ Q = ∅. The latter set shall gradually contribute to a 2apo-
set representing the subset space structure of the desired limit model. Finally,
we fix particular ‘starting elements’ x0 ∈ Y , ⊥ ∈ Q, and Γ ∈ C containing the
formula ¬α from above. Then, a sequence of quadruples (Xm, Pm, jm, tm) has
to be defined inductively such that, for all m ∈ N,

3 See [4], Sect. 2.2, for a fully completed proof regarding LSS, and [9], Sect. 5, for an
outline of a particular variation.
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– Xm is a finite subset of Y containing x0,
– Pm is a finite subset of Q containing ⊥ and carrying two almost partial

orders �1,�2 such that
• (Pm,�1,�2) is a 2apo-set and
• ⊥ is the least element in Pm (i.e., ⊥ �1 π or ⊥ �2 π for all π ∈ Pm),

– jm : Pm → P (Xm) is a function satisfying (π �i ρ ⇐⇒ jm(π) ⊃ jm(ρ)),
for all π, ρ ∈ Pm and i ∈ {1, 2}, and

– tm : Xm × Pm → C is a partial function such that, for all x, y ∈ Xm and
π, ρ ∈ Pm,

• tm(x, π) is defined iff x ∈ jm(π); in this case it holds that
∗ if y ∈ jm(π), then tm(x, π) K−→ tm(y, π),

∗ if π �i ρ, then tm(x, π) �i−→ tm(x, ρ), where i ∈ {1, 2},
• tm(x0,⊥) = Γ .

By the way, the intermediary sets Om
1 and Om

2 of subsets of Xm are obtained
from that as follows: Om

i := {jm(π) | π ∈ Pm and π has a �i -predecessor}, for
i = 1, 2.

During the construction indicated above, the sets Xm and Pm must be
enlarged with new elements and the mappings jm and tm correspondingly be
extended in each step. It turns out that this plan can indeed be followed faith-
fully. All this finally yields the subsequent theorem.

Theorem 1 (Completeness). Let α ∈ 2SF be a formula which is valid in all
two-agent subset spaces. Then α belongs to the logic 2LSS.

5 Decidability

The standard method for proving the decidability of a given modal logic is filtra-
tion, which restricts inspection of the relevant models to the finite ones among
them and enables a decision procedure thus. However, just as subset spaces
do not harmonize with canonical models, they are incompatible with filtration.
Thus, a detour is required, which takes us back into the relational semantics. In
the following, we shall single out a class of tri-modal Kripke structures for which
2LSS is as well sound and complete, and which is closed under filtration in a
suitable manner. This will give us the desired decidability result. Subsequently,
K is supposed to correspond to R, and �i to R′

i for i = 1, 2.

Definition 6 (Two-Agent Model). Let M := (W,R,R′
1, R

′
2, V ) be a tri-

modal Kripke model, where R,R′
1, R

′
2 ⊆ W × W are binary relations and V

is a valuation. Then M is called a two-agent model, iff the following conditions
are satisfied.

1. R is an equivalence relation,
2. both R′

1 and R′
2 are serial and transitive,

3. both pairs (R′
1, R

′
2) and (R′

2, R
′
1) satisfy the quasi-transitivity condition,

4. both pairs (R,R′
1) and (R,R′

2) satisfy the cross property, and
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5. the valuation V of M is constant along every R′
i-path, for i ∈ {1, 2} and all

proposition variables.

The class of all Kripke models induced by a two-agent subset space is con-
tained in the class of all two-agent models, as can be seen easily. It follows that
2LSS is (sound and) complete with respect to the latter class; see the final part
of Section 2 above. Therefore, it remains to be proved that this class is closed
under filtration.

For this purpose, let a 2LSS-consistent formula α ∈ 2SF be given. Then, a
filter set of formulas, involving the set sf(α) of all subformulas of α, is defined
as follows. We start off with Σ0 := sf(α) ∪ {¬β | β ∈ sf(α)}. In the next step,
we take the closure of Σ0 under finite conjunctions of pairwise distinct elements
of Σ0. After that, we close under single applications of the operator L. And
finally, we join the sets of subformulas of all the elements of the set obtained
last. (This final step is necessary because L was introduced as an abbreviation.)
The resulting set of formulas, denoted by Σ, is the one that meets the current
requirements. Note that Σ is finite.

Now, the canonical model of 2LSS is filtered through Σ. As a filtration of
the corresponding accessibility relations, we take the smallest one in each of
the three cases. Let M := (W,R, S1, S2, V ) be the resulting model, where the
valuation V shall be in accordance with Definition 6 for the proposition variables
outside of Σ. Then, the following lemma is crucial.

Lemma 1. The structure M is a finite two-agent model. Furthermore, the size
of M can be computed from the length of α.

Proof. The finiteness of W follows from that of Σ, and we must now show that
the five conditions from Definition 6 are satisfied. According to the way the
filter set Σ was formed, the verification of 1 and 4 is not difficult. Next, both
the validity of 5 for the proposition variables occurring in Σ and the seriality of
the R′

is can easily be concluded from the fact that M is the result of a filtration.
Moreover, establishing the transitivity of the R′

is is covered by the proof of
Lemma 2.10 from [4]. Thus only the verification of the third condition requires
a separate argument. Fortunately, it turns out that one can proceed for it in a
way similar to the one taken for transitivity (but this is the most sophisticated
portion of the whole proof). In this manner, the lemma is proved.

The desired decidability result is now an immediate consequence of
Lemma 1 and the facts stated above.

Theorem 2 (Decidability). The logic 2LSS is a decidable set of formulas.

6 Conclusion

In this paper, a subset space logic of two knowledge-competitive agents, denoted
by 2LSS, has been introduced. A corresponding axiomatization was proposed,
which turned out to be sound and complete with respect to the intended class
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of models. This constitutes the first of our main results. The second assures the
decidability of the new logic.

It is to be expected that the complexity of 2LSS can be determined not until
solving this problem for the usual logic of subset spaces. As to that, only partial
results are known; see [2].

Generalizing our approach to the case of more than two agents does not pose
difficulties on the formal side. However, the interpretation of some of the com-
petitively relevant formulas is different then; for example, seriality in the more
general context means that all agents different from a particular one can do
better than the latter. Finally, the question for other interesting agent interrela-
tionships and the effects of them on knowledge comes up and should be answered
by future research; concerning this, the paper [10] may serve as a starting point.
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Abstract. DL-Lite is an important family of description logics.
Recently, there is an increasing interest in handling inconsistency in
DL-Lite as the constraint imposed by a TBox can be easily violated
by assertions in ABox in DL-Lite. In this paper, we present a distance-
based paraconsistent semantics based on the notion of feature in DL-Lite,
which provides a novel way to rationally draw meaningful conclusions
even from an inconsistent knowledge base. Finally, we investigate several
important logical properties of this entailment relation based on the new
semantics and show its promising advantages in non-monotonic reason-
ing for DL-Lite.

1 Introduction

The DL-Lite [2] is a family of lightweight description logics (DLs), the logi-
cal foundation of OWL 2.0 QL, one of the three profiles of OWL 2.0 for Web
ontology language recommended by W3C [4]. In description logics, an ontology
is expressed as a knowledge base (KB). Inconsistency is not rare in ontology
applications and can be caused by several reasons, such as errors in modeling,
migration from other formalisms, ontology merging, and ontology evolution. In
the age of big data, it is becoming impossible to avoid inconsistency of larger scale
of KBs. Therefore, handling inconsistency is always considered as an important
problem in DLs and ontology management communities [18]. However, DL-Lite
reasoning mechanism based on classical DL semantics faces a problem when
inconsistency occurs, which is referred to as the triviality problem. That is, any
conclusions, that are possibly irrelevant or even contradicting, will be entailed
from an inconsistent DL-Lite ontology under the classical semantics.

In many practical ontology applications, there is a strong need for inferring
(only) useful information from inconsistent ontologies. For instance, consider a
simple DL-Lite KB K = (T ,A) where T = {Penguin � Bird, Swallow � Bird,

X. Zhang—Supported by the project-sponsored by School of Computer Science and
Technology in Tianjin University.

c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 15–27, 2015.
DOI: 10.1007/978-3-319-25159-2 2



16 X. Zhang et al.

Bird � Fly} and A = {Penguin(tweety), ¬Fly(tweety), Swallow(fred)}. That
KB tells us that penguins are birds; swallows are birds; birds can fly; tweety
is a penguin; tweety cannot fly; and fred is a swallow. Under the classical DL
semantics, anything can be inferred from K since K is not consistent (i.e., it has
no any model.). Intuitively, one might wish to still infer Bird(fred) and Fly(fred),
while it is useless to derive both Fly(tweety) and ¬Fly(tweety) from K.

There exist several proposals for reasoning with inconsistent DL-Lite KBs in
the literature. These approaches usually fall into one of two fundamentally dif-
ferent streams. The first one is based on the assumption that inconsistencies are
caused by erroneous data and thus, they should be removed in order to obtain
a consistent KB [9,16,5,6]. In most approaches in this stream, the task of repair-
ing inconsistent ontologies is actually reduced to finding a maximum consistent
subset of the original KB. A shortcoming of these approaches is similar to the so-
called multi-extension problem in Reiter’s default logic. That is, in many cases, an
inconsistent KB may have several different sub-KBs that are maximum consistent.
The other stream, based on the idea of living with inconsistency, is to introduce a
form of paraconsistent reasoning or inconsistency-tolerant reasoning by employing
non-standard reasoning methods (e.g., non-standard inference and non-classical
semantics). There are some strategies to select consistent subsets from an incon-
sistent KB as substitutes of the original KB in reasoning [19,8,13,10,7,21]. The
Belnap’s four-valued semantics has been successfully extended into DL-Lite [14]
where two additional logical values besides “true” and “false” are introduced
to indicate contradictory conclusions. Inference power of the four-valued seman-
tics is further enhanced by a new quasi-classical semantics for DLs proposed by
Zhang et al. [23], which is a generalization of Hunter’s quasi-classical semantics
for propositional logic. However, the reasoning capability of such paraconsistent
methods is not strong enough for many practical applications. For instance, a con-
clusion φ, that can inferred from a consistent KB K under the classical semantics,
may become not derivable under their paraconsistent semantics. We argue that
approaches in these two streams are mostly coarse-grained in the sense that they
fail to fully utilize semantic information in the given inconsistent KB. For instance,
when two interpretations make a concept unsatisfiable, one interpretation may be
more reasonable than the other. But existing approaches to paraconsistent seman-
tics in DLs do not take this into account usually.

Recently a distance-based semantics presented by Arieli [1] has been pro-
posed to deal with inconsistent KBs in propositional logic, which is inspired
from distance-based merging procedures in propositional logic [11]. However, it
is not straightforward to generalize this approach to DLs because it directly
works on models (it is feasible in propositional logic since a propositional KB
has a finite number of finite models) while, in DLs, a KB might have infinite
number of models and a model might also be infinite [3]. Additionally, it is also a
challenge in adopting distance-based semantics for complex constructors in DLs.

To overcome these difficulties, in this paper we first use the notion of features
[20] and then introduce a distance-based semantics for paraconsistent reasoning
with DL-Lite. Features in DL-Lite are Herbrand interpretations extended with
limited structure, which provide a novel semantic characterization for DL-Lite.
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In addition, features also generalize the notion of types for TBoxes [12] to general
KBs. Each KB in DL-Lite has a finite number of features and each feature is
finite. This makes it possible to cast Arieli’s distance-based semantics to DL-Lite.

The main innovations and contributions of this paper can be summarized
as follows. We introduce distance functions on types of DL-LiteN

bool KBs, which
avoids the problem of domain infiniteness and model infiniteness in defining the
distance function in terms of models of KBs. We choose DL-LiteN

bool [2], one of
the most expressive members of the DL-Lite family, and define distance-based
semantics for DL-LiteN

bool in a way analogous to the model-based approaches in
propositional logic. Although our approach is based on DL-LiteN

bool, we argue
that our technique can easily be adapted to other DLs. Based on the new dis-
tance function on types, we develop a way of measuring types that are closest
to a TBox and the notion of minimal model types is introduced. This notion is
also extended to minimal model features for KBs. We propose a distance-based
semantics for DL-LiteN

bool so that useful information can still be inferred when
a KB is inconsistent. This is accomplished by introducing a novel entailment
relation (i.e. distance-based entailment) between a KB and an axiom in terms
of minimal model features. Our results show that the distance-based entail-
ment is paraconsistent, non-monotonic, cautious as the paraconsistent based on
multi-valued semantics. We also show that the distance-based entailment is not
over-skeptical in the sense that for a classically consistent KB, the distance-based
entailment coincides with the classical entailment, which is missing in most exist-
ing paraconsistent semantics for DLs. Due to the space limitation, all proofs are
omitted but they are available in an extended technical report in [22].

2 The DL-Lite Family and Features

DL-Lite N
bool. A signature is a finite set Σ = ΣA ∪ ΣR ∪ ΣI ∪ ΣN where ΣA is

the set of atomic concepts, ΣR the set of atomic roles, ΣI the set of individual
names (or, objects) and ΣN the set of natural numbers in Σ. We use capital
letters A,B,C ( with subscripts C1, C2) to denote concept names, P,R, S (with
subscripts P1, P2) to denote role names, lowercase letters a, b, c to denote indi-
vidual names and assume 1 is always in ΣN . � and ⊥ will not be considered as
concept names or role names.

Formally, given a signature Σ, the DL-LiteN
bool language is inductively con-

structed by syntax rules: (1) R ← P | P−; (2) B ← � | A |≥ nR; and (3)
C ← B | ¬C | C1 � C2. We say B a basic concept and C a general concept.
Other standard concept constructs such as ⊥, ∃R, ≤ nR and C1 � C2 can be
introduced as abbreviations: ⊥ for ¬�, ∃R for ≥ 1R, ≤ nR for ¬(≥ (n + 1)R)
and C1 � C2 for ¬(¬C1 � ¬C2). For any P ∈ ΣR, P−− = P .

A TBox T is a finite set of (concept) inclusions of the form C1 � C2 where
C1 and C2 are general concepts. An ABox A is a finite set of concept assertions
C(a) and role assertions R(a, b). Concept inclusions, concept assertions and role
assertions are axioms. A KB is composed of a TBox and an ABox, written by
K = (T ,A). Sig(K) denotes the signature of K.
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An interpretation I is a pair 〈ΔI , ·I〉, where ΔI is a non-empty set called
the domain and ·I is an interpretation function such that aI ∈ ΔI , AI ⊆ ΔI

and P I ⊆ ΔI × ΔI . General concepts are interpreted as usual. The definition
of interpretation is based on the unique name assumption (UNA), i.e., aI �= bI

for two different individual names a and b.
An interpretation I is a model of a concept inclusion C1 � C2 (a concept

assertion C(a), or a role assertion R(a, b)) if CI
1 ⊆ CI

2 (aI ∈ CI , or (aI , bI) ∈
RI); and I is called a model of a TBox T (an ABox A) if I is a model of each
inclusion of T (each assertion of A). I is called a model of a KB (T ,A) if I is
a model of both T and A. We use Mod(K) to denote the set of models of K.
A KB K entails an axiom φ, if Mod(K) ⊆ Mod({φ}). Two KBs K1 and K2 are
equivalent if Mod(K1) = Mod(K2), denoted by K1 ≡ K2. A KB K is consistent
if it has at least one model, inconsistent otherwise.

Features. Let Σ be a signature. A Σ-type (or simply a type) is a set of basic
concepts over Σ, s.t., � ∈ τ , and for any m,n ∈ ΣN with m < n, R ∈ ΣR∪{P− |
P ∈ ΣR}, ≥ nR ∈ τ implies ≥ mR ∈ τ . As � ∈ τ for any type τ , we omit it
in examples for simplicity. TΣ denotes the set of all Σ-types. Note that if ∃P
(or ∃P−) occurs in a general concept C then ∃P− (or ∃P ) should be also
considered as a new concept independent of ∃P (or ∃P−) in computing types
of C respectively. In the rest of the paper, we will use Ξ to denote a set of
types {τ1, . . . , τm} (called a type set ) and use Π to denote a set of type sets
{Ξ1, . . . , Ξn} (called a type group). Then we denote ∪Ξ = τ1 ∪ · · · ∪ τm and
∩Π = Ξ1 ∩ . . . ∩ Ξn.

A type τ satisfies a basic concept B if B ∈ τ , τ satisfies ¬C if τ does not
satisfy C, and τ satisfies C1 � C2 if τ satisfies both C1 and C2. TΣ(C) denotes
a collection of all Σ-types of C. In this way, each general concept C over Σ
corresponds to a set TΣ(C) of all Σ-types satisfying C. A type τ satisfies a
concept inclusion C � D if τ ∈ TΣ(¬C � D). And a type τ is a model type of
a TBox T iff it satisfies each inclusion in T . Model type sets and model type
groups are analogously defined. If Ξ is a model type set of a TBox T then
∃P ∈ ∪Ξ iff ∃P− ∈ ∪Ξ. This property is called role coherence which can be
used to check whether a type set is the model type set of some TBox. ΠΣ(T )
denotes the model type group {TΣ(¬C1 � D1), . . . , TΣ(¬Cn � Dn)} of T where
T = {C1 � D1, . . . , Cn � Dn} is a TBox over Σ. It appears that ∩ΠΣ(T ) is the
collection of model Σ-types of T .

A Σ-Herbrand set (or simply Herbrand set) H is a finite set of member asser-
tions satisfying: (1) for each a ∈ ΣI , if B1(a), . . . , Bk(a), where {B1, . . . , Bk} ⊆
ΣB are all the concept assertions about a in H, then the set {B1, . . . , Bk} is a
Σ-type; (2) for each P ∈ ΣR, if P (a, bi)(1 ≤ i ≤ n) are all the role assertions
about a in H, then for any m ∈ ΣN with m ≤ n, (≥ mP )(a) is in H; (3) for
each P ∈ ΣR, if P (bi, a)(1 ≤ i ≤ n) are all the role assertions in H, then for any
m ∈ ΣN with m ≤ n, (≥ mP−)(a) is in H.

We simply write τ(a) = {B1(a), . . . , Bk(a)} where τ = {B1, . . . , Bk}. More-
over, given a set of types Ξ = {τ1, . . . , τm}, Ξ(a) denotes {τ1(a), . . . , τm(a)}
without confusion. In this case, we say τ(a) is in H if {B1(a), . . . , Bk(a)} ⊆ H.
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A Herbrand set H satisfies a concept assertion C(a) (a role assertion P (a, b)
or P−(b, a)) if τ(a) is in H and τ ∈ TΣ(C) (P (a, b) ∈ H or P−(b, a) ∈ H). A
Herbrand set H satisfies an ABox A if H satisfies all assertions in A.

A Σ-feature (or simply a feature) F is a pair 〈Ξ,H〉, where Ξ is a non-empty
set of Σ-types and H a Σ-Herbrand set, if F satisfies: (1) for each P ∈ ΣR,
∃P ∈ ⋃

Ξ iff ∃P− ∈ ⋃
Ξ (i.e., Ξ holds role coherence); and (2) for each a ∈ ΣI

and τ(a) in H, s.t., τ is a Σ-type, τ ∈ Ξ. A feature F satisfies an inclusion
C1 � C2 over Σ, if Ξ ⊆ TΣ(¬C1 � C2); F satisfies a concept assertion C(a)
over Σ, if τ(a) ∈ H and τ ∈ TΣ(C); and F satisfies a role assertion P (a, b)
(resp., P−(b, a)) over Σ, if P (a, b) ∈ H. A feature F is a model feature of
KB K if F satisfies each inclusion and each assertion in K. ModF (K) denotes
the set of all model features of K. It easily concludes that K is consistent iff
ModF (K) �= ∅. Given two KBs K1 and K2, let Σ = Sig(K1 ∪ K2), K1 F-entails
K2 if ModF (K1) ⊆ ModF (K2), written by K |=F K2; and K1 is F-equivalent K2

if ModF (K1) = ModF (K2), written by K ≡F K2. In [20], we conclude that: (1)
K1 |= K2 iff K1 |=F K2; (2) K1 ≡ K2 iff K1 ≡F K2.

3 Distance-Based Semantics for TBoxes

To measure the closeness of two types, we first define a distance function between
two types in terms of the symmetric difference for sets.

Definition 1. Let Σ be a signature, a total function d : TΣ ×TΣ → R
+∪{0} is a

pseudo-distance function (for short, distance function) on TΣ if it satisfies: (1)
∀τ1, τ2 ∈ TΣ , d(τ1, τ2) = 0 iff τ1 = τ2; and (2) ∀τ1, τ2 ∈ TΣ , d(τ1, τ2) = d(τ2, τ1).

Given a type τ ∈ TΣ and a type set Ξ ⊆ TΣ , the distance function between
τ and Ξ is defined as d(τ, Ξ) = min{d(τ, τ ′) | τ ′ ∈ Ξ}.

If Ξ = ∅, then we set d(τ, Ξ) = d where d is a default value of distance func-
tion greater than any value be to considered. This setting is used to exclude all
contradictions (e.g., � � ⊥) under our candidate semantics since a contradiction
can bring less useful information.

There are two representative distance functions on types, namely, Hamming
distance function where dH(τ1, τ2) = |(τ1 − τ2) ∪ (τ2 − τ1)| and drastic distance
function where dD(τ1, τ2) = 0 if τ1 = τ2 and dD(τ1, τ2) = 1 otherwise.

An aggregation function f is a total function that accepts a multi-set of real
numbers and returns a real number, satisfying: (1) f is non-decreasing in the
values of its argument; (2) f({x1, . . . , xn}) = 0 iff x1 = . . . = xn = 0; and (3)
∀x ∈ R

+∪{0}, f({x}) = x. There exist some popular aggregation functions [15]:

– The summation function: fs(x1, . . . , xn) =
∑

1≤i≤n xi;
– The maximum function: fm(x1, . . . , xn) = max1≤i≤nxi;
– The κ-voting function (0 < κ < 1): fκ(x1, . . . , xn) = 0

if Zero({x1, . . . , xn}) = n; fκ(x1, . . . , xn) = 1
2 if �κ · n� ≤

Zero({x1, . . . , xn}) < n and fκ(x1, . . . , xn) = 1 otherwise, where
Zero({x1, . . . , xm}) is the number of zeros in {x1, . . . , xn}.
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Definition 2. Let Σ be a signature, τ a type and Π = {Ξ1, . . . , Ξn} a type
group. Given a distance function d and an aggregation function f , λd,f between
τ and Π is defined as λd,f (τ,Π) = f({d(τ, Ξ1), . . . , d(τ, Ξn)}). Furthermore,
τ is called df -minimal (for short, minimal) w.r.t. Π if for any type τ ′ ∈ TΣ,
λd,f (τ,Π) ≤ λd,f (τ ′,Π).

We use Λd,f (Π,Ξ) to denote a set of all df -minimal types w.r.t. Π in Ξ.

Proposition 1. Let Σ be a finite signature and Π = {Ξ1, . . . , Ξn} (n ≥ 1)
a type group over Σ. If Ξi For any distance function d and any aggregation
function f , we have (1) Λd,f (Π,TΣ) �= ∅ and (2) If ∩Π �= ∅ then Λd,f (Π,TΣ) =
∩Π.

The first statement guarantees that every type group has always at least
minimal type if this type group contains a non-empty type set and the second
shows that each type belong to all members of a type group is exactly a minimal
type.

Let Σ be a signature and T = {ψ1, . . . , ψn} a TBox over Σ. Each axiom ψi

is of the form Ci � Di (1 ≤ i ≤ n) where Ci,Di (1 ≤ i ≤ n) are concepts. We
simply write ΠΣ(T ) as Π(T ) if Σ = Sig(T ).

Corollary 1. Let Σ be a finite signature and T a TBox over Σ. For any distance
function d and any aggregation function f , we have (1) Λd,f (ΠΣ(T ), TΣ) �= ∅;
and (2) If T is consistent then Λd,f (ΠΣ(T ), TΣ) = ∩ΠΣ(T ).

The above second item is no longer true if a TBox T is not consistent.

Example 1. Let T = {� � A,A � ∃P,∃P � ⊥} and Σ = Sig(T ). So
Σ = {A,P} and T is inconsistent. T has eight possible types: τ11 = {},
τ12 = {∃P−}, τ21 = {∃P}, τ22 = {∃P,∃P−}, τ31 = {A}, τ32 = {A,∃P−},
τ41 = {A,∃P} and τ41 = {A,∃P,∃P−}. Thus, we have ΛdH ,fs(Π(T ), TΣ) =
{τ11, τ12, τ31, τ32, τ41, τ42} while ∩Π(T ) = ∅.

Unfortunately, Λd,f (Π(T ), TΣ) does not always satisfy the role coherence as
the following example shows.

Example 2. Let T = {� � A � ∃P,∃P− � ⊥} and Σ = Sig(T ). If d
is the Hamming distance function and f is the summation function, then
ΛdH ,fs(Π(T ), TΣ) = {{A,∃P}}. Note that ∃P− �∈ ∪ΛdH ,fs(Π(T ), TΣ).

The reason that the role coherence might be absent in Λd,f (Π(T ), TΣ) is
that ∃P and ∃P− are taken as two independent concepts so that the relation
of satisfiability between ∃P and ∃P− cannot be captured when minimal types
are computed [24]. To construct a model type set from a random type set Ξ, we
introduce an iterative operator μd,f (Ξ) and its fixpoint.

Given an arbitrary type set Ξ, if it is not a model type set of any TBox, there
are two possible options to recovery the role coherence: removing and adding.
For instance, if τ ∈ Ξ such that ∃R ∈ τ and ∃R− �∈ ∪Ξ for some role R, then
we can either remove τ from Ξ or add a new type τ such that ∃R− ∈ τ in to
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Ξ. In Example 2, if we remove the type {A,∃P}, then ΛdH ,fs(Π(T ), TΣ) will
be empty, which is not desirable. In other words, the removing approach could
cause the empty type set where the reasoning becomes trivial. So we will extend
the type violating the role coherence. Consider Example 2 again, there are three
possible types τ1 = {∃P−}, τ2 = {A,∃P−} and τ3 = {A,∃P,∃P−} such that
∃P− ∈ τi (i = 1, 2, 3) where λdH ,fs(τ1,Π(T )) = 3, λdH ,fs(τ2,Π(T )) = 2 and
λdH ,fs(τ3,Π(T )) = 1. So we can pick τ3 as the desired minimal type. Further-
more, this extension is an iterative process since newly added types possibly
contains new role names and role incoherence is not yet satisfied at every step.
To construct a model type set from a random type set Ξ, we introduce an
iterative operator μd,f (Ξ) and its fixpoint.

Formally, let Σ be a finite signature and Π a type group over Σ. Given a
type set Ξ over Σ, let μd,f (Ξ) = Ξ ∪ Ξ ′, where Ξ ′ ⊆ TΣ and Ξ ′ = {τ | for
some role R, ∃R ∈ ∪Ξ and ∃R− �∈ ∪Ξ, ∃R− ∈ τ and for any type τ ′ ∈ TΣ ,
∃R− ∈ τ ′ implies λd,f (τ,Π) ≤ λd,f (τ ′,Π)}. We use Ξ+ to denote the fixpoint
of μd,f , i.e., Ξ+ = FP (μd,f )(Ξ). For any distance function d, any aggregation
function f , and any type set Ξ, we can conclude that Ξ+ always exists since
μd,f is inflationary (i.e., Ξ ⊆ μd,f (Ξ)) and Σ is finite.

Given a signature Σ and a TBox T over Σ, we say Λ+
d,f (Π(T ), TΣ) is the

minimal model type set of T . Intuitively, a minimal model type set is a set of
minimal types with maintaining role coherence. In Example 2, Λ+

dH ,fs(Π(T ), TΣ)
= ΛdH ,fs(Π(T ), TΣ) ∪ {τ3} = {{A,∃P}, {A,∃P,∃P−}}.

We show that minimal model type sets meet our motivation.

Proposition 2. Let Σ be a signature and T a TBox over Σ. For any distance
function d and aggregation function f , we have

– Λ+
d,f (ΠΣ(T ), TΣ) �= ∅;

– Λ+
d,f (ΠΣ(T ), TΣ) = ∩ΠΣ(T ), if T is coherent;

– ∃P ∈ ∪Λ+
d,f (ΠΣ(T ), TΣ) iff ∃P− ∈ ∪Λ+

d,f (ΠΣ(T ), TΣ) for any P ∈ ΣR.

In Proposition 2, the first item states that there always exist minimal model
types for any non-empty TBox; the second shows that when a TBox is consistent,
each minimal model type is exactly a model type; and the third ensures that
minimal model type sets always satisfy the role coherence.

Definition 3. Let Σ be a signature, T a TBox, and, φ an inclusion over Σ.
Given a distance function d and an aggregation function f , T distance-based
entails (d-entails) φ, denoted by T |=d,f ψ, if Λ+

d,f (ΠΣ(T ), TΣ) ⊆ ModT ({φ}).

In Example 2, T |=dH ,fs � � A.

4 Distance-Based Semantics for Knowledge Bases

Compared with inconsistency of TBoxes, inconsistency occurring in KBs is much
more complex. For instance,
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Example 3. Let K = ({∃P− � ⊥}, {∃P (a)}) be a KB and Σ = {P, a, 1}. K is
inconsistent and thus has no model feature.

We first introduce concept profiles and then use type distance function to
describe how far apart features are. Let Σ be a signature and A an ABox over
Σ. Assume that NA is a set of all named individuals in A. Let AR = {P (a, b) |
P (a, b) or P−(b, a) ∈ A}. A concept profile of a in A, denoted by ΣC(a), is
defined as follows:

ΣC(a) =
⋃

D(a)∈A
{D} ∪

⋃

P (a,b1),...,P (a,bn)∈AR

{≥ m P | m ∈ ΣN ,m ≤ n}

∪
⋃

P (b1,a),...,P (bn,a)∈AR

{≥ m P− | m ∈ ΣN ,m ≤ n}.

Intuitively, a set of concept profiles is a partition of concepts that are realized
in that ABox w.r.t. individuals. For instance, let Σ = {C,D,P, a, b1, b2, 1, 2} and
A = {C � D(a), P (a, b1), P (a, b2),D(b1)}. Thus ΣC(a) = {C � D,∃P,≥ 2P},
ΣC(b1) = {D,∃P−}, and ΣC(b2) = {∃P−}.

Let K = (T ,A) be a KB. We extend the signature Sig(K) of K as Sig∗(K) =
Sig(T ) ∪ Sig(ΣC(A)) where ΣC(A) =

⋃
a∈NA

ΣC(a). Indeed, Sig∗(K) is
obtained from Sig(K) by adding all possible natural numbers occurring in all
concept profiles but not occurring in K. In other words, Sig∗(K) and Sig(K)
are no different except ΣN . In the above example, Sig(A) = {C,D,P, a, b1, b2}
while Sig∗(A) = {C,D,P, a, b1, b2, 1, 2}.

Next, we will define the notion of minimal model features.

Definition 4. Let Σ be a signature and K = (T ,A) a KB over Σ. Denote
ΠΣ(a) = {TΣ(D) | D ∈ ΣC(a)}. Given a distance function d and an aggregation
function f , a df -minimal model feature of K is a feature F = 〈Ξ,H〉 satisfying
the following four conditions:

– Ξ ⊆ Λ+
d,f (ΠΣ(T ), TΣ);

– for each P ∈ ΣR, ∃P ∈ ∪Ξ iff ∃P− ∈ ∪Ξ;
– τ ∈ Λ+

d,f (ΠΣ(a), Λ+
d,f (ΠΣ(T ), TΣ)) ∩ Ξ for each a ∈ ΣI and τ(a) ∈ H;

– for any role assertion P (a, b) ∈ AR−H, either ≥ n+1P (a) �∈ H and P (a, b1),
. . ., P (a, bn) ∈ H, or ≥ n + 1P−(b) �∈ H and P (a1, b), . . . , P (an, b) ∈ H.

Let ModF
d,f (K) denote the set of df -minimal model features of K.

In Definition 4, a minimal model feature is a feature F which contains two
parts, namely, a type set Ξ and a Herbrand set H. The first condition requires
that all types of Ξ are minimal; the second says that Ξ should be a model type
set, i.e., it satisfies the property of role coherence; the third guarantees that
each type of Ξ satisfying each concept assertion in H has the minimal distance
function to its corresponding concept profile, that is, if a concept assertion D(a)
is satisfied by H then types satisfying D are minimal w.r.t. type group ΠΣ(a)
of concept profile ΣC(a); and the last ensures that F is consistent by those role
assertions conflicting with concept assertions.
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Example 4. In Penguin KB, we abbreviate Penguin to P , Swallow to S, Bird to B,
Fly to F , tweety to t and fred to r. Let Σ = {P, S, B, F, t, r}, ΣC(t) = {P, ¬F} and
ΣC(r) = {S}. We have Λ+

dH ,fs(ΠΣ(T ), TΣ) = {τ1, τ2, τ4, τ8, τ12, τ16}. Here τ1 = {},
τ2 = {F}, τ4 = {B,F},τ8 = {S,B, F}, τ12 = {P,B, F}, and τ16 = {P, S,B, F}.
All of whose distance is 0. We have Λ+

dH ,fs(ΠΣ(t), Λ+
dH ,fs(ΠΣ(T ), TΣ)) =

{τ1, τ12, τ16} and Λ+
dH ,fs(ΠΣ(r), Λ+

dH ,fs(ΠΣ(T ), TΣ)) = {τ8, τ16}. All types in
Λ+

dH ,fs(ΠΣ(t), TΣ) have distance equal to 1 while all types in Λ+
dH ,fs(ΠΣ(r), TΣ)

have distance equal to 0. Thus, ModF
d,f (K) = {〈Ξ, τ(t)∪ τ ′(r)〉 | τ ∈ {τ1, τ12, τ16},

τ ′ ∈ {τ8, τ16}, {τ, τ ′} ⊆ Ξ and Ξ ⊆ {τ1, τ8, τ12, τ16}}.

We find that minimal model features can reach our aim.

Proposition 3. Let Σ be a signature and K a KB over Σ. For any distance
function d and any aggregation function f , we have

– ModF
d,f (K) �= ∅;

– ModF
d,f (K) = ModF (K), if K is consistent.

An expected result is that the second statement of Proposition 3 does not
necessarily hold if K is inconsistent. For instance, in Example 3, ModF

d,f (K) =
{F1,F2} where F1 = 〈{∃P}, {∃P (a)}〉 and F2 = 〈{∃P,∃P−}, {∃P (a),∃P−(a)}〉
while ModF (K) = ∅.

Now, based on minimal model features, we are ready to define the distance-
based entailment for KBs, written |=d,f , under which meaningful information
can be entailed from an inconsistent KB.

Definition 5. Let Σ be a signature, K a KB, and, φ an axiom over Σ. Given
a distance function d and an aggregation function f , K distance-based entails
(d-entails) φ, still denoted by K |=d,f φ, if ModF

d,f (K) ⊆ ModF ({φ}).

Distance-based entailment brings a new semantics (called distance-based
semantics) for inconsistent KBs by weakening classical entailment. It is not
hard to see that no contradiction can be entailed in this semantics. For instance,
in Penguin KB, ¬Fly � Fly(tweety) cannot be entailed but ¬Fly � Fly(tweety)
can under our new semantics.

In the rest of this section, we exemplify that the distance-based semantics is
suitable for reasoning with inconsistent KBs.

Consequences are intuitive and reasonable under the distance-based seman-
tics. In Penguin KB, K |=dH ,fs Fly(fred) while K �|=dH ,fs Penguin(tweety) and
K �|=dH ,fs Fly(tweety). We further analyze those conclusions under distance-
based semantics. The inconsistency of K is caused by statement about tweety.
On the one hand, tweety is a penguin which cannot fly, i.e., ¬Fly(tweety). On the
other hand, a penguin is a bird which can fly, i.e., Fly(tweety). Moreover, there
exists no more argument for either Penguin(tweety) or Fly(tweety). In this sense,
neither Penguin(tweety) nor Fly(tweety) can be entailed under distance-based
semantics. However, the statement about fred in K contains no conflict. Thus
Fly(fred) can be entailed under distance-based semantics. Additionally, let us
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consider a simple example: let A = {A(a),¬A(a), B(b)}. We can conclude that
A |=dH ,fs B(b) while neither A �|=dH ,fs A(a) nor A �|=dH ,fs ¬A(a).

In general, different result for a KB would be brought by selecting different
distance function and different aggregation.

Example 5. Let A = {A(a),¬A � ∃P (a),¬∃P (a)} be an inconsistent ABox and
Σ = {A,P, a}. Thus A |=dH ,fm ¬A � ∃P (a) while A �|=dD,fm ¬A � ∃P (a).

For instance, in Example 3, A |=
dH ,f

1
2

A(a) while A �|=dH ,fs A(a).

5 Properties of Distance-Based Semantics

In this section, we present some useful properties of the distance-based semantics.
If K is inconsistent and there exists an axiom φ such that K �|=p φ where |=p

is an entailment relation, then we say |=p is paraconsistent. It is well known that
the classical entailment |= is not paraconsistent. We reconsider Example 3 and
we have K |=dH ,fs ∃P− � ⊥ while K �|=dH ,fs ∃P (a).

The following result shows that the distance-based entailment is
paraconsistent.

Proposition 4. For any distance function d and any aggregation function f ,
|=d,f is paraconsistent.

Most existing semantics for paraconsistent reasoning in DLs are much weaker
than the classical semantics in this sense that there exists a consistent KB K
and an axiom φ such that K |= φ (also called consistency preservation) but φ
is not entailed by K under the paraconsistent semantics. The following result
shows that the distance-based semantics does not have such shortcoming.

We can conclude a result directly following Proposition 3.

Proposition 5. Let Σ be a signature, K a KB, and, φ an axiom over Σ. For
any distance function d and any aggregation function f , if K is consistent then
we can conclude that K |=d,f φ iff K |= φ.

Under the classical semantics, a property that K |= ψ iff T |= ψ for any inclu-
sion ψ is called TBox-preservation where the problem of subsumption checking
is irrelevant to ABoxes. Our distance-based semantics satisfies such a property.

Proposition 6. Let Σ be a signature, K = (T ,A) a KB, and, ψ an inclusion
over Σ. For any distance function d and any aggregation function f , K |=d,f ψ
iff T |=d,f ψ.

By Proposition 6, TBox preservation property means that if the TBox by
itself is consistent, then it will be entailed (and hence preference is given to
preserving TBox statements over ABox statements), such as the same treatment
in [13]. This is different from some other approaches to inconsistency-handling
in DLs, where the TBox and ABox are equally treated, or the ABox is given
preference such as [15,21,23].

The closure w.r.t. |=d,f of an arbitrary KB is always consistent.



A Distance-Based Paraconsistent Semantics for DL-Lite 25

Proposition 7. Let Σ be a signature and K = (T ,A) a KB over Σ. For any
distance function d and any aggregation function f , let Cnd,f (T ) = {ψ is an
inclusion | T |=d,f ψ} and CnT

d,f (A) = {ϕ is an assertion | (T ,A) |=d,f ϕ}. We
conclude that both Cnd,f (T ) and CnT

d,f (A) are consistent.

Proposition 7 provides a theoretical foundation of applying our approach to
inconsistency-tolerant conjunctive query answering [3].

Let Σ be a signature. A distance function d is Σ-unbiased, if for any Σ-
concept C and any two Σ-types τ1, τ2, B ∈ τ1 iff B ∈ τ2 for any basic concept
B occurring in C implies d(τ1, TΣ(C)) = d(τ2, TΣ(C)). The Hamming distance
function and the drastic distance function are unbiased.

Let us consider a distance function d∪ defined as follows: for any two sets
S1, S2, d∪(S1, S2) = 0 if S1 = S2; and d∪(S1, S2) = 1 + |S1 ∪ S2|. It clearly
concludes that d∪(S1, S2) = 0 iff S1 = S2 and d∪(S1, S2) = d∪(S2, S1). Thus d∪

is a distance function. Let Σ = {A1, A2, A3, A4} and C = A1�A2. For each type
τ ∈ TΣ(C), {A1, A2} ⊆ τ . Let τ1 = {A1, A2} and τ2 = {A1, A2, A3, A4}. Thus
d(τ1, TΣ(C)) = 5 and d(τ2, TΣ(C)) = 7. Then d∪ is not unbiased.

Unbiasedness will bring a good property of relevance in reasoning since the
unbiased distance is not sensitive to those irrelevant basic concepts.

Proposition 8. Let Σ be a signature, K a KB, and, φ a non-tautology over Σ.
If d is an unbiased distance function and Sig(K) ∩ Sig({φ}) = ∅ then for any
aggregation function f , K �|=d,f φ.

An entailment relation |=m is monotonic if K′ |=m φ implies K |=m φ for
any KB K′ ⊆ K; and nonmonotonic otherwise. Another characteristic property
of |=d,f is its non-monotonic nature.

Proposition 9. For any distance function d and any aggregation function f ,
|=d,f is non-monotonic.

A relation |≈ is cautious if it satisfies:

– (cautious reflexivity) If K = K′ ⊕ K′′ and K′ is consistent, then K|≈ϕ for all
axiom ϕ ∈ K′;

– (cautious monotonicity) If K|≈ϕ and K|≈ψ, then K ∪ {ϕ}|≈ψ;
– (cautious cut) If K|≈ϕ and K ∪ {ϕ}|≈ψ then K|≈ψ.

Proposition 10. For any distance function d and any monotonic hereditary
aggregation function f , |=d,f is cautious.

Example 6. Consider an ABox A = {HasWife(Mike,Rose), HasWife(Mike,Mary),

¬(≥ 2HasWife)(Mike)}. Let Σ = {HasWife,Mike,Mary,Rose, 1, 2}. The first
statement claims that Mike has at most one wife. Moreover, we are informed
that Mike has two wives Rose and Mary. We conclude that A is inconsistent and
A |=dH ,fs≥ 1HasWife(Mike). Moreover, we can also conclude that A �|=dH ,fs

HasWife(Mike,Rose), and A �|=dH ,fs HasWife(Mike,Mary). Intuitively, Mike has
a wife while we don’t know whether his wife is Rose or Mary under our distance-
based semantics.
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6 Discussions

Existing model-centered approaches for inconsistency handling are usually based
on various forms of inconsistency-tolerant semantics, such as four-valued descrip-
tion logics [14,15], quasi-classical description logics [23], the argumentation-based
semantics for description logics [10,21], and the MKNF-based semantics for
description logics [7]. Compared to them, our distance-based semantics works
on classical interpretations but still can draw more useful and reasonable logical
consequences. Different from [7] which introduces a weak negation not to tol-
erate inconsistency, our approach does not change the syntax of DLs. Different
from syntax-based paraconsistent approaches taking some consistent subsets as
substitutes of KBs in reasoning [19,8,9,16,6,18], our approach can satisfy the
closure consistency.

There are some model-based approaches presented in [17,13]. Compared with
it directly working on models, our approach works on types and features which
take advantage of finiteness. Moreover, we construct those models which are
closer to a KB according to some distance functions and aggregation functions
when there exists no model in an inconsistent KB. A distance-based approach
is proposed to measure inconsistency of TBoxes [15]. However, this approach
might be difficult to do so because of infinite number of models of DL KBs since
it is based on the distance between models. As a future work, we employ our
distance-based technique to measure inconsistency of KBs. A simpler semantic
characterisation called type semantics has been developed for DL-Lite in [24]. We
plan to study the issue of handling DL paraconsistency using the type semantics.

Acknowledgments. This work was supported by the program of the National High-
tech R&D Program of China (863 Program) under 2013AA013204 and the National
Natural Science Foundation of China (NSFC) under 61502336, 61373035.
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Abstract. Computing all ABox repairs is a key to cautious or brave
reasoning over inconsistent description logic (DL) ontologies. However,
the number of ABox repairs can be exponential in the number of asser-
tions in the ABox even for very lightweight DLs. Hence we propose to
compute a minimal representative set of ABox repairs. A set of ABox
repairs is representative, if every assertion occurring in at least one ABox
repair also occurs in at least one element of this set, while every assertion
occurring in all ABox repairs occurs in all elements of this set. Cautious
or brave reasoning then can be approximated by standard reasoning over
a minimal representative set other than the complete set of ABox repairs.
However, computing a minimal representative set of ABox repairs is still
intractable in general. To guarantee the tractability in data complexity
for computing a minimal representative set, we focus on a class of DL
ontologies called the first-order rewritable class. We propose a tractable
method for computing a minimal representative set of ABox repairs in an
inconsistent first-order rewritable ontology. Experimental results demon-
strate the high efficiency and scalability of the proposed method.

1 Introduction

Description logics (DLs) [1] are popular knowledge representation languages
underpinning the Web Ontology Language (OWL). A DL ontology consists of a
TBox and an ABox, where the TBox describes relations between concepts and
roles, and the ABox describes instances of concepts and roles. The semantics
of DLs is inherited from the first-order logic, thus inconsistency can incur in
a DL ontology. Standard reasoning over an inconsistent DL ontology results in
anything and is meaningless. In some popular applications such as data integra-
tion, the TBox of an inconsistent ontology is consistent and the inconsistency is
caused by logical conflicts in the ABox w.r.t. the TBox. To deal with this situa-
tion, two general approaches called cautious reasoning and brave reasoning can
often be employed. Both of them have widely been used in the context of logic
programming [7] and can be adapted to DLs to define meaningful consequences
in an inconsistent DL ontology. Cautious reasoning defines a meaningful conse-
quence of an inconsistent DL ontology as a formula entailed by the union of the
TBox and every ABox repair of the ontology, where an ABox repair is a maximal
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 28–39, 2015.
DOI: 10.1007/978-3-319-25159-2 3
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subset of the ABox that is consistent with the TBox. This approach is said to be
cautious since a meaningful consequence is required to hold in all ABox repairs.
Brave reasoning defines a meaningful consequence of an inconsistent DL ontol-
ogy as a formula entailed by the union of the TBox and some ABox repair of
the ontology. This approach is said to be brave since a meaningful consequence
is only required to hold in at least one ABox repair.

Computing all ABox repairs is a key to cautious or brave reasoning in a DL
ontology because a meaningful consequence is defined by the complete set of
ABox repairs. However, this computation is often infeasible since the number of
ABox repairs can be exponential in the number of assertions in the ABox even
for DL-Litecore, the least expressive DL in the lightweight DL-Lite family [4], as
shown in the following example. Let O be a DL-Litecore ontology with the TBox
{Man � ¬Woman} and the ABox {Man(ai),Woman(ai) | 1 ≤ i ≤ n}, where ai

is an individual and n ≥ 1. Then there are 2n ABox repairs of O, each of which
is of the form {Ai(ai) | 1 ≤ i ≤ n} where Ai is Man or Woman. Moreover, unless
P=NP, it is impossible to perform cautious or brave reasoning in PTime even in
terms of data complexity, the complexity measured in the size of the ABox only.
This is due to the following complexity results. First, cautious or brave reasoning
in a datalog program with constraints is already NP-hard [7]. Second, cautious
reasoning is coNP-complete in data complexity even for DL-Litecore [11].

The above results suggest that both cautious reasoning and brave reasoning
need to be approximated for practical use. A natural idea for the approximation
is to consider some but not all ABox repairs. In this line the notion of minimal
representative set of explanations [14] can be adapted. A minimal representative
set of ABox repairs can be defined as a minimal set of ABox repairs, such that
every assertion occurring in at least one ABox repair also occurs in at least one
element of this set, and that every assertion occurring in all ABox repairs also
occurs in all elements of this set. It can be seen from [14] that the cardinality of
an arbitrary minimal representative set of ABox repairs is not larger than the
number of assertions in the ABox. Moreover, it can be shown that the replace-
ment of the set of ABox repairs with a minimal representative set of ABox repairs
in either cautious or brave reasoning does not impact the result for determining
whether an assertion in the ABox is a meaningful consequence.

Based on the above properties, it is reasonable to approximate cautious or
brave reasoning by a minimal representative set of ABox repairs. However, it can
be seen from [14] that computing a minimal representative set of ABox repairs
is NP-hard even when the TBox contains only axioms that are translated to
constraints. Fortunately, this NP-hardness result does not tell that there is no
tractable (i.e. PTime) method for certain DLs in data complexity. To develop
a tractable method, we focus on a class of DL ontologies, called first-order
rewritable class [6], which guarantees that the number of minimal subsets of the
ABox that are inconsistent with the TBox (called minimal inconsistent ABox
subsets or simply MIASes) is at most polynomial in the number of assertions
in the ABox. This class is rather expressive, sufficient for many real-life applica-
tions such as the ontology-based data access (OBDA) systems. We develop an
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efficient PTime algorithm for computing a minimal representative set of ABox
repairs from the set of MIASes. By combining it with a PTime (data complexity)
algorithm for computing all MIASes in first-order rewritable ontologies [6], we
obtain a tractable method for computing a minimal representative set of ABox
repairs in an inconsistent first-order rewritable ontology.

We conduct experiments on large inconsistent first-order rewritable ontolo-
gies that have up to tens of millions of assertions. Experimental results show that
the proposed method is highly efficient and scalable. Moreover, every minimal
representative set of ABox repairs computed in our experiments has a rather
small cardinality (at most 115), implying that the proposed method can provide
a rather efficient approximation of cautious or brave reasoning over inconsis-
tent first-order rewritable ontologies. All proofs are available at http://www.
dataminingcenter.net/jfdu/KSEM15-full.pdf.

2 Related Work

ABox repairs have been widely used in reasoning over inconsistent DL ontologies.
In [12] the authors study a variant of cautious reasoning defined by preferred
ABox repairs, where the preference is given by priority levels of assertions. They
propose a method for computing a disjunctive DL knowledge base (DKB) from a
given DL ontology so that cautious reasoning can be performed over the DKB. In
[11] the authors propose the AR semantics and the IAR semantics for reasoning
under inconsistency. The AR semantics coincides with the semantics of cautious
reasoning. The IAR semantics defines a meaningful consequence as a formula
entailed by the TBox and the intersection of all ABox repairs. The authors also
study the complexity of these two semantics in DL-LiteA ontologies. In [5] a
variant of cautious reasoning defined by weighted-sum-maximal ABox repairs is
studied; accordingly, a practical method is proposed for this variant of cautious
reasoning, based on calling off-the-shelf SAT solvers. In [2] the authors extend
the main results of [11] by studying the complexity of several variants of cautious
reasoning defined by preferred ABox repairs in DL-LiteR ontologies, where the
preference can be given by cardinalities, weights or priority levels. They get a
negative result that all the considering variants of cautious reasoning cannot be
performed in PTime in data complexity. In contrast, our proposed method for
computing a minimal representative set of ABox repairs provides a PTime (data
complexity) variant of cautious or brave reasoning for DL-LiteX or DL-LiteX,�
ontologies, where X ∈ {F ,R,A}. Moreover, the output of our method can be
directly used in the IAR semantics according to Definition 1.

3 Preliminaries

We only present necessary background for DLs and refer the reader to the DL
handbook [1] for more details. A DL ontology consists of a TBox and an ABox,
where the TBox is a finite set of axioms on relations between concepts and roles,
and the ABox is a finite set of axioms (also called assertions) declaring instances

http://www.dataminingcenter.net/jfdu/KSEM15-full.pdf
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of concepts and roles. We treat a DL ontology (a TBox or an ABox) as a set of
axioms. In this work we only consider normalized ABoxes that have only basic
assertions, namely concept assertions of the form A(a) and role assertions of the
form r(a, b), where A is a concept name and r is a role name. Other concept
assertions and role assertions can be normalized to basic ones in a standard way.

The semantics of DLs is inherited from the classical first-order semantics. A
DL ontology O is said to be consistent if it has at least one model, otherwise
inconsistent. A set S of axioms is said to be consistent with another set S′ of
axioms if S ∪ S′ is consistent. An assertion α is said to be entailed by a DL
ontology O, denoted by O |= α, if α is satisfied by all models of O.

Given a DL ontology O with TBox T and ABox A, where T is consistent,
we call a subset R of A an ABox repair of O if T ∪ R is consistent and T ∪ R′

is inconsistent for all subsets R′ of O such that R ⊂ R′; we call a subset S of
A a minimal inconsistent ABox subset (MIAS ) of O if T ∪ S is inconsistent
and T ∪ S′ is consistent for all proper subsets S′ of S. By AR(O) we denote the
set of ABox repairs of O and by MIAS(O), the set of MIASes of O. Cautious
reasoning defines an assertion α as a meaningful consequence of an inconsistent
DL ontology O, denoted by O |=c α, if T ∪ R |= α for all ABox repairs R ∈
AR(O). Correspondingly, brave reasoning defines α as a meaningful consequence
of O, denoted by O |=b α, if T ∪R |= α for at least one ABox repair R ∈ AR(O).

Since our proposed method is based on the rewriting of Boolean conjunctive
queries (BCQs), in the following we also introduce BCQs and the datalog± [3]
language which supports query rewriting.

A BCQ Q(x) is a formula of the form ∃xφ(x), where φ(x) is a conjunction
of atoms over concept names, role names, the inequality predicate, and the exis-
tentially quantified variables x. In this paper a BCQ is written and treated as a
set of atoms. For example, the BCQ ∃x A(x) ∧ B(x) is written as {A(x), B(x)}.
By |S| we denote the cardinality of a set S. A substitution for a first-order entity
(such as atom, formula, etc.) E is a mapping from variables in E to individuals
or variables; it is ground if it maps variables in E to individuals only. A disjunc-
tion of BCQs is a formula of the form Q1 ∨ . . . ∨ Qn where n ≥ 1 and Q1, . . . ,
Qn are BCQs. We say a disjunction of BCQs QD is entailed by O, denoted by
O |= QD, if QD is satisfied by all models of O.

Datalog± [3] extends datalog with existential rules R of the form
∀x∀y φ(x,y) → ∃z ϕ(x,z), where φ(x,y) and ϕ(x,z) are conjunctions of atoms
and x, y and z are pairwise disjoint sets of variables. The part of R at left-hand
side of → is the body of R, whereas the part of R at right-hand side of → is
the head of R. An existential rule is called an equality generating dependency
(EGD) if its head is of the form x1 = x2 where x1 and x2 are different variables
appearing in the body of it; called a constraint if its head is empty; otherwise,
called a tuple generating dependency (TGD). A TGD is said to be linear if its
body contains a single atom; multi-linear if all atoms in its body have the same
variables. A linear TGD is also a multi-linear TGD. A datalog± program is a
finite set of existential rules. Since both datalog± and DLs are fragments of
first-order logic, a DL ontology may be translatable to the union of a datalog±
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program and a normalized ABox. We call such an ontology datalog±-translatable.
Since datalog± works with the unique name assumption, this assumption is also
adopted in a considering datalog±-translatable ontology, which means that all
individuals appearing in the ontology are interpreted as different in any model
of the ontology.

A set ST of TGDs is said to be first-order rewritable if for every BCQ Q,
there is a finite disjunction of BCQs QD such that ST ∪ A |= Q if and only
if A |= QD for all ABoxes A. It has been shown [3] that a set ST of TGDs
is first-order rewritable if all TGDs in ST are multi-linear. A set SE of EGDs
is said to be separable from a set ST of TGDs if the following holds for every
ABox A [3]: if there exists an EGD ∀xφ(x) → x1 = x2 in SE and a ground
substitution σ for x such that ST ∪ A |= φ(xσ) and x1σ = x2σ, then there is
a ground substitution θ for x such that A |= φ(xθ) and x1θ = x2θ; otherwise,
ST ∪ SE ∪ A |= Q if and only if ST ∪ A |= Q for all BCQs Q.

4 Minimal Representative Set of ABox Repairs

As mentioned in Section 1, computing all ABox repairs is a key to cautious or
brave reasoning over an inconsistent DL ontology. However, since cautious or
brave reasoning is intractable and the number of ABox repairs can be expo-
nential in data complexity, we need to approximate cautious or brave reasoning
by considering some but not all ABox repairs. The notion of minimal represen-
tative set of explanations, proposed in the context of constraint-based systems
[14], sheds light on a promising approximate approach. In [14] an explanation is
defined as a pair made up of a relaxation and its complement set of facts, where
a relaxation is a maximal set of facts consistent with the set of constraints. A
set of explanations is said to be representative, if every fact occurring in at least
one relaxation also occurs in at least one element of this set, while every fact
occurring in all relaxations also occurs in all elements of this set. By treating
ABox repairs as relaxations, we have the corresponding notion on ABox repairs.

Definition 1. Let O be an inconsistent DL ontology with TBox T and ABox A,
where T is consistent. A representative set S of ABox repairs of O is a subset of
AR(O) such that

⋃ S =
⋃
AR(O) and

⋂ S =
⋂
AR(O); it is said to be minimal

if there is no representative set S ′ of ABox repairs of O such that S ′ ⊂ S.
In the above definition,

⋃ S =
⋃
AR(O) amounts to that every assertion

occurring in at least one ABox repair of O also occurs in at least one ABox
repair in S, while

⋂ S =
⋂
AR(O) amounts to that every assertion occurring

in all ABox repairs of O also occurs in all ABox repairs in S. The following
example shows that a minimal representative set of ABox repairs can have a
small cardinality even when there are exponentially many ABox repairs in terms
of data complexity.

Example 1. Let O be a DL ontology with TBox T = {A � B, B � ¬C} and
ABox A = {A(ai), C(ai) | 1 ≤ i ≤ n} where n ≥ 1. It is not hard to see that O is
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inconsistent, T is consistent, and AR(O) consists of 2n ABox repairs of the form
{Pi(ai) | 1 ≤ i ≤ n} where Pi is either A or C. Consider a set of ABox repairs
S = {R1, R2}, where R1 = {A(ai) | 1 ≤ i ≤ n} and R2 = {C(ai) | 1 ≤ i ≤ n}.
We can see that

⋃ S =
⋃
AR(O) and

⋂ S =
⋂
AR(O), hence S is a minimal

representative set of ABox repairs. Note that |S| = 2 even though |AR(O)| = 2n,
i.e., |AR(O)| is exponential in |A|.

In what follows, by O we denote an inconsistent DL ontology with TBox T
and ABox A where T is consistent. It can be seen from [14] that an arbitrary
minimal representative set of ABox repairs of O contains at most |A| ABox
repairs. Moreover, cautious or brave reasoning about assertions in the ABox
remains sound and complete over an arbitrary minimal representative set of
ABox repairs, as shown in the following proposition.

Proposition 1. Let S be a minimal representative set of ABox repairs of O.
Then, for every assertion α ∈ A, we have (1) O |=c α if and only if α ∈ ⋂ S,
and (2) O |=b α if and only if α ∈ ⋃ S.

The above results show that it is reasonable to use a minimal representative
set of ABox repairs to approximate cautious or brave reasoning. However, the
computation of a minimal representative set of ABox repairs is generally hard.
According to the NP-hardness result for computing a minimal representative set
of explanations [14], we know that computing a minimal representative set of
ABox repairs is also NP-hard in combined complexity, the complexity measured
in both the size of the TBox and the size of the ABox. Surprisingly, we find that,
after the set of MIASes is computed, we can compute a minimal representative
set of ABox repairs in time polynomial in the size of the set of MIASes. This
finding is based on an observation that the complement sets of ABox repairs and
MIASes are mutually minimal hitting sets, as shown in the following proposition,
where a set H of assertions is called a hitting set for a set S of sets of assertions
if H ∩ S = ∅ for all S ∈ S, and H is further said to be minimal if none of the
proper subsets of H is a hitting set for S.

Proposition 2. {A \ R | R ∈ AR(O)} is the set of minimal hitting sets for
MIAS(O). MIAS(O) is the set of minimal hitting sets for {A \ R | R ∈ AR(O)}.

By the above proposition, we immediately have the following corollary, which
shows a method for computing

⋂
AR(O) from MIAS(O).

Corollary 1.
⋂
AR(O) = A \ ⋃

MIAS(O).

The dual relation between AR(O) and MIAS(O) also enables a method for
computing

⋃
AR(O) from MIAS(O), as shown in the following proposition.

Proposition 3.
⋃
AR(O) = A \ ⋃{M ∈ MIAS(O) | |M | = 1}.

By Corollary 1 and Proposition 3, we develop an algorithm (see Algorithm 1)
for computing a minimal representative set of ABox repairs of O from MIAS(O),
where A1 is the intersection of all complement sets of ABox repairs of O.
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Algorithm 1. Computing a minimal representative set of ABox repairs
Input: An inconsistent DL ontology O where MIAS(O) has been computed.
Output: A minimal representative set of ABox repairs of O.
1: Let A be the ABox of O and A1 be

⋃{M ∈ MIAS(O) | |M | = 1}
2: S ′ ← ∅
3: for all α ∈ ⋃MIAS(O) do
4: if α �∈ ⋃R∈S′(A \ R) then
5: Select an element M in MIAS(O) such that α ∈ M
6: H ← ComputeMinHittingSet({M ′ \ M | M ′ ∈ MIAS(O), α �∈ M ′})
7: S ′ ← S ′ ∪ {A \ (H ∪ {α})}
8: end if
9: end for

10: for all α ∈ ⋃MIAS(O) \ A1 do
11: if α ∈ ⋂R∈S′(A \ R) then
12: H ← ComputeMinHittingSet({M \ {α} | M ∈ MIAS(O)})
13: S ′ ← S ′ ∪ {A \ H}
14: end if
15: end for
16: repeat
17: S ← S ′

18: for all R ∈ S ′ do
19: if

⋃
R′∈S′\{R}(A \ R′) =

⋃
MIAS(O) and

⋂
R′∈S′\{R}(A \ R′) = A1 then

20: S ′ ← S ′ \ {R}
21: end if
22: end for
23: until S = S ′

24: return S
Function ComputeMinHittingSet(M)
Input: A collection M of sets.
Output: A minimal hitting set for M.
1: H ← ∅
2: for all M ∈ M such that H ∩ M = ∅ do
3: Select an element α in M
4: H ← H ∪ {α}
5: end for
6: return ComputeMinHittingSubset(M, H)

Function ComputeMinHittingSubset(M, H)
Input: A collection M of sets and a hitting set H for M.
Output: A minimal hitting set for M that is also a subset of H.
1: repeat
2: H ′ ← H
3: for all α ∈ H do
4: if (H \ {α}) ∩ M �= ∅ for all M ∈ M then
5: H ← H \ {α}
6: end if
7: end for
8: until H = H ′

9: return H
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The immediate goal of Algorithm 1 is to compute a minimal set S of ABox
repairs of O such that

⋃
R∈S(A \ R) =

⋃
MIAS(O) and

⋂
R∈S(A \ R) =

⋃{M ∈
MIAS(O) | |M | = 1}. By Corollary 1 we have

⋂ S = A \ ⋃
R∈S(A \ R) =

A \ ⋃
MIAS(O) =

⋂
AR(O). By Proposition 3 we have

⋃ S = A \ ⋂
R∈S(A \

R) = A \ ⋃{M ∈ MIAS(O) | |M | = 1} =
⋃
AR(O). Hence S is a minimal

representative set of ABox repairs of O. There are three main steps for computing
S. The first step (lines 2–9) computes a set S ′ of ABox repairs of O such that⋃

R∈S′(A \ R) =
⋃
MIAS(O). For every assertion α ∈ ⋃

MIAS(O) such that
α ∈ ⋃

R∈S′(A\R), this step adds to S ′ the complement set of a minimal hitting
set H for MIAS(O) such that α ∈ H, making α ∈ ⋃

R∈S′(A\R). The second step
(lines 10–15) computes a superset S ′′ (also written as S ′ in the algorithm) of S ′

such that
⋂

R∈S′′(A \ R) =
⋃{M ∈ MIAS(O) | |M | = 1}. For every assertion

α ∈ ⋃
MIAS(O) \ ⋃{M ∈ MIAS(O) | |M | = 1} such that α ∈ ⋂

R∈S′′(A \ R),
this step adds to S ′′ the complement set of a minimal hitting set H for MIAS(O)
such that α ∈ H, making α ∈ ⋂

R∈S′′(A \ R). Since S ′ ⊆ S ′′ ⊆ AR(O) and⋃
R∈AR(O)(A\R) =

⋃
MIAS(O), we also have

⋃
R∈S′′(A\R) =

⋃
MIAS(O). The

last step (lines 16–23) computes a minimal subset S of S ′′ such that
⋃

R∈S(A \
R) =

⋃
MIAS(O) and

⋂
R∈S(A\R) =

⋃{M ∈ MIAS(O) | |M | = 1} by removing
redundant ABox repairs from S ′′ one by one. The following theorem shows the
correctness and the complexity of Algorithm 1.

Theorem 1. After MIAS(O) is computed, Algorithm 1 computes a minimal rep-
resentative set S of ABox repairs of O such that |S| ≤ 2|⋃MIAS(O)|, with the
time complexity O(|⋃MIAS(O)||MIAS(O)|3 + |⋃MIAS(O)|3).
Example 2. This example illustrates how Algorithm 1 works. Let O be the ontol-
ogy given in Example 1. It is not hard to see that MIAS(O) consists of n MIASes
of the form {A(ai), C(ai)} for 1 ≤ i ≤ n. We can compute that

⋃
MIAS(O) = A

and A1 =
⋃{M ∈ MIAS(O) | |M | = 1} = ∅. Consider the first step (lines 2–9)

in Algorithm 1. In the first iteration, we select A(a1) from
⋃
MIAS(O), select

M = {A(a1), C(a1)} from MIAS(O), and compute a minimal hitting set H for
{M ′ \M | M ′ ∈ MIAS(O), A(a1) ∈ M ′}. Suppose H is {C(ai) | 2 ≤ i ≤ n}, then
we add R1 = A \ (H ∪ {A(a1)}) = {C(a1)} ∪ {A(ai) | 2 ≤ i ≤ n} to S ′. In the
second iteration, we select C(a1) from

⋃
MIAS(O)\⋃

R∈S′(A\R) =
⋂ S ′, select

M = {A(a1), C(a1)} from MIAS(O), and compute a minimal hitting set H for
{M ′ \ M | M ′ ∈ MIAS(O), C(a1) ∈ M ′}. Suppose H is {C(ai) | 2 ≤ i ≤ n},
then we add R2 = A \ (H ∪ {C(a1)}) = {A(ai) | 1 ≤ i ≤ n} to S ′. In the
third iteration, we select A(a2) from

⋃
MIAS(O) \ ⋃

R∈S′(A \ R) =
⋂ S ′, select

M = {A(a2), C(a2)} from MIAS(O), and compute a minimal hitting set H for
{M ′ \ M | M ′ ∈ MIAS(O), A(a2) ∈ M ′}. Suppose H is {A(a1)} ∪ {A(ai) | 3 ≤
i ≤ n}, then we add R3 = A \ (H ∪ {A(a2)}) = {C(ai) | 1 ≤ i ≤ n} to S ′.
By now

⋃
MIAS(O) =

⋃ S ′, thus the first step ends. Consider the second step
(lines 10–15) in Algorithm 1. Since (

⋃
MIAS(O) \ A1) ∩ (

⋂
R∈S′(A \ R)) = ∅,

this step does nothing. Consider the last step (lines 16–23) in Algorithm 1. Since⋃
R′∈S′\{R1}(A \ R′) =

⋃
MIAS(O) and

⋂
R′∈S′\{R1}(A \ R′) = A1, we remove

R1 from S ′, yielding S = {R2, R3}. Since
⋃

R′∈S\{R}(A \ R′) ⊂ ⋃
MIAS(O) and
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A1 ⊂ ⋂
R′∈S\{R}(A \ R′) for R = R2 or R = R3, the last step ends. We finally

get S = {R2, R3}, which is a minimal representative set of ABox repairs of O.

To achieve a tractable method for computing a minimal representative set of
ABox repairs of O, the remaining problem lies in how to compute MIAS(O) in
PTime and ensure both |MIAS(O)| and |⋃MIAS(O)| to be polynomial in data
complexity. This problem is currently open for arbitrary DLs, but for a class of
DL ontologies called the first-order rewritable class, a PTime (data complexity)
algorithm has been proposed in [6]. A first-order rewritable ontology O with
TBox T can be defined as a datalog±-translatable ontology (see Section 3) such
that the set ST of TGDs translated from T is first-order rewritable and the set
SE of EGDs translated from T is separable from ST .

To show an algorithm for computing MIAS(O) for an inconsistent first-order
rewritable ontology O with TBox T and ABox A, some notations need to be
introduced. For an existential rule R, by ρ(R) we denote the BCQ ∃xφ(x) if
R is a constraint ∀xφ(x) →, or the BCQ ∃xφ(x) ∧ x1 = x2 if R is an EGD
∀xφ(x) → x1 = x2. For a first-order rewritable set ST of TGDs and a BCQ Q,
by γ(Q,ST ) we denote a set SQ of BCQs such that ST ∪ A′ |= Q if and only if
A′ |= ∨ SQ for all ABoxes A′, where SQ can be computed by an existing query
rewriting method such as Requiem [15]. For a set S of assertions that possibly
contain inequality assertions of the form a = b, we write S ⊆ A if all inequality
assertions in S are not of the form a = a and other assertions in S occur in A.

MIAS(O) is computed by the following steps [6]: we first translate T to the
union of a set ST of TGDs, a set SC of constraints and a set SE of EGDs, then
compute Λ(O) = {Qθ | Q ∈ ⋃{γ(ρ(R),ST ) | R ∈ SC} ∪ {ρ(R) | R ∈ SE}, θ is a
ground substitution for Q such that Qθ ⊆ A}, and finally remove non-minimal
elements from Λ(O). It has been shown [6] that MIAS(O) = {M ∈ Λ(O) | �M ′ ∈
Λ(O) : M ′ ⊂ M} can be computed in PTime in data complexity; moreover, both
|MIAS(O)| and |⋃MIAS(O)| are polynomial in |A|.

It immediately follows from Theorem 1 that we can compute a minimal rep-
resentative set of ABox repairs of an inconsistent first-order rewritable ontology
O in PTime in data complexity. The proposed method first computes MIAS(O)
by calling the algorithm described above, then computes a minimal representa-
tive set of ABox repairs of O from MIAS(O) by calling Algorithm 1. Although
the method works for first-order rewritable ontologies only, it can still be used
in many applications such as the OBDA systems that are based on an ontology
expressed in a certain DL in the DL-Lite family [4]. This is because most DLs in
the DL-Lite family such as DL-LiteX and DL-LiteX,� for X ∈ {F ,R,A} belong
to the first-order rewritable class [3].

5 Experimental Evaluation

We implemented the proposed method (named RepAR) in Java, using the
Requiem [15] API for query rewriting and the MySQL engine to store and access
ABoxes. We compared RepAR with a state-of-the-art method for computing a
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Table 1. The average cardinality and the maximum cardinality of the minimal repre-
sentative set of ABox repairs of LUBMn+m computed by RepAR

n 1 1 1 1 1 5 10 10 10 10 10 50 100

m 0 100 200 300 400 400 0 100 200 300 400 400 400

average cardinality 1 29 43 63 79 111 1 28 47 65 88 70 59

maximum cardinality 1 31 45 67 82 115 1 30 50 66 91 72 62

single ABox repair (named SinAR), which applies the divide-and-conquer strat-
egy [10] to perform a sequence of consistency checks. More precisely, SinAR calls
f(T ,A) to compute an ABox repair of O. Given two sets of axioms S and S′,
f(S, S′) returns a maximal subset of S′ that is consistent with S. It is recursively
defined as Δ∪f(S ∪Δ,S′

2) with Δ = f(S, S′
1) if |S′| > 1, or as S′ if |S′| ≤ 1 and

S∪S′ is consistent, or as ∅ otherwise, where S′
1 and S′

2 are two subsets of S′ such
that S′

1 ∪ S′
2 = S′, S′

1 ∩ S′
2 = ∅ and −1 ≤ |S′

1| − |S′
2| ≤ 1. The implementation of

SinAR uses the KAON2 [9] API to perform consistency checks. This comparison
can also reveal whether RepAR is significantly more efficient than the general
method for computing a representative set of relaxations [14], which repeatedly
calls a subroutine for computing a single relaxation, where the subroutine also
performs a sequence of consistency checks.

We compared RepAR with SinAR on LUBMn ontologies from the Lehigh
University Benchmark [8], where n = 1, 5, 10, 50, 100 is the number of uni-
versities. The implementation of SinAR is efficient in reasoning over LUBMn
ontologies since the core reasoner KAON2 has been shown to be so in [13].
Since Requiem cannot handle transitivity axioms and domain declarations on
datatype properties, we removed these axioms from LUBMn. The resulting
LUBMn is consistent and cannot directly be used to compare RepAR with
SinAR, thus we added to LUBMn disjointness axioms for every two sibling
concept names in the concept hierarchy of the LUBM TBox whenever these
two concept names have no common instances in any LUBMn. In addition, we
used the Injector tool provided by [5] to insert conflicts to LUBMn. By O+m

we denote the ontology obtained from O by inserting m conflicts. We gener-
ated LUBM1+m and LUBM10+m (m = 0, 100, 200, 300, 400) to evaluate the
methods against an increasing number of conflicts, and generated LUBMn+400

(n = 1, 5, 10, 50, 100) to evaluate the methods against an increasing number of
universities. All resulting test ontologies have 43 concept names, 32 role names,
158 TBox axioms, 17,174 (LUBM1+0) to 2,179,956 (LUBM100+400) individuals,
and 100,543 (LUBM1+0) to 13,825,027 (LUBM100+400) ABox assertions.

The output of RepAR depends on the selection steps in Algorithm 1, hence
we adopted the random selection strategy in the implementation of RepAR and
evaluated RepAR ten times for each test ontology. We set a time limit of 10,000
seconds for both RepAR and SinAR to handle a test ontology. All experiments
were conducted on a laptop with Intel Dual-Core 2.60GHz CPU and 8GB RAM,
running Windows 7 with the maximum Java heap size set to 8GB.
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Fig. 1. The average execution time for computing a minimal representative set of ABox
repairs by RepAR and the execution time for computing a single ABox repair by SinAR

Figure 1 reports the average execution time for computing a minimal repre-
sentative set of ABox repairs by RepAR and the execution time for computing
a single ABox repair by SinAR, where the latter is approximated as 10,000 sec-
onds in every timeout case. The execution time of RepAR includes the time for
loading the test ontology and computing the set of MIASes. The execution time
of SinAR excludes the time for loading the test ontology. When the test ontol-
ogy O is LUBM1+0 or LUBM10+0, O is consistent and MIAS(O) is empty. In
this case, RepAR directly returns {O} as the unique minimal representative set
of ABox repairs after computing MIAS(O), while SinAR computes the unique
ABox repair O by a single consistency check. Except for this case, RepAR is
significantly faster than SinAR; especially, this gap widens when the number
of conflicts increases. In addition, SinAR cannot finish within the time limit for
LUBM10+m (m ≥ 100) and LUBMn+400 (n ≥ 5). In contrast, RepAR works effi-
ciently for all test cases. As expected, the largest ontology LUBM100+400 costs
the most time for RepAR, but RepAR still finishes in three minutes. Moreover,
RepAR scales well to hundreds of conflicts and tens of millions of assertions.

Table 1 reports the average cardinality and the maximum cardinality of the
minimal representative set of ABox repairs computed in ten runs for each test
ontology. It can be seen that the cardinality of a computed minimal represen-
tative set of ABox repairs is rather small (at most 115). This implies that the
minimal representative set of ABox repairs computed by RepAR provides a
rather efficient approximation of cautious or brave reasoning over inconsistent
first-order rewritable ontologies, where the approximate reasoning can often be
done by standard reasoning over tens of ABox repairs in turn.

6 Conclusions and Future Work

In this paper we have presented a solution to make cautious or brave reasoning
practical over inconsistent DL ontologies. We made the following main contri-
butions. Firstly, we introduced the notion of minimal representative set of ABox
repairs to approximate cautious or brave reasoning. Secondly, we proposed a
PTime (data complexity) method for computing a minimal representative set
of ABox repairs in an inconsistent first-order rewritable ontology. The method
combines an algorithm for computing all MIASes [6] and a novel algorithm for
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computing a minimal representative set of ABox repairs from the set of MIASes.
Finally, our experimental results showed that the proposed method is efficient
and scalable while the cardinality of a computed minimal representative set is
rather small. For future work, we plan to identify more classes of DLs beyond
the first-order rewritable class, which guarantee that the number of MIASes is
polynomial and the set of MIASes is computable in PTime in data complexity.
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Abstract. In Reiter’s default logic, it is possible that no useful infor-
mation can be brought from inconsistent knowledge or no extension
of incoherent default theories exists. In this paper, based on Belnap’s
four-valued logic, we propose a new variant of default logic called the
restricted four-valued default logic to tolerate inconsistency and inco-
herency of knowledge in default reasoning. Our proposal can maintain
both the expressive power of full default logic and the ability of default
reasoning. Moreover, we present a transformation-based approach to
compute the restricted four-valued extensions.

1 Introduction

Reiter’s default logic [20] is a widely studied nonmonotonic logic. Despite that,
default logic has its own shortcomings. Some default theories have only one
trivial extension, which contains everything as its conclusion. Even the existence
of extensions is not always guaranteed. Such incoherences may happen when
contradictions occur in defaults or between defaults and facts.

To deal with incoherences, some variants of default logic were introduced.
Some researchers treat incoherences as illegal. With this viewpoint, they focus
on finding characterizations of default theories which have extensions, such as
normal default theories [20] and ordered default theories [18] among others.
These fragments of default logic are strictly weak and, as a result, lost full
expressive power of default logic.

Another approach to handle incoherences is to modify the definition of exten-
sions. For instances, the justified default extensions [16], the constrained default
extensions [21] and the cumulative default extensions [12] are all guaranteed to
exist for every default theory. However, these extensions have different semantics
from Reiter’s, even when Reiter’s default extensions exist and are consistent.

To deal with inconsistencies, an approach is to transform inconsistent default
theories into consistent ones, but still hold some useful conclusions. In [10], the
authors handle inconsistencies by default logic itself. Another approach takes
advantage of paraconsistent logics, which do not infer everything from contra-
dictions, such as the question marked logic [1], the four-valued default logic [23],
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the bi-default logic [14], the fault-tolerant default logic [15], and the annotated
default logic [22]. However, some of these attempts cannot handle all inconsistent
and incoherent problems, or have different semantics from Reiter’s.

In this paper we introduce a novel extension of default logic named the
restricted four-valued default logic, based on Belnap’s four-valued logic [3,8,
9], which is a multi-valued paraconsistent logic, to handle both inconsistencies
and incoherences. Not like in [23], which is also based on Belnap’s four-valued
logic, we ensure that every default theory has at least one nontrivial extension.
Moreover, we keep our extensions as similar as Reiter’s original ones. Finally, we
proved that Reiter’s default logic is a special case of our logic on consistent and
coherent default theories. Interestingly but not too surprisingly, we also show
that our default logic is indeed an expansion of the preferred four-valued logic.

The paper is structured as follows. First we review preliminaries in section 2.
Our main contributions are presented in sections 3 and 4, in which we describe
our restricted four-valued default logic from underlying logic to extensions,
together with comparison with default logic and four-valued logic. To calcu-
late the restricted four-valued extensions, we present an approach of the formula
transformation in section 5. We compare our results with related works in section
6, and summarize in section 7 as conclusion.

2 Preliminaries

In the rest of this paper we denote L as a propositional language, A as the set
of all atoms, |=2 as the classical propositional consequence relation and Th as
the consequence operator. The propositional constants t and f are interpreted
as true and false in all interpretations respectively.

2.1 Default Logic

A default d is an inference rule of form d = α:β1,...,βn

γ , where α, β1, . . . , βn, γ are
all propositional formulas. We define Pre(d) = α as prerequisite of d, Just(d) =
{β1, . . . , βn} as justification of d, and Con(d) = γ as consequence of d. For a set
of defaults D, define Pre(D) = {Pre(d)|d ∈ D}, Just(D) =

⋃{Just(d)|d ∈ D},
and Con(D) = {Con(d)|d ∈ D}.

A default theory is a pair T = (D,W ), where D is a set of defaults and W is
a set of formulas. For convenience, neither t nor f is permitted to be presented
in D or W .

An extension of a default theory is defined as follows.

Definition 1 ([20]). Let T = (D,W ) be a default theory. For any set of for-
mulas E, let Γ (E) be the smallest set of formulas such that:

1. W ⊆ Γ (E);
2. Th(Γ (E)) = Γ (E);
3. For any d ∈ D, if Γ (E) |=2 Pre(d) and ¬β �∈ E for all β ∈ Just(d), then

Γ (E) |=2 Con(d).
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A set of formulas E is an (default) extension of T iff Γ (E) = E, i.e. E is a
fixed point of the operator Γ .

We say T skeptically entails a formula set F , if all extensions of T entail F .

A default theory may have none, one or many extensions. Sometimes the
extension may be trivial, which means it contains all propositional formulas.

Example 1. Let Ti = (Di,Wi)(i = 1, 2, 3, 4) be a default theory, where

1. D1 = { :p
q }, W1 = {¬p, r,¬r};

2. D2 = { :p
¬p}, W2 = {q};

3. D3 = { :p
q , :p

¬q }, W3 = ∅;
4. D4 = { :q

¬r , :r
¬p , :p

¬q }, W4 = ∅.

T1 has a trivial extension, while, none of T2, T3, T4 has any extension.

2.2 Four-Valued Logic

To deal with inconsistent and incomplete knowledge, Belnap’s four-valued logic
[3,8,9] is constructed on the bilattice structure FOUR = {t, f,�,⊥}. The ele-
ments of FOUR can also be represented by pairs of two-valued truth values:
t = (1, 0), f = (0, 1), � = (1, 1), ⊥ = (0, 0). Intuitively, the truth values � and
⊥ represent inconsistencies and lacking of information respectively.

The set of designated elements is chosen as D = {t,�}. A four-valued val-
uation is a function that assigns a truth value from FOUR to each atomic for-
mula. The truth operators on 〈FOUR〉 are defined as follows: ¬(x, y) = (y, x),
(x1, y1) ∧ (x2, y2) = (x1 ∧ x2, y1 ∨ y2), (x1, y1) ∨ (x2, y2) = (x1 ∨ x2, y1 ∧ y2) and
(x1, y1) ⊃ (x2, y2) = (¬x1 ∨x2, x1 ∧y2). For constants, let v(t) = t and v(f) = f .

A valuation v satisfies a formula φ if v(φ) ∈ D. We say v is a model of a
formula set S if v satisfies every formula in S. We use 〈FOUR〉 to denote the
structure FOUR together with D. The consequence relation on 〈FOUR〉 are
defined in the following.

Definition 2 ([3]). Suppose that Γ and Δ are two sets of formulae. Γ |=4 Δ if
every model of Γ in 〈FOUR〉 is a model of some formula of Δ.

Definition 3 ([3]). Let u, v be four-valued valuations. u is more classical than
v if v(p) ∈ {�,⊥} whenever u(p) ∈ {�,⊥}.

Suppose that Γ and Δ are two sets of formulas. Γ |=4
cl Δ if every most

classical model of Γ is a model of some formula of Δ.

As a nonmonotonic and paraconsistent consequence relation, |=4
cl is equiva-

lent to classical logic on consistent theories. For more details, see [3].
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3 Restricted Four-Valued Default Logic

3.1 Restricted Four-Valued Logic

In this section, we present a restricted four-valued logic as the underlying logic
of our default logic. In our restricted four-valued logic, we focus on those valu-
ations whose nonclassical values only occur in a given set of atoms. The idea of
restricting paraconsistent atoms in a fixed subset can be inspired from Vasil’év’s
imaginary logic [7].

Definition 4. Let S be a set of atoms. A four-valued valuation v is restricted
by S, if {a ∈ A|v(a) �∈ {t, f}} ⊆ S.

Definition 5. Let S be a set of atoms, Γ , Σ be sets of formulas. A four-valued
valuation v is a four-valued model of Γ restricted by S if v is a four-valued
model of Γ and restricted by S.

Γ |=S Σ if every four-valued model of Γ restricted by S is a four-valued
model of Σ.

Denote ThS(Γ ) as the consequence operator restricted by S: ThS(Γ ) =
{α|Γ |=S α}.

The motivation for restricting nonclassical values is a trade-off between clas-
sical reasoning power and paraconsistent properties. Obviously, classical logic
and four-valued logic can be treated as two extreme cases of our restricted four-
valued logic.

Proposition 1. Let S be a set of atoms, Γ a set of formulas and φ a formula.
Γ |=∅ φ iff Γ |=2 φ, and Γ |=A φ iff Γ |=4 φ.

In fact, our restricted four-valued logic can be expressed in four-valued logic.

Theorem 1. Let S be a set of atoms, Γ a set of formulas and φ a formula.
Γ |=S φ iff Γ ∪ fA(S) |=4 φ, where fA(S) =

⋃
a∈A\S{a ∨ ¬a, (a ∧ ¬a) ⊃ f}. 1

Proof. For any four-valued valuation v and atom a, v satisfies a∨¬a iff v(a) �= ⊥
and v satisfies (a ∧ ¬a) ⊃ f iff v(a) �= �. As a result, v satisfies fA(S) iff
v(a) ∈ {t, f} for all a �∈ S, i.e. v is restricted by S.

Therefore, the four-valued models of Γ ∪ fA(S) are exactly the four-valued
models of Γ restricted by S. ��

By Theorem 1, many properties of restricted four-valued logic can be proved
by transforming them to four-valued logic, such as monotonicity.

Proposition 2 (Monotonicity). Let Γ , Σ be sets of formulas, S a set of
atoms and φ a formula. If Γ ⊆ Σ and Γ |=S φ, then Σ |=S φ.

Proof. Γ |=S φ infers that Γ ∪ fA(S) |=4 φ, where f is defined in Theorem 1. As
four-valued logic is monotonic([3]) and Γ ⊆ Σ, we know that Σ ∪ fA(S) |=4 φ,
which is equivalent to Σ |=S φ according to Theorem 1. ��
1 It may be argued that fA(S) can cause infiniteness if A is not finite. In fact, A can

be replaced by any atom set which contains all atoms occur in Γ and φ.
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3.2 Restricted Four-Valued Extension

In this subsection, we introduce the restricted four-valued extensions based on
the restricted four-valued logic. We include a restricting set as a part of an
extension.

In Reiter’s default logic, a justification is satisfiable in a formula set E if
its negation is not in E. The corresponding concept in restricted four-valued
extension has a subtle distinction since a formula may coexist with its negation
in the same formula set but not be trivial in restricted four-valued logic. We use
formula β ⊃ f as a stronger negation of β, since {β, β ⊃ f} is always unsatisfiable
in restricted four-valued logic. We also need to ensure that restricted four-valued
extension is satisfiable, since we should better enlarge the restricting set rather
than accept it as an extension if it is not satisfiable. We define the restricted
four-valued extension as follows.

Definition 6 (Restricted Four-Valued Extension). Let T = (D,W ) be a
default theory and S a set of atoms. For any set of formulas E, let ΓS(E) be the
smallest set satisfying the following properties:

1. ΓS(E) �|=S f ;
2. W ⊆ ΓS(E);
3. ThS(ΓS(E)) = ΓS(E);
4. For any d ∈ D, if ΓS(E) |=S Pre(d) and βi ⊃ f �∈ E for any βi ∈ Just(d),

then ΓS(E) |=S Con(d).

For any set of formulas E and set of atoms S, 〈E,S〉 is a restricted four-
valued extension iff ΓS(E) = E, i.e. E is a fixed point of the operator ΓS. We
denote S as the restricting set of 〈E,S〉 and say that 〈E,S〉 is restricted by S.

We review Example 1 to show that the restricted four-valued extensions fol-
low our intuition and recover several useful conclusions which are lost in Reiter’s.

Example 2. (Continuation of Example 1) Consider default theories in Exam-
ple 1 which are all trouble in Reiter’s default logic. In contrast, all these default
theories have restricted four-valued extensions which are nontrivial and intuitive.

1. One restricted four-valued extension of T1 is 〈ThS1(W1), S1〉, where S1 =
{r}. This extension keeps all information of W1 but is not trivial. For
instance, it rejects q as its conclusion.

2. One restricted four-valued extension of T2 is 〈ThS2({¬p, q}), S2〉, where S2 =
{p}. It means that we allow ¬p in this extension, but leave p with suspicion
in S2. This extension has no doubt on formula q since it is independent of p.

3. One restricted four-valued extension of T3 is 〈ThS3({q,¬q}), S3〉, where S3 =
{q}. We keep two conflict default consequences q and ¬q together with no
explosion. Also ¬p is not derivable, since we still treat p as a classical atom.
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4. Three restricted four-valued extensions of T4 are: 〈ThS1
4
({¬p,¬q}), S1

4〉,
〈ThS2

4
({¬q,¬r}), S2

4〉, and 〈ThS3
4
({¬r,¬p}), S3

4〉, where S1
4 = {p}, S2

4 = {q},
S3
4 = {r}. All these extensions entail two of {¬p,¬q,¬r}, but none of them

entail all these three formulas. Our intuition is that the three rules in D4

cannot be executed together unless considering one of their justifications as
troubled.

Restricted four-valued extensions inherit many properties of Reiter’s exten-
sions due to the monotonic property. Although most variants of default logic
hold these properties naturally, it is not the same as paraconsistent ones, espe-
cially those whose underlying logic is nonmonotonic. For example, the following
propositions hold and can be proved by the same way of Reiter’s original proofs.

Proposition 3. Let T = (D,W ) be a default theory, and let S be a set of atoms.
For any set of formulas E, 〈E,S〉 is a restricted four-valued extension iff E �|=S f
and E =

⋃∞
i=0 Ei, where:

1. E0 = W ;
2. For all i ≥ 0, Ei+1 = ThS(Ei) ∪ {γ ∈ Con(d)|d ∈ D,wherePre(d) ∈

Eiandβ ⊃ f �∈ Eforallβ ∈ Just(d)}.
Proposition 4. Let T = (D,W ) be a default theory. Suppose 〈E,S〉 is a
restricted four-valued extension of T , then E = ThS(W ∪ Con(GD(E, T ))),
where GD(E, T ) = {d ∈ D|Pre(d) ∈ E, β ⊃ f �∈ Eforanyβ ∈ Just(d)}.

Our restricted four-valued default logic can ensure that the extensions of any
default theory always exist.

Theorem 2. Every default theory has restricted four-valued extensions.

Proof. Let T = (D,W ) be a default theory and S the set of all atoms occurs in
T . Let E =

⋃∞
i=0 Ei, where:

1. E0 = W ;
2. For all i ≥ 0, Ei+1 = ThS(Ei) ∪ {γ ∈ Con(d)|d ∈ D,Pre(d) ∈ Ei}.

Let v be the valuation with v(a) = � for all a ∈ A. v is a four-valued model
of E while only classical connectives occurs in E([3]). Because v(f) = f which
is not a designated value, E �|=S f . For any β ∈ Just(D), v(β) = � implies
v(β ⊃ f) = f , so E �|=S β ⊃ f . Compare with Proposition 3, we have proved that
〈E,S〉 is a restricted four-valued extension of T . ��

3.3 Preferred Restricted Four-Valued Extension

Although we guarantee that every default theory has at least one restricted
four-valued extension, it is still too tolerant to permit all of them.

Example 3. (Continuation of Example 2) Considering default theory T1 in
Example 2, all restricted four-valued extensions of T1 are:
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1. E1 = 〈ThS1
1
(W1), S1

1〉, where S1
1 = {r}. This is our intuitive extension.

2. E2 = 〈ThS2
1
(W1 ∪ {q}), S2

1〉, where S2
1 = {r, p}. The unnecessary atom p in

restricting set causes ¬p not enough to prevent applying of the only default
rule and causes q be included as a counter-intuitive conclusion.

3. E3 = 〈ThS3
1
(W1), S3

1〉, where S3
1 = {r, q}. The unnecessary atom q in restrict-

ing set weakens reasoning power. For example, E1 entails ¬q → s, which does
not hold in E3.

4. E4 = 〈ThS4
1
(W1 ∪ {q}), S4

1〉, where S4
1 = {r, p, q}. This is an even worse

extension since it merges both shortcomings of E2 and E3.
5. We have more extensions if we add other atoms which are not present in our

language to any restricting sets above.

As we can see in the above example, adding redundant atoms to restricting
set would cause unwanted or/and weaker conclusions. We prefer to extensions
which have only necessary atoms in their restricting sets.

Definition 7 (Preferred Restricted Four-Valued Extension). Let T be
a default theory. A restricted four-valued extension 〈E,S〉 of T is a preferred
restricted four-valued extension of T , if there is no restricted four-valued exten-
sion of T restricted by R and R � S.

Example 4. The restricted four-valued extensions mentioned in Example 2 are
whole preferred restricted four-valued extensions of their corresponding default
theories respectively. As explained before, they are all conform to our intuition.

Similarly, we also ensure the existence of preferred extensions.

Theorem 3. Every default theory has at least one preferred restricted four-
valued extension.

Proof. Let T be a default theory. T has a restricted four-valued extension 〈E,S〉
by Theorem 2. Since the atom set S is finite, there is a minimal atom set R
which restricts a restricted four-valued extension 〈E′, R〉 of T and is a subset of
S. 〈E′, R〉 is also a preferred restricted four-valued extension. ��

4 Discussions

4.1 Connection with Reiter’s Default Logic

Restricted four-valued default logic enhances the flexibility of default logic. On
the other hand, if default extensions are consistent, we should not make any of
them invalid. It is even better if we do not accept any out of them either.

Fortunately, the restricted four-valued extensions have the classical property,
which can be formalized by the following theorem.

Theorem 4. Let T be a default theory. E is a consistent default extension of T
iff 〈E, ∅〉 is a restricted four-valued extension of T .
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Proof. According to the difference between default extension and restricted four-
valued extension, we need to prove:

1. E is consistent iff E �|=∅ f ;
2. Th∅(E) = Th(E);
3. for any formula α and formula set Σ, Σ |=2 α iff Σ |=∅ α; and
4. for any formula β and formula set Σ, E �|=2 ¬β iff E �|=∅ β ⊃ f .

which are all corollaries of Proposition 1. ��
Now we can see why the preferred restricted four-valued extensions are intu-

itive: the classical extensions are always preferred, and the only preferred.

Corollary 1. Let T be a default theory which has a consistent default exten-
sion. E is a default extension of T iff 〈E, ∅〉 is a preferred restricted four-valued
extension of T .

Proof. Combine Theorem 4 and the following fact:
if 〈E, ∅〉 is a restricted four-valued extension of T , then all preferred restricted

four-valued extension of T are restricted by ∅. ��
Theorem 4 and Corollary 1 show that (preferred) restricted four-valued

default logic is an expansion to Reiter’s default logic. In fact, Reiter’s default
extensions are only distinguishable with preferred restricted four-valued default
extensions when there is no nontrivial default extension. So we can safely replace
Reiter’s default extensions with preferred restricted four-valued extensions.

4.2 Connection with Preferred Four-Valued Logic

Restricted four-valued default logic is not only a default logic, but also four-
valued. The following theorem reveals that the four-valued consequence relation
|=4

cl can be treated as a special case of restricted four-valued skeptical entailment.

Theorem 5. W |=4
cl φ iff all preferred restricted four-valued extensions of

default theory T = (W, ∅) entail φ.

Proof. Denote M as the model set of all minimal four-valued model of W .
For any model m ∈ M , let S(m) = {a ∈ A|m(a) �∈ {t, f}}, i.e. m is exactly

restricted by S(m). We denote M ′(m) = {n ∈ M |S(n) = S(m)} as the set of
minimal models which share the same restricted set as m. Since m ∈ M ′(m),
we know that M =

⋃
m∈M M ′(m). As a result, W |=4

cl φ iff M ′(m) |= φ for all
m ∈ M .

Note that m is already one four-valued model of W and restricted by S(m),
we know that W �|=S(m) f . According to the definition of restricted four-valued
extension, 〈W,S(m)〉 is a restricted four-valued extension of T . We call this
extension be generated by m and denote it as E(m).
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In fact, all models of W restricted by S(m) are minimal models. Otherwise,
there would be a minimal model n restricted by R and R � S(m), which con-
tradicts with m is minimal. So M ′(m) = {n|nisamodelofW restrictedbyS(m)}.
As a result, E(m) |= φ iff M ′(m) |= φ.

Now we want to show the equivalent relation between preferred restricted
four-valued extensions and generated extensions. We prove it in two directions:

1. E(m) is preferred for any m ∈ M . If E(m) is not preferred, then there is a
restricted four-valued extension 〈E,R〉 of default theory T and R � S(m).
Since E �|=R f , E has a four-valued model m′ restricted by R. Because
R � S(m), m′ is a four-valued model of W and is more consistent than m,
which contradicts with m is minimal.

2. Every preferred restricted four-valued extension 〈E,S〉 is generated by some
m ∈ M . Since E �|=S f , there is a four-valued model n of E restricted by S. If
n ∈ M , let m be n itself. Otherwise, there is a minimal model m ∈ M which
is more consistent than n. In both case m is restricted by S. So S(m) ⊆ S.
Because both 〈E,S〉 and E(m) = 〈W,S(m)〉 are preferred restricted four-
valued extensions, we also know that S(m) �� S. Therefore, S = S(m).

Altogether, we show that W |=4
cl φ iff M ′(m) |= φ for all m ∈ M , iff E(m) |=

φ for all m ∈ M , iff all preferred restricted four-valued extensions entail φ. ��

5 Calculate Restricted Four-Valued Extensions

To compute the restricted four-valued extensions, we introduce the formula
transformation proposed in [4]. The main purpose of this approach is to simulate
four-valued reasoning by classical reasoning, which can be achieved by separat-
ing the truth relation of a formula and its negation. The technique details have
been explained in [2,4,5].

Definition 8. For any atom p ∈ Σ and formula φ, ψ ∈ L, define inductively:

– t+ = t, t− = f , f
+

= f , f
−

= t;
– p+ = p+, p− = p−;
– ¬φ

+
= φ

−
, ¬φ

−
= φ

+
;

– φ ∨ ψ
+

= φ
+ ∨ ψ

+
, φ ∨ ψ

−
= φ

− ∧ ψ
−
;

– φ ∧ ψ
+

= φ
+ ∧ ψ

+
, φ ∧ ψ

−
= φ

− ∨ ψ
−
;

– φ ⊃ ψ
+

= ¬φ
+ ∨ ψ

+
, φ ⊃ ψ

−
= φ

+ ∧ ψ
−
;

Theorem 6 ([4]). Σ |=4 φ iff Σ
+ |= φ

+
.

The following theorem is a restricted four-valued version of Theorem 6.

Theorem 7. For any formula set E and formula φ, let E
+

S = {φ
+|φ ∈ E} ∪

{p+ ↔ ¬p−|p �∈ S}). E |=S φ iff E
+

S |= φ
+
.
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Proof. According to Theorem 1 and 6, we have
E |=S φ iff E∪⋃

p�∈S{p∨¬p, (p∧¬p) ⊃ f} |=4 φ , iff E
+ ⋃

p�∈S{p+∨p−,¬p+∨
¬p−} |= φ

+
, iff E

+

S |= φ
+

. ��
In [11], they construct their paraconsistent logic by transforming proposition

theories to default theories after applying signed transformation. In contrast, we
want to apply our signed transformation on default theories.

Definition 9. For any default rule d = α:β1,...,βn

γ , let d
+

= α+:β1
+

,...,βn
+

γ+ .

Let T = (D,W ) be a default theory. The transformed default theory T
+

S of T

restricted by S, is defined as T
+

S = (D
+

,W
+

S ), where D
+

= {d
+|d ∈ D}.

Theorem 8. Let T = (D,W ) be a default theory. E is a restricted four-valued
extension of T restricted by S, iff E

+

S is a consistent extension of T
+
.

Proof. According to Theorem 7 and the definition of restricted four-valued exten-
sion, we only need to prove that E �|=S β ⊃ f iff E

+

S �|= ¬β
+
, which is also proved

by Theorem 7. ��
Theorem 8 represents a feasible approach to convert a restricted four-valued

default logic problem to the corresponding default logic problem.

6 Related Works

As an important nonmonotonic logic, Reiter’s default logic has been widely used
in knowledge representation. In [11], their signed system is paraconsistent by
using default logic to restore information from inconsistent theories. In [6], they
also use default logic to process inconsistent knowledge. Conversely, we introduce
paraconsistency to default logic. In [17], they develop a novel framework to deal
with default reasoning with fuzzy and uncertain information. In this paper, we
focus on handling inconsistent and incoherent information.

Reiter’s default logic has many variants presented by different researchers. In
justified default extensions [16], constrained default extensions [21] and cumu-
lative default extensions [12], they modify the definition of extensions to ensure
their existences. However, they have different semantics from default logic and
still cannot deal with inconsistencies.

To take advantage of tolerance on inconsistencies, paraconsistent variants
of default logic are represented by several researchers. Among these, question
marked logic [1] is a generalization of the inconsistent default logic [19] which
is based on Da Costa’s paraconsistent logic [13]. The basic idea is annotating
formulas with a hierarchy of meta-levels by question marks, and preventing triv-
ialization by paraconsistent logic. Also, its semantics is different from Reiter’s.

The bi-default logic [14] is based on a signed system and proposed for han-
dling inconsistencies by splitting default theories to two consistent parts. The
four-valued default logic [23] is based on Belnap’s four-valued logic and can be
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treated as an expansion of four-valued logic in k-minimally reasoning. However,
these approaches focus on eliminating inconsistencies but not on preventing inco-
herences. Also, our preferred extensions can infer stronger consequences than the
k-minimal models. For example, the law of excluded middle can be infered from
the only preferred restricted four-valued extension of default theory (∅, ∅), but
cannot be concluded in its k-minimal models.

The fault-tolerant default logic [15] is constructed on its own paraconsistent
reasoning relation �mc, and succeeds in handling inconsistencies and incoher-
ences simultaneously. Unfortunately, it still needs to be clarified that how to
compute its extensions. In contrast, we have provided a transformation from our
logic to classical default logic.

By using a nonmonotonic underlying logic based on a 16-valued lattice, the
annotated default logic [22] also guarantees the existence of nontrivial extensions
and characterizes Reiter’s default extensions in its extensions. By contrast, our
default logic does not only take these advantages, but also keeps our underlying
logic monotonic. As a result, our default logic holds some useful properties such
like Proposition 4, which do not hold if the underlying logic is nonmonotonic.

An approach to the trivial extension problem by transforming default theo-
ries with minimally unsatisfiable subformulas is also presented in [10]. The trans-
formed default theories still hold some information from original ones. Despite
that, this approach does not handle incoherences, and some propositions only
hold on normal default theories but not general ones. Even more, some informa-
tion may be lost in transformation. As a comparison, our extensions are based
on general default theories. We also ensure that the facts W of a default theory
T = (D,W ) always hold in every restricted four-valued extensions.

7 Conclusion

In this paper we present our restricted four-valued default logic based on the
monotonic restricted four-valued logic. In our default logic, we guarantee the
existence of nontrivial extensions of default theories with inconsistent or inco-
herent knowledge. We also have showed that our default logic is an expansion of
both default logic and preferred four-valued logic. To compute restricted four-
valued extensions, a signed formula transformation is also presented.

In future, we would consider other features of restricted four-valued default
logic and try to extend our work in first-order logic.
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Abstract. Evidence theory is widely used in data mining, machine
learning, clustering and database systems. In these applications, often
combination of mass functions is performed without checking the degree
of consistency between the mass functions, which may lead to counterin-
tuitive results. In this paper, we aim to measure the divergences among
mass functions which can hence prevent highly inconsistent mass func-
tions from been combined. To this end, we propose a divergence measure
between two mass functions. In addition, incompleteness measures and
similarity measures are also provided based on divergence measures.

1 Introduction

The Dempster-Shafer theory of evidence [7,25] is a well known framework to
model and reason with incomplete information in intelligent systems. In knowl-
edge discovery community, this theory is widely used in data mining [1,2],
machine learning [11,33], clustering [24,29], bus surveillance [17,20,21], belief
revision [16], gender profiling [18,19] and database systems [10,22], etc. In these
applications, generally Dempster’s combination rule is applied to mass func-
tions from multiple sources to obtain an aggregated result. However, this rule
for combining two sources of conflicting beliefs is criticized by many authors,
e.g., [6,15,32], as it may lead to some counterintuitive results such as an almost
impossible choice (with a very small degree of belief) by both sources becomes
the unique and certain choice after combination.

To remedy this weakness, a set of alternative combination rules are proposed,
e.g., [9,12,26–28,30,31], etc. These studies are mainly focused on investigating
the conditions by which these alternatives can be used to resolve the conflict.
However, a fundamental question that what does conflict mean between two
sources of beliefs was almost ignored in a long time. These papers by default
follow the perspective of Dempster’s rule that the conflict can be measured by
the so-called conflicting mass, i.e., the mass of the combined belief assigned to
the empty set before normalization. In [15], this issue is observed and examined
in details. Liu argued that the conflicting mass itself cannot be an adequate mea-
surement for conflict between two sources of beliefs, but it needs to be grouped
with another dimension of conflict measure, i.e., the distance between betting
commitments of beliefs, to form a safe measure of conflict. More precisely, only
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 53–65, 2015.
DOI: 10.1007/978-3-319-25159-2 5
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when the two components of Liu’s measure both give high values, it is safe to
declare that the two sources of beliefs are in conflict.

However, in these two components of Liu’s measure, the conflict brought by
the incompleteness (or ignorance) nature of the beliefs is neglected. For instance,
these two components might both give 0 when the two beliefs are not the same,
e.g., when one belief is represented as a vacuous belief and the other is rep-
resented by an evenly distributed mass function. In that situation, the incon-
sistency, or more precisely divergence (or difference), of the two beliefs due to
the incompleteness of the former is not present in the two components of Liu’s
measure. Similarly it is neithter considered in other measures of conflict, e.g.
[5,23]. Hence, it is interesting to investigate the divergence of beliefs on the base
of incompleteness. In this paper, we therefore propose a divergence measure to
compare two sources of beliefs considering both uncertainty and incompleteness.
Based on the divergence measure, the incompleteness measure is also provided.

Similarity measures between two bbas are widely used in clustering [24,29].
However, typically such measures are not well justified. In this paper, we also
propose a similarity measure based on divergence measure and hence with good
properties. In addition, in [8], a set of six properties for similarity measure
between two focal elements are proposed, here we verify that the similarity mea-
sure defined on divergence measure for two focal elements does satisfy half of
the properties proposed in [8], obeys stronger versions for two remaining ones
and the last property is not reasonable in some sense.

The rest of the paper is organized as follows. In Section 2, we recall some basic
concepts of evidence theory. In Section 3, 4, and 5, we propose the divergence
measure, incompleteness measure and similarity measure, respectively. Finally,
in Section 6, we conclude the paper.

2 Preliminaries

By abuse of notation, when A is a set, |A| denotes its cardinality, when a is a
real value, |a| denotes the absolute value of a. The semantics of || will be made
clear by the context.

For reader’s convenience, we recall some basic concepts of Dempster-Shafer’s
theory of evidence.

Let Ω be a finite set called the frame of discernment. In this paper, we denote
Ω = {ω1, . . . , ωn}.

Definition 1. A basic belief assignment (bba for short) is a mapping m : 2Ω →
[0, 1] such that

∑
A⊆Ω m(A) = 1.

A bba m is also called a mass function when m(∅) = 0 is required. In this
paper, all the bbas we consider are mass functions.

From a bba m, two associated functions: belief function Bel and plausibility
function Pl, can be defined as follows:

Bel(A) =
∑

B⊆A

m(B),
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Pl(A) = 1 − Bel(Ω \ A).

Bel(A) depicts the amount of belief that directly supports that A is true
while Pl(A) denotes the amount of belief that does not contradict A.

If m(A) > 0, then A is called a focal element of m. Let Fm be the set of
focal elements in m and Cm =

⋃
A∈Fm

A be the union of all focal elements of
m. A bba m is called categorical if and only if m has only one focal element.

Two bbas m1 and m2 are called orthogonal iff there exists A1 ∈ Fm1 , A2 ∈
Fm2 such that Bel1(A1) = Bel2(A2) = 1 and A1 ∩ A2 = ∅. They are called
orthogonal categorical when m1 and m2 are both categorical bbas and they are
orthogonal.

A bba m is called Bayesian iff all of its focal elements are singletons. In this
situation, m is in fact a probability function. A bba m is called partitioned iff its
focal elements A1, · · · , Ak satisfy

A1 ∪ · · · ∪ Ak = Ω, and Ai ∩ Aj = ∅ for i �= j.

The famous Dempster’s rule of combination on two bbas m1 and m2 from
two distinct sources is defined as

m12(C) =
∑

A∩B=C m1(A)m2(B)
1 − ∑

A∩B=∅ m1(A)m2(B)
,∀ C �= ∅.

m12(∅) = 0.

Here m12 denotes the bba after applying Dempster’s combination rule.
We also use m12(∅) to denote the conflicting mass such that m12(∅) =∑

A∩B=∅ m1(A)m2(B). Note that Dempster’s rule only applies when m12(∅) < 1.

Definition 2. Let m be a bba over Ω. Its associated pignistic probability function
BetPm : Ω → [0, 1] is defined as:

BetPm(w) =
∑

A⊆Ω,w∈A

1
|A|

m(A)
1 − m(∅)

,m(∅) < 1.

where |A| is the cardinality of A.

Usually, BetPm(A) is called the betting commitment to A, and BetPm is the
probability expectation function of m [12]. Note that the transformation from m
to BetPm eliminates the influence of incompleteness.

In [15], the distance between betting commitments of beliefs is defined as
follows.

Definition 3. Let m1,m2 be two bbas over Ω, and their corresponding pig-
nistic probability function be BetPm1 and BetPm2 respectively, then the dis-
tance between betting commitments of m1 and m2 is defined as: difBetPm2

m1
=

maxA⊆Ω

(∣∣BetPm1(A) − BetPm2(A)
∣
∣).
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According to [15], difBetPm2
m1

gives the maximum extent of the differences
between betting commitments to all the subsets. Hereafter we will simply write
difBetP instead of difBetPm2

m1
if there is no confusion as which two bbas are

being compared.
difBetP does not consider any incompleteness information, as illustrated by

the following result [4,5].

Proposition 1. difBetP =
∑

w∈Ω |BetP m1 (w)−BetP m2 (w)|
2 .

This result shows that difBetP totally depends on values of singletons, which
does not involve incompleteness.

3 Divergence Between Two Basic Belief Assignments

Although the conflict mass m12(∅) and the difference between betting commit-
ment difBetP present a good measure as to whether two bbas are in high
conflict, they cannot distinguish two bbas which are different but in harmony.
Thus they are neither good enough for classification of small conflicts nor
conflictness/non-conflictness. More precisely, there could be two different bbas
such that the corresponding m12(∅) and difBetP both are zero.

Example 1. Let m1,m2 be two bbas from two distinct sources on frame
Ω = {ω1, ω2, ω3, ω4, ω5} be:

m1({ω1}) = m1({ω2}) = m1({ω3}) = m1({ω4}) = m1({ω5}) = 0.2,

m2({ω1, ω2, ω3, ω4, ω5}) = 1.

Obviously, m1 and m2 are different, but we have m12(∅) = 0 and difBetP =
0. This example shows difference between conflict and divergence.

From the above example, it is obvious that the conflict mass and the difference
between betting commitment could not fully reflect the difference between two
bbas. It might be argued that in some sense, m1 and m2 in the above example
are coherent. However, in many applications, e.g., in classification problems [3],
m1 has a clear meaning that one item is classified as ω1 (resp. ω2, ω3, ω4, ω5) with
a degree of certainty 0.2, whilst m2 just tells that the item cannot be classified.
That is, m2 contains much more incompleteness (which is in full ignorance)
than m1 (which has no ignorance). Therefore, we need a kind of measure that
can distinguish these two bbas. Intuitively, the measure is required to have the
following constraints. Formally, let div(m1,m2) denote a measure of divergence
of two bbas m1 and m2, we should have:

Non-negativeness div(m1,m2) ≥ 0, and div(m1,m2) = 0 iff m1 = m2.
Explanation: Any two different bbas could be distinguished by this measure.
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Orthogonality div(m1,m2) ≤ 1, and div(m1,m2) = 1 iff m1 and m2 are
orthogonal categorical.
Explanation: Intuitively and semantically, orthogonal categorical bbas are
in total conflict. Therefore, this measure gives a greatest value 1 to indicate
this total conflict whilst for other occasions, this measure should give a value
less than 1.

Obviously, m12(∅) and difBetP , does not satisfy the above two conditions.
Now we start to define a divergence measure to describe the difference

between two bbas satisfying the above conditions. This definition takes several
steps. First, we define the divergence between two focal elements of two bbas,
respectively.

Definition 4. Let m1,m2 be two bbas over Ω, and A1, A2 be two arbitrary focal
elements of m1 and m2, respectively, we define the divergence of A1 and A2

w.r.t m1 and m2 as divm1
m2

(A1, A2) = 1
2 (m1(A1)

|A1−A2|
|A1| + m2(A2)

|A2−A1|
|A2| +

|m1(A1)
|A1∩A2|

|A1| − m2(A2)
|A1∩A2|

|A2| |).

Here m1(A1)
|A1−A2|

|A1| indicates the part that A1 differs from A2, m2(A2)
|A2−A1|

|A2|
indicates the part that A2 differs from A1, and |m1(A1)

|A1∩A2|
|A1| −m2(A2)

|A1∩A2|
|A2| |

indicates the difference of the intersected part.
In particular, if A1 ∩ A2 = ∅, then divm1

m2
(A1, A2) = 1

2 (m1(A1) + m2(A2)). If
A1 = A2 = A, then divm1

m2
(A1, A2) = 1

2 (|m1(A)−m2(A)|). divm1
m2

(A1, A2) can be
seen as the degree that A1 can be adapted to A2.

We find that divm1
m2

(A1, A2) has some good properties, i.e., it is a super-
distance in the following sense.

Proposition 2. Let m1,m2 be two bbas over Ω, and A1, A2 be two arbitrary
focal elements of m1 and m2, respectively, then we have:

F-Super-Nonnegativeness divm1
m2

(A1, A2) ≥ 0, and divm1
m2

(A1, A2) = 0 iff
A1 = A2 and m1(A1) = m2(A2).

F-Symmetry divm1
m2

(A1, A2) = divm2
m1

(A2, A1).
F-Triangle Inequity Let A3 be a focal element of a bba m3 over Ω, then we

have divm1
m2

(A1, A2) + divm2
m3

(A2, A3) ≥ divm3
m1

(A3, A1).
F-Orthogonality divm1

m2
(A1, A2) = 1 iffA1∩A2 = ∅andm1(A1) = m2(A2) = 1.

Here F− indicates that these properties are for divergence between focal ele-
ments.

We then define the divergence between a focal element A1 of m1 to m2, i.e.,
divm1(A1,m2) as follows.

Definition 5. Let m1,m2 be two bbas over Ω, and A1 be an arbitrary focal
element of m1, then we define the divergence of A1 to m2 as

divm1(A1,m2) = minA2∈Fm2
divm1

m2
(A1, A2).
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By convention the divergence of A1 to m2 is the minimal divergence of A1 to
any focal element of m2. divm1(A1,m2) can be viewed as the minimal degree
that A1 can be adapted to some focal element(s) of m2.

Based on divm1(A1,m2), we can define the divergence of one bba m1 to
another bba m2, i.e., divm1(m2), as follows.

Definition 6. Let m1,m2 be two bbas over Ω, then we define the divergence of
m1 to m2 as divm1(m2) = maxA1∈Fm1

divm1(A1,m2).

Here the reason why we use max instead of using min is that if m1 and m2

are partly consistent, using min will make the divergence equivalent to zero.

Example 2. Let m1,m2 be two bbas from two distinct sources on frame
Ω = {ω1, ω2, ω3, ω4, ω5} be:

m1({ω1}) = 0.1,m1({ω2}) = m1({ω3}) = 0.45,

m2({ω1}) = 0.1,m2({ω4}) = m2({ω5}) = 0.45.

If we use min in Def. 6, then as m1 and m2 are partly consistent on {ω1},
we get divm1(m2) = 0 which is against our assumption.

The reason why we use max instead of using + is to avoid multiple uses of
one focal element, as illustrated by the following example.

Example 3. (Example 2 Continued) Let m1,m2 be two bbas as indicated in Exam-
ple 2. Note that from Definition 5 we have divm1({ω1},m2) = divm1({ω1}, {ω1}),
divm1({ω2}, m2) = divm1({ω2}, {ω1}), and divm1({ω3},m2) = divm1({ω3}, {ω1}).
Hence if we use + instead of max in Def. 6, then {ω1} in m2 will be added by three
times in summation (since we assume to use +) which is not reasonable.

If we consider divm1(A,m2) as the degree of minimal change that A can
be adapted to a focal element in m2, then divm1(m2) can be regarded as the
upper bound of degree of minimal change that (any) focal element of m1 can be
adapted to a focal element of m2.

For divergence of one bba to another, we can prove that it satisfies the pro-
posed two conditions. Namely, we have:

Proposition 3. Let m1,m2 be two bbas over Ω, then divm1(m2) satisfies the
NonNegativeness and Orthogonality properties.

It is not very surprising that divm1(m2) �= divm2(m1). Since although
divm1(m2) is distance alike, it is not a distance measure. divm1(m2) gives
the maximal degree of all the focal elements of m1 in adaption to m2, whilst
divm2(m1) is for focal elements of m2 in adaption to m1. But the adaption itself
is not symmetrical. That is, if divm1(A1,m2) = divm1(A1, A2), then it is not
necessary that divm2(A2,m1) = divm2(A2, A1).

Of course, we can define symmetric divergence measures between two bbas
based on divm1(m2).
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Definition 7. Let m1,m2 be two bbas over Ω, then we define the divergence
between m1 and m2 as div(m1,m2) = max

(
divm1(m2), divm2(m1)

)
.

div(m1,m2) gives the minimal degree of changes that any focal element of m1

could be adapted to a focal element of m2, and vice versa.
It is obvious that div(m1,m2) also satisfies the proposed two conditions.

Proposition 4. Let m1,m2 be two bbas over Ω, then div(m1,m2) satisfies the
NonNegativeness and Orthogonality properties.

Nonnegativeness div(m1,m2) ≥ 0, and div(m1,m2) = 0 iff m1 = m2.
Orthogonality div(m1,m2) ≤ 1 and div(m1,m2) = 1 iff m1,m2 are orthogonal

categorical.

4 An Incompleteness Measure of a Single BBA

It is well known that probability measures are used to represent uncertainty and
bbas are used to represent both uncertainty and incompleteness. However, there
are no measures on bbas to detect in what degree it is incomplete. We think this
fundamental problem should be considered. Therefore, in this section, we propose
a measure on the incompleteness of a bba. This incompleteness measure is based
on the divergence measure div(m1,m2). To illustrate the problem clearer, we
first look at the following examples.

Example 4. Let m1,m2,m3 be three bbas from three distinct sources on the
same frame be:

m1(ω1) = m1(ω2) = m1(ω3) = m1(ω4) = m1(ω5) = 0.2,

m2({ω1, ω2}) = 0.4,m2({ω3, ω4, ω5}) = 0.6,m3({ω1, ω2, ω3, ω4, ω5}) = 1.

Form1 andm2, we getm12(∅) = 0.48, difBetPm1
m2

= 0, and div(m1,m2) = 0.2.
For m1 and m3, we get m13(∅) = 0, difBetPm1

m3
= 0, but div(m1,m3) = 0.4.

It is not surprising to see that div(m1,m3) is greater than div(m1,m2). Com-
pared with m2, although the corresponding pignistic functions of m2 and m3

are the same, m3 increases the incompleteness of belief. For the conflict mass
m12(∅) and m13(∅), it is somehow counterintuitive that increasing incomplete-
ness actually reduces conflict. For difBetP , it simply cannot measure the change
of incompleteness in this occasion. In fact, as difBetP is based on pignistic trans-
formation which completely removes the incompleteness (Prop. 1), this is not
astonishing. In contrast, div(m1,m2) can nicely reflect the change of incomplete-
ness. In this sense, div(m1,m2) can be seen as depicting the conflict brought by
incompleteness.

Now we define the incompleteness of a bba.
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Definition 8. Let m be a bba over Ω, then we define the incompleteness of m
as

icmp(m) = div(m,BetPm)

where BetPm be the pignistic probability function of m.

Intuitively, as BetPm is the corresponding pignistic probability function of m,
in some sense, it can be seen as measuring the uncertainty part of m, hence a
divergence measure between m and BetPm can intuitively remove the influence
of uncertainty in m, and reveal the incompleteness of m only.

Example 5. Let m be a bba over Ω = {ω1, ω2, ω3} such that m1({ω1, ω2}) =
0.7, m1({ω3}) = 0.3, then we have icmp(m) = 0.35.

Naturally, if m is already a Bayesian bba, then it is not incomplete. In fact,
we actually have the following result.

Proposition 5. Let m be a Bayesian bba over Ω, then we have icmp(m) = 0.

A direct and clear illustration of incompleteness is the partitioned bbas.

Example 6. Let m1,m2 be two bbas over Ω = {ω1, ω2, ω3, ω4, ω5} such that
m1({ω1, ω2, ω3}) = 0.6, m1({ω4, ω5}) = 0.4, and m2({ω1}) = 0.2,m2({ω2, ω3}) =
0.4,m2({ω4}) = 0.2,m2({ω5}) = 0.2.

Obviously, m1 is more incomplete than m2. In fact, we do have icmp(m1) =
0.4 > 0.2 = icmp(m2).

It could be generalized to the following result. But first we need to introduce
a concept. For two partitioned bbas m1 and m2, m2 is called finer than m1 iff
any focal element of m2 is a subset of a focal element of m1, i.e., ∀A2 ∈ Fm2 ,
∃A1 ∈ Fm1 , s.t., A2 ⊆ A1.

Proposition 6. Let m1,m2 be two partitioned bbas and m2 be finer than m1.
If BetPm1 = BetPm2 , then we have icmp(m1) ≥ icmp(m2).

5 Similarity Measures

In [29], similarity measures based on bbas are used for clustering as follows.
Let M =

⋃
A∈Fm

A be the union of all focal elements in a bba m, usually
called the core of m.

The similarity measure from [29] is sim(m1, m2) = min(
∑

A⊆M2
m1(A),

∑
B⊆M1

m2(B)).

In [24], entropy based similarity measures are used for clustering. In both
papers, the proposed similarity measures are not well justified.

It is obvious that divergence measures and similarity measures are two sides
of one coin. Namely, we can define our similarity measure based on divergence
measures.
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Definition 9. Let m1,m2 be two bbas over Ω, then a similarity measure is
defined as

sim′(m1,m2) = 1 − div(m1,m2),

where div(m1,m2) is the divergence measure between m1 and m2 defined in
Definition 7.

Properties of the similarity measure sim′ can be easily induced from those
of the divergence measure.

In [8], a set of conditions for similarity measures between focal elements are
proposed as follows (Let S be a similarity measure between two focal elements
A,B):

S1 Normalization: S(A,B) ∈ [0, 1]
S2 Symmetry: S(A,B) = S(B,A)
S3 Both increasing on |A ∩ B| and decreasing on |A − B| and |B − A|
S4 S(A,B) = 1 if and only if A = B
S5 Exclusiveness: S(A,B) = 0 if and only if A ∩ B = ∅
S6 Decreasing on R where R = |A∪B|

|Ω|

Since the similarity measure used in the above conditions consider focal elements,
we have to use S(A1, A2) = 1 − divm1

m2
(A1, A2) as a similarity measure defined

between two focal elements A1, A2 of m1,m2, respectively.
It is easy to verify that S(A1, A2) satisfies S1-3, and impose stronger con-

straints compared to S4 and S5 (see Proposition 2). S6 is indeed debatable
since the possible world can be viewed with different granularity (and hence
the size of the subsets changes) but the similarity should not change accord-
ing to the different views since the events actually do not change. For exam-
ple, suppose Ω = {w1, · · · , w10}, A = {w1, · · · , w6} and B = {w4, · · · , w9},
then we can see that |A − B| = |B − A| = |A ∩ B| = 3, and R = 0.9. How-
ever, if we view A − B, B − A and A ∩ B as subsets that contain only a sin-
gle big possible world, that is, let {w′

1} = {w1, w2, w3}, {w′
2} = {w4, w5, w6},

and {w′
3} = {w7, w8, w9}1 be three coarsened possible worlds, then we have

Ω′ = {w′
1, w

′
2, w

′
3, w10}, A′ = {w′

1, w
′
2}, B′ = {w′

1, w
′
3}, and now we have

R = 0.75. However, the only change in this example is that the granularity
of possible worlds instead of the events, so the similarity value in this case have
a good reason to remain the same.

6 Conclusion and Future Work

In this paper, we investigated how to measure the difference between two bbas
and the incompleteness information contained by a bba. We hence proposed

1 This can happen when we want to coarsen our frame of discernment. For instance, a
subset containing two possible worlds red and long sock and red and short sock can
be coarsened as a big possible world red sock if the granularity of possible worlds
becomes coarser.
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divergence measures for bbas indicating the degree to which one bba can adapt
to another. Based on the divergence measure, incompleteness and similarity mea-
sures were also provided. In addition, properties of the proposed measures were
studied.

The idea of divergence measure does not come from the distance between
two bbas. However, from the properties it seem that the measure has a close
relationship to distance measures. So it will be an interesting issue to explore
the relationships between the divergence measure and the distance measures
[13,14] in the future.

In addition, we want to study the sufficient and necessary conditions when
divm1

m2
= divm2

m1
. We will also try to explore characteristics of other measures such

as if we define the divergence between two bbas m1 and m2 as follows:

divm1
m2

(A1, A2) =

1

2
(m1(A1)

|A1 − A2|
|A1| +m2(A2)

|A2 − A1|
|A2| + |m1(A1)−m2(A2)|( |A1 ∩ A2|

|A1| +
|A1 ∩ A2|

|A2| ))

Here we can see that only the intersection part in the divergence measure is
modified to reflect the difference between m1 and m2 on both their mass values
and sizes of the focal elements. Other min, max based alternatives also deserve
exploration.

Furthermore, as a verification, we aim to use the measures in real applications
like clustering and data mining.

Acknowledgement. The author thanks to Dr. Milan Daniel for his comments and
great help.
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10. He, D., Göker, A., Harper, D.: Combining evidence for automatic web session
identification. Information Processing & Management 38(5), 727–742 (2002)

11. Hegarat-Mascle, S., Bloch, I., Vidal-Madjar, D.: Application of dempster-shafer
evidence theory to unsupervised classification in multisource remote sensing. IEEE
transactions on geoscience and remote sensing 35(4), 795–979 (1997)

12. Josang, A.: The consensus operator for combining beliefs. Artificial Intelligence
141(1–2), 157–170 (2002)

13. Jousselme, A., Grenier, D., Bosse, E.: A new distance between two bodies of evi-
dence. Information Fusion 2(2), 91–101 (2001)

14. Jousselme, A., Maupin, P.: Distances in evidence theory: Comprehensive sur-
vey and generalizations. International Journal of Approximate Reasoning 53(2),
118–145 (2012)

15. Liu, W.: Analyzing the degree of conflict among belief functions. Artificial Intelli-
gence 170, 909–924 (2006)

16. Ma, J., Liu, W., Dubois, D., Prade, H.: Bridging jeffery’s rule, agm revision, and
dempster conditioning in the theory of evidence. International Journal of Artificial
Intelligence Tools 20(4), 691–720 (2011)

17. Ma, J., Liu, W., Miller, P.: Event modelling and reasoning with uncertain infor-
mation for distributed sensor networks. In: Deshpande, A., Hunter, A. (eds.) SUM
2010. LNCS, vol. 6379, pp. 236–249. Springer, Heidelberg (2010)

18. Ma, J., Liu, W., Miller, P.: Evidential fusion for gender profiling. In: Link, S., Fober,
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Appendix

We only give the proof of Proposition 2. Other proofs are omitted due to their
straightforwardness.

Proof of Proposition 2: The F-symmetry property is straightforward.
For F-Super-NonNegativeness, we get divm1

m2
(A1, A2) = 0 if and only if we

have m1(A1)
|A1−A2|

|A1| = m2(A2)
|A2−A1|

|A2| = |m1(A1)
|A1∩A2|

|A1| −m2(A2)
|A1∩A2|

|A2| | = 0,

as A1, A2 are focal elements, from m1(A1)
|A1−A2|

|A1| = m2(A2)
|A2−A1|

|A2| = 0, we get

|A1 − A2| = |A2 − A1| = 0, namely A1 = A2, hence from |m1(A1)
|A1∩A2|

|A1| −
m2(A2)

|A1∩A2|
|A2| | = 0, we get m1(A1) = m2(A2).

For F-Triangle Inequity, let x1 = m1(A1)
2∗|A1| , x2 = m2(A2)

2∗|A2| and x3 = m3(A3)
2∗|A3| ,

notice that |A−A′| = |A|− |A∩A′|, we only need to show for any 0 < x1, x2, x3

, x1(|A1| − |A1 ∩ A3|) + x2(|A2| − |A2 ∩ A3|) + x3(|A3| − |A1 ∩ A3|) + x3(|A3| −
|A2 ∩ A3|) + |(x1 − x3)|A1 ∩ A3| + |(x2 − x3)|A2 ∩ A3| ≥ x1(|A1| − |A1 ∩ A2|) +
x2(|A2| − |A2 ∩ A1|) + |(x1 − x2)|A1 ∩ A2|.

For simplicity, denote L(X,Y,Z) = X(|A1|−|A1∩A3|)+Y (|A2|−|A2∩A3|)+
Z(|A3|− |A1 ∩A3|)+Z(|A3|− |A2 ∩A3|)+ |(X −Z)|A1 ∩A3|+ |(Y −Z)|A2 ∩A3|
and R(X,Y ) = X(|A1|−|A1∩A2|)+Y (|A2|−|A2∩A1|)+ |(X −Y )|A1∩A2|, we
need to show L(x1, x2, x3) ≥ R(x1, x2). We consider the following three cases.

Case 1: If x1 ≤ x2 ≤ x3, let δx = x3 − x2 ≥ 0, we get L(x1, x3, x3) =
L(x1, x2, x3) + δx(|A2| − |A2 ∩ A3|) − δx|A2 ∩ A3| and R(x1, x3) = R(x1, x2) +
δx(|A2| − |A1 ∩ A2|) + δx|A1 ∩ A2| = R(x1, x2) + δx|A2|. Hence we only need
to L(x1, x3, x3) − δx(|A2| − |A2 ∩ A3|) + δx|A2 ∩ A3| ≥ R(x1, x3) − δx|A2| or
L(x1, x3, x3) + 2 ∗ δx|A2 ∩ A3| ≥ R(x1, x3). As 2 ∗ δx|A2 ∩ A3| ≥ 0, it is sufficient
to show L(x1, x3, x3) ≥ R(x1, x3). Let λx = x3 − x1 ≥ 0, we get L(x1, x3, x3) =
L(x1, x1, x1)+λx(|A2|−|A2∩A3|)+λx(|A3|−|A1∩A3|)+λx(|A3|−|A2∩A3|)+
λx|A1 ∩ A3| and R(x1, x3) = R(x1, x1) + λx(|A2| − |A2 ∩ A1|) + λx|A1 ∩ A2|. So
we remain to show L(x1, x1, x1) + λx(|A2| − |A2 ∩ A3|) + λx(|A3| − |A1 ∩ A3|) +
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λx(|A3|−|A2∩A3|)+λx|A1∩A3| ≥ R(x1, x1)+λx(|A2|−|A2∩A1|)+λx|A1∩A2|
which can be simplified to L(x1, x1, x1) + 2 ∗ λx(|A3| − |A2 ∩ A3|) ≥ R(x1, x1).
As 2 ∗ λx(|A3| − |A2 ∩ A3|) ≥ 0, it is sufficient to show L(x1, x1, x1) ≥ R(x1, x1)
which can be written as x1(|A1| − |A1 ∩ A3|) + x1(|A2| − |A2 ∩ A3|) + x1(|A3| −
|A1 ∩ A3|) + x1(|A3| − |A2 ∩ A3|) ≥ x1(|A1| − |A1 ∩ A2|) + x1(|A2| − |A2 ∩ A1|)
and simplified to |A3| + |A1 ∩ A2| ≥ |A1 ∩ A3| + |A2 ∩ A3|, let |A1 ∩ A3| = a,
|A2 ∩A3| = b, and |A1 ∩A2 ∩A3| = c, we have |A3| ≥ a+b−c and |A1 ∩A2| ≥ c,
therefore, |A3| + |A1 ∩ A2| ≥ a + b = |A1 ∩ A3| + |A2 ∩ A3|. So finally we proved
L(x1, x2, x3) ≥ R(x1, x2) when x1 ≤ x2 ≤ x3. Similar proofs can be made for
the case x2 ≤ x1 ≤ x3.

Case 2: If x3 ≤ x1 ≤ x2, then if |A3| − |A1 ∩ A3| − |A2 ∩ A3| ≥ 0, we get
L(x1, x2, x3) = L(x1, x2, 0)+x3(|A3|−|A1∩A3|)+x3(|A3|−|A2∩A3|)−x3|A1∩
A3|−x3|A2∩A3| = L(x1, x2, 0)+2∗x3(|A3|−|A1∩A3|−|A2∩A3|) ≥ L(x1, x2, 0) =
x1(|A1|− |A1 ∩A3|)+x2(|A2|− |A2 ∩A3|)+x1|A1 ∩A3|+x2|A2 ∩A3| = x1|A1|+
x2|A2| ≥ x1|A1|+x2|A2|−(x1|A1∩A2|+x2|A2∩A1|−|x1|A1∩A2|−x2|A1∩A2||) =
R(x1, x2). If |A3| − |A1 ∩ A3| − |A2 ∩ A3| < 0, let δx = x1 − x3 ≥ 0, we have
L(x1, x2, x1) = L(x1, x2, x3)+δx(|A3|−|A1∩A3|)+δx(|A3|−|A2∩A3|)−δx|A1∩
A3|−δx|A2∩A3| = L(x1, x2, x3)+2∗δx(|A3|−|A1∩A3|−|A2∩A3|) ≤ L(x1, x2, x3),
so we only need to show L(x1, x2, x1) ≥ R(x1, x2) which can be written as
x1(|A1| − |A1 ∩ A3|) + x2(|A2| − |A2 ∩ A3|) + x1(|A3| − |A1 ∩ A3|) + x1(|A3| −
|A2 ∩ A3|) + (x2 − x1)|A2 ∩ A3| ≥ x1(|A1| − |A1 ∩ A2|) + x2(|A2| − |A2 ∩ A1|) +
(x2 − x1)|A1 ∩ A2| and simplified to |A3| + |A1 ∩ A2| ≥ |A1 ∩ A3| + |A2 ∩ A3|
which is already proved in Case 1. So we now have L(x1, x2, x3) ≥ R(x1, x2)
when x3 ≤ x1 ≤ x2. Similar proofs can be made for the case x3 ≤ x2 ≤ x1.

Case 3: If x1 ≤ x3 ≤ x2, let δx = x3 − x1, then we have L(x1, x2, x3) =
L(x1, x2, x1) + δx(2 ∗ |A3| − |A1 ∩ A3| − |A2 ∩ A3|) + δx|A1 ∩ A3| + δx|A2 ∩ A3| =
L(x1, x2, x1) + 2 ∗ δx|A3| ≥ L(x1, x2, x1), and in Case 2, we already showed
that L(x1, x2, x1) ≥ R(x1, x2). So we now have L(x1, x2, x3) ≥ R(x1, x2) when
x1 ≤ x3 ≤ x2. Similar proofs can be made for the case x2 ≤ x3 ≤ x1. Q. E. D.
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Abstract. In many CCTV and sensor network based intelligent surveil-
lance systems, a number of attributes or criteria are used to individually
evaluate the degree of potential threat of a suspect. The outcomes for
these attributes are in general from analytical algorithms where data are
often pervaded with uncertainty and incompleteness. As a result, such
individual threat evaluations are often inconsistent, and individual eval-
uations can change as time elapses. Therefore, integrating heterogeneous
threat evaluations with temporal influence to obtain a better overall
evaluation is a challenging issue. So far, this issue has rarely be consid-
ered by existing event reasoning frameworks under uncertainty in sensor
network based surveillance. In this paper, we first propose a weighted
aggregation operator based on a set of principles that constraints the
fusion of individual threat evaluations. Then, we propose a method to
integrate the temporal influence on threat evaluation changes. Finally, we
demonstrate the usefulness of our system with a decision support event
modeling framework using an airport security surveillance scenario.

1 Introduction

CCTV and sensor network-based intelligent surveillance systems are increas-
ingly critical for public security and infrastructure protection due to the grow-
ing threat of terrorist attack, anti-social and criminal behaviors. Since events in
surveillance systems are detected from different intelligent sensor technologies
including audio, video and infrared, RFID, logs, or other sensory devices, how
to combine events detected from multiple sources relating to the same suspect
(hereafter, we refer it as subject ) to obtain an overall estimation of its potential
threat is a challenging problem. For example, a scenario can be of that from a
camera in a security domain a male is detected (with a higher degree of threat)
while from the personnel authentication identification system it indicates the
person is a new member of staff (with a lower degree of threat). A straightfor-
ward method to handle this problem is to apply a number of independent criteria
(e.g., gender, age, ID, behavior) to individually assess the potential threat of a
subject, and then to combine these individual evaluations to produce an over-
all assessment. Since these individual evaluations cannot always be in complete
agreement and the priorities of these criteria are different, adequate fusion oper-
ators (e.g., weighted aggregation operators) are necessary to obtain the overall
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 66–77, 2015.
DOI: 10.1007/978-3-319-25159-2 6
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estimation of potential threat for each subject and resolve the inconsistent or
conflicting information.

At the same time, there may be multiple subjects with potential threats
occurring simultaneously. Either due to the limited security resources, or due
to the degree of potential threat is not significant enough to trigger an action,
sometimes a security force will not take actions to prevent a potential threat
immediately. In this case, the temporal influence on the threat degree, i.e., how
the threat degree changes with time without external intervention, or how the
threat degree changes with time when new evidence is collected, are both impor-
tant to consider in an intelligence surveillance system.

In the literature, although there have been several event modeling and rea-
soning systems proposed [2,3,5,6,8], however, none of the models has prop-
erly addressed these two issues (detailed discussions will be in the related work
section). In order to address these problems, in this paper, we first analyze gen-
eral principles that should be obeyed by a fusion process that combines individ-
ual threat evaluations. Then, we introduce a weighted aggregation operator to
obtain the overall degree of potential threat for each subject after considering all
related criteria, from which we can set the priority for each subject. After that,
we propose a method to revise the potential threat degree based on elaping
time to take into account the temporal influence of that criteria of each sub-
ject. Finally, we will illustrate our method with an airport security surveillance
scenario.

This paper advances the state of the art on information fusion for decision
support for intelligent surveillance systems in the following aspects. (i) We ana-
lyze general principles for an appropriate aggregation operator in the surveillance
system. It gives a cornerstone to build up a generic axiomatic framework for the
integration of heterogeneous threat evaluation. (ii) We introduce a weighted
aggregation operator to combine the degrees of potential threats of each crite-
rion and give an overall estimation to each subject. (iii) We propose a method
to deal with two types of temporal influence for the potential threats.

The rest of this paper is organized as follows. Section 2 recaps some basic
concepts in Dempster-Shafer theory. Section 3 discusses some principles govern
threat evaluation fusion processes. Section 4 introduces an aggregation operator
that obeys the principles to fuse degrees of potential threats. Sections 5 provides
a case study to illustrate the usefulness of our model. Finally, Section 6 discusses
the related work and concludes the paper with future work.

2 Preliminaries

Definition 1. [10] Let Θ be a set of exhaustive and mutually exclusive elements,
called a frame of discernment (or simple a frame). Function m : 2Θ → [0, 1] is a
mass function if m(∅)=0 and

∑
A⊆Θ m(A)=1. And a function Pl : 2Θ → [0, 1],

defined as follows, is called a plausibility function over Θ:

Pl(A) =
∑

B∩A �=φ

m(B). (1)
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One advantage of D-S theory is that it provides a method to accumulate and
combine evidence from multiple sources by using Dempster combination rule.

Definition 2 (Dempster combination rule). Let m1 and m2 be two mass
functions over a frame of discernment Θ. Then Dempster combination function
m12 = m1

⊕
m2 is given by:

m12(X) =

⎧
⎪⎨

⎪⎩

0 if X = ∅
∑

A
⋂

B=X

m1(A)m2(B)

1− ∑

A
⋂

B=∅
m1(A)m2(B) if X �= ∅ (2)

When a new piece of evidence, which is collected after fusion, Jeffrey-
Dempster revision rule [7] can be applied to update the current evidence. This
rule is useful for considering the temporal influence for the DPTC (Degree of
Potential Threat for a subject w.r.t a given Criterion ).

Definition 3 (Jeffrey-Dempster revision rule). Let m and mI be two mass
functions over a frame of discernment Θ. The Jeffrey-Dempster revision function
of m by mI , denoted as m ◦JD mI , is defined by:

(m ◦JD mI)(C) =
∑

A∩B=C

σm(A, B)mI(B), for any C �= ∅, (3)

where σm(A, B) =

⎧
⎨

⎩

m(A)
Pl(B) for Pl(B) > 0,
0 for Pl(B) = 0 and A �= B,
1 for Pl(B) = 0 and A = B.

3 Principles of Threat Evaluation Aggregation

In order to hold commonalities for the aggregation process in different specific
surveillance situations and develop adequate weighted aggregation operators for
specific applications, in this section, we propose some basic principles for threat
evaluation aggregation. These principles aim for revealing commonalities for gen-
eral aggregation processes, that specific, appropriate weighted aggregation oper-
ators should satisfy.

(i) Conclusion Modification: Consider one more threat evaluation for a
given subject w.r.t a new criterion can modify the current evaluation to
either increase, decrease, or unchange.

(ii) Evaluation Consistency: The overall potential threat evaluation for a
given subject should increase when the point valued degree of potential
threat for such subject w.r.t each related criterion increase.

(iii) Evaluation Commensurability: A system shall provide an overall eval-
uation for each subject after the aggregation process, and the overall eval-
uations for different subjects are comparable (on a commensurable scale).

(iv) Irrelevance of Evidence Ordering: The result of an aggregation should
not be affected by the ordering of aggregation.
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(v) Importance Dependency: The effect of the DPTC for the overall evalua-
tion is dependent on the importance (reflected as a weight) of this criterion.

The first principle translates the DPTC into three types of influence for
the overall evaluation. (i) Positive evidence: the degree of threat will increase
after considering a DPTC. For example, the fact that a person holding a knife
will enhance our belief that this person is dangerous. (ii) Negative evidence:
the degree of threat will decrease after considering a DPTC. For instance, age-
information with an age value as old will weaken our belief that this person is
dangerous. And (iii) neutral evidence, the degree of threat is not affected after
considering a DPTC. for example, the evidence that a person has been waiting
for friends has no influence on our beliefs about his degree of threat.

The second principle captures the monotonicity of the aggregation operation:
the higher value a DPTC will be, the higher value the overall degree of threat for
the subject is, ceteris paribus. Also, the second principle guarantees the property
of strict transitivity for the ranking order about potential threat for the subjects
in a surveillance environment. That is, suppose a � b means subject a is more
dangerous than subject b, if for subjects a, b, c, we have a � b and b � c, then
a � c. The violation of the strict transitivity axiom implies that an intelligence
surveillance system will be unable to determine the most dangerous subject.

The third principle means that a surveillance system can give a complete
ranking order for subjects in a given situation based on their overall potential
threat evaluations. Hence, the requirement of overall commensurability among
the subjects of different situations suggests that all the outcomes of overall eval-
uations need to be in a unified bounded range.

The forth principle guarantees that the overall potential threat evaluation
shall not be influenced by the order of fusing the individual DPTCs. Thus, it
reveals two properties in the surveillance system (let R(xi, xj) be the aggre-
gation of evaluations about xi and xj .). (i) Associativity: R(R(x1, x2), x3) =
R(x1, R(x2, x3)). (ii) Symmetry: R(x1, x2) = R(x2, x1)

The fifth principle reveals the essential meaning of weights: (i) when a DPTC
increases, the weighted DPTC should also increase; (ii) after considering the
effect of weight in our aggregation operator, the first principle to the forth prin-
ciple should be remained.

4 A Weighted Aggregation Operator

The basic principles for the weighted aggregation operator in surveillance sys-
tems, proposed in the previous section, is a set of constraints of information
fusion frameworks. It can be instantiated in different ways. We discuss one
weighted aggregation operator in this section that satisfies these principles
(below, without losing general, we assume the individual DPTC is a point-value
in [0,1]).

Since a DPTC is a point value in a range, the distinction of three types of
evidence (positive, neutral, negative) to some extent suggests the setting of an
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Table 1. The terms in weighted aggregation operators

Terms Interpretation

νi(x) DPTC of subject x for criterion i
wi the weight for criterion wi

g(wi, νi(x)) weighted DPTC
R(g(wi, νi(x)), g(wj , νj(x))) aggregated assessment of g(wi, νi(x)) and g(wj , νj(x))

e ∈ (0, 1) the threshold to distinguish different types of evidence

expectation threshold for the degrees of potential threats w.r.t each criterion.
Thus, when a DPTC exceeds the threshold, it is positive evidence; when equals
to the threshold, neutral evidence; and when below the threshold, negative evi-
dence. Table 1 summarizes a list of terms (and notations) used in a weighted
aggregation operator.

Now, we can introduce a weighted aggregation operator for the overall degree
of potential threat for any two criteria 1 and 2 as follow:

R(g(w1, ν1(x)), g(w2, ν2(x)))

=
(1−e)g(w1, ν1(x))g(w2, ν2(x))

(1−e)g(w1, ν1(x))g(w2, ν2(x))+e(1−g(w1, ν1(x)))(1−g(w2, ν2(x)))
, (4)

where

g(wi, νi(x)) = wiνi(x) + (1 − wi)e. (5)

Here, e is the threshold value to distinguish different types of evidence. More-
over, in Equation (5), we combine a uninorm aggregation operator R(x, y) =

(1−e)xy
(1−e)xy+e(1−x)(1−y) as shown in [4] with a weighting function g(wi, νi(x)) =
wiνi(x)+(1−wi)e in [11]. Finally, with the proof in [11], the weighting function
g(wi, νi(x)) = wiνi(x) + (1 − wi)e satisfies the following four conditions:

– Monotonicity in value: if νi(x) > νi(y), then g(wi, νi(x)) > g(wi, νi(y)). It
means that as the degree of potential threat with respect to a given criterion
i for subject x increases, the weighted value should also increase.

– Normality of importance of one: g(1, νi(x)) = νi(x). Thus, when the weight
is set to 1, the weighted value does not change.

– No effect for zero importance elements: g(0, νi(x)) = e, where e is a threshold
in our operator R(ν1(x), ν2(x)).

– Consistency of effect on wi: for a ≥ b, g(a, νi(x)) ≥ g(b, νi(x)) if νi(x) ≥ e;
for a ≥ b, g(a, νi(x)) ≤ g(b, νi(x)) if νi(x) ≤ e. Here consistency means
that after considering the effect of weight in our aggregation operator, the
property of the uninorm aggregation operator as shown in the following
Equations (6)-(8) will be remained.

The aggregation operator introduced is a weighted uninorm aggregation oper-
ator [11] that satisfies: (i) Monotonicity: x1 ≥ y1 ∧ x2 ≥ y2 ⇒ R(x1, x2) ≥
R(y1, y2). (ii) Boundary conditions: R(0, 0) = 0; R(1, 1) = 1. (iii) Associativity:
R(R(x1, x2), x3) = R(x1, R(x2, x3)). (iv) Symmetry: R(x1, x2) = R(x2, x1). (v)
Neutral element: ∃e ∈ (0, 1), ∀x ∈ [0, 1], R(e, x) = x.
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Finally, we introduce the preference ordering to rank the potential threat of
subjects according to their overall evaluations with the following definition.

Definition 4. For two subjects x and y, the strict preference ordering � is
defined as follows:

x � y ⇔ R(g(wi, νi(x)), . . . , g(wn, νn(x))) > R(g(wj , νj(y)), . . . , g(wm, νm(y)))

This ordering states that the potential threat of x is higher than that of y, if
the overall evaluation of x is greater than that of y. Thus, with the equivalence
relation ∼ (i.e., x ∼ y if x �� y and y �� x), we can compare any two subjects as
shown in the following theorem.

Theorem 1. For a set of subjects X, the strict preference ordering � in Defi-
nition 4 satisfies:

– Completeness. For any subjects x and y in X, we have x � y or x ≺ y or
x ∼ y.

– Strict Transitivity. For any subjects x, y and z in X, if x � y and y � z,
then x � z.

Proof. (i) By Definition 4, we have

x � y ⇔ R(g(wi, νi(x)), . . . , g(wn, νn(x))) > R(g(wj , νj(y)), . . . , g(wm, νm(y))),

which means that y �� x. That is, the preference order � satisfies asymmetry: if
x is strictly preferred to y, then y is not strictly preferred to x. Also x ∼ y iff
x �� y and y �� x. As a result, the preference order � satisfies the completeness
that follows from the definition of ∼ and the fact that � is asymmetric. So,
property (i) holds.

(ii) Suppose x � y and y � z. By Definition 4, x � y and y � z imply
that R(g(wi, νi(x)), . . . , g(wn, νn(x))) > R(g(wj , νj(y)), . . . , g(wm, νm(y))) and
R(g(wj , νj(y)), . . . , g(wm, νm(y))) > R(g (wk, νk(z)), . . . , g(wo, νo(z))), respec-
tively. As a result, R(g(wi, νi(x)), . . . , g(wn, νn(x))) > R(g(wk, νk(z)), . . . , g(wo,
νo(z))). Thus x � z. So, propertyp (ii) holds. �

Now, we show that such a weighted aggregation operator satisfies the prin-
ciples that we proposed in the previous section.

For the first principle about Conclusion Modification, it is equivalent to prove
that our operator satisfies the following Theorem:

Theorem 2. Let νc(x) be the point valued degree of potential threat for subject
x with respect to criterion c, wc be the weight of criterion c, e ∈ (0, 1) be the
threshold to distinguish different types of evidence, D(x) be the degree of over-
all potential threat for all related criteria except criterion c for subject x, and
R(A,B) be the combined assessment of degrees of two potential threat A and B.
Then we have
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(i) Effect of positive evidence: if νc(x) > e, then R(D(x), g(wc, νc(x)) ≥ D(x).
(ii) Effect of negative evidence: if νc(x) < e, then R(D(x), g(wc, νc(x)) ≤ D(x).
(iii) Effect of neutral evidence: if νc(x) = e, then R(D(x), g(wc, νc(x)) = D(x).

Proof. By Equation (5), we have

g(wc, νc(x)) − e = wcνc(x) + (1 − wc)e − e = wc(νc(x) − e)

Thus, if νc(x) > e, g(wc, νc(x)) > e and if νc(x) < e, g(wc, νc(x)) < e. So, since
D(x) = R(D(x), e), by Monotonicity, items (i) and (ii) holds. Moreover, by the
property of Neutral element for our aggregation operator, we have R(D(x), e) =
D(x). Then item (iii) holds. �

For the second principle of Evaluation Consistency, the monotonicity of the
aggregation operator is proved in [11] and the strict transitivity for the ranking
order is shown by the second item of Theorem 1.

For the third principle of Evaluation Commensurability, the completeness of
the ranking order over potential threats for the subjects is shown by the first
item of Theorem 1. With monotonicity, the property of boundary conditions says
that the aggregated assessment value is in the interval [0, 1]. Thus, our operator
gives a unified range for the value of overall evaluation as well.

For the forth principle of Irrelevance of Evidence Ordering, the properties of
associativity and commutativity together show that we can combine the weighted
DPTCs in any order. Thus, our operator satisfies the forth principle.

For the fifth principle, it is guaranteed by the four conditions about the
weighting function g(wi, νi(x)) = wiνi(x) + (1 − wi)e in our operator.

Finally, our aggregation operator also satisfies the properties in [11] that:

∀x, y ∈ (e, 1), R(x, y) ≥ max{x, y} (6)
∀x, y ∈ (0, e), R(x, y) ≤ min{x, y} (7)
∀x ∈ (0, e), y ∈ (e, 1), x ≤ R(x, y) ≤ y (8)

These three equations (Equations (6)-(8)) not only point out the different
aggregation results of our operator, but also reveal a desirable property in our
operator: if all the degrees of potential threats exceed a threshold, the opera-
tor should produce a higher degree of threat, hence, the corresponding subject
is of higher priority to deal with. If all of the degrees are below a threshold,
the operator produces a lower level degree of threat and hence no immediate
actions taken. For example, suppose a young man holds a knife and intrudes
into a secured area. All criteria: age, gender, intentions show that the person
is dangerous, then the surveillance system (after aggregating all the evidence)
should produce a strong alert indicator for taking actions. On the other hand,
in the case that an old lady holds a walking stick and passes the security door,
since all criteria show that the person is harmless, the surveillance system will
not raise any alert unless other strong evidence has emerged showing that the
woman is dangerous. In terms of fusion, it has an reinforcement effect: when all
the evidence are strongly suggesting a subject is dangerous, the overall degree
of threat of the subject is increased above any individual degrees.
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5 Temporal Influence for Point Valued Potential Threats

Now, we consider the temporal influence issue in surveillance systems. Generally
speaking, a temporal influence of a given criterion on the assessment of the
degree of threat of a subject can be divided into two categories: the temporal
influence without external intervention and the temporal influence with new
evidence observed.

To investigate the first category of temporal influence, let us consider the
following scenario. A person is loitering near the ticket counter at 9:10 pm.
The security team for the area cannot take any action due to limited security
resources. Twenty minutes later, one security team returned. Now, the security
manager should pay more attention to this person since it is unusual for a person
to loiter near the ticket counter for such a long time, even without any new
evidence about the subject w.r.t this criterion.

Intuitively, there should be three types of temporal influences without exter-
nal intervention for the point valued degree of potential threat with respect to
different criteria: increase, neutral, and decrease. For example, for age or gender,
their threat degrees will not change with time; for leaving objects (e.g., a bag)
alone, the threat degree should change over time; but for some emotions, such
as anger, their threat degrees should decrease with time (a person will fight with
others when he is very angry. However, after a while, his potential threat for
engaging into a fight will decrease). Based on this intuition, we can obtain the
following equation.

vc(x) = νc(x)γ� t−t0
n

�
(9)

where ⎧
⎨

⎩

γ < 1 increasing DPTC with time change;
γ = 1 neutral DPTC with time change;
γ > 1 decreasing DPTC with time change.

(10)

Here, νc(x) is the point valued degree of potential threat for subject x w.r.t.
criterion c that is calculated at point of time to (here to is the latest time-point
for the occT s of all related events to generate νc(x)), t is the current time-point, n
(n > 0) is the time interval between two key time points for updating, and γ (γ ∈
(0,+∞)) is the influence rate. Moreover, in real-life applications, surveillance
systems will update evidence regularly, we introduce the time interval n, and
� t−t0

n � means that we will take integers downwards in function t−t0
n . Hence,

in real-life applications, always the change of the DPTC is limited: a positive
evidence will never turn out to be a negative evidence no matter how much
time elapse. For example, for the emotion of anger, it will be positive evidence
that will increase the potential threat, even after a moment of calming down,
it will not become negative evidence, which will decrease the potential threat
of a given subject. Similarly, most negative evidence will not become positive
evidence, even though it might be natural. However, some negative evidence
may become positive evidence, such as a member of staff staying overly long
in a security field. Based on Equation (9), it is possible to obtain the following
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definition for the degree of potential threats updated by temporal influences
without external intervention.

Definition 5. Consider the condition that the temporal influences without
external intervention, let νc(x) be the degree of potential threat with respect to
criterion c for subject x generated at point of time to (here to is the latest time
point for the occT s of all related events to generate νc(x)), t be the current time,
n (n > 0) be the time interval between two key time points for updating, γ be
the degree of influence rate that γ ∈ (0,+∞), and e ∈ (0, 1) be the threshold to
distinguish different types of evidence, then the degrees of potential threats w.r.t.
criterion c for subject x for temporal influence, denote as ac(x) is

ac(x) = h−1(νc(x)γ� t−t0
n

�
) (11)

where
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

h(x) = 1
ex if γ < 1, negative evidence will not become positive,

and νc(x) < e;
h(x) = 1

1−e (x − e) if γ > 1, positive evidence will not become negative,
and νc(x) > e ;

h(x) = x otherwise.
(12)

The first condition means that the updated degree of potential threat will not
be greater than the threshold e when evidence is negative, i.e., ac(x) ∈ [0, e] when
νc(x) < e. Hence, if γ ≥ 1, it is clear that ac(x) ∈ [0, e] if νc(x) < e. Similarly,
the updated degree of potential threat will not be less than the threshold e when
νc(x) > e, i.e., ac(x) ∈ [e, 1] when νc(x) > e. This is the exact meaning of the
function h(x).

Moreover, when γ �= 1, the value of γ is determined by the real-time duration
of observing a given criterion or the termination of observing the criterion. For
example, consider the criterion of person leaving an item, after detecting a person
abandoning an items, it can be set as that 15-minutes is the maximum time
duration for taking a further action. Suppose the time interval between two key
time points for updating evidence is 1 minute, the significant figure is 0.001, and
the potential threat higher than 0.9 means a very dangerous situation that the
security team has to take further action, then for any νPL(x) > e, we should have
νPL(x)γ15 ≥ 0.9 by Definition 5. Hence, we can obtain that γ = 15

√
loge+0.001 0.9.

Similarly, consider the criterion of emotion, after detecting the person is angry,
10-minutes can be the maximum time period for angry emotion to disappear.
As a result, suppose the time interval between two key time points for updating
evidence is 1 minute, the significant figure is 0.001, and the potential threat lower
than e+0.01 means the effect can be ignored, consider that such positive evidence
will not become a negative one, by Definition 5, we have (1 − e)(νc(x)γ10

) + e =

e + 0.01. Then, we have γ = 10

√
log0.999

0.01
1−e .

Now, we consider the second category of time influence: the temporal influ-
ence with new evidence occurs. For example, in the case of a person loitering
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near the ticket counter at 9:10 p.m., if there is new information in 9:10 p.m. to
9:30 p.m., which points out that the person had met a friend and left in the
passed 20 minutes. Then, in this case, we should consider the effect of new evi-
dence for the threat degree of this person. In fact, since the effect of new event
is to update the belief for the possible outcomes related to a given criterion for
a given subject. Hence, since the new evidence reveals the more recent situation
for the subject, i.e., the new evidence is more reliable than the pervious one, it
should be retained whilst the prior belief of the system should be changed.

As a result, first, we will use the Dempster combination rule (Equation (2))
to obtain the overall mass function for all new evidence of a given criterion.
Then, we apply the Jeffrey-Dempster revision rule (Equation (3)) to update the
mass function for the possible outcome of a given criterion. After considering all
evidence that are related to the belief about the possible outcomes w.r.t a given
criterion, we can apply the model in [8] to obtain the degree of potential threat
with time influence in this condition directly. Finally, our weighted aggregation
operator can be applied to obtain the overall degree of a potential threat for
each subject.

6 Case Study

Let us consider a scenario in an airport, which covers the following two areas:
Shopping Area (SA) and Control Center (CC).

– In the Shopping Area (SA), a person (id: 13) loiters near a Foreign Currency
Exchange office (FCE) for a long time. Also, camera 42 catches its back image
at the entrance of the shopping area at 9:01 pm and camera 45 catches its
side face image at FCE from 9:03 pm to 9:15 pm;

– In airport terminal 1 a person (id: 21) leaved a bag and disappeared. That
is, camera 49 captures its side face and that it brings a bag at 9:01 pm,
camera 44 captures its back at 9:02 pm and camera 43 captures the bag on
the ground without a person around from 9:03 pm to 9:15 pm.

Now, suppose the only one security team was at another area to prevent
threat and returned at 9:30 pm. And during this time period, camera 45 captured
the person (id:13) leaving the shopping area and walking towards east. Suppose
there are no other emergency happening during this time interval, then what
will the surveillance system suggest to do?

As the security team does not eliminate these two potential threats (id:13 and
id:21) immediately, the surveillance system has to consider the new evidence and
the temporal influence for the point valued degrees of potential threats for each
criterion of these two subject at 9:30 pm. Moreover, with the event modeling in
[8], for the person (id: 13) in FCEC, we have a piece of new evidence about the
movement criterion: em

5 =(FCEC, 9:03-9:15 p.m, 45, 0.9, 0.6, movement, 0.8, 13,
FCEC, mm

2 ({toward east}) = 1). Thus, by the degree of reliability of sensor 42,
mm

3 ({walk east})=0.9, mm
3 ({walk east, . . . , run east, . . . , stay, loiter})=0.1.
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Hence, considering the temporal influence with new evidence occurs by
Jeffrey-Dempster revision rule (Equation (3)), we have mm

123({walk east})=0.9,
mm

123({walk east, loiter}) = 0.0137, mm
123({loiter}) = 0.081,

mm
123({walk east, . . . , run east, . . . , stay, loiter}) = 0.0053. As a result, since

the mass value mm
123({loiter}) = 0.081 and we suppose the condition of the

only one inference rule about the movement is defined as mm
i ({loiter}) >

0.5 ∧ e.location = FCEC ∧ tn − t0 > 10 min, we will omit the criterion of
movement for the reason that we cannot confirm the intention of the subject
based on the already known evidence about behaviors.

Now, we consider the time influence for the criteria without external interven-
tion for two potential threats (id:13 and id:21) by Definition 5. Clearly, the degrees
of potential threats for the criteria of age and gender should not change with time
(γ = 1) and the degrees of potential threats for the criteria of PL (Intention of
Person loitering) and PLI (Intention of Person Leaving an Item) should increase
with time. Moreover, for the criterion of PL, since there exists new evidence about
it, we do not need to consider the temporal influence for the degree of potential
threat with respect to the criterion of PL. Now, suppose the degree of influence
rate for the criteria of PLI is (γ = 0.8). Then, by Definition 5 and νa(21) > e
(e = 0.5), we have aa(13) = νa(13) = 0.56, ag(13) = 0.547; aa(21) = 0.565,

ag(21) = 0.582, aPLI(21) = (0.672)0.8� 9:30−9:15
1 �

= 0.986.
Moreover, by the weighted aggregation operator, we have

R(g(0.3, νa(13)), g(0.3, νg(13))) = 0.518 ∗ 0.514 = 0.532
R(g(0.3, νa(21)), g(0.3, νg(21)), g(0.8, νIPLI(21))) = 0.906

Finally, by Definition 4, we have id 21 � id 13. So the surveillance system
will suggest the security team to intervene id 21. That is, to find out what is
contained in the abandoned bag and arrest the person (id:21) if it is necessary.

7 Related Work and Summary

In the literature, there are plenty of event modeling and reasoning systems,
such as Finite State Machines [3], Bayesian Networks [2], and event composition
with imperfect information [5,6], event modeling with decision support[8], etc.
In general, these systems consider two branches to address the integration of het-
erogeneous information: most of them consider all information in a scenario as a
whole, and with rules or fusion algorithms for each specific scenario. So, if we add
a new criterion into a scenario, all of these systems must modify the knowledge
base and other related aspects with the new criterion. Therefore, these systems
are somehow not flexible and effective for dynamic surveillance environment
with a huge volume of surveillance data from different sensors. Another line of
research [8] applies aggregation process we suggested in this paper. However, the
operator proposed in [8] does not satisfy all the basic principles for an adequate
aggregation operator. Moreover, the aggregation process in surveillance systems
have also been discussed in the literature. Albusac et al. in [1] analyzed different
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aggregation operators and proposed a new aggregation method based on the
Sugeno integral for multiple criteria in the domain of intelligent surveillance.
Also, Rudas et al. in [9] offered a comprehensive study of information aggre-
gation in intelligence systems from different application fields such as robotics,
vision, knowledge based systems and data mining, etc. However, to the best of
our knowledge, there is no research suggesting a set of basic principles to define
an adequate operator for the aggregation process or considering the temporal
influence in surveillance systems.

In this paper, we introduced the basic principles to handle the integration of
heterogeneous threat evaluation in surveillance systems and proposed a weighted
aggregation operator to instantiate such principle. We also discussed the tem-
poral influence in the aggregation process. Our next step of work is to build up
a general axiom framework for the aggregation process and test such framework
with surveillance data.
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Abstract. In the presence of an ever growing amount of information,
organizations and human users need to be able to focus on certain key
pieces of information and to intentionally ignore all other possibly rel-
evant parts. Knowledge about complex systems that is represented in
ontologies yields collections of axioms that are too large for human users
to browse, let alone to comprehend or reason about it. We introduce the
notion of an ontology excerpt as being a fixed-size subset of an ontology,
consisting of the most relevant axioms for a given set of terms. These
axioms preserve as much as possible the knowledge about the considered
terms described in the ontology. We consider different extraction tech-
niques for ontology excerpts based on methods from the area of infor-
mation retrieval. To evaluate these techniques, we propose to measure
the degree of incompleteness of the resulting excerpts using the notion
of logical difference.

1 Introduction

Ontologies based on Description Logics (DL) [2] have become a well-established
paradigm used in the Web Ontology Language OWL [11] and by several biomedical
ontologies like CPO, FMA, GALEN, SNOMED CT, etc. An increasing number of
ontologies of large sizes havebeendevelopedandmadeavailable in repositories such
as the NCBO Bioportal.1 Ensuring efficient access to the knowledge contained in
such ontologies has become an import concern.

The sheer size of some real-world ontologies is too large for human users
to browse, let alone to comprehend or reason about it. Also, for automated
reasoning systems these tasks could be challenging to accomplish within certain
resource bounds. To facilitate the reuse of the knowledge contained in ontologies,
module extraction [4] and approximate reasoning techniques [10], among others,
have been suggested.

A module M of an ontology O for a signature Σ, i.e. a set of concept and role
names, is a subset of O that preserves the knowledge of the terms in Σ. The idea
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is that M can serve as a substitute for O regarding the terms in Σ. The smaller
the module compared to the size of the ontology, the better it can be understood
by a human user, and the more efficiently it can be distributed and reasoned
with. Typically, entailment-based modularity notions are considered [4]. The
meaning of the terms in Σ is preserved when M and O give the same answers to
queries about the Σ-terms. However, this module notion allows for little control
over the number of axioms that are included in a module. Even minimal modules
can be as large as the entire ontology. To influence the size of a module, our only
option is to adapt the signature for which the module is extracted and the query
language underlying the module notion. Generally, we have that the smaller the
signature and the weaker the expressivity of the query language, the smaller the
modules of an ontology are. But no strict upper bound on the module size can
be guaranteed this way.

In this paper, we introduce the notion of an ontology excerpt as a fixed-size
subset of an ontology that captures as much as possible of the “meaning” of
the terms in a given signature. Ontology excerpts facilitate comprehension by
human users by aiding them to focus on a relatively small part of an ontology
that is relevant for a considered signature.

To evaluate the quality of ontology excerpts, we define a semantics-based
measure Gain, using Logical Difference [5], to quantify how much semantic mean-
ing is preserved in an excerpt w.r.t. the original ontology. The logical difference
is taken to be the set of queries relevant to an application domain that produce
different answers when evaluated over ontologies that are to be compared. In
this paper we are only interested in concept subsumption queries.

Using an exhaustive search to find the excerpts of an ontology that best
preserve the semantic information w.r.t. the ontology is futile as it involves com-
puting all (i.e. exponentially many) subsets of the ontology. We therefore want to
investigate the feasibility of using, among others, excerpt extraction techniques
stemming from the area of information retrieval (IR) [9], i.e. a research area
which is generally concerned with developing techniques to extract the “most
relevant” documents for a query from large data sources.

2 Preliminaries

We briefly recall basic notions related to the description logic ELH [1], modu-
larity of ontologies [4,6] and the logical difference between ontologies [5,7].

2.1 The Description Logic ELH
Let NC and NR be mutually disjoint and countably infinite sets of concept names
and role names. In the following we use A, B, X, Y , Z to denote concept names,
and r, s stand for role names. The set of EL-concepts C and the sets of ELH-
inclusions α are built according to the following grammar rules:
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C ::= � | A | C � C | ∃r.C

α ::= C � C | C ≡ C | r � s

where A ∈ NC and r, s ∈ NR. ELH-inclusions that are not of the form r � s
are called EL-concept inclusions. An ELH-ontology O is a finite set of ELH-
inclusions, which are also referred to as axioms.

The semantics is defined using interpretations I = (ΔI , ·I), where the
domain ΔI is a non-empty set, and ·I is a function mapping each concept name
A to a subset AI of ΔI and every role name r to a binary relation rI over ΔI .
The extension CI of a possibly complex concept C is defined inductively as:
(�)I := ΔI , (C �D)I := CI ∩DI , and (∃r.C)I := {x ∈ ΔI | ∃y ∈ CI : (x, y) ∈
rI}.

An interpretation I satisfies a concept C, an axiom C � D, C ≡ D, or r � s
if CI 	= ∅, CI ⊆ DI , CI = DI , or rI ⊆ sI , respectively. We write I |= α if I
satisfies the axiom α. Note that every EL-concept is satisfiable. An interpreta-
tion I is a model of O iff I satisfies all axioms in O. An axiom α follows from
an ontology O, written O |= α, iff for all models I of O, we have that I |= α.

An ELH-terminology O is an ELH-ontology consisting of axioms α of the
form A � C, A ≡ C, or r � s, where A is a concept name, C an EL-concept
and no concept name A occurs more than once on the left-hand side of an
axiom. A terminology is said to be acyclic iff it can be unfolded (i.e., the process
of substituting concept names by the right-hand sides of their defining axioms
terminates).

We denote the number of axioms in an ontology O with |O|. A signature Σ
is a finite subset of NC ∪ NR. For a syntactic object X, the signature sig(X) is
the set of concept and role names occurring in X.

2.2 Logical Concept Difference

We now recall basic notions related to the logical difference [5,7] between two
EL-ontologies for EL-inclusions as query language.

Definition 1 (Concept Inclusion Difference). Let O1 and O2 be two ELH-
ontologies, and let Σ be a signature. The EL-concept inclusion difference between
O1 and O2 w.r.t. Σ is the set DiffΣ(O1,O2) of all EL-inclusions α of the form
C � D for EL-concepts C and D such that sig(α) ⊆ Σ, O1 |= α, and O2 	|= α.

In case two ontologies are logically different, the set DiffΣ(O1,O2) consists
of infinitely many concept inclusions. The primitive witnesses theorems from [5]
allow us to consider only certain inclusions of a simpler syntactic form.

Theorem 1. Let O1 and O2 be ELH-terminologies and let Σ be a signature. If
α ∈ DiffΣ(O1,O2), then either A � C or D � A is a member of DiffΣ(O1,O2),
where A ∈ sig(α) is a concept name, and C, D are EL-concepts occurring in α.
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Definition 2 (Primitive Witnesses). Let O1 and O2 be ELH-terminologies
and let Σ be a signature. We say that EL-concept inclusion difference witnesses
in Σ w.r.t. O1 and O2 are concept names contained in Σ that occur on the
left-hand side of inclusions of the form A � C in DiffΣ(O1,O2) or on the right-
hand side of inclusions of the form D � A in DiffΣ(O1,O2). The set of all such
witnesses will be denoted by WtnΣ(O1,O2).

Observe that the set WtnΣ(O1,O2) is finite as Σ is finite. Consequently, it
can be seen as a succinct representation of the set DiffΣ(O1,O2) in the sense
that: DiffΣ(O1,O2) = ∅ iff WtnΣ(O1,O2) = ∅ [5]. In the remainder of this
paper, we use the size of the set WtnΣ(O1,O2) as a measure for the concept
inclusion difference between O1 and O2 w.r.t. Σ. We leave investigating alter-
native measures which allow for a possibly more faithful representation of the
logical difference for future work.

Example 1. Let O consist of the following four axioms:

α1 : A � B � ∃r.X α2 : B � A
α3 : X ≡ A � B α4 : Y ≡ B � ∃r.(X � ∃s.A)

For Σ = {A,B}, it holds that WtnΣ(O, {α1, α2}) = DiffΣ(O, {α1, α2}) = ∅ and
WtnΣ(O, ∅) = Σ as A � B,B � A ∈ DiffΣ(O, ∅). If Σ = {A, r}, we have that
WtnΣ(O,O \ {α1}) = {A} as A � ∃r.� ∈ DiffΣ(O,O \ {α1}).

Algorithms for computing the witness sets, and hence for deciding whether a
logical difference w.r.t. a signature exists, have been implemented in the CEX2.5
tool.2 Given two acyclic EL-terminologies and a signature Σ as input, CEX2.5
can compute and output the set Wtn(O1,O2) in a fully automatic way.

We still note that a new approach for computing logical differences that can
also handle large cyclic terminologies has recently been introduced [3,8].

3 Ontology Excerpts

Ontologies appear to exhibit a strong dependency between the size of a sig-
nature Σ and the size of a module for the symbols in Σ. This dependency is a
natural consequence of the structure of the ontology. We are interested in gaining
more control over the size of a module in order to be able to reuse the knowledge
contained in an ontology in a scenario where resources are restricted in terms
of cognitive ability in human users, and time and space available in technical
systems.

Definition 3 (Ontology Excerpt). Let O be an ontology and let k > 0 be a
natural number. A k-excerpt of O is a subset E ⊆ O consisting of k axioms, i.e.
|E| = k.

2 The tool is available under an open-source license from http://lat.inf.tu-dresden.de/
∼michel/software/cex2/

http://lat.inf.tu-dresden.de/~michel/software/cex2/
http://lat.inf.tu-dresden.de/~michel/software/cex2/
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An ontology excerpt is a subset of the ontology of a certain size. However, we
are interested in those excerpts that preserve (as much as possible) the meaning
of the symbols in a signature of interest. To quantify the meaning of an excerpt,
we need some metric μ. We assume that the lower the value of μ for an excerpt
is, the more meaning is preserved by the excerpt. This is made precise as follows.

Definition 4 (Incompleteness Measure). Let O be an ontology. An incom-
pleteness measure μ is a function that maps every triple (O, Σ, E) consisting of
an ontology O, a signature Σ, and an excerpt E ⊆ O to a non-negative natural
number.

In this paper we use as incompleteness measure μ the number ldiff(O, Σ, E) of
EL-concept inclusion difference witnesses in Σ w.r.t. O and E , which is formally
defined as ldiff(O, Σ, E) = |WtnΣ(O, E)|. In the remainder of this paper we only
consider this incompleteness measure. We leave investigating and comparing
alternative notions of incompleteness measures for future work.

Definition 5 (Best k-Excerpt). Let O be an ontology, let Σ be a signature,
and let k > 0 be a natural number. Additionally, let μ be an incompleteness
measure. A best k-excerpt of O w.r.t. Σ under μ is a k-excerpt E of O such that

μ(O, Σ, E) = min{μ(O, Σ, E ′) | E ′ is a k-excerpt of O }.

Example 2 (Ex. 1 contd.). The values ldiff(O, Σ, E) for all 2-excerpts E of O are
given in the second row of the table below.

{α1, α2} {α1, α3} {α1, α4} {α2, α3} {α2, α4} {α3, α4}
0 2 2 2 2 2

One can thus see that {α1, α2} is the best 2-excerpt of O w.r.t. Σ under ldiff.

To preserve the largest possible amount of semantic information in a k-
excerpt, it would be preferable to extract k-excerpts that have the lowest ldiff-
value among all the subsets of size k. However, it is difficult in general to compute
all such excerpts in an exhaustive way as all the

(|O|
k

)
subsets of size k would have

to be enumerated. In the next section, we give introduce two excerpt extraction
techniques and evaluate them subsequently.

4 Extraction Techniques

In this section, we introduce two different k-excerpt extraction approaches. One
is based on the simple intuition that axioms comprising more elements from Σ
should be preferred to be included in an excerpt for Σ. The other approach is
inspired by ideas from the area of information retrieval [9]: we view each axiom
in O as a document, and the input signature Σ as the set of keywords from a
query. The top-k retrieved documents for the given keywords then correspond
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to a k-excerpt. These two approaches share a common methodology in the sense
that they define a “similarity” between each axiom w.r.t. a given signature such
that selecting the k axioms closest to the given signature results in a k-excerpt.
We make this idea more precise in the following definition.

Definition 6. Let O be an ontology and let Σ ⊆ sig(O). Additionally, let s be
a function that maps every pair (α,Σ) consisting of an EL-axiom α and of a
signature to a real number. We can then define a ranking of axioms w.r.t. Σ
that is induced by s as follows: α � β if and only if s(α,Σ) > s(β,Σ). Given an
integer k, we define a k-excerpt of an ontology O for a signature Σ under s as
the set {α ∈ O | |{β ∈ O | s(β,Σ) > s(α,Σ) }| ≤ k }, named a similarity based
excerpt.

A k-excerpt consists of those axioms α in O for which there are at most k−1
axioms β in O that precede α w.r.t. �. Note that such a definition leaves the
possibility that such k-excerpts of O for Σ under s can contain more than k
axioms due to an equivalent distance of several axioms w.r.t. Σ. In real-world
applications there would exist different remedies to such a situation. Since we
aim to compare different excerpt extraction techniques in this paper, we choose
to apply a random cut whenever there are more than k axioms contained in a
k-excerpt.

4.1 Common Signature Based k-Excerpts

A näıve extraction method for k-excerpts w.r.t. a signature Σ simply consists in
a random selection of k axioms from the considered ontology. As a first improve-
ment of the random selection, it is possible to guide the selection of the axioms
by considering the number of concept and role names shared by an axiom and Σ,
defined formally as follows:

Definition 7. Given an axiom α and a signature Σ, the COM-similarity
between α and Σ is defined as scom(α,Σ) = |sig(α) ∩ sig(Σ)|.
Example 3 (Ex. 2 contd.). Let α1, α2, α3, α4 be four axioms defined as in Exam-
ple 1 and let Σ = {A,B, r}. Then we have scom(α1, Σ) = 3, scom(α2, Σ) = 2,
scom(α3, Σ) = 2, and scom(α4, Σ) = 3. Therefore, the ranking of the axioms will
be: α1, α4 � α2, α3. The first and the last axiom are ranked higher than the other
two, but no preference between α1 and α4 (or between α2 and α3) exists.

4.2 Information Retrieval Based k-Excerpts

In IR vector representations of documents and queries are a fundamental tool
to model problems, based on which different retrieval strategies can be applied.
We first define the vector representation for axioms and signatures.

In the remainder, we assume that every ontology O is associated with a strict
total order ≺ on the elements of sig(O). Whenever we want to access the i-th
signature element of O we refer to the i-element w.r.t. the assumed order ≺,
starting from the smallest element. For a signature Σ ⊆ sig(O) or axiom α ∈ O,
we can define the signature vector of Σ and the axiom vector of α as follows:



84 J. Chen et al.

Definition 8 (Signature and Axiom Vector). For a signature Σ ⊆ sig(O),
the signature vector of Σ, written

−→
Σ = [v1, v2, · · · ], is a vector of length |sig(O)|

such that vi = 1 if the i-th element of sig(O) appears in Σ, otherwise vi = 0.
Similarly, for an axiom α ∈ O we define −→α =

−−−→
sig(α).

Example 4 (Ex. 2 contd.). Let O be the ontology defined as in Example 1, and
let Σ = {A,B, r}. We assume the strict total order ≺ ⊆ sig(O) × sig(O) given
by A ≺ B ≺ X ≺ Y ≺ r ≺ s. Then we obtain the following signature vector
for Σ and axiom vectors for each axiom of O:

−→
Σ = [1, 1, 0, 0, 1, 0] −→α1 = [1, 1, 1, 0, 1, 0] −→α2 = [1, 1, 0, 0, 0, 0]

−→α3 = [1, 1, 1, 0, 0, 0] −→α4 = [1, 1, 1, 1, 1, 1]

Then we can define the distance of an axiom and a set of signature by the
distances measures between the axiom and signature vectors. A first measure is
the cosine value, resulting in the COS-k-module.

Definition 9 (COS-Distance between Axiom and Signature). Given an
axiom α and a signature set Σ, the COS-distance between α and Σ is defined as
follows:

dcos(α,Σ) = cos(−→α ,
−→
Σ ) =

∑n
i=1 xiyi√∑n

i=1 x2
i

√∑n
i=1 y2

i

,

where −→α = [x1, x2, ..., xn] and
−→
Σ = [y1, y2, ..., yn].

Example 5 (Ex. 4 contd.). Let O be the ontology defined as in Example 1, let
≺ be the total order on sig(O) as defined in Example 4, and let Σ = {A,B, r}.
Then we have that:

dcos(α1, Σ) = 3/(
√

4
√

3) ≈ 0.8660 dcos(α2, Σ) = 2/(
√

2
√

3) ≈ 0.8164
dcos(α3, Σ) = 2/(

√
3
√

3) ≈ 0.6667 dcos(α4, Σ) = 3/(
√

6
√

3) ≈ 0.707

Therefore, the ranking of the axioms will be α1 � α2 � α4 � α3.

5 Evaluation

In this section, we present a first evaluation of the proposed excerpt extrac-
tion techniques. To this end, we implemented the previously introduced excerpt
extraction methods, and we compared them on the following real-world biomed-
ical ontologies with the help of a normalized evaluation metric based on ldiff.

We consider four prominent biomedical ontologies: SNOMED CT (SM) from
IHTSDO3 (first release of 2012), MESH4, NCBI5 and NCI6 (version 10.02d).
Table 1 presents the metrics of these ontologies, including the number of logical
axioms as well as the number of concept names and role names.
3 http://www.ihtsdo.org/snomed-ct/
4 http://bioportal.bioontology.org/ontologies/MESH
5 http://bioportal.bioontology.org/ontologies/NCBITAXON
6 http://evs.nci.nih.gov/ftp1/NCI Thesaurus/

http://www.ihtsdo.org/snomed-ct/
http://bioportal.bioontology.org/ontologies/MESH
http://bioportal.bioontology.org/ontologies/NCBITAXON
http://evs.nci.nih.gov/ftp1/NCI_Thesaurus/
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Table 1. Metrics of the Considered Ontologies

SM MESH NCBI NCI SM-f MESH-f NCBI-f

Nr. of logical axioms 291156 403210 847755 75239 50034 49991 51879
Nr. of concepts 291145 286380 847760 76708 50520 50888 82778
Nr. of roles 62 0 0 124 62 0 0

5.1 Experimental Setup

In our experiments, for the four considered biomedical ontologies SNOMED CT,
MESH, NCBI, and NCI, we first removed non-EL axioms from them to be able
to use the CEX2.5 tool to compute ldiff values. Note that, however, the proposed
extraction techniques can operate on ontologies formulated in any DL. To speed
up the experiments, we then selected fragments of SM, MESH, and NCBI, which
will be denoted using a ‘-f’ suffix as given in Table 1.

As baseline, we use a random choice strategy which randomly selects k
axioms from an input ontology to extract a k-excerpt. To estimate the qual-
ity of excerpts E , we made use of the following metric, named Gain (G), which
is based on the ldiff measure:

GO(E , Σ) = 1 − ldiff(O, Σ, E)
|Σ ∩ sig(O) ∩ NC| .

That is, Gain is inverse to ldiff normalized by the total number of possible witness
concept names. Intuitively, the higher the Gain value of an excerpt E for a
signature Σ is, the more semantic information is preserved by E .

5.2 Results

The four charts in Figure 1 report on the results for the different excerpt extrac-
tion techniques on the considered ontologies. The values along the x-axis in each
chart represent the parameter k, i.e. the excerpt size, whereas the Gain value
of the corresponding k-excerpts is shown along the y-axis. The excerpts were
generated for each ontology w.r.t. one randomly generated signature, contain-
ing 100 concept names and 30–50 role names in the case of SM and NCI, and
1 000 concept names and no role names for the remaining two ontologies. The
vertical line in each chart represents the size of the locality-based module for the
signatures.

From the charts 1(a)–1(d) one can see that the Gain values for IR-based
excerpts are higher than or equal to the values for other excerpt extraction
strategies. In the case of the NCBI and MESH ontologies, one can observe that
the ComSig- and IR-based excerpts result in the same Gain values. Indeed, these
two strategies yield the same axiom ranking if the signature of all the axioms
contains the same number of signature elements, which is the case for NCBI and
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(a) SNOMED CT Fragment (b) MESH Fragment

(c) NCI (d) NCBI Fragment

Fig. 1. Gain-Measure for k-Excerpts of Various Ontologies

MESH (each axiom is of the form A � B for concept names A and B). In all, we
can conclude that the excerpts produced by the IR-technique consistently have
higher Gain values than excerpts obtain by using the other two methods on the
tested ontologies and signatures.

To better understand the distribution of Gain values that we have observed
for the ontology MESH (cf. Chart 1(c)), we performed an experiment in which
we randomly extracted excerpts and computed their ldiff-value w.r.t. a consid-
ered signature containing 5 000 concept names and no role names such that
the corresponding locality-based module contained 1610 axioms. To limit the
search space, we selected a subset of MESH containing 2 491 axioms, from which
we randomly extracted 93 170 many k-excerpts, for k = 100. Indeed, for an

Fig. 2. Distribution of 93170 Random Excerpts over Respective ldiff-Values
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Table 2. Percentage of k-Excerpts Falling into Various ldiff-Value Intervals

Nr. of
Excerpts

ldiff-Value Intervals

[1 419, 1 420] [1 421, 1 425] [1 426, 1 430] [1 431, 1 435] [1 436, 1 440] [1 441, 1 448]

6.2 × 10180 2.14 × 10−5 0.16 3.45 19.26 56.03 21.10

ontology of that size and a k-value of 100, there exist around 6.2 × 10180 k-
excerpts, which renders an exhaustive search through all the excerpts impossi-
ble. The results that we obtained are summarized in Table 2. The total number
of possible k-excerpts is given in the first column, and the ldiff-values that we
observed, except for the value 1 416, were regrouped into several intervals that
are shown in the 6 right-most columns of the table. The percentage of k-excerpts
whose ldiff-value fell into the respective intervals is shown in the second row of
these columns.

Figure 2 shows the distribution of the Gain value over the 93 170 excerpts
of the MESH fragment, i.e. each bar in the chart shows the number of excerpts
that have the ldiff-value shown on the x-axis that is associated with the bar
(no excerpts having an ldiff-value of 1435 or 1445 were found). We note that
the excerpt extracted using the IR-technique had a Gain value (lowest ldiff-value
of 1 416) that was higher than the values of all the random excerpts we extracted.

Judging from the experimental results that we obtained so far, one could draw
the conclusion that excerpts produced by the IR-technique appear to result in
high Gain values (i.e. low ldiff-values) in general. To test this hypothesis, we
conducted another experiment in which we limited the size of the ontology in
such a way that an exhaustive enumeration of all its excerpts is feasible.

We performed an exhaustive computation of all the k-excerpts, with 1 ≤
k ≤ 19, together with the ldiff-values of a fragment Of of SNOMED CT that
contains 19 axioms, using Σ = sig(Of ) as signature. For every 1 ≤ k ≤ 19
we also computed the excerpt returned by the IR method for Σ. The results
that we obtained are shown in Table 3. The first column indicates the value
of k and the total number of possible k-excerpts is given in the second column.
The 24 ldiff-values that we observed were then regrouped into 8 intervals of
three elements, and the percentage of k-excerpts whose ldiff-value fell into the
respective intervals is shown in the last 8 columns. The interval that contained
the ldiff-value for the excerpt computed by the IR-method is indicated using a
background coloured in gray. One can see that in none of the cases for k < 19,
the k-excerpt obtained using the IR-based technique had the lowest ldiff-value. In
other words, the IR-based technique fails to extract the best excerpt for k < 19.

The previous experiment has thus established that our hypothesis was wrong,
i.e. the IR-based technique cannot guarantee to find the best excerpts in every
case. Moreover, we can derive an ever stronger conclusion using the following
example.
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Table 3. Percentage of k-Excerpts Falling into Various ldiff-Value Intervals

k
Nr. of
Excerpts

ldiff-Value Intervals

[0, 2] [3, 5] [6, 8] [9, 11] [12, 14] [15, 17] [18, 20] [21, 23]

1 19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
2 171 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
3 969 0.00 0.00 0.00 0.00 0.00 0.00 0.10 99.90
4 3 876 0.00 0.00 0.00 0.00 0.00 0.00 0.52 99.48
5 11 628 0.00 0.00 0.00 0.00 0.00 0.02 1.52 98.46
6 27 132 0.00 0.00 0.00 0.00 0.00 0.10 3.46 96.44
7 50 388 0.00 0.00 0.00 0.00 0.03 0.34 6.67 92.97
8 75 582 0.00 0.00 0.00 0.00 0.10 0.87 11.45 87.58
9 92 378 0.00 0.00 0.00 0.00 0.31 1.94 17.89 79.87

10 92 378 0.00 0.00 0.00 0.00 0.78 3.96 25.58 69.68
11 75 582 0.00 0.00 0.00 0.00 1.78 7.63 33.31 57.28
12 50 388 0.00 0.00 0.00 0.05 3.83 13.79 38.80 43.52
13 27 132 0.00 0.00 0.00 0.35 8.10 22.56 39.18 29.81
14 11 628 0.00 0.00 0.01 1.94 16.10 31.49 32.68 17.78
15 3 876 0.00 0.00 0.70 7.22 27.73 34.73 20.92 8.69
16 969 0.00 0.00 4.75 19.09 37.36 26.73 8.98 3.10
17 171 0.00 2.34 18.71 34.50 31.58 10.53 1.75 0.58
18 19 0.00 36.84 31.58 26.32 5.26 0.00 0.00 0.00
19 1 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Example 6. Let O consist of the following three axioms:

α1 : A1 � B1 � ∃r.X, α2 : A3 � A2 � B3, α3 : A2 � B2

Let Σ = sig(O). Then the ldiff-values for all 1- and 2-excerpts of O are respec-
tively shown in the left- and right-hand side of the table below.

{α1} {α2} {α3}
ldiff 4 5 6

{α1, α2} {α1, α3} {α2, α3}
3 4 2

The COS-distance between each of the three axioms αi and Σ is as fol-
lows (using an implicit order on the signature elements): dcos(α1, Σ) ≈ 0.707,
dcos(α2, Σ) ≈ 0.612, dcos(α3, Σ) = 0.5. Thus, we obtain the following IR-ranking
for the axioms: α1 � α2 � α3. Although the best 1-excerpt is {α1}, the best
2-excerpt is given by {α2, α3} without having the highest ranked axiom α1.

As the example shows, an extraction technique that is based on assigning
a unique and static (i.e. independent of the excerpt size k) ranking to all the
axioms contained in the input ontology cannot be used to extract the best k-
excerpts for every value of k. We conjecture that the size parameter k has to be
an input parameter to any algorithm that aims at extracting best excerpts for
a given signature.
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6 Conclusion

We have introduced the notion of ontology excerpts as a fixed-size subset of an
input ontology w.r.t. a signature of interest. We have presented several strate-
gies for excerpt extraction and we evaluated them based on how well the result-
ing excerpts capture the knowledge about the input signature. The extraction
strategy based on IR-techniques clearly outperformed the others in our exper-
iments involving large ontologies. However, this work is a first application of
IR-techniques to excerpt extraction. A more extensive evaluation is needed to
investigate the advantages of IR-techniques.

We also showed, however, that a static axiom ranking technique (assigning
unique rankings) cannot be used in general to obtain best excerpts for every
excerpt size. We leave finding an algorithm for computing best excerpts as future
work, for which we want to investigate the use of simulation-based techniques
that are capable of identifying logical differences [3,8].
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Abstract. In this article, we present a new approach for the purpose of
providing a Knowledge-based system able to solve the problem of reli-
able detection of underground networks by optimization of the existing
methods. The method must be able to provide an accurate geo-detection
of underground networks regardless of their material, their purpose or
even the composition of the soil in which they are buried. We investigate
an approach based on knowledge reasoning using ontologies. We show
that OWL-DL/SWRL suffers from a lack of expressiveness and that to
overcome their limitations regarding the representation and reasoning,
we propose a new approach using the proof system Coq for the formaliza-
tion of knowledge and reasoning. We show on a case study the strengths
and limitations of this proposal.

Keywords: Knowledge representation · Ontology · Knowledge
reasoning · Underground networks detection · Type theory · Proof search

1 Introduction

In this article, we focus on the prevention of accidents that occurs during public
works near underground networks or buried pipelines. These accidents have con-
sequences that can be catastrophic such as significant financial losses or damage.
Four methods are planned to identify these pipelines but they have limits and
depend on many factors. Our investigation aims to solve the problem of reliable
detection of underground networks by aggregation of the existing methods and
reasoning at different abstraction levels. For that purpose, we must be able to
provide an accurate geo-detection of underground networks regardless of their
material, their function or the soil. The information collected in the field or soil
by these detection methods will be merged in order to achieve and obtain an
accurate and reliable single result of geo-detection.

The long-term goal is to check independently these distinct methods and
then to aggregate the information/data they provide. Besides, the first step
will consists of the representation of this information into symbolic knowledge.
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 90–101, 2015.
DOI: 10.1007/978-3-319-25159-2 8
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The second step is to overcome the limitations of current methods to provide a
reliable and expressive reasoning system. The new approach stems from previous
works which have demonstrated their effectiveness [4,5,7]. Knowledge represen-
tation [13] is a field of artificial intelligence that provides a set of tools and
methods for representing and organizing human knowledge for reuse and able
to share them. More complex tools allow to formalize the knowledge in a for-
mal language allowing them to be understood and reused by computers. Formal
ontology appears as one of the most promising tool used in knowledge represen-
tation.

A formal ontology, in the scope of computing systems, can be broadly seen as
a set of concepts and their properties interconnected by different kinds of rela-
tionships. Formal ontologies include at least foundational ontologies which deal
with formal aspects of entities irrespective of their particular nature and domain
ontologies (e.g., the DOLCE ontology [12]). Foundational ontologies are basically
directed towards formal structures and relations in reality. They are necessary
for the organization of the world into well-defined categories which are required
for enforcing consistency of the domain ontology content. For that purpose, they
should rely on formal foundations [9] and should include an expressive logic.
Alternatively, domain ontologies are rather based on expert knowledge within a
given domain.

Assuming the view of an ontology as a representation of a conceptual system
through a logical theory, we will consider that the whole system is constructively
arranged as a core ontology, i.e., DOLCE on which rely all domain ontologies. In
the context of the funded ENGIE project, the representation of the information
provided by the detection methods (Gas Tracker, electromagnetic and RFID)
will be described in domain ontologies and will be further used as a support for
the spatio-temporal reasoning on GPR images.

A preliminary study centered on OWL-DL and SWRL will highlight some
drawbacks that hamper the expected expressiveness of the reasoning process.
Therefore, we turn to a more expressive and reliable language, i.e., the Coq proof
assistant based on dependent type theory. Using a dependent type theory based
on (higher-order) constructive logic we are able to propose a very expressive
specification of concepts and relations that is both ontologically well-founded
and logically certified. Using Coq as a core language, a small example using a
fragment of a domain ontology will demonstrate the strength of the ideas.

2 Related Works

Ontologies have been investigated in some works in the domain of image process-
ing. They were used to upgrade expressiveness for image annotation [6] and also
to formalize a domain knowledge in remote sensing [18] or even as a guide for
image segmentation [10]. Other applications of ontologies are prospected e.g., in
the area of heart electrophysiology [8] or for reasoning about satellite images [1].
They are an effective tool to represent a priori knowledge (expert knowledge)
and can improve or guide treatments in many domains.
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3 Domain Ontologies

Our contribution will focus on the representation of the geo-detection domain
and a priori knowledge (obtained with Gas Tracker, electromagnetic and RFID)
that will ultimately be used to reason about radargrams (images obtained with
the GPR). The following domain ontologies will help to divide the whole appli-
cation in modular domains and aggregate them using DOLCE as a unifying
core.

– The domain ontology of underground networks and pipelines :
describes the different types of networks (distribution, transmission), their
types (steel, cast iron, HDPE, concrete,etc), their characteristics or proper-
ties (operator, owner, depth, diameter), components (fittings, pipes, cables,
etc.) and products carried (natural gas, oil, electricity, drinking water, etc).

– The domain ontology of soil and its components : represents different
soils (clay soil, topsoil, fill, sand, tar, etc.) where the networks are buried,
their components (sand, stones, organic matter, etc.) and their physical prop-
erties (moisture, conductivity, etc. ).

– The domain ontology the GPR : describes the domain which contains
the physical and magnetic properties used by the GPR, the waves sent and
their interactions with the field and potential targets (pipelines or others).

– The task ontology of radargram analysis : describes the complete
process and the different tasks to analyze and interpret the GPR image. After
that, extract the different profiles which can represent buried pipelines.

– The domain ontology of the electromagnetic technology : describes
the operating tools of the electromagnetic technology and their interactions
with the soil and the buried metallic targets.

– The domain ontology of the Gas Tracker : describes the Gas Tracker
and the technical process for detect plastics pipes transporting gas.

– The domain ontology of the detection using RFID : describes the
RFID technical and the knowledge contained in the RFID Chips integrated
in the pipelines.

– The application ontology of Geo-detection : An application ontol-
ogy which will be linked to the seven previous ontologies and describe the
application that will do the aggregation of knowledge acquired on the field.

In this article, we limit the scope to the creation of the first domain ontology
of underground networks and pipelines. In this framework, the rule-based process
is at the heart of reasoning.

4 Domain Ontology for Underground Networks

Using HCOME [20], the development process for the ontology boils down to the
following steps. First, it is mandatory to prepare a formal document describ-
ing the requirements in which we detail the domain to represent. The second
step turns out to conceptualize, i.e., to define all the concepts and properties.
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Each concept is defined by its attributes and relationships with other concepts.
The most widely studied types of relations are the subsumption relation and
the part-whole relation. The subsumption relation (is-a) is a hierarchical rela-
tionship that orders the concepts in a taxonomy. If a class A is subclass of class
B, then every instance of A is also an instance of B and values of properties
of B are inherited by instances of A. In Description Logics (DL), the underly-
ing support for OWL, subsumption is restricted to is-a relations. The Part-of
relationship links parts to their whole and is at the heart of most mereolog-
ical theories. Part-whole theories such as mereology postulates an extensional
view by considering that part-whole relations hold between particulars (and not
universals). The major interest of these relations is their set of mathematical
properties that can be formally checked to guarantee well-formed ontologies.
Other semantic relations link the concepts of a given domain by giving them an
additional semantics.

4.1 Conceptualization

In this step we create the dictionary of concepts that describes all the concepts
of the modeled domain, the glossary of binary relations and the glossary of
attributes. This step is done in collaboration with industrial and experts where
each concept is well analyzed. The concepts of the ontology are primarily orga-
nized into a hierarchy using the subsumption relationship.

4.2 Formalization and Implementation of the Conceptual Ontology

Usually, most approaches express the conceptual knowledge in a formal knowl-
edge representation language which enables them to be understood by comput-
ers. The ontology is expressed in DL [2] by creating the TBox and ABox. Some
definition examples using some concepts in a TBox are given below:

Network � ∀ Made of.Material � Carry=1Product carried �
∃ Has part.(Link � Node) � Proprietor=1String � Owner=1String
� Function network=1String

Naturalgas System � Network � ∀ Has part.(Pipeline � Node) �
Carry="Natural gas"

Power grid � Network � ∀ Has part.(Cable � Node) �
Carry="Electricity"
The formal ontology has been implemented with OWL in Protegé 4.3. Three

steps are required: (i) description of concepts, their properties and relation-
ships, (ii) then, individuals (or instances), their properties and relationships are
inserted and (iii) the consistency of the ontology is checked to ensure its correct
formalization. The OWL-DL ontology can be downloaded : Here

5 Reasoning on the Ontology in SWRL

The reasoning in OWL-DL is done at two levels, the level of the TBox and the
level of the ABox. Several research groups have identified missing capabilities

https://www.polytech.univ-savoie.fr/fileadmin/polytech_autres_sites/sites/listic/projets/Coq/G4M_Buried_networks_ontology.rar
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of OWL-DL described in [19]. Thereby, the logical descriptions have a limited
expressiveness and they are not able to do more advanced reasoning. To this aim,
we need to use a rules language to express the knowledge which is not expressible
in OWL-DL. Several rules languages have been proposed. Among them SWRL
(Semantic Web Rule Language) which is based on descriptions logic and Horn
rules. The expressiveness of OWL is therefore extended by adding SWRL.

5.1 Creating SWRL Rules

SWRL rules1 are structured into Antecedent→Consequent which means that if
Antecedent is true then Consequent is also true. These items are conjunctions
of atoms where each atom is structured as one of the atom families proposed:

– Class atoms: consist of a description and either an individual name or a
variable name e.g., Network(?x), Network(GasNetwork64)

– Property atoms: consist of a property name and two elements that can
be individual names, variable names or data values. e.g., Carry(?x,?y),
YearInstallation(GasNetwork64,1998)

– DifferentIndividual atom: e.g., DifferentFrom(Client1,Client2)
– SameIndividual atom: it asserts equality between sets of individual and

variable names: SameAs(Client1,Meter215)
– Datarange atoms: they consist of a data range and either a literal or a

variable name e.g., [1,2,3](?x)
– Built’in atoms: they provide an interface to the built-ins and add some

functionalities e.g., GreatherThan(YearInstallation(?x),1995)

The underlying logic involve terms that belong to the domain of underground
networks and interconnection components. As defined in the ontology, a buried
network is a set of nodes (accessories or end nodes) interconnected by links (pipes
or cables). Each link has a diameter, a depth and exactly two end parts through
which is attached to two nodes. A node has only one end part if it is an end
node (client, source or cut) and at least two end parts otherwise (two in the case
of a reducer and three for T connection, etc). Two nodes are connected together
if there is a link to which they are both attached. This knowledge is expressed
by the following SWRL rule:

Node(?a) , Node(?c) , DifferentFrom(?a,?c) , Link(?b) ,
Attached(?a,?b) , Attached(?c,?b) → Connected(?a,?c) . . . (1)

The OWL axiom "InverseOf" defines two inverse relationships. The attach-
ments between a node and a link make use of the two inverse relations
Attached(Node,Link) and Attached(Link,Node). Having only the knowledge
Attached(Node,Link), the inverse information can be deduced through the
OWL axiom. This axiom will satisfy the rule (1) in all scenarios. The rule allows
to reconstruct an underground network whose elements are previously unknown.
Once all these nodes are interconnected, it is necessary to associate them to the

1 Semantic Web Rule Language: http://www.w3.org/Submission/SWRL/

http://www.w3.org/Submission/SWRL/
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network they form. If we know that a node or pipeline is part of a given network,
then all nodes or links to which it is connected or attached are part of the same
network. For this, the following rules have been added:

Network(?a), Link(?b), Part of(?b,?a), Node(?c),
Attached(?b,?c) → Part of(?c,?a) . . . (2)

Network(?a), Node(?b), Node(?c), Connected(?b,?c),
Part of(?b,?a) → Part of(?c, ?a) . . . (3)

The pipeline system and all its components carry the same product or fluid.
If the fluid transported by the network is unknown, we must identify it through
at least one of its components. That is, if a pipe is carrying a given fluid, then
the network to which it belongs and all its components carry the same fluid:

Link(?a), Product carried(?b), Carry(?a,?b), Network(?c),
Part of(?a,?c) → Carry(?c,?b) . . . (4)

Network(?a), Product carried(?b), Carry(?a,?b), Part of(?c,?a)
→ Carry(?c,?b) . . . (5)

Other rules can be introduced for the specialization of networks. The follow-
ing rule represents the fact: any gas network carries only natural gas.

Naturalgas network(?x) → Carry(?x, Natural gas) . . . (6)

5.2 Using SWRL Rules

Figure 1 shows a distribution network of natural gas (GasNetwork64) that car-
ries the gas from a source (SourceAB) to two customers (ClientA and ClientB)
through six pipes and four accessories (2 elbows, 1 T connection and 1 reducer).
We provide very little information about the network topology to test the
defined rules. The ABox initially contains 28 assertions including the instan-
tiation of the network, its pipes and accessories. We attach each pipe to its
nodes using the relationship Attached(Link,Node) and define the relations
Part-of(Channel 5,GasNetwork64)and Carry(Channel 1A,Natural gas).

After running the rules, the ABox gain new knowledge. It jumps from 28 to
103 statements which enhance the knowledge about the underground network
and all its components. For example, the instance of the T connection called
T AB which initially contains no specific knowledge, has been connected to other
components. After having run the rules, the added knowledge looks like: T AB is
part of the GasNetwork64 network and carries natural gas. It is attached to three
pipes: Channel 1B, Channel 2AB and Channel 3 and connected to ClientA,
ElbowA and ReducerB.

5.3 Limits of the SWRL Rules

After having re-built the network and deduced the transported product, we wish
to explore new ways of reasoning. We also have the requirement for numerical
values. We need to infer the existence of a network component if all the necessary
knowledge is met. For example, if we have the following knowledge: “two nodes
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Fig. 1. A fragment of Underground Distribution Network (UDM).

in the same network are connected implies that a link exists between them”. We
cannot express such rules using SWRL because they involve the deduction of
the existence of a new instance that is not present in the ABox.

Despite the benefits of SWRL rules, the expressiveness they allow is not suf-
ficient to ensure a high-level reasoning [11,14]. Indeed, SWRL rules can bring
new knowledge only about individuals that already exist in the ABox, but do
not allow the creation of new instances. In addition, SWRL rules may apply if
the type of all these instances is known. The identity of these instances must also
be known and present in the ontology to be treated with the SWRL rules. The
fact that OWL and SWRL are two distinct systems also yields some problems
such as the fact that new assertions by rules may violate existing restrictions in
ontology. Alternatively, there are well-known drawbacks of SWRL e.g., (i) arbi-
trary OWL expressions, such as restrictions, can appear in the head or body of
a rule and (ii) it adds significant expressive power to OWL, but causes undecid-
ability. Furthermore, higher order reasoning is neither available whereas it could
be interesting for reasoning about meta-properties.

6 Using the Coq Proof System

6.1 A Short Introduction to the Coq Theorem Prover

The Coq language is a tool for developing mathematical specifications and
proofs. As a specification language, Coq is both a higher order logic (quantifiers
may be applied on natural numbers, on functions of arbitrary types, on propo-
sitions, predicates, types, etc.) and a typed lambda-calculus enriched with an
extension of primitive recursion (further details are given in [3]). The underlying
logic of the Coq system is an intuitionist logic. This means that the proposition
A ∨ ¬A is not taken for granted and, if it is needed, the user has to assume it
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explicitly. This allows to clarify the distinction between classical and construc-
tive proofs. Its building blocks are terms and the basic relation is the typing
relation. Coq is designed such that it ensures decidability of type checking. All
logical judgments are typing judgments. The type-checker checks the correctness
of proofs, that is, it checks that a data structure complies to its specification.
The language of the Coq theorem prover consists in a sequence of declarations
and definitions. A declaration associates a name with a qualification which can
be either a logical propositions which resides in the universe Prop or an abstract
type which belongs to the universe Type (the universe Type is stratified but this
aspect is not relevant here). Conversion rules such as β-reduction allow for term
reductions. Standard equality in Coq is the Leibniz equality where proposition-
ally equal terms are meant to be equivalent with respect to all their properties.
Coq mixes types and expressions to produce code that is proven to be correct
with respect to its expected behavior. The proof engine also provides an interac-
tive proof assistant to build proofs using specific programs called tactics. Tactics
are the cornerstone of proof-search in the process of theorem proving.

6.2 Formalizing the Domain Ontology in Coq

Assuming that any concept or relation is described with types, we present
an excerpt of the domain ontology and define some rules which are not eas-
ily expressible in OWL-DL and SWRL. While the notion of type is central in
all major conceptual modeling languages e.g., Object-Oriented classes and OWL
concepts, its expressiveness in Coq goes far beyond their simple use. Unlike FOL-
based ontologies, it describes in a natural and simple way the relation between
universals and individuals without the need to introduce specialized ad’hoc con-
structs like in [15]. Using the DOLCE taxonomy for root concepts, we extend it
with a fragment of the ontology of underground networks. We assume that:

- Atomic concepts are represented by well-formed types.
- An individual is represented by any proof object (instance) that holds for a
well-formed type.

- The hierarchy of concepts is ordered by coercions which formalize subsumption
in type theory.

The first reasoning mode concerns type checking which is decidable in Coq.
It results that all declared concepts are well-typed otherwise an error is detected.
Using types instead of unary predicates for the ontological categories (i) gives
the possibility to find an unintended application of n-ary predicates during the
type checking (e.g., for non well-typed types) and (ii) offers a rich structural
knowledge representation by means of partially ordered types. The following
fragment illustrates how the DOLCE taxonomy is represented with kind, the
root concept.

Class PT : Type.
Parameter D1 : PT → kind. Coercion D1 : PT � kind.
Class PD : Type.
Parameter D2 : PD → PT. Coercion D2 : PD � PT.
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Class ED : Type.
Parameter D3 : ED → PT. Coercion D3 : ED � PT.
Class AB : Type.
Parameter D4 : AB → PT. Coercion D4 : AB � PT.
Class Q : Type.
Parameter D5 : Q → PT. Coercion D5 : Q � PT.

In the same way, the domain ontology extends the above fragment as follows:
Class Network : Type.
Parameter D29 : Network → NAPO. Coercion D29 : Network � NAPO.
Class DistributionNetwork : Type.
Parameter D30 : DistributionNetwork → Network.
Coercion D30 : DistributionNetwork � Network.
Class UndergroundDistributionNetwork : Type.
Parameter D31 : UndergroundDistributionNetwork → DistributionNetwork.
Coercion D31 : UndergroundDistributionNetwork � DistributionNetwork.
Class UDNNode : Type.
Parameter c1 : UDNNode → NAPO.
Coercion c1 : UDNNode � NAPO.
Class UDNLink : Type.
Parameter c2 : UDNLink → NAPO.
Coercion c2 : UDNLink � NAPO.

Class C UndergroundDistributionNetwork (x1 :UDNNode)(x2 :UDNLink)
(x :UndergroundDistributionNetwork) :=
CUndergroundDistributionNetwork :> x1 � x ∧ x2 � x.

Class UDNEndNode : Type.
Parameter D32 : UDNEndNode → UDNNode.
CoercionD32 : UDNEndNode � UDNNode.
Class UDNInterconnectionNode : Type.
ParameterD33 : UDNInterconnectionNode → UDNNode.
CoercionD33 : UDNInterconnectionNode � UDNNode.
Class UDNReducer : Type.
Parameter D34 : UDNReducer → UDNInterconnectionNode.
Coercion D34 : UDNReducer � UDNInterconnectionNode.
Class UDNTConnection : Type.
Parameter D35 : UDNTConnection → UDNInterconnectionNode.
Coercion D35 : UDNTConnection � UDNInterconnectionNode.
Class UDNElbow : Type.
Parameter D36 : UDNElbow → UDNInterconnectionNode.

The second mode in automated reasoning relies on Type Classes (TC) in Coq
which are a recent appealing structure [16,17] having many interesting proper-
ties. TCs are just dependent inductive types with one constructor and some
fields which are eliminators corresponding to each constructor argument. Coq
allows us to specify the rules inside TCs. Dependent types give new power to
TCs while types and values are unified. TCs allow parametric arguments, multi-
ple inheritance and multiple fields [17]. Coq’s TCs are first class, i.e., classes and
their instances are designed as record types and registered as constants of these
types. If parameters are marked as implicit (i.e., using curly brackets) then Coq
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will try to infer them (instance resolution) automatically using type inference.
Canonical names for reusable components are achieved with single-field TCs
containing a single component each, also referred to as operational type classes
[17]. Part-whole relations are specified using dependent operational TCs labeled
C XX. In the above fragment, the TC CUndergroundDistributionNetwork describes
a property of these networks: it is a whole composed of two parts, a node and a
link transmitted as explicit arguments. In such a way, complete partwhole hier-
archies can be described in which all part instances are automatically created
from a unique whole instance (see e.g., [7] for more details).

The third mode addresses the pure reasoning style. Axioms (domain rules)
are listed in the fragment above.

Definition Attached to (a:UDNLink)(a’ :UDNNode) := Association a a’.
Definition Connected to (a a’ :UDNNode) := Association a a’.

Axiom r of part of : Reflexive Part of.
Axiom a of part of : Asymmetric Part of.
Axiom t of part of : Transitive Part of.
Axiom t of has part : Transitive has part.
Axiom s of connected to : Symmetric Connected to.
Axiom t of connected to : Transitive Connected to.

The term Association refers to a relation type and terms having this type
are concrete relations. All following axioms correspond to meta-rules in usual
first-order languages.

Axiom NDist Part Attached to : ∀ (l1 :UDNLink)(n1 :UDNNode)(udn1 :Underground

DistributionNetwork), Attached to l1 n1 ∧ n1 � udn1 → l1 � udn1.

Axiom LDist Part Attached to : ∀ (l1 :UDNLink)(n1 :UDNNode)(udn1 :Underground

DistributionNetwork), Attached to l1 n1 ∧ l1 � udn1 → n1 � udn1.

Axiom intro of connected to : ∀ (n1 n2 :UDNNode)(l1 :UDNLink),

Attached to l1 n1 ∧ Attached to l1 n2 → Connected to n1 n2.

Axiom elim of connected to : ∀ (n1 n2 :UDNNode), Connected to n1 n2 →
∃ l1 :UDNLink, Attached to l1 n1 ∧ Attached to l1 n2.

Once the above axioms have been described, they can be used to derive some
lemmas at the type level. Let us consider the following lemma which states that
if two nodes are connected and if one of them is a part of a given UDN, then
the other node is also part of the UDN. It is derivable from other axioms using
appropriate tactics.

Lemma Dist Part Connected to : ∀ (n1 n2 :UDNNode)(udn1 :Underground
DistributionNetwork), Connected to n1 n2 ∧ n1 � udn1 → n2 � udn1.

Proof.
intros n1 n2 net1 H1.
destruct H1 as [H1 H2].
apply elim of connected to in H1.
elim H1; intros l1 H3;clear H1.
destruct H3 as [H3 H4].
assert (H5:Attached to l1 n1 ∧ n1 � net1).
split;assumption.
apply NDist Part Attached to in H5.
assert (H6:Attached to l1 n2 ∧ l1 � net1).
split;assumption.
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apply LDist Part Attached to in H6;assumption.
Qed.

Such lemmas can be reused in other theorems. A last mode of reasoning con-
sists in collecting axioms and variables into HintDb databases. Then requests
provided by the user (similar to databases queries), constitute initial goals over
which automatic searches (e.g., the eauto tactic) using a depth-first search algo-
rithm (100 is the default depth) are achieved. Notice that apart from reasoning,
Coq is able to work on numerical values and perform computations. Further-
more, the deduction of the existence of a new instance that was not present in
the ABox is solved in Type theory with Coq because if the premises of a rule
(described by a dependent type) are proved, then the conclusion is proved as
well.

7 Conclusion

In this article, we introduced a novel approach to reason about concrete knowl-
edge resulting from domain ontologies in the gas distribution environment. This
study has investigated two alternative approaches, i.e., the OWL-DL/SWRL
machinery and the Coq proof assistant. Coq is able to provide reasoning in many
aspects, i.e., type-checking, automatic instance creation, partial automated rea-
soning with tactics and automated reasoning with instance databases. In such a
way, Coq offers encouraging capabilities to overcome many limitations of OWL-
DL and SWRL. While tactic-based reasoning is only partial, the meta-language
Ltac will seriously reduce this limitation. Of course, the size limitation of the
search algorithm yields another limitation. This article has presented a prelimi-
nary work and future investigations will concern an interface for the translation
between user queries and the Coq system.
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Abstract. Situation awareness relies on the situation context, classifying context 
and inferring further situation about context. However, the relevant applications 
have to deal with the inherent imperfection of situation recognition for decision 
making. The current researches of situation-aware focused on situation recogni-
tion based on modeling, classifying and apperceiving of context information, 
which were insufficiency in the researches and utilization in situation relevance. 
To overcome this deficiency, this paper fully analyzes the situation relevance (in-
cluding the trigger and dependency among situations) based on situation ontology, 
and puts forward a situation-aware method based on ontology analysis of the se-
mantic social network (SR-SSNOA). The main research includes that: (1)  
SR-SSNOA converts the situation ontology into different figures, and introduces 
semantic social network to analyze situation ontology. (2) SR-SSNOA realizes the 
recognition and recommendation of situation by synthetically considering the sit-
uation quality, the situation relevance and the community impact. Extensive expe-
riments are carried out, which reveals the performance of SR-SSNOA at different 
parameter values. A questionnaire is conducted to evaluate the results, which fur-
ther proves our method’s accuracy and correctness. 

Keywords: Situation-aware · Community · Semantic social network · Ontology 
analysis · Situation recommendation 

1 Introduction 

Context awareness has emerged as a promising way to build the intelligent and dynamic 
system to overall computer science areas, which contributes to the location-based servic-
es, user web recommendation and so on. The main researches of context-aware compu-
ting include environment information perceiving and obtaining, context information 
classifying and reasoning. Situation-aware is an extension of the context-aware. The 
typical researches are trying to exploit the concept of the situation for representing com-
puting environments beyond the context, and focus on situation recognition based on 
modeling, classifying and apperceiving of context information. However, there are two 
difficulties in situation-aware computing from the recent researches. 

(1)The situation is difficult to define clearly and there are ambiguities of differen-
tiating situation from different context. The description of situation should include the 
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situation Goals, action history, environment (time, object, location and so on), trigger-
ing operation, and relations among situations.  

(2) How to use the situation relevance (including the trigger and dependency 
among situations)? The situation-aware is mainly through the rules and reasoning to 
achieve the identification of the situation. Because of lacking utilization of the rela-
tionship among situations and the complexity of situation itself, it is difficult to effec-
tively define rules to convey a specific situation.  

The motivation of this work is to overcome the above difficulties. Situation model-
ing directly decides the quality of situation reasoning. Ontological knowledge analysis 
is the most effective method to model and describe complex information for semanti-
cally and conceptually oriented techniques [1], and social relations and semantic  
information of situation are two crucial factors to help prepare the ground for the 
development of situation-aware application. Based on these analyses, this paper pro-
poses a situation-aware method based on ontology analysis of the semantic social 
network (SR-SSNOA), which is based on situation ontology (hierarchical model), and 
uses semantic social network to analyze situation ontology. SR-SSNOA synthetically 
takes into account the situation quality, the situation relevance and the community 
impact to realize the situation recognition and recommendation. Our contributions in 
this paper can be summarized as: 

(1) The situation ontology is extended to deal with diverse task situations that may 
occur in the real application.  

(2) Algorithm CommunityRank is proposed to measure community influence of 
situation by using the trigger and dependency among situations to construct the situa-
tion relationship and detect the situation community. Algorithm GoalRank is pro-
posed to evaluate quality of situation and algorithm GoalTIDF is proposed to measure 
the relevance of situation by mapping the situation ontology into Word Wide Web. 

(3) SR-SSNOA method is combined with algorithms CommunityRank, GoalRank 
and GoalTIDF to realize situation recognition and recommendation by synthetically 
considering the situation quality, the situation relevance and the community impact.   

The rest parts of this paper are organized as follows. Section 2 introduces the re-
lated works. Section 3 describes the extension technology of situation ontology.  
Section 4 presents the method of SR-SSNOA. Section 5 presents the performance of 
the proposed method. Section 6 draws a conclusion and the perspectives. 

2 Related Works 

Significant research efforts about situation aware have been devoted on context in-
formation obtaining, classifying and modeling of situation and situation reasoning.  

The typical situation modeling methods are as follows: 1) The Graphical Unified 
Modeling Language (UML) is suitable to implement and describe the complex model-
ing process [8], but it need know the relationship of situation. 2) Object orient model, 
which can extend and encapsulate the situation.3) Modeling based on logic, which 
describes the system behavior by the conditions and resultant rules. 4) Modeling 
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based on ontology, which contains the situation concepts and the relevance of proper-
ties and combines the advantages of the above three methods. Ontological knowledge 
has become a main vehicle for situation modeling and applications such as word sense 
disambiguation, searching, classifying, question answering, entity resolution, and 
context/situation-aware reasoning for personalized services [1]. Weißenberg [2] 
adopted ontology technology, users’ personal information and other service informa-
tion to realize situation identification on the basis of an intelligent personal service 
platform. He built the ontology library by ontology layering and classifying, including 
time, place, weather, service and so on. He also mapped ontology library into the 
users’ personal information and achieved the final situation recommendation service 
by semantic matching of situation ontology and ontology reasoning. But the instance 
scale of his ontology library is little, and needs too much reasoning rules to identify 
the situation. The situation relevance should be fully used. Stan [3] built users’ profile 
mode based on ontology, and the ontology data source is from the study of the users’ 
behavior. The model used clustering algorithm to classify context information, and 
the pattern mining algorithm is used to situation recognition. By matching the real-
time monitoring users’ information with the situation ontology, the model identified 
the users’ current situation. Chen [4] extended COBRA ontology, and proposed 
COBRA-ONT ontology method. COBRA-ONT included location, agents, events and 
other main concepts, which is used for modeling the smart environment. The situation 
recommendation is implemented by OWL reasoning engine. The methods of Stan [3] 
and Chen [4] needed to rely on a large number of rules, and were lacking of the use of 
situation relevance. Kim [5] extended the standard definition of situation-aware  
computing, and analyzed the situation classification, situation flow and situation 
composition. Jung [1] adopted natural language processing techniques to obtain a 
highly refined situation ontology, which could help to detect the current situation of a 
user in a daily life and suggest a solution suitable for the problem a hand if any. In the 
process of analyzing the situation ontology, he took into account the complex of situa-
tion relevance. But Kim and Jung did not specify how to implement the associated 
utilization of the situation.  

The current ontology reasoning is conducted mainly by rules and ontology reason-
ing machine. Because the situation is complicated, rules are hard to comprehensively 
describe the situation. Semantic social network was put forward by Downes [6] at 
2004. The current researches of semantic social network are mainly about the network 
topology relationship among the ontology. Wang [7] put forward unstructured P2P 
autonomous semantic model of the community based on the evaluation of trust me-
chanism. Meanwhile, he provided the independent node, the independent semantic 
social network model. But the ontology constructing and the data source were limited. 
Davoodi [8] presented a framework to build a hybrid expert recommendation system 
that integrated the characteristics of content-based recommendation algorithms into a 
social network-based collaborative filtering system. The proposed method aimed at 
improving the accuracy of recommendation prediction by considering the social as-
pect of experts’ behaviors. The above researches all adopted semantic social network, 
but they mainly studied the relevance of ontology, not focused on ontology analysis 
by semantic social network. Hoser [9] clearly put forward a semNA method based on 
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ontology analysis of semantic social network. The method analyzed the basis struc-
tural characteristics of ontology, without the further research and exploration about 
community detection.  

Based on the above related works, this paper proposed SR-SSNOA method, which 
realizes the recognition and recommendation of situation by synthetically considering 
the situation quality, the situation relevance and the community impact. The situation 
ontology extends the work of Jung [1], and the ontology data source comes from 
Website wikiHow and eHow, which contain an enormous amount of how-to instruc-
tions (e.g., “How to drive a car”). 

3 Extension Situation Ontology 

We adopt nature language processing to construct situation ontology based on wiki-
How and eHow. The situation ontology included six classes and six object attributes. 
This section introduces the extension of this situation ontology, and adopts semantic 
social network to analyze the extended situation ontology. 

3.1 The Extension of Ontology Attributes 

The relevance among Goal instances does not express in the situation ontology of 
Jung [1]. So we extend the situation ontology of Jung, the main works include: (1) 
The connecting extension of the situation ontology attributes; (2) The connecting 
building of the situation ontology attributes. The connecting extension of the situation 
ontology attributes is shown in Table 1. hasNextGoal and communityOf are the sup-
plement of relevance among Goals. hasNextGoal expresses the order relevance 
among the Goals, which exits transitive nature as hasNextGoal. communityOf ex-
presses affiliation among Goals. mapWith expresses the mapping relation among ac-
tion and Goal instances, which exits symmetric nature. 

The extended situation ontology model is shown in Figure 1. The Goal layer clearly 
reflects the relevance among Goals, and the relevance of hasAction and mapWith 
exits in action and Goal layer.  

 

Fig. 1. The extended situation ontology model 
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Table 1. The connecting extension of the situation ontology attributes 

Object property characteristics domains ranges annotations 
hasNextGoal Transitive Goal Goal The next Goal 

mapWith Symmetric action Goal The mapping of action and Goal  
communityOf  Goal Goal The community members of Goal  

3.2 The Relevance Building of Goals 

The relevance of actions relies on hasAction and hasNextAction. This paper estab-
lishes the relevance of Goals according to the relevance of actions. 

(1) The mapping between Goals and actions 
Each action is the simplification of steps in Goal, and remains the core action of the 
Goal steps. The string similarity matching is used in the mapping between Goals and 
actions as (a) of Figure 2. The semantic relevance matching based on the WordNet is 
used in the mapping between Goals and actions as (b) of Figure 2. 
 

 
Fig. 2. The mapping between Goals and action 

(2) Goal relevance  
After the mapWith relevance is built, the order and dependence relevance are built 
according to the mapWith relevance by Jena rules reasoning. The rules are detailed in 
Table 2.  

Table 2. Rules of the extended ontology 

Rule name Rule content 

Order relevance  (
2

goal？ <sr:hasAction>
1

action？ ),( 1action？ <sr:mapWith> 1goal？ )-> 

( 2goal？  <sr:communityOf> 
1

goal？ ) 

Dependence relevance   (
1

action？ <sr:hasNextAction> 
2

action？ ),(
1

action？  <sr:mapWith>
1

goal？ ),(

2
action？  <sr:mapWith> 

2
goal？ ) -> (

1
goal？  <sr:hasNextGoal> 

2
goal？ ); 

3.3 Ontology Analysis of the Semantic Social Network 

The ontology analysis of the semantic social network focuses on the network structure 
in the ontology network and the ontology knowledge by structure analysis. This paper 
mainly takes advantage of the semantic social network by situation community detec-
tion and the mapping between the World Wide Web pages and the community. 
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(1) Graphic converting of ontology  
The semantic social network is based on graphic, so the ontology should be converted 
into a graphic. The ontology graphic is a digraph of c-d mode. The extended situation 
ontology has six classes and nine attributors. So the situation ontology is converted 
into a digraph with six-nine modes.  

(2) Community detecting of Goals 
In the Goal layer, we convert its node into one-two model, the node is Goal, and the 
node connection includes hasNextGoal and communityOf. The Goal and the connec-
tion Goals by communityOf are union by connection with hasNextGoal and commu-
nityOf. There is connection of communityOf between the Goal of How to drive a car 
safely and the Goal of How to take action after a car accident in Figure 3. 
 

 
Fig. 3. Community of situation ontology 

4 SR-SSNOA  

The processes of SR-SSNOA are detailed in Algorithm SR-SSNOA. 
 

Algorithm SR-SSNOA 
1: Building the situation ontology. 
2: Ontology analysis by semantic social network. 
3: Computing the rank of situation quality by Algorithm GoalRank. (detail in section 4.1). 
4: Getting the context information. 
5: Computing relevance value of Goal by Algorithm goalTIDF. (detail in section 4.2). 
6: Computing community influence value of Goal by Algorithm communityRank. (detail in section 4.3). 
7: Computing final rank of Goal. (detail in section 4.4). 
8 Recommend the situation according the final rank.

4.1 Algorithm GoalRank 

The situation quality is calculated by equation (1). Where
i

goalRank is ith iteration re-
sult of situation quality. A is matrix of Goals.  is dynamic factor and usually set as 
0.2 or smaller. N is the number of Goals, and I is the unit vector of N . 
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    (1) 

The initial value of situation quality is calculated by equation (2). Where
0

goalRank is 
the initial value of Goal. 

 
0

1 1 1( , , , ) T

NgoalRank N N   (2) 

4.2 Algorithm Goal TIDF 

Method of term frequency–inverse document frequency (TF-IDF) is typical statistical 
approach in relevance of Webpages. We establish Algorithm goalTIDF to compute 
relevance value Goal according to TF-IDF, which contains two steps: (1) Reasoning 
backward, which is mapped into action layer, and computes relevance value of action. 
(2) Computing relevance of Goal by Algorithm goalTIDF based on the relevance 
value of action. The term frequency (TF) of action is computed by equation (3), 
where q is input information; inf action

q
erCount is reasoning backward number of action 

under this input information; actioningredientsCount is ingredients number of action. 

 tf (q, action) 
inf erCount

q

action

ingredientsCount action
 (3) 

 ( ) log( )
action

Nidf action
InDegree

  (4) 

Based on equation (3) and (4), we can compute the relevance value of action
actionTIDF by equation (5), where  ,actionTIDF q action is the relevance value of action 
under the input information q ; k is the input keyword number.

  
 

1
( , )   ( , ) ( )

k

ii
actionTIDF q action tf q action idf action


   (5) 

The relevance of Goal relies on the relevance of action, which expresses as follows: 
(1) The relevance of action with the input information of Goal; (2) The relevance of 
action with connection mapWith of Goal. Based on the above considerations, we can 
compute the relevance of Goal by equation (6), where  ,goalTIDF q Goal is the relev-
ance value of Goal under the input information q ;  is adjustment factor; m is the 
number of action with connection mapWith of Goal. 

 
 

 
 1

,

,
* 1 * ( , )

m

jj

goalTIDF q Goal

actionTIDF q action
actionTIDF q acti

m
on 



 
  (6) 
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4.3 Algorithm Community Rank 

We establish Algorithm communityRank to compute community influence value of 
Goal, which contains two steps: (1) Goal is recommended as community representa-
tives of other Goals. (2) Goal is recommended as the next Goal of other Goals. 

(1) When the Goal is recommended as community representatives of other Goals, it 
needs to consider the quality of recommenders, number of recommenders and the 
length of input information. The quality of recommenders is expressed by value of

 goalRank . The number of recommenders is the reasoning backward number of Goal. 
The community influence value of Goal can be computed by equation (7). Where

( , )goalCommunity q Goal is the community influence value of Goal under input informa-
tion q , when the Goal is recommended as community representatives of other Goals. 
Goal

communityof
is the recommenders of Goal. size(q) is the length of input information q . 

 
( )

( , )
( )

com m unityof
goalR ank G oal

goa lC om m unity q G oal
size q


  (7) 

(2) When Goal is recommended as the next Goal of the other Goals, it also needs to 
consider the quality of recommenders, number of recommenders and the length of 
input information. The community influence value of Goal can be computed by equa-
tion (8). Where ( , )goalNext q Goal is the community influence value of Goal under input 
information q , when Goal is recommended as the next Goal of the other Goals. 

hasNextGoal
Goal is the Goals with hasNextGoal connection of the Goal. 

 
( )

( , )
( )

h asN extG oa l
go a lR an k G o a l

g o a lN ext q G oa l
s ize q


  (8) 

(3) Based on the above computations, we can compute the total community influ-
ence value by equation (9). Where  ,communityRank q Goal is the total community influ-
ence value of Goal under input information q .  is a coordination factor of communi-
ty. 

      , * , 1 * ( ,communityRank q Goal goalCommunity q Goal goalNext q Goal     ） (9) 

4.4 Goal Final Rank Computing 

The situation recommendation considers three factors: community influence value of 
Goal, quality value of Goal and relevance value of Goal. So the final rank of Goal can 
be computed as equation (10). Where  ,goalFinalRank q Goal is the final rank value of 
Goal under input information q . 

 goalFinalRank q, Goal   goalRank Goal  * goalTIDF q, Goal   communityRank (q, Goal )  (10) 
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5 Experiment and Application 

5.1 Experiment Setup 

The data of situation ontology comes from Website of wikiHow and eHow [10]. The 
parameters setting are shown in Table 3. The situation instance of experiment is 
shown in Table 4. There are many Goals in Website of wikiHow under the situation 
instance of Table 4. Our experiments only focus the top ten Goals, which is shown in 
Table 5.  

Table 3. Parameter setting 
Parameter Parameter description value adjustment 

Goalcount  The number of Goal in situation ontology 31780 N 
actioncount  The number of action in situation ontology 317315 N 
objectcount  The number of object in situation ontology 89432 N 
timecount  The number of time in situation ontology 37775 N 
locationcount  The number of location in situation ontology 63372 N 

tR  relevance computing threshold of action and Goal  0.4 Y 
  coordination factor of community in Algorithm 

communityRank  
0.5 Y 

  converging factor in iteration of Algorithm Goal-
Rank  

0.01 N 

  dynamic factor in Algorithm GoalRank  0.2 Y 
  adjustment factor in Algorithm goalTIDF  0.3 Y 

Table 4. Description of situation instance 

Situation description You are driving a car on the ice road, suddenly a crash happens, and someone is hurt. 

Time  Winter 

Location  road 

Object  Car accident first aid 

Table 5. The top ten Goals in Website wikiHow under the situation instance of Table 4 

NO. List Of Goals 
1 How to take action after a car accident 
2 How to do basic first aid 
3 How to react when you witness a crash 
4 How to survive a car accident 
5 How to stop bleeding 
6 How to provide rescue breathing 
7 How to protect the scene after a car accident 
8 How to pack a first aid kit for your car 
9 How to Assemble an Emergency Roadside Kit for Winter 
10 How to drive a car safely 
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5.2 Experiment Comparison 

This section is devoted to evaluate the method SR-SSRNOA and its algorithms Goal-
Rank, goalTIDF and communityRank. We convert the situation instance into key 
words: car, accident and first aid, and use method SR-SSNOA to compute the rank of 
Goals, which is listed in Table 7. Compared with the results of Table 7 with Table 5, 
we can make the following conclusion. 

(1) The results (Table 7) of Goal rank listing by SR-SSNOA are better than the wi-
kiHow results (Table 5) in the situation instance of Table 4. The Goals in Table 7 are 
close to the situation instance, which all contain traffic accident treatment, emergency 
treatment and so on. So the situation recommended by method SR-SSNOA is better 
than wikiHow. 

(2) Based on the results of Table 7, some Goals (NO2, NO10) are not consistent 
with the situation instance. The reason is that the key words miss the environment 
information, such as winter, road. So we convert the situation instance into key 
words: winter, road, car, accident, first aid, and use method SR-SSNOA to compute 
the rank of Goal again, the new results is listed in Table 8. The results of Table 8 are 
better than the results of Table 8 and Table 5.  

Table 6. Information description of the main action 

NO. actions Goals 
(#hasAction) 

Goals 
(#mapWith) 

In Degree 

1 take action after a car accident G10 G1 4 
2 do basic first aid G1 G2 20 
3 react when you witness a crash none G3 10 
4 survive a car accident G1 G4 11 
5 stop bleeding G2 G5 28 
6 provide rescue breathing G2 G6 35 
7 protect the scene after a car 

accident 
G1 G7 3 

8 pack a first aid kit for your car G10 G8 7 
9 
10 

drive on ice safely 
drive a car safely 

G10 
None 

G9 
None 

9 
2 

Table 7. Goals rank listing by SR-SSNOA (car, accident and first aid) 

NO. List Of Goals 
1 How to pack a first aid kit for your car 
2 How to react when you witness a crash 
3 How to know what you need in your car’s first aid kit 
4 How to do basic first aid 
5 How to survive a car accident 
6 How to provide first aid for a broken Bone 
7 How to assemble an emergency roadside kit for winter 
8 How to provide rescue breathing for an infant during first aid 
9 How to make a car emergency kit 

RETRACTED C
HAPTER
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Table 8. Goals rank listing by SR-SSNOA (winter, road, car, accident, first aid) 

NO. List Of Goals 
1 How to assemble an emergency roadside kit for winter 
2 How to overcome a driving phobia 
3 How to drive on Black Ice 
4 How to survive a car accident 
5 How to take a road trip 
6 How to do basic first aid 
7 How to make a car emergency kit 
8 How to prepare for a long car trip 
9 How to drive tactically 
10 How to drive a car safely 

5.3 Evaluation 

This section designs a questionnaire to evaluate the results of SR-SSNOA. We built a 
program by tomcat+JSP+Jena, and invite 20 postgraduate students as evaluators. 
They recognize and select each situation of Table 9.  

Table 9. Evaluation situation instances 

Situation 
Location Context ingredients Most frequently selected situa-

tion 
(1)You’ve arrived at Wuhan TianHe Airport 
while on a business trip 

Ticket, departure 
board 

Make airport 
Check-in fast and safe 

(2)You are driving a car on a highway. Sud-
denly one tire is blown out 

Spare tire, trunk Change a flat tire 

(3)You are on a business trip to Beijing. You 
are now arriving at the Beijing Railroad Station 

Ticket, luggage Book train travel 

(4)You are enjoying your vacation on SanYa 
Beach. You have sunburn while tanning 

Swim-suit, sun block Enjoy vacation at beach 

(5)You are driving a car on an ice road, sud-
denly a crash happens, and someone is injured 

Car accident first aid Take action after a car accident 

 
After the questionnaire, we make a statistic of the results, which is shown in Figure 

4. On the basis of these results of Figure 4, we can draw the following conclusions. 
The results of the left figure do not use the method SR-SSNOA. 13% is irrelevant. 

48.32% is new and relevant, and the evaluators are unexpected. The results of the 
right figure use the method SR-SSNOA. Only 3% is irrelevant, which is only in situa-
tion 5 of Table 10. 55% is relevant.  

Compared with the results of the right and left, SR-SSNOA can effectively de-
crease the irrelevant, and increase the relevant and new recommendation.  

RETRACTED C
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Abstract. Qualitative comparative analysis (QCA) is a technique orig-
inally developed by Charles Ragin in the field of political science. It
accepts data sets from the problem of interest, and applies the rules
of logical inference to determine the relations between combinations of
variables and outcomes, which helps researchers validate hypotheses or
discover new implications. However, existing QCA approaches or tools
have limited capacities in handling multivalued explanatory and outcome
variables, as well as in outputting compact results for human analysis.
In this paper, we propose a novel QCA approach, which can deal with
multivalued variables and support more complicated analysis. Our app-
roach enables 1) multi-value reduction of candidate rules; and 2) effective
counterfactual analysis associated with expert knowledge. We also imple-
mented a new tool called fully functional multi-value QCA (fm-QCA).
Through the evaluation, our tool outperforms existing state-of-the-art
QCA tools in producing more compact analysis results as well as discov-
ering more inferences.

Keywords: QCA · Case-based Reasoning · Multi-value Logic

1 Introduction

Qualitative comparative analysis (QCA) is a technique introduced by Ragin [18–
20] to analyze small to medium data sets. By counting all combinations of
explanatory variables (i.e., configurations) instead of single variable, QCA can
discover the relations between combinations of explanatory variables and out-
comes. This technique has already demonstrated its usefulness in many fields,
e.g., political science, social science [1,5,8,17,23], economics [3], business [7,11],
and environmental sciences [2,9]. Take foreign affairs as example, several poten-
tial variables, e.g., GDP per capita (GDP), military infrastructure (MI), laws
and regulations (LR), could affect the diplomatic status of a country. QCA can
analyze the configurations of these variables to discover the potential configu-
ration, e.g., GDP*MI, which indicates GDP and MI can affect the diplomatic
status. In general, QCA can produce three different solutions (i.e., sets of rules):
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 115–127, 2015.
DOI: 10.1007/978-3-319-25159-2 10
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complex, parsimonious and intermediate solutions. Complex and parsimonious
solutions are directly generated from the data set, while intermediate solution is
produced by combining the previous two solutions and expert knowledge. There-
fore, the intermediate solution is the most meaningful and effective solution.

However, the state-of-the-art multi-value approaches still suffer from the
following limitations: 1) inadequate filtering of candidate rules and multi-
value reduction for multivalued outcomes, which results in redundant inference
rules [4,22]; and 2) inadequate counterfactual analysis with expert knowledge,
which may lose meaningful inference rules [4].

To this end, we propose a novel approach to tackle these issues. Moreover, we
implement a new tool called fully functional multi-value QCA (fm-QCA1) to
perform efficient analysis. The main contributions of this paper are summarized
as follows:

– We propose a novel approach to handle multivalued reasoning, which
includes efficient multi-value reduction algorithm and a new counterfactual
analysis.

– We implement a new tool called fm-QCA and compare it with the state-
of-the-art QCA tools. The results show that our approach outperforms the
other tools.

The remainder of this paper is organized as follows. Section 2 discusses related
work in QCA. Section 3 introduces some background knowledge. Section 4 details
the techniques used in our approach. Section 5 presents the evaluation results
and outlines the comparison between the existing QCA tools. Section 6 makes a
conclusion.

2 Related Work

Ragin [18] first proposes a crisp QCA approach to tackle dichotomous data and
develops it into a systematic methodology. Later, some generalizations [19,20] are
made on QCA to tackle fuzzy data (tool: fs/QCA). Mendel and Korjani [12,14–
16] propose a theoretical summarization of fuzzy QCA and present an approach
to accelerate its analysis performance. But all of these approaches can only deal
with dichotomous and fuzzy data.

In recent years, Cronqvist [4] proposes a multi-value approach to process
multivalued data sets (tool: Tosmana). Thiem and Dusa [22] propose another
superior multi-value approach (tool: R-QCA). For tool Tosmana, the variables
being processed can be multivalued and the complex, parsimonious solutions can
be obtained automatically. However, it cannot generate intermediate solution
due to the lack of counterfactual analysis. R-QCA makes some improvements on
this point and can provide a better solution.

1 https://github.com/buka632/Fm-QCA

https://github.com/buka632/Fm-QCA
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3 Notion and Problem Formulation

The main objective for QCA is to discover connections between variables
and outcomes through logic inferences. For example, A,B,C are three-valued
explanatory variables, R is a desired outcome and the set {{0, 0, 1 →
1}, {0, 2, 1 → 1}, {0, 1, 1 → 1}, {1, 1, 0 → 1}, {2, 1, 0 → 0}} contains five cases,
which is used to discover inference rules in the form of {A,B,C → R}. QCA
generates the truth table which contains all the possible rules of A,B,C, e.g.,
A{0}B{1}C{1}, A{2}B{0}C{1}, and then derives new inference rules. The final
result is a set of rules which are possible paths lead to the outcome R, such as
A{0}C{1} → R, A{1}B{1}C{0} → R. Typically, QCA generates three different
solutions, i.e., complex solution, parsimonious solution and intermediate solu-
tion. The difference among them is whether to include remainders (i.e., rules
that appear in truth table but not in the dataset) for logic reduction. Expert
knowledge will be used in intermediate solution to produce more meaningful
results. In the following, we give the formal definitions of three kinds of solu-
tions that QCA could handle.

Let V be the set of variables, T be the truth table of V , E be the set of cases,
O be the outcome, K be the expert knowledge, mvQM be the multi-value logic
reduction function, mvCA be the counterfactual analysis function, Nc(ri) be
the coverage filter function for candidate rule ri, Cc(ri) be the consistency filter
function for candidate rule ri, λ be the coverage threshold specified by user, μ be
the consistency threshold specified by user (mvQM, mvCA, Nc(ri) and Cc(ri)
will be discussed in the following sections), Assume that V = {vi|i = 1, ..., k}
where each vi ∈ V is an N-valued (mark N as Len(vi)) variable.

Remainders. For V , there are totally T =
∏k

i=1 Len(vi) rules in the truth
table. Define that remainders R = {ri|ri ∈ T ∧ Nc(ri) < λ}.

Complex Solution. For T =
∏k

i=1 Len(vi) rules in the truth table, define that
complex solutionRcps=mvQM (C)whereC = {ri|ri ∈ T ∧Nc(ri) ≥ λ∧Cc(ri) ≥ μ}.

Parsimonious Solution. For T =
∏k

i=1 Len(vi) rules in the truth table, define
that parsimonious solution Rpms=mvQM (P) where P = {ri|ri ∈ T ∧ Nc(ri) ≥
λ ∧ Cc(ri) ≥ μ}⋃

R.

Intermediate Solution. For T =
∏k

i=1 Len(vi) rules in the truth table, define
that intermediate solution Rims=mvQM (I) where I = {ri|ri ∈ T ∧ Nc(ri) ≥
λ ∧ Cc(ri) ≥ μ}⋃

mvCA(R,K).

The intermediate solution is based on complex solution and parsimonious
solution, and is the most valuable one compared to the other two since the
expert knowledge has been taken into consideration.

4 Our Approach

The framework of our approach, as illustrated in Figure 1, consists of four
main components: 1) generating candidate rules, 2) filtering candidate rules,
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Fig. 1. Framework of fm-QCA

3) computing complex and parsimonious solutions by logical inference, and 4)
performing counterfactual analysis to derive intermediate solution. In this frame-
work, multi-value reduction of candidate rules and counterfactual analysis are
the most important components, which will be discussed in detail in the sequel.

4.1 Filtering of Candidate Rules and Multi-value Reduction

The major parts in QCA contain filtering of candidate rules and performing multi-
value simplification algorithm. Fm-QCA generates all the possible rules in the
truth table and takes them as candidate rules. It is crucial to properly filter the
candidate rules, since the selection of these rules determines the final analysis.
However, for tool Tosmana [4], the filtering of candidate rules is inaccurate. More
than two cases that share the same variable value but different outcomes will lead
to contradiction (C) and these rules will be dropped. For example, there are
two cases, {0, 0, 1 → 1} and {0, 0, 1 → 0}, they both have the same variable value
{0, 0, 1} but different outcomes, so rule A{0}B{0}C{1} will be dropped. In fact,
if there are 100 cases that are {0, 0, 1 → 1} and only one case is {0, 0, 1 → 0}, the
impact of the latter rule can be ignored in spite of its contradiction. In fm-QCA,
two parameters consistency and coverage are introduced to raise the accuracy.

We define two functions AE
R(ej , ri) and AE

O(ej ,m) to determine whether one
rule rj appears in case ej and whether the outcome of case ej is the desired
value m. ej{vi} means the value of variable vi in case ej , ri{vi} means the value
of variable vi in rule ri and ej{O} means the value of outcome in case ej , e.g.,
if ej = {0, 0, 1 → 1} and ri = A{0}B{1}C{2}, then ej{B} = 0, ri{B} = 1 and
ej{O} = 1. For

∏k
i=1 Len(vi) candidate rules, Nc(ri) can show their coverage of

cases and only these rules that Nc(ri) is no less than λ (specified by user) will
be kept, others will be marked as remainders (cannot be found in real cases).
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AE
R(ej , ri) =

{
1

∑|V |
i=1 |ej{vi} − ri{vi}| = 0

0
∑|V |

i=1 |ej{vi} − ri{vi}| �= 0
(1)

AE
O(ej ,m) =

{
1 ej{O} = m
0 ej{O} �= m

(2)

Nc(ri) =
|E|∑

j=1

AE
R(ej , ri) (3)

Another essential parameter is Cc(ri) which represents the consistency of one
rule. It will consider the number of cases other than single contradiction and it
can be obtained by Formula 4.

Cc(ri) =
∑|E|

j=1 min{AE
R(ej ,ri),A

E
O(ej ,m)}

∑|E|
j=1 AE

R(ej ,ri)
(4)

For multivalued outcome and outcome combinations, we redesigned this
parameter as C ′

c(ri). It can be obtained by Formula 5 where m is the desired
outcome and m1,m2, . . . , mn are possible supplements.

C ′
c(ri) =

∑|E|
j=1 min{AE

R(ej ,ri),max{AE
O(ej ,m),AE

O(ej ,m1),...,A
E
O(ej ,mn)}}

∑|E|
j=1 AE

R(ej ,ri)
(5)

With these properly filtered candidate rules, fm-QCA can discover poten-
tial rules by logical inferences. For example, if rules A{0}B{0}C{0} → R,
A{0}B{1}C{0} → R and A{0}B{2}C{0} → R are true, then it can be inferred
that A{0}C{0} → R is true where variable B is logically omitted.

Both Tosmana and R-QCA propose some new techniques for multi-value
reduction. However, the results obtained still contain redundant rules in many
occasions. Several algorithms including Quine-McCluskey [13], DeMorgan’s law,
Karnaugh Map [10] and etc., can be applied for Boolean reduction, but not for
multi-value occasion. Gao et al. [6] develop MVSIS which aims at multi-value
logic synthesis, but we find it not suitable for QCA because many useful potential
rules are lost. So, we extend Quine-McCluskey approach to multi-value level as
described in Algorithm 1.

The basic idea is to expand rules and find rules that are near (i.e., only one
variable is different while the others are the same, e.g., AB{0, 1} and AB{2}
are near) and combine them as a new rule iteratively. For Boolean logic, many
laws can be used to simplify rules directly, e.g., A+ ∼ A∗B = A+B. But when
it refers to multi-value occasion, the situation becomes very complex. In our
approach, we firstly expand the rule A as A∗ ∼ B + A ∗ B, then, we can achieve
the simplification based on these expansion rules (line 9). In each iteration, new
rules will be generated based on near rules (lines 20-21) and this procedure will
iterate until no new rules can be found. To speed it up, we use a hash bucket
to record all the rules and store them separately according to the number of
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Algorithm 1. Multi-value Reduction (mvQM )
Input: Rule set R,
Output: Simplified rule set Rs

1: set Rs=empty set
2: set S=empty Stack
3: set B=empty HashBucket
4: for each ri ∈ R do
5: S.push(ri)
6: end for
7: while !S.empty do
8: rt=S.pop()
9: New rule set Rt=expand(rt) //Expand one rule into several rules

10: for each rj ∈ Rt do
11: //The condition can be the number of iterations
12: if rj matches the required condition then
13: B.add(rj)
14: else
15: S.push(rj)
16: end if
17: end for
18: end while
19: while Find Near Rules in B do
20: New rule rn=CombineNearRules() //Combine near rules as a new rule
21: B.add(rn)
22: end while
23: return Petrick(B) //Use Petrick algorithm to choose final results

variables they contain. At last, the final simplified results can be derived through
this hash bucket (line 23). The experiments show that, this multi-value reduction
algorithm in QCA can achieve more simplified and effective results.

4.2 Counterfactual Analysis

Counterfactual analysis can take the expert knowledge into consideration and
combine the complex and parsimonious solutions as intermediate solution. For
complex solution, no remainders will be included for multi-value reduction. For
parsimonious solution, all possible remainders will be included, while for inter-
mediate solution, only partial of remainders will be included. The key point in
counterfactual analysis is choosing those remainders for reduction. Recall that
remainders do not appear in the given data set but impact the final result, the
basic idea is to judge whether one remainder is easy or difficult ([18]) to happen
in reality according to the expert knowledge. For example, if rule A{0}B{0}C{1}
is a candidate rule but the experts do not think A{0} has positive correlation on
outcome, then remainders A{1}B{0}C{1} and A{2}B{0}C{1} will be considered
as easy to happen because these three rules together can omit variable A{0} as
rule B{0}C{1}. It is essential in QCA, but Tosmana cannot perform counterfac-
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C
P
K
I

(a) C=F, P=F, 
I=F

(d) C≠F, P C, 
I=P (C K)

(c) C≠F, P=F, 
I=C K

(b) C=F, P≠F, 
I=NULL

(e) C≠F, P≠F, P C, 
I=NULL

Fig. 2. Counterfactual Analysis in Multi-value situation

tual analysis. In the sequel, we present a new technique on counterfactual analysis
for multivalued outcome with a mechanism to compute intermediate terms.

From the perspective of logic reduction, this can be seen as taking each term
from complex solution constrained to each term in parsimonious solution, e.g.,
complex term is v1{0}v2{0, 1}v3{1, 2}, parsimonious term is v2{1} (v1, v2, v3 are
three-valued), then, the intermediate term should keep term v2{1}, and can be
v1{0}v2{1}v3{1, 2}, v2{1}v3{1}, v2{0, 1}v3{1, 2} and etc. If the experts believe
that v1{0}, v2{1} and v3{2} all have positive effect on outcome while v2{0},
v3{1} not, the intermediate term will be v1{0}v2{1}v3{2}.

We summarize all the situations for generating intermediate terms in Figure 2
where C represents complex term, P represents parsimonious term, K represents
the expert knowledge, I represents intermediate term and F represents the full
state of one term. Take (d) for example, if the complex term is A{0, 1, 3} (A is four-
valued), the parsimonious term is A{1, 3} and the expert knowledge is A{0, 2},
then, the intermediate term will be A{1, 3} ∪ (A{0, 1, 3} ∩ A{0, 2}) = A{0, 1, 3}.

5 Experiments and Validations

In this section, we evaluate our approach to demonstrate its advantage and
effectiveness over other state-of-the-art multi-value QCA tools, i.e., Tosmana
and R-QCA. We implement a new tool called fm-QCA based on our approach
and readers can access it online2. In addition, we outline a comparison with
existing multi-value QCA tools.

5.1 Dataset

The dataset the democracy robustness of former socialist countries in
the evaluation is provided by an international political research group from
Fudan University. This dataset consists of 26 countries and is used to reveal
the way toward democracy of a country. There are totally 13 different variables
and 3 outcomes. In this evaluation, we choose 10 different variable groups and
compare each result with other two state-of-the-art tools. One sample variable
group is shown in Table 1. The marker ∗ indicates the expert knowledge is sup-
plied. It means that the experts consider these values have positive correlation

2 https://github.com/buka632/Fm-QCA

https://github.com/buka632/Fm-QCA
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Table 1. Causal Variables and Outcome Variable DemoConmv

Causal Variables Description Value{0} Value{1} Value{2}
USSRRep Whether a country had

been a former republic of
the USSR.

NO * YES -

DemExp Whether a country had
experience of democracy
before 1990.

NO YES * -

Statehood Whether a country had
experience of statehood
before 1990.

NO YES * -

Incomemv A country’s average
GDP per capita in 1990
in constant US$ 1990.

< 2000 2000 ∼ 4000 * > 4000*

EImv A country’s economic
inefficiency at 1990 (the
higher the score, the
more inefficient of an
economy).

< 2.0 2.0 ∼ 4.0 * > 4.0*

DemoConmv The average POLITY IV
scores of a country, 2000-
2010.

< 5 5, 6, 7 ≥ 8

on the outcome. Readers can refer to [21] for details on the dataset, which is
also available online3.

5.2 Experimental Setup

Step 1. Import datasets into fm-QCA, Tosmana and R-QCA. Choose one vari-
able group, e.g., USSRRep, DemExp, Statehood, Incomemv and EImv as the
explanatory variables, DemoConmv{2} as the outcome.

Step 2. Set λ = 1 and μ = 0.85 (0.95, 1.0) as the threshold. Initialize the expert
knowledge on variables, i.e., marked by ∗ in Table 1.

Step 3. Run QCA and obtain complex, parsimonious solutions in fm-QCA,
Tosmana, R-QCA. We can obtain intermediate solutions from fm-QCA and R-
QCA (Note Tosmana cannot derive intermediate solution).

5.3 Experimental Results

Advantage. The advantages of fm-QCA include: (1) it can discover more poten-
tial rules in parsimonious solution and provide more useful analyses, (2) with
more potential rules in parsimonious solution, the final result (intermediate solu-
tion) becomes more compact, (3) it can process multivalued outcome.

The experimental results of 10 groups are shown in Table 2. It contains
30 experiments. It can be seen that fm-QCA can find more potential rules in
parsimonious solution and finally derive a more compact solution (intermediate
solution) with the same coverage.

3 https://github.com/buka632/Fm-QCA

https://github.com/buka632/Fm-QCA
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Table 2. Experimental results of different datasets. ”-” means it cannot support such
calculation.

Evaluation Configuration Experimental Results
Dataset Tool Num of variables λ for Nc(ri) μ for Cc(ri) Complex Parsimonious Intermediate Coverage
Dataset1

fm-QCA
Tosmana
R-QCA

5
5
5

1
1
1

0.85
0.85
0.85

6
9
9

3
2
2

4
-
5

0.93
0.93
0.93

Dataset2
fm-QCA
Tosmana
R-QCA

5
5
5

1
1
1

0.85
0.85
0.85

4
5
5

3
3
3

3
-
4

0.67
0.67
0.67

Dataset3
fm-QCA
Tosmana
R-QCA

5
5
5

1
1
1

0.85
0.85
0.85

9
7
7

1
1
1

5
-
5

0.93
0.93
0.93

Dataset4
fm-QCA
Tosmana
R-QCA

5
5
5

1
1
1

0.85
0.85
0.85

5
5
5

1
1
1

2
-
3

0.73
0.73
0.73

Dataset5
fm-QCA
Tosmana
R-QCA

5
5
5

1
1
1

0.95
0.95
0.95

5
4
4

1
1
1

1
-
4

0.93
0.93
0.93

Dataset6
fm-QCA
Tosmana
R-QCA

5
5
5

1
1
1

0.95
0.95
0.95

7
7
7

6
4
4

7
-
5

0.80
0.80
0.80

Dataset7
fm-QCA
Tosmana
R-QCA

6
6
6

1
1
1

0.95
0.95
0.95

8
8
8

6
3
3

5
-
5

0.87
0.87
0.87

Dataset8
fm-QCA
Tosmana
R-QCA

6
6
6

1
1
1

0.95
0.95
0.95

8
10
10

4
2
2

4
-
5

0.93
0.93
0.93

Dataset9
fm-QCA
Tosmana
R-QCA

7
7
7

1
1
1

1.0
1.0
1.0

8
8
8

1
1
1

3
-
3

0.93
0.93
0.93

Dataset10
fm-QCA
Tosmana
R-QCA

7
7
7

1
1
1

1.0
1.0
1.0

9
10
9

5
2
2

7
-
8

0.93
0.93
0.93

Take the variables in Table 1 as example. The intermediate solution in R-
QCA is as shown in Table 4. It is evident that rules 4, 5 in R-QCA are contained
in rule 2 in fm-QCA (Table 3), rule 2 in R-QCA is contained in rule 3 in fm-
QCA, rule 3 in R-QCA is contained in rule 4 in fm-QCA. This can show that,
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with the novel counterfactual analysis and multi-value reduction, our tool can
discover more simplified and meaningful solutions.

For multivalued outcome and outcome combination, only fm-QCA can per-
form this analysis. One sample result is shown in Table 5.

Table 3. Intermediate Solution Obtained by fm-QCA for DemoConmv{2}

Rules Unique Coverage
1. ∼USSRRep*Statehood 0.33333334
2. ∼USSRRep*Incomemv{1,2}*EImv{1,2} 0.2
3. Statehood*Incomemv{1,2}*EImv{1} 0.2
4. ∼USSRRep*DemExp*Incomemv{1,2} 0.06666667

Solution coverage(14/15): 0.93333334
Not covered: 16

Table 4. Intermediate Solution Obtained by R-QCA for DemoConcs2

1. ∼USSRRep*Statehood
2. Statehood*Incomemv{1}*EImv{1}
3. ∼USSRRep*DemExp*Incomemv{1}
4. ∼USSRRep*Incomemv{1}*EImv{2}
5. ∼USSRRep*Incomemv{2}*EImv{2}

Table 5. Intermediate Solution Obtained by fm-QCA for DemoConmv{0} Combined
with {1}

1. USSRRep*∼DemExp*∼Statehood*Incomemv{0}*EImv{0,1}
Solution coverage(7/7): 1.0
Not covered: NULL

Effectiveness. We compare the solutions from fm-QCA and fs/QCA to demon-
strate the effectiveness of our approach. As shown in Table 3, the combination
of ∼USSRRep* Statehood has the highest unique coverage (0.33). The combina-
tion of ∼USSRRep* Incomemv{1,2}*EImv{1,2} and the combination of State-
hood*Incomemv{1,2}*EImv{1} both have the second highest unique coverage at
0.2. The last combination of ∼USSRRep* DemExp*Incomemv{1,2} has a value
of unique coverage of 0.067. Together, these four combinations have the coverage
ratio of 0.9333, which is exactly the same coverage ratio obtained by the best
solution generated by fs/QCA (Table 5 in [21]).

The overall solution and the combinations are highly consistent with the
solution generated by fs/QCA (Table 5 in [21]). These results together testify
that fm-QCA does produce results that are consistent with the results produced
by fs/QCA. Notably, with multivalued dataset rather than dichotomous dataset,
rule incomecs1*statehood*demexp can be logically omitted and the solution gen-
erated by fm-QCA is even more parsimonious (Table 4 and table 5 in [21]). This
result indicates that fm-QCA outperforms fs/QCA in dealing with multivalued
data and generating more effective solutions.
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Table 6. Comparison of Existing QCA Tools

Function fs/QCA Tosmana R-QCA fm-QCA

Crisp
complex
parsimonious
intermediate

Fuzzy
complex
parsimonious
intermediate

Multi-value
complex
parsimonious
intermediate
compact multi-value reduction
multivalued outcome
outcome combination

Easy GUI

Cross-platform

5.4 Comparison of Existing QCA Tools

The major existing QCA tools now include fs/QCA [19,20], Tosmana [4], R-
QCA [22] and fm-QCA. The comparison of these QCA tools is shown in Table 6
where represents fully supported, represents partially supported and rep-
resents not supported.

Table 6 shows that fm-QCA can provide more functions for multi-value qual-
itative comparative analysis due to the new algorithmic contributions proposed
in this paper.

6 Conclusions

In this paper, we propose a novel approach to multi-value QCA and implement
a new tool called fm-QCA based on our approach. The major contribution in
this paper lies in the novel QCA approach which includes properly filtering
of candidate rules, efficient multi-value logic reduction and new counterfactual
analysis. The experiments justified the advantage and effectiveness of fm-QCA
compared with other state-of-the-art QCA tools.
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Abstract. Necessary and sufficient conditions for choice functions to
be rational have been intensively studied in the past. However, in these
attempts, a choice function is completely specified. That is, given any
subset of options, called an issue, the best option over that issue is always
known, whilst in real-world scenarios, it is very often that only a few
choices are known instead of all. In this paper, we study partial choice
functions and investigate necessary and sufficient rationality conditions
for situations where only a few choices are known. We prove that our
necessary and sufficient condition for partial choice functions boils down
to the necessary and sufficient conditions for complete choice functions
proposed in the literature. Choice functions have been instrumental in
belief revision theory. That is, in most approaches to belief revision, the
problem studied can simply be described as the choice of possible worlds
compatible with the input information, given an agent’s prior belief state.
The main effort has been to devise strategies in order to infer the agents
revised belief state. Our study considers the converse problem: given a
collection of input information items and their corresponding revision
results (as provided by an agent), does there exist a rational revision
operation used by the agent and a consistent belief state that may explain
the observed results?

1 Introduction

Choice functions are commonly used in economic and social sciences to describe
the process following which, faced with a ranking problem, an individual makes
choices by selecting a few outcomes in each subset of possible outcomes (such a
subset is called an issue); the selected outcomes are those to which no other out-
comes can be strictly more preferred according to its preference. These observable
choices testify of a non-directly observable preference relation. There has been a
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considerable amount of study about the definition of optimal choices under dif-
ferent types of preference relations (e.g., [2]). Equally interesting is the converse
problem described as: given a choice function, that is, an abstract mapping that
selects some desirable outcomes for each issue [23], does there exist an underly-
ing rational preference relation from which this choice function can be derived?
Several solutions to this problem exist for a long time, for instance [7,23,25].
However, in these attempts, the choice functions are full-fledged mappings that
provide every issue with a set of mapped outcomes. In real-world scenarios, it is
very often that choices of only a few issues are known, instead of choices over all
the issues. Actually it is natural that given the whole set of issues, only a subset of
them may have been exposed to the agent and hence the agent can only provide
a limited response to the issues. Therefore, it is interesting to study conditions
ensuring the existence of a rational preference that can reflect these choices.
In this paper, we define the concept of partial choice functions and investigate
their necessary and sufficient conditions for scenarios where only a few choices
are known. We also examine the relationships between partial and (complete)
choice functions and between their necessary and sufficient conditions.

Interestingly, our study and investigation result can be applied to study the
converse belief revision problem. Belief revision [1,8,11,13,16–22] performs belief
change on an agent’s beliefs when new evidence is received. In classical belief revi-
sion, it is a default assumption that there is a clear and consistent belief structure
(e.g., a total pre-order over possible worlds, the most plausible possible worlds
of which generate the belief set) embedded in an agent’s mind, based on which
this agent performs revision upon receiving new information. Here, we consider
the converse of this problem. That is, if there are several revision scenarios, each
of which consisting of a piece of new information and its corresponding revision
result (represented as pairs (μi, φi) subsequently), then does there exist a ratio-
nal belief structure from which these revision scenarios proceed. In other words,
for each input μi, does the agent exhibit the existence of a belief structure where
φi is exactly the revision result based on μi in scenario (μi, φi)? Figures 1 and 2
provide intuitive illustration of the difference between classic belief revision and
its converse problem. That is, in classic belief revision, given an agent’s a priori
belief state and a newly received piece of information, appropriate revision strate-
gies (operators) are designed to revise the agent’s belief set and derive a new one.
Whilst the converse problem is: given a set of revision scenarios (pairs of evidence
and revision result), does the agent exhibit the existence of a consistent prior epis-
temic state justifying these revision results? Here by epistemic state, we mean the
ranking of possible worlds, hence the corresponding prior belief set.

Belief revision1 always respects the Success postulate such that the revision
result (φi) should respect the new information (μi). Semantically, the models of
the revision result should be a subset of the models of the formula representing the
new information (i.e., Mod(φi) ⊆ Mod(μi)). Therefore, the converse belief revi-
sion problem reduces to what we have discussed above on inducing a preference

1 Here we do not consider non-prioritized belief revision which can be seen as belief
merging.
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relation for choices. Actually, belief revision theory has borrowed material from
choice function theory via axioms 7 and 8 of the AGM framework (see Section 4
for details). This does not come as a surprise. An extensive discussion of the rela-
tionships between choice function axioms and properties of non-monotonic con-
sequences, a topic closely related to belief revision, can be found in [14,15,24].
These papers also include an extensive bibliography on that topic. The last two
AGM axioms are in fact not characteristic of the revision problem and one may
argue that, by means of the two axioms, the AGM approach chooses as much an
uncertainty framework that is not probabilistic by means of such two axioms as
it provides core axioms for belief revision (the first six).

(a) (b)

Fig. 1. Classic (a) and Inversed (b) Belief Revision

Note that the converse belief revision problem discussed here is different from
the converse problem of iterated belief revision addressed in [6] and the converse
belief revision in multi-agent systems [4]. Here, the multiple revision scenarios
do not correspond to a sequence of revision actions, where the iteration may
cause successive changes of an agent’s belief structure. Instead, here we assume
a given agent’s belief structure, to which every new piece of information is applied
separately so as to derive a different new belief state. This is in line with the
view of belief revision as defeasible inference discussed in [10,12], one of the three
kinds of belief revision perspectives.

Below, we first provide some preliminaries in Section 2. In Section 3, we
define the notion of partial choice function and propose a necessary and suffi-
cient condition for a partial choice function to be rational. We then compare
our solution with related works in Section 4, showing that our condition can
recover the conditions proposed in the literature. In Section 5, we show how this
condition can be used to solve the converse belief revision problem. Finally, in
Section 6, we conclude the paper.

2 Preliminaries

Logic: We consider a propositional language L defined in a usual sense. We use
Mod(φ) to denote the set of models for φ. We write φ |= μ iff Mod(φ) ⊆ Mod(μ).



Rational Partial Choice Functions and Their Application to Belief Revision 131

For a set A of models, form(A) denotes a formula whose set of models is A.
That is, Mod(form(A)) = A.

Choice Functions: Let X denote the finite set of all conceivable outcomes,
and P(X) represent the family of all non-empty subsets of X. Each A ∈ P(X)
is called an issue (or agenda) and let R denote a complete and reflexive binary
relation defined on X. R is a total pre-order if it is transitive, i.e., xRy, yRz
implies xRz for any x, y, z ∈ X.

Let M(A,R) denote the set of maximal elements (choices) in A such that (so
here xRy means x ≥ y): M(A, R) = {x|x ∈ A and xRy, ∀y ∈ A}. A choice function
is a mapping F : P(X) → P(X) satisfying: ∀A ∈ P(X), F(A) ⊆ A. A choice
function F is said to be rational, if there is a total preorder R such that for all
A ∈ P(X),F(A) = M(A,R).

Elements x and y are called indifferent in terms of R, denoted x ∼R y, if
both xRy and yRx hold.

3 Rational Partial Choice Functions

If F is a mapping from P(X) → P(X), then for any issue A ⊆ X, we know
the choice F(A) over A. But in real-world applications, usually we only know
choices over a few issues. For instance, if we view a country as the set of its
cities, then for a familiar country, we can tell our choices on preferred cities,
while for unfamiliar countries, we cannot. Formally, we define the notion of a
partial choice function.

Definition 1. Let Ω be a subset of P(X), a partial choice function F over Ω
is a mapping: Ω → P(X) satisfying: ∀A ∈ Ω, F(A) ⊆ A.

Here Ω denotes the set of issues whose maximal elements are known. Note that in
[5], although it is not explicitly defined, the choice frame proposed does contain
a partial choice function.

Let
⋃

Ω =
⋃

A∈Ω A denote the union of all sets in Ω. Similarly, we denote a
partial choice function F over Ω as rational2 if there is a total pre-order R over⋃

Ω such that for all A ∈ Ω,F(A) = M(A,R). Obviously, if Ω = P(X), then
our definition reduces to the standard definition.

Note that a total pre-order R over
⋃

Ω can be easily extended to X such
that: for any w,w′ �∈ ⋃

Ω, w ∼R w′; and for w ∈ ⋃
Ω,w′ �∈ ⋃

Ω, wRw′ but not
w′Rw (this is a matter of convention, considering that options outside

⋃
Ω are

less relevant here). With this extension, A ∈ Ω,F(A) = M(A,R) still holds for
any A ∈ Ω.

Now we provide a necessary and sufficient condition ensuring the rationality
of a partial choice function: Let (A1, · · · , Ai, · · · , Ak) be a sequence of issues and
the circular permutation σ(i) = i + 1, i = 1, . . . , k − 1 and σ(k) = 1.

2 An alternative definition would be to say a partial choice function F is rational if
and only if it can be extended to a rational choice function over P(X) (i.e., there is a
rational choice function over P(X) that agrees with F on Ω). These two definitions
are equivalent.



132 J. Ma et al.

Circular Consistency

If Aσ(i) ∩ F(Ai) �= ∅, 1 ≤ i ≤ k,

then Aσ(i) ∩ F(Ai) = Ai ∩ F(Aσ(i)), 1 ≤ i ≤ k.

This Circular Consistency condition shows that if an issue and the outcomes
of the next issue are correlated circularly for k issues, then this correlation estab-
lishes equivalent relations between issues and outcomes circularly.

We have the following result on two successive issues.

Lemma 1. Let Ω = {A,A′}, if the Circular Consistency condition holds, and
A′ ∩ F(A) = A ∩ F(A′), then A′ ∩ F(A) = F(A) ∩ F(A′).

Fig. 2 illustrates Lemma 1. The two circles represent Ai and Ai+1, respec-
tively. The intersections of the rectangle with the two circles represent F(Ai)
and F(Ai+1), respectively, and the crossed section represents F(Ai) ∩ F(Ai+1).
Now we give the following representation theorem which shows that the above

Fig. 2. Illustration of the two issue case

condition is necessary and sufficient to ensure the partial choice function being
rational.

Theorem 1. Let F be a partial choice function over Ω, then F is rational if
and only if F satisfies the Circular Consistency condition.

Proof: The only if part is simple and we omit it here due to lack of space.
For the if part, assume that F satisfies the Circular Consistency condition.
We use graph theory to prove the existence of a total pre-order R. We view

each issue A ∈ Ω as a point. If F(Ai) ∩ F(Aj) �= ∅, then we connect points Ai

and Aj with an edge (no direction). Let G denote the formed graph. Graph G
has several (≤ n) connected components3, each of which contains a set of points
(issues).
3 In graph theory [3], a connected component of an undirected graph is a subgraph

in which any two vertices are connected to each other by paths, and which (the
subgraph) is connected to no additional vertices. A directed connected component of
a directed graph is a subgraph in which any two vertices are connected to each other
by a direct path, and which is connected to no additional vertices.
Graph G has n connected components only when all Ais are pairwise disjoint. In all
other cases, G has less than n connected components. Here notice that the connected
components, when viewed as a set of Ais (its points), are a partition of Ω.
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A simple fact that should be mentioned here is that for any two points Ai, Aj

in the same connected component, we could find a set of points {At1 , · · · , Atm}
such that At1 = Ai, Atm = Aj and for any ts, ts+1, F(Ats) ∩ F(Ats+1) �= ∅.
That is, there is a path between points Ai and Aj , which is ensured by the
connectiveness of the connected component.

Now we view each connected component as a node. For two points Ai, Aj in
different nodes X,Y , respectively, if F(Ai) ∩ Aj �= ∅, then we create a directed
edge from X to Y . If there are multiple directed edges from X to Y , we compress
them as one edge. This forms a new graph G′.

Here we should point out an important fact: G′ has no directed cycles. Other-
wise suppose G′ has a cycle X1 → X2 → · · · → Xk → X1. Without loss of gener-
ality, let points Ai1 , Ai2 be contained in Xi (1 ≤ i ≤ k) and F(A(i−1)2 ∩Ai1 �= ∅,
F(Ai2) ∩ A(i+1)1 �= ∅ hold (when i = k, i + 1 is changed to 1; when i = 1, i − 1
is changed to k). As mentioned earlier, points i1 and i2 in connected component
Xi can also be connected by a path {At1 = Ai1 , · · · , Atmi

= Ai2} such that
F(Ats) ∩ Ats+1 �= ∅ (Actually it is F(Ats) ∩ F(Ats+1) �= ∅. However, clearly
F(Ats) ∩ F(Ats+1) �= ∅ implies F(Ats) ∩ Ats+1 �= ∅), 1 ≤ s < mi. Hence finally
we get a cycle {Ai1 , · · · , Ai2 , A(i+1)1 , · · · , A(i+1)2 , · · · , A(i−1)2 , Ai1}. For any two
adjacent points Al, Al′ in that cycle, we always have F(Al) ∩ Al′ �= ∅. By the
Circular Consistency condition and Lemma 1, we get F(A(i−1)2) ∩ F(Ai1) =
F(A(i−1)2) ∩ Ai1 �= ∅. That is, points A(i−1)2 and Ai1 should be in the same
node, which creates a contradiction since they are in different nodes Xi−1 and
Xi, respectively.

Since G′ has no directed cycles, each of its directed connected component
is a connected directed acyclic graph (DAG). For each of such DAG H with
nodes Y1, · · · , Yk ∈ H, we establish a mapping fH associating each node of H
with a natural number. To do this, first we associate each node with a number
indicating its maximal level.

– Any node with 0 in-degree4 is assigned level 0.
– Iteratively, a node is assigned with level k if each of its parent nodes is

assigned with a level value such that the maximal value among these is
k − 15.

With the concept of level of node, we define fH as follows.

– Any node with 0 in-degree (level 0) is assigned 1.
– Iteratively (by increasing the level value by 1 each time), for any node Z

with s in-degree and hence has s directed in-edges, Z1 → Z, · · · , Zs → Z,
fH(Z) =

∑s
i=1 fH(Zi) + s.

This construction ensures that if a directed edge Z ′ → Z exists, then fH(Z ′) <
fH(Z).

4 The number of directed edges pointing to a node is called the in-degree of the node.
5 Here we can prove that the level of a node is the maximal length of any path from

some 0 in-degree node to this node. However, this result is not essential in our proof
so we omit it here.
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Now we establish a mapping f : G → N such that for any point Ai in tree
H (in fact in a node Yt of H), f(Ai) = fH(Yt). Obviously we can see that any
two points in the same sub-graph of G (hence in the same node) have the same
f value.

Finally we establish a mapping g :
⋃

Ω → N ∪ {0} as follows.
If w ∈ F(Ai), then g(w) = f(Ai). If w �∈ ⋃

Ai∈Ω F(Ai), then g(w) = 0.
Here we need to clarify that g is a valid mapping. That is, we must show

if w ∈ F(Ai) ∩ F(Aj), then f(Ai) = f(Aj). In fact, if F(Ai) ∩ F(Aj) �= ∅,
then points Ai and Aj are in the same connected component of G, and hence
f(Ai) = f(Aj).

We define R as: wRw′ if and only if g(w) ≥ g(w′). It remains to show ∀i,
F(Ai) = M(Ai, R).

By the definition of g, we know that if w,w′ ∈ F(Ai), then g(w) = g(w′). Now
it is sufficient to show that if w ∈ F(Ai) and w′ ∈ Ai\F(Ai), then g(w) > g(w′).

If w′ �∈ ⋃
Ai∈Ω F(Ai), then g(w) ≥ 1 > 0 = g(w′).

Else suppose w′ is in some F(Aj) (hence w′ ∈ Ai∩F(Aj)), then F(Aj)∩Ai �=
∅. If F(Aj) ∩ F(Ai) �= ∅, then according to Lemma 1, we have F(Aj) ∩ F(Ai) =
F(Aj) ∩ Ai, hence w′ ∈ F(Ai) ∩ F(Aj) which contradicts with w′ �∈ F(Ai).

Therefore, we should have F(Aj) ∩ F(Ai) = ∅, which implies that points
Aj and Ai are not in the same connected component of G, otherwise F(Aj) ∩
F(Ai) = F(Aj) ∩ Ai �= ∅. Now we can conclude that in graph G′, there is a
directed edge from the node containing point Aj to the node containing point
Ai. Therefore, by the definition of fH and f , we know f(Ai) > f(Aj). Hence
g(w) = f(Ai) > f(Aj) = g(w′). This completes the proof. �

Note that this proof also shows how to construct such a pre-order R by which
F is rationalized.

Fig. 3 illustrates the above theorem where each solid circle represents an Ai.
The intersection of a solid circle (representing Ai) with the dashed red ring in
the center represents F(Ai). Note that Fig. 3 just shows a sequence of issues

Fig. 3. Illustration of the k Issue Case

that satisfy the Circular Consistency condition. However, there could be mul-
tiple sequences (not necessarily disjoint), each of which satisfies the Circular
Consistency condition. So Fig. 3 is not necessarily a complete view for all sets
A1, · · · , An.
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From Fig. 3, we can also see that ∀x ∈ F(Ai), y ∈ F(Aj), 1 ≤ i, j ≤ k, we
have x ∼R y (as elements in the dashed red ring have the same plausibility).
Note that for z ∈ F(Am),m > k, we do not necessarily have x ∼R z.

4 Related Work

Classical works proved that a choice function F is rational if and only if it
satisfies the following condition [23,25]:

Sen for all B ∈ P(X) and all a ∈ B, a ∈ F(B) if and only if ∀b ∈ B, a ∈
F({a, b}).

As a corollary, when a partial choice function turns into a choice function,
our Circular Consistency condition implies condition Sen.

Corollary 1. Let F be a choice function, then if it satisfies Circular Consis-
tency, it satisfies Sen.

Also, in [7], Chernoff introduced a necessary condition for a choice function
to be rational:

Chernoff for all B,B′ ∈ P(X), if B ⊆ B′, then F(B′) ∩ B ⊆ F(B).

Again, when a partial choice function turns into a choice function, our Cir-
cular Consistency condition also induces condition Chernoff.

Corollary 2. Let F be a choice function, then if it satisfies Circular Consis-
tency, it satisfies Chernoff.

A lot of choice function conditions are reviewed in [14,15,24] relating choice
function theory to AGM theory and nonmonotonic reasoning. It can be shown
that most of these conditions are derivable from our Circular Consistency con-
dition. Since most of these conditions are straightforward to understand and
also due to space limitation, here we omit most of them and only present the
well-known Chernoff and Sen conditions. Interested readers can refer to [15] for
details.

Now we first explore relationships between our approach to the well-known
AGM framework. Let K be a consistent belief set representing the agent’s initial
beliefs. K is represented as a set of formulas. Let BK be a mapping from K to
any subset of formulas. The AGM axioms are listed as follows:

AGM1 BK(φ) = [BK(φ)]PL where for any set of formulas S, [S]PL is defined
as the PL-deductive closure of S in the usual way.

AGM2 φ ∈ BK(φ).
AGM3 BK(φ) ⊆ [K ∪ {φ}]PL.
AGM4 If ¬φ �∈ K, then [K ∪ {φ}]PL ⊆ BK(φ).
AGM5 BK(φ) = Φ0 if and only if φ is a contradictory, where Φ0 is the set of

formulas of the propositional language.
AGM6 If φ ↔ ψ is a tautology, then BK(φ) = BK(ψ).
AGM7 BK(φ ∧ ψ) ⊆ [BK(φ) ∪ {φ}]PL.
AGM8 If ¬ψ �∈ BK(φ), then [BK(φ) ∪ {φ}]PL ⊆ BK(φ ∧ ψ).
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Note that the Chernoff condition is very similar to the above AGM7 and AGM8
axioms6. It is easy to see that BK is a choice function at the semantic level. That
is, Mod(BK(φ)) ⊆ Mod(φ) for any φ. For simplicity, by abuse of notation, we
write BK(Mod(φ)) ⊆ Mod(φ) (here notation BK is taken as a mapping from a
set of models to another set of models). Now, let B = Mod(ψ∧φ), B′ = Mod(φ)
and F = BK , then B ⊆ B′, and hence we obtain BK(B′) ∩ B ⊆ BK(B) which
is equivalent to BK(φ) ∧ ψ |= BK(ψ ∧ φ).

A general condition called Arrow’s condition [2] that generalizes both Sen
and Chernoff says: if B ⊆ B′, and F(B′) ∩ B �= ∅, then F(B) = F(B′) ∩ B.
Indeed, if some of the best in B′, belong to its subset B, none of the other
elements in B can be a best element in B (they are dominated inside B′). This
is closely connected to Axiom 8 in the AGM framework.

In [5], the correspondence between AGM revision and rational choice func-
tions is studied. It shows that a choice frame7 is rational if and only if it is
AGM-consistent, where AGM-consistent is defined as: for every interpretation8

of the choice frame, the associated partial belief revision function can be extended
to a full-domain belief revision function that satisfies the AGM-postulates.

Let FORM(A) = {φ : Mod(φ) ∈ A} be a set of formulas whose set of
models are subsets of A. Note that FORM(A) is different from form(A). With
this notation, for a partial choice function, the associated partial belief revision
function is defined as follows.

Definition 2. Let F be a partial choice function such that F : Ω → P(X),
the associated belief revision function BF is a mapping BF : FORM(Ω) →
FORM(P(X)) such that BF (φ) = F(Mod(φ)).

A full-domain belief revision function B : FORM(P(X)) → FORM(P(X))
is called an extension of a partial belief revision function BF if for any φ ∈
FORM(Ω), B(φ) = BF (φ).

We can also define a partial choice function is AGM-consistent if its associated
partial belief revision function can be extended to a full-domain belief revision
function that satisfies the AGM-postulates.

Now we have the following corollary.

Corollary 3. Let F be a partial choice function, then it satisfies Circular Con-
sistency if and only if it is AGM-consistent.

6 The similarity between Chernoff and AGM7, AGM8 axioms can be shown more
clearly if we define B′

K(φ) =
∧

ψ∈BK(φ) ψ, and hence AGM7 and AGM8 axioms are
translated as:

AGM7’ B′
K(φ) ∧ ψ |= B′

K(ψ ∧ φ).
AGM8’ If B′

K(φ) �|= ¬ψ, then B′
K(ψ ∧ φ) |= B′

K(φ) ∧ ψ.

7 In [5], a choice frame consists of a set of alternatives X, a collection Ω of subsets of
X, and a partial choice function F : Ω → P(X).

8 In [5], an interpretation of a choice frame is obtained by adding a valuation V that
assigns to every atom p the subset of X at which p is true, and it is extended to
formulas in the usual way. This is a standard definition of an interpretation.
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This Corollary suggests that there is an unearthed relationship between the
Circular Consistency condition and the AGM postulates. We will leave this topic
in future work.

Remarks: Although condition Chernoff looks similar to a Monotonicity prop-
erty, Monotonicity does not hold for rational partial choice functions in general.

Mon If A1 ⊆ A2, then F(A1) ⊆ F(A2).

Example 1. Let A1 = {w1, w2}, A2 = {w1, w2, w3}, F(A1) = {w1, w2}, and
F(A2) = {w3}. We could see that F is a partial choice function over Ω =
{A1, A2} and it is rational in terms of a pre-order � such that w3 ≺ w1 � w2,
i.e., we indeed have F(A1) = M(A1,�) and F(A2) = M(A2,�). But it does
not satisfy the Monotonicity property. That is, we have A1 ⊂ A2, but we do not
have F(A1) ⊆ F(A2).

5 Converse Belief Revision Problem

As mentioned in Introduction, our result can be applied to the converse belief
revision problem. Here we provide two necessary and sufficient conditions such
that if a set of revision scenarios satisfy these two conditions, then there must
be a consistent belief structure in the agent’s mind, and vice versa.

To proceed, first, let us formalize the definition of a revision scenario.

Definition 3. (Revision scenario) A revision scenario, denoted as rs = (μ, φ),
is a pair of formulae μ and φ, where μ represents a new piece of evidence and φ
represents the revision result upon receiving μ.

Below, we simply call a revision scenario a scenario.
Now we propose two conditions, i.e., Success and Circular Consistency con-

ditions. Let rsi = (μi, φi), 1 ≤ i ≤ n be n distinct revision scenarios.

Success. For any rsi = (μi, φi), φi |= μi, 1 ≤ i ≤ n.
Explanation: This is a variant of the well-known success postulate in the
AGM framework. The revision result should respect the evidence.

Circular Consistency. Let {(μ1, φ1), · · · , (μk, φk)} be any set of revision sce-
narios (i.e., a subset of the set of all rsis) such that k ≤ n, and let σ be a
circular permutation such that σ(i) = i + 1, i = 1 . . . k, σ(k) = 1. Then

If μσ(i) ∧ φi �|= ⊥, 1 ≤ i ≤ k,

Then μσ(i) ∧ φi ≡ μi ∧ φσ(i), 1 ≤ i ≤ k.

As a corollary of Theorem 1, the following representation theorem shows that
the above two conditions are necessary and sufficient to ensure that an agent
has a consistent belief structure.
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Corollary 4. Let RS be a set of scenarios, then there exists a belief struc-
ture, represented by a total pre-order � over W , s.t., ∀rs = (μ, φ) ∈ RS,
φ = min(Mod(μ),�) if and only if scenarios in RS satisfy Success and Cir-
cular Consistency.

Example 2. Suppose a hacking action was discovered originating from one of
the PCs in an office. The log file shows that the action was conducted between
4pm to 5pm. A suspect Y declared that he left the office between 4pm and 5pm
and he did not log on to any computer before he left. A witness suggested that
Y was seen doing something with that particular computer at that time. Now if
suspect Y explains:

Viewing web pages: Y was viewing web pages, OR
Cleaning the monitor: Y was cleaning the equipment.

Does Y have a consistent belief structure with each one of these two explanations?
The answer to the above question is important. Certainly, we cannot say Y is
innocent if Y does have a consistent belief structure, as it only shows that Y ’s
statements are coherent. However, Y should be considered highly suspiciously if
he fails to demonstrate consistency in its response to questions/evidence.

Here suppose a system security engineer has two pieces of evidence: there
was a hacking action during 4pm to 5pm and Y was seen using the PC at the
time. Y ’s reactions to the two pieces of evidence may allow the security engineer
spotting an inconsistency between the statements, or equivalently, establishing
whether Y is applying a consistent belief structure when responding to the two
inputs.

Let μ1 be ‘a hacking action was discovered from 4pm to 5pm’, ψ1 be ‘Y did
not log on to any computer in the office’. Then φ1 = μ1 ∧ ψ1 is Y ’s revision
result upon receiving μ1, meaning that “although there was a hacking action, it is
not me (i.e., Y ) since I did not log on to any computer”. Let μ2 be ‘Y was seen
doing something with the PC at that time’. To consider possible revision results
for the two situations described above, let φ2 be ‘Y was viewing web pages’, and
φ′
2 be ‘Y was cleaning the monitor’. Here we should note that φ1 ∧ φ2 ≡ ⊥ since

if Y was viewing web pages, then Y must have logged on to the PC, conflicting
with Y ’s claim not logging on to any computers in the office. In this situation,
as we only focus on two possibilities: ‘Y was viewing web pages’ and ‘Y was
cleaning the monitor’, for simplicity we can assume that these two are exclusive
and exhaustive. Hence it is easy to see that ‘Y was cleaning the monitor’ indicates
‘Y did not log on to the PC’ and ‘Y was viewing web pages’ indicates ‘Y had
logged on to the PC’, therefore we have φ2 = μ2 ∧ ¬ψ1 and φ′

2 = μ2 ∧ ψ1.
Now to justify whether Y has a consistent belief structure, we check the two

postulates.

Success. Obviously we have φ1 |= μ1, φ2 |= μ2, and φ′
2 |= μ2.

Circular Consistency. For the two revision results φ2 and φ′
2,

– we have μ1 ∧ φ2 �|= ⊥ and μ2 ∧ φ1 �|= ⊥, but we do not have μ1 ∧ φ2 ≡
μ2 ∧ φ1,
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– we have μ1 ∧ φ′
2 �|= ⊥ and μ2 ∧ φ1 �|= ⊥, and we have μ1 ∧ φ′

2 ≡ μ2 ∧ φ1.

Therefore, by Corollary 4, we obtain the following conclusions:

• If the revision result by Y is ‘Y was viewing web pages’, then Y does not
have a consistent belief structure, and hence Y is highly suspect.

• If the revision result by Y (his explanation) is ‘Y was cleaning the monitor,
then Y has a consistent belief structure, and hence Y might be innocent.

These conclusions are in line with our intuition. In the second case, a belief
structure for Y is: �: {μ1 ∧ ψ1 ≺ μ1 ∧ ¬ψ1 � μ2 ∧ ψ1 ≺ μ2 ∧ ¬ψ1}. Here
note that there are both models for ψ1 and models for ¬ψ1 appearing in Y ’s
belief structure. This is because it is an inferred belief structure from the current
information. Y ’s actual belief structure could be more elaborated, but should be
consistent with the inferred belief structure.

6 Conclusion

In this paper, we proved a necessary and sufficient condition, i.e., Circular Con-
sistency, for a partial choice function to be rational. Also, we have demonstrated
that this solution can be used to construct a consistent belief structure for an
agent from a set of revision scenarios. In addition, by comparing with related
works, we proved that when a partial choice function turns into a choice func-
tion, our Circular Consistency condition can recover the necessary and sufficient
conditions proposed before.

In terms of belief revision, our study hinted why lying could be a hard thing
to do: one always needs to keep a track of what had been said to maintain con-
sistency between different scenarios. This commonsense is widely acknowledged,
and it is again partially proved in this paper in the belief revision scenario. Our
study also provided some insights about belief revision in general.

As future work, one attempt is to investigate whether there are simpler condi-
tions that can be used to replace the Circular Consistency condition, especially on
whether the Circular Consistency condition can be decomposed into some AGM-
like or Sen, Chernoff-like conditions. In addition, there is a notion called sub-
rationality introduced by Deb [9] such that a choice function F is sub-rational if for
some order R, M(A,R) ⊆ F(A) holds for all A ∈ P(X). It is interesting to study
the necessary and sufficient conditions for sub-rational partial choice functions.
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Abstract. We propose the default description logic D2L and the
double-level default description logic D3L. D2L embeds normal defaults
inside the basic description logic ALC, and D3L augments D2L with nor-
mal double-level defaults. Double-level defaults are defaults of defaults
and can be used to represent default inheritance of default properties of
concepts in ontologies. A D3L knowledge base (D3L-KB) can be divided
into two levels of knowledge bases, and correspondingly its extensions
can be computed in two steps. D3L is more expressive than D2L since
there is a D3L-KB that cannot reduce to any D2L-KB. Specifically, there
is a D3L-KB such that the set of all its extensions cannot be exactly gen-
erated by any D2L-KB.
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1 Introduction

Description logics (DLs) are a family of knowledge representation languages
with wide applications in ontology modeling, especially as the underpinnings of
the Ontology Web Language (OWL) in the context of the Semantic Web. An
important limitation of DLs is that they do not allow for expressing defeasible
knowledge, so several non-monotonic extensions of DLs have been proposed.
These work extend DLs with default logic[1,8], with circumscription [2], with
epistemic operator[4], with rational closure[3], and with typicality operator[5].

In this paper we focus on the approaches to extending DLs with default logic
by Reiter[7], which we call default description logics. The work[1] augments a DL
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knowledge base (TBox and ABox) with a finite set of default rules whose prereq-
uisites, justifications, and consequents are concepts. However, its treatment of
open defaults via Skolemization may lead to an undecidable default consequence
relation. In order to retain the decidability, open default rules are only applied
to explicit individuals in the ABox. The work [8] proposes a new semantics for
open defaults, where open defaults can be applied to unnamed individuals and
reasoning under the semantics is decidable.

One limitation of the above default description logics is that they fail to
represent default inheritance of default properties of concepts. Such knowledge
should be represented as default rules of default rules, which we call double-level
defaults to distinguish it from the default proposed by Reiter. For example, the
rule ‘any sub-concept of birds can inherit the default property flying of birds by
default’can be represented as the following double-level default

X � Bird,Bird �d Flier : X �d Flier

X �d Flier
(1)

where X is a concept variable that can be assigned with any concept. For
typical birds like ‘sparrows’, we can infer ‘Sparrow �d Flier’from ‘Bird �d

Flier’and ‘Sparrow � Bird’directly. For untypical birds ‘penguins’, the conclu-
sion ‘Penguin �d Flier’should be blocked if we know ‘Penguin �d ¬Flier’.

In this paper we propose the default description logic D2L, which enriches
the description logic ALC with normal defaults of the form C �d D, and the
double-level default description logic D3L, which enriches D2L with double-level
defaults. Let A be an ABox and T a TBox of ALC, D a set of defaults and the
negation of defaults, and D2 a set of double-level defaults. Thus, (A, T ,D) con-
stitute a D2L knowledge base, and (A, T ,D,D2) constitute a D3L knowledge
base. A D3L knowledge base can be divided into two levels and correspondingly
its extensions are computed in two steps. We will prove that D3L is more expres-
sive than D2L. More specifically, there exists a D3L-KB such that the set of its
extensions cannot be exactly generated by any D2L-KB.

Similar to our work, preferential description logics can reason about proto-
typical properties and inheritance with exceptions. ALC-T [6] use T(C) � D
to represent ‘typical members of C are instances of concept D’, where T is
a typicality operator and its semantics can be specified by enriching standard
ALC models with a preference relation < over them. ALC-Tmin [5] extends the
monotonic logic ALC-T with a ‘minimal model’semantics that allows to perform
useful non-monotonic inferences. By contrast, our framework does not introduce
any modal operator and can be easily applied to any default DL.

Our contributions include: (1) propose the default description logic D3L, (2)
define the extensions of D3L-KBs and analyze their properties, and (3) prove
that there exist some D3L-KB that cannot reduce to any D2L-KB.

2 Double-Level Default Description Logic

The languageofD3Lcontains the followingsymbols: individualconstants:c0, c1, ...;
individual variables: x0, x1, ...; atomic concepts: A0, A1, ...; concept constructors:
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¬,�,�,∀,∃; concept variables: X0,X1, ...; roles: R0, R1, ...; inclusion relation: �;
default inclusion relation: �d; logical connectives: ¬.

A term t is any expression of the form c | x where c is an individual constant
and x is an individual variable. A concept C is any expression of the form

A | X | ¬D | D � E | D � E | ∀R.D | ∃R.D

where A is an atomic concept, X is a concept variable, R is a role name, and
D,E are concepts. A formula φ is any expression of the form

C(t) | R(t, t′) | C � D | C �d D | ¬ψ

where C,D are concepts, R is a role name, t, t′ are terms, and ψ is a formula. A
formula φ is closed if φ contains neither concept variable nor individual variable;
else φ is open.

Before defining double-level defaults, we first discuss the negation of default
subsumption of concepts. For example, Bird ��d Swim means ‘abnormally birds
can swim’. Notice that it is different from Bird �d ¬Swim, which means or
‘normally birds cannot swim’. Intuitively, Bird �d ¬Swim entails Bird ��d

Swim, but Bird ��d Swim does NOT entail Bird �d ¬Swim. The relations
between concept subsumption, default concept subsumption, and the negation
of them can be summarized as follows: (1) if C � D then C �d D; (2) if C ��d D
then C �� D; (3) if C �d ¬D and C �� ⊥ then C ��d D.

Definition 1. (Double-level Default) A double-level default θ is any expression
of the form

φ1, . . . , φn : φ

φ

where φ1, . . . , φn are formulas of the form C � D or C �d D, and φ is a formula
of the form C �d D or C ��d D. If each of φ1, . . . , φn is of the form C �d D
then θ is a pure double-level default; else θ is a hybrid double-level default. If
θ contains no variable, then θ is a closed double-level default; else θ is an open
double-level default.

Intuitively the double-level default θ can be interpreted as follows: if
φ1, . . . , φn hold, and if it is consistent to assume φ, then conclude φ.

An ABox A is a set of closed formulas of the form C(c) or R(c, d). A TBox
T is a set of closed formulas of the form C � D or C �� D. A DBox D is a set
of closed formulas of the form C �d D or C ��d D. A DDBox D2 is a set of
double-level defaults.

A D2L Knowledge Base K = (A, T ,D) comprises an ABox, a TBox, and a
DBox.

A D3L Knowledge Base K = (A, T ,D,D2) comprises an ABox, a TBox, a
DBox, and a DDBox.

So far we have defined D3L knowledge base. Intuitively we can describe the pro-
cedure of computing all extensions of a D3L knowledge base (A, T ,D,D2) as fol-
lows. First, we apply the double-level defaults to the formulas of TBox and DBox,
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and produce new formulas in DBox. That is, (T ,D,D2) constitute a knowledge
base and we compute its extensions {Ed}. We call them concept-level knowledge
base and D-extensions because they contain neither individual constant nor indi-
vidual variable. Second, we view the default formulas of a concept-level extension
as default rules, and apply them to the formulas of ABox, producing new formu-
las in ABox. That is, (A, T , Ed) constitute a knowledge base and we compute its
extensions {Ea}. We call them individual-level knowledge base and A-extensions.

To define the extension of concept-level and individual-level knowledge bases,
we define the operator ΛK and ΓK respectively. We use ABox to denote the set
of all closed formulas of the form C(c) or R(c, d), TBox the set of all closed
formulas of the form C � D or C �� D, DBox the set of all closed formulas of
the form C �d D or C ��d D.

Definition 2. (ΛK Operator) Let K = (T ,D,D2) be a concept-level knowledge
base and S ⊆ TBox ∪ DBox. ΛK(S) is the ⊆-minimal set that satisfies:

ΛK1 : T ∪ D ⊆ ΛK(S);
ΛK2 : Th(ΛK(S)) = ΛK(S);
ΛK3 : For all φ1,...,φn:φ

φ ∈ D2, φ ∈ ΛK(S) if φ1, . . . , φn ∈ ΛK(S) and ¬φ �∈ S.

Definition 3. (Concept-level Extension and D-extension) Let K =
(A, T ,D,D2) be a D3L knowledge base and E ⊆ TBox ∪ DBox. E is a concept-
level extension of K if E = Λ(T ,D,D2)(E). E ∩DBox is a D-extension of K if E
is a concept-level extension of K.

Definition 4. (ΓK Operator) Let K = (A, T ,D) and S ⊆ ABox ∪ TBox.
ΓK(S) is the ⊆-minimal set satisfying the following conditions:

ΓK1 : A ∪ T ⊆ ΓK(S);
ΓK2 : Th(ΓK(S)) = ΓK(S);
ΓK3 : For all C �d D ∈ D and for all individual constant a, if C(a) ∈ ΓK(S)

and ¬D(a) �∈ S, then D(a) ∈ ΓK(S).

Definition 5. (Individual-level Extension and A-extension) Let K =
(A, T ,D,D2) be a D3L knowledge base, Ed a D-extension of K, and E ⊆
ABox ∪ TBox. E is an individual-level extension of K if E = Γ(A,T ,Ed)(E).
E ∩ ABox is an A-extension of K if E is an individual-level extension of K.

Below we present the properties for D-extensions and A-extensions respec-
tively. Since the concept-level knowledge of a D3L-KB can be viewed as a normal
default theory in default logic, the D-extensions of D3L-KBs have all properties
of extensions of Reiter’s normal default theories.

Proposition 1. (Properties of D-extension)
Existence: A D3L knowledge base always has a D-extension.
Consistency: Let K = (A, T ,D,D2) be a D3L-KB and Ed a D-extension of

K. If T ∪ D is consistent, then Ed is consistent.
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Minimality: Let K = (A, T ,D,D2) be a D3L knowledge base and Ed, E
′
d D-

extensions of K. If Ed ⊆ E′
d, then Ed = E′

d.
Semi-monotonicity: Let K1 = (A, T ,D,D2

1) and K2 = (A, T ,D,D2
2) be D3L

knowledge bases and D2
1 ⊆ D2

2. If E1 is a D-extension of K1, then there is a
D-extension E2 of K2 such that E1 ⊆ E2.

Orthogonality: Let K be a D3L-KB. If Ed and E′
d are two D-extensions of

K, then Ed is inconsistent with E′
d.

The A-extensions of D3L-KBs do NOT satisfy minimality and orthogonality,
which are proved by creating a D3L-KB that has two strictly inclusive and
consistent extensions. See the example of the irreducibility theorem in the next
section.

Proposition 2. (Properties of A-extension)
Existence: A D3L-KB always has an A-extension.
Consistency: Let K = (A, T ,D,D2) be a D3L knowledge base and Ea an A-

extension of K. If A ∪ T is consistent, then Ea is consistent.
Non-minimality: There is a D3L knowledge base such that it has two exten-

sions Ea and E′
a such that Ea ⊂ E′

a.
Semi-monotonicity: Let K1 = (A, T ,D,D2

1) and K2 = (A, T ,D,D2
2) be D3L

knowledge bases and D2
1 ⊆ D2

2. If E1 is an A-extension of K1, then there is an
A-extension E2 of K2 such that E1 ⊆ E2.

Non-orthogonality: There is a D3L knowledge base such that it has two A-
extensions Ea and E′

a such that Ea is consistent with E′
a.

3 Irreducibility of D3L-KBs

The following theorem states that there exists a D3L knowledge base whose
extensions cannot be exactly generated by any single default description logic.

Theorem 1. (Irreducibility) There is a D3L knowledge base K such that there
exists no D2L knowledge base K′ such that, for any set E of formulas, E is an
A-extension of K iff E is an A-extension of K′.

Proof. onstruct a D3L knowledge base K such that (1) K has 3 D-extensions
E1, E2, E3; (2) K has 7 A-extensions E11, E12, E21, E22, E31, E32, E33; (3) E11 is
consistent with E21.

Let K = (A, T ,D,D2) is a D3L knowledge base where A = {A(x)}, T = {},

D = {B �d F, F �d ¬T, A �d T, D �d T, T �d ¬F, A �d F} ,

D2 =
{

: A �d B

A �d B
,

A �d B : A ��d D

A ��d D
,

: A �d D

A �d D
,

A �d D : A ��d B

A ��d B

}
.

Here A denotes ‘Archaeopteryx’, B ‘Bird’, D ‘Dinosaur’, F ‘Feather’, and T
‘Teeth’. K generates 3 D-extensions:

E1 = D ∪ {A �d B,A ��d D} ,
E2 = D ∪ {A �d D,A ��d B} ,
E3 = D ∪ {A �d B,A �d D} ;
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and K has 7 A-extensions:

E11 = Th({A(x), B(x), F (x), T (x)}),
E12 = Th({A(x), B(x), F (x),¬T (x)});
E21 = Th({A(x),D(x), F (x), T (x)}),
E22 = Th({A(x),D(x),¬F (x), T (x)});
E31 = Th({A(x), B(x),D(x), F (x), T (x)}),
E32 = Th({A(x), B(x),D(x),¬F (x), T (x)}),
E33 = Th({A(x), B(x),D(x), F (x),¬T (x)}).

We can see that E11, E21; E11, E31; E21, E31; E12, E33; and E22, E32 are all
consistent. According to the orthogonality property of extensions of D2L-KBs,
there is no D2L-KB K′ such that both E11 and E21 are A-extensions of K′. �

4 Conclusion

In an attempt to represent the default inheritance of default properties of con-
cepts in ontological modeling, we introduced double-level defaults and double-
level default knowledge bases as a hierarchical variant of classical defaults and
default knowledge bases. We propose double-level default description logic (D3L)
and present the properties of extensions of D3L knowledge bases. In addition,
we prove that there is a D3L knowledge base that cannot reduce to any D2L
knowledge base. In future work, we would like to investigate the semantics for
D3L and implement a reasoning system.
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Abstract. In this paper, we apply Fangzhen Lin’s methodology of com-
puter aided theorem discovery to discover classes of strongly equivalent
logic programs with negation as failure in the head. Specifically, with the
help of computers, we discover exact conditions that capture the strong
equivalence between small sets of rules, which have potential applications
in the theory and practice of logic programming. In the experiment, we
extend the previous approach to semi-automatically generate plausible
conjectures. We also show that it is possible to divide the original prob-
lem in simpler cases and combine their solutions in order to obtain the
solution of the original problem.

1 Introduction

Fangzhen Lin introduced a methodology, called computer-aided theorem dis-
covery [2], to discover some theorems using computers in a given theory. The
methodology has been successfully applied to discover classes of strongly equiv-
alent logic programs in the theory of logic programming [3].

In this paper, we report on another successful experiment of the methodology
for logic programs with negation as failure in the head [1] and make three con-
tributions. First, we extend Lin and Chen’s approach [3] to semi-automatically
generate candidates of theorems that need to be discovered in the experiment.
Second, we show that when the methodology cannot be directly applied, since it
would be computationally unfeasible, it is possible to divide the original problem
in simpler cases and combine their solutions in order to obtain the solution of
the original problem. Third, we discover the new and non-trivial conditions that
capture certain classes of strongly equivalent logic programs, which contribute
to the theory and practice of logic programming.

2 Logic Programs with Negation as Failure in the Head

Logic programming with answer set semantics has been considered as one of the
most popular nonmonotonic rule-based formalisms [1]. In this paper, we consider
only fully grounded finite logic programs.

Let L be a propositional language, i.e., a set of atoms. An extended logic
program (ELP) is a finite set of (extended) rules of the form

a1 ∨ · · · ∨ ak ∨ not ak+1 ∨ · · · ∨ not ah ← ah+1, . . . , am, not am+1, . . . , not an, (1)
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 147–153, 2015.
DOI: 10.1007/978-3-319-25159-2 13
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where n ≥ m ≥ h ≥ k ≥ 0, n ≥ 1 and a1, . . . , an are atoms in L. If h = k, it
is a disjunctive rule; if h = k and m = n, it is a positive rule. In particular, a
disjunctive logic program (DLP) is a finite set of disjunctive rules and a positive
program is a finite set of positive rules. An ELP is also called a logic program
with negation as failure in the head [1]. Note that, generally it is impossible to
translate an ELP to a DLP without adding new atoms.

We will also write rule r of form (1) as head(r) ← body(r), where head(r) =
head+(r) ∨ head−(r), body(r) = body+(r) ∧ body−(r), head+(r) is a1 ∨ · · · ∨ ak,
head−(r) is ¬ak+1 ∨ · · · ∨ ¬ah, body+(r) is ah+1 ∧ · · · ∧ am, and body−(r) is
¬am+1 ∧ · · · ∧ ¬an. In the following, we identify head+(r), head−(r), body+(r),
body−(r) with their corresponding sets of atoms.

Two ELPs P1 and P2 are strongly equivalent, if for any ELP P ′, programs
P1 ∪P ′ and P2 ∪P ′ have the same set of answer sets. In general, checking if two
ELPs or DLPs are strongly equivalent is coNP-complete.There is a mapping from
logic programs to propositional theories and showed that two logic programs
are strongly equivalent iff their corresponding theories in propositional logic
are equivalent. This result provides the basis for applying Lin’s computer-aided
theory discovery.

3 Discovering Classes of Strongly Equivalent ELPs

In this paper, we extend Lin and Chen’s approach to discovering classes
of strongly equivalent ELPs. We focus on discovering necessary and suffi-
cient conditions for answering the k-m-n problem for ELPs, i.e., is an ELP
{r1, . . . , rk, u1, . . . , um} strongly equivalent to an ELP {r1, . . . , rk, v1, . . . , vn}?

Following Lin’s computer-aided theory discovery, we first construct a first-
order language FL based on the propositional language L of ELPs. In specific, FL

has equality, two unary predicates H1 and H2, and four unary predicates PHr,
NHr, PBr, and NBr for each rule r in L. An intended model of Fl is one whose
domain is L, and for each rule r ∈ L, the unary predicates PHr, NHr, PBr, and
NBr are interpreted by the sets of atoms head+(r), head−(r), body+(r), and
body−(r), respectively.

Theorem 1. P1 and P2 are strongly equivalent in L iff the following sentence

∀x(H1(x) ⊃ H2(x)) ⊃
(

∧

r∈P1

γ(r) ≡
∧

r∈P2

γ(r)

)

(2)

is true in all intended models of FL, where γ(r) is the conjunction of the following
two sentences:

[∀x(PBr(x) ⊃ H1(x)) ∧ ∀x(NBr(x) ⊃ ¬H2(x))] ⊃ [∃x(PHr(x) ∧ H1(x)) ∨ ∃x(NBr(x) ∧ ¬H2(x))] ,

[∀x(PBr(x) ⊃ H2(x)) ∧ ∀x(NBr(x) ⊃ ¬H2(x))] ⊃ [∃x(PHr(x) ∧ H2(x)) ∨ ∃x(NBr(x) ∧ ¬H2(x))] .
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Given a k-m-n problem, i.e., P1 = {r1, . . . , rk, u1, . . . , um} and P2 =
{r1, . . . , rk, v1, . . . , vn}, if a conjecture for answering the k-m-n problem is repre-
sented by the formula ∃x∀y Φ in FL, then verifying the conjecture is equivalent
to verifying the formula ∃x∀y Φ ⊃ (2). Now we have the following theorem.

Theorem 2. Given ELPs P1 = {r1, . . . , rk, u1, . . . , um} and P2 =
{r1, . . . , rk, v1, . . . , vn} in the propositional language L, if ∃x∀y Φ is a property
about P1 and P2 in FL, where x is a tuple of w variables, and Φ a quantifier-free,
function-free, and constant-free formula, then the following two assertions are
equivalent:

1. If ∃x∀y Φ is true in FL, then P1 is strongly equivalent to P2.
2. For any ELPs P1 and P2 with at most w + 2(k + max{m,n}) atoms when

min{m,n} > 0 and max{w + 2k, 1} atoms when min{m,n} = 0, if ∃x∀y Φ
is true in an intended model of FL, then P1 is strongly equivalent to P2.

Then the correctness of the conjecture for the k-m-n problem can be verified
by considering corresponding ELPs with a small size of atoms.

4 The Theorems

4.1 The 0-1-0 Problem

This problem asks if a rule can always be deleted from any program. With the
help of computers1, we get the following experimental result:

Lemma 1. If a rule r mentions three distinct atoms, then {r} is strongly equiv-
alent to ∅ iff (head+(r)∪ body−(r))∩ body+(r) �= ∅ or head−(r)∩ body−(r) �= ∅.
Lemma 2. If there is a rule r such that {r} and ∅ are strongly equivalent, but
the condition in Lemma 1 does not hold, then there is a such rule that mention
at most three atoms.

Theorem 3 (The 0-1-0 Problem). Lemma 1 holds in the general case, with-
out any restriction on the number of atoms in r.

4.2 The 1-1-0 and the 0-1-1 Problems

With the help of computers, we get the following result for the 1-1-0 problem:

Lemma 3. For any two rules r1 and r2 that mention four atoms, {r1, r2} and
{r1} are strongly equivalent iff one of the following three conditions is true:

1. {r2} is strongly equivalent to ∅.
2. head+(r1) ⊆ head+(r2) ∪ body−(r2), head−(r1) ⊆ head−(r2) ∪ body+(r2),

body+(r1) ⊆ body+(r2), and body−(r1) ⊆ body−(r2).

1 Source codes of computer programs for verifying conjectures can be downloaded
from http://staff.ustc.edu.cn/%7ejianmin/discover/code.zip.

http://staff.ustc.edu.cn/%7ejianmin/discover/code.zip
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3. head+(r1) ⊆ body−(r2), head−(r1) ⊆ head−(r2) ∪ body+(r2), body+(r1) ⊆
head−(r2) ∪ body+(r2), and body−(r1) ⊆ body−(r2).

Lemma 4. If there are two rules r1 and r2 such that {r1, r2} and {r1} are
strongly equivalent, but none of the three conditions in Lemma 3 hold, then there
are two such rules that mention at most four atoms.

Theorem 4 (The 1-1-0 Problem). Lemma 3 holds in the general case, with-
out any restriction on the number of atoms in r1 and r2.

Theorem 5 (The 0-1-1 Problem). For any two rules r1 and r2, {r1} and
{r2} are strongly equivalent iff one of the following three conditions is true:

1. {r1} and {r2} are both strongly equivalent to ∅.
2. body+(r1) = body+(r2), body−(r1) = body−(r2), head−(r1) ∪ body+(r1) =

head−(r2)∪body+(r2), and head+(r1)∪body−(r1) = head+(r2)∪body−(r2).
3. head+(r1) ⊆ body−(r1), head+(r2) ⊆ body−(r2), body−(r1) = body−(r2),

and head−(r1) ∪ body+(r1) = head−(r2) ∪ body+(r2).

4.3 The 2-1-0, 0-2-1, and 0-2-2 Problems

As the 2-1-0 problem is too hard to be solved directly, we need to first divide
the problem into simpler cases.

Property 1. For any rules ri and r3, {ri, r3} and {ri} are not strongly equivalent
iff {r3} is not strongly equivalent to ∅ and one of the five conditions is true:

1. There is an atom p such that: p ∈ body−(ri) and p �∈ body−(r3).
2. There is an atom p such that: p ∈ head−(ri) and p �∈ head−(r3)∪ body+(r3).
3. There is an atom p such that: p ∈ body+(ri) and p �∈ head−(r3)∪ body+(r3).
4. There is an atom p such that: p ∈ head+(ri) and p �∈ head+(r3)∪ body−(r3).
5. There are two atoms p, q such that: p ∈ body+(ri), p �∈ body+(r3), p ∈

head−(r3), q ∈ head+(ri), q �∈ body−(r3) and q ∈ head+(r3).

Property 2. For any rules r1, r2 and r3, one of the four conditions is true:

1. {r3} is strongly equivalent to ∅.
2. {ri, r3} is strongly equivalent to {ri}, for i = 1, 2.
3. {r3} is not strongly equivalent to ∅, one of the conditions from (1) - (4) of

Property 1 is true, and the condition (5) of Property 1 is not true, where
i = 1 or 2.

4. {r3} is not strongly equivalent to ∅, {r1, r3} is not strongly equivalent to
{r1}, {r2, r3} is not strongly equivalent to {r2}, and the condition (5) of
Property 1 is true, where i = 1 or 2.

Lemma 5. For any three rules r1, r2 and r3 that make the condition (3) of
Property 2 true and mention at most five atoms, {r1, r2, r3} and {r1, r2} are
strongly equivalent if there is an atom p such that:
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1. p ∈ (head−(r1) ∪ body+(r1)) ∩ (body−(r2) ∪ head+(r2)),
2. {r∗

i , r3} is strongly equivalent to {r∗
i }, for i = 1, 2,

3. If p ∈ body+(r1) ∩ body−(r2), then head+(r1) ⊆ body−(r3),
4. If p ∈ body+(r1) ∩ head+(r2), then head+(r1) ⊆ body−(r3) or body+(r2) ⊆

body+(r3),

where r∗
1 is a new rule obtained from r1 by deleting p from head−(r1) and

body+(r1), and r∗
2 is obtained from r2 by deleting p from body−(r2) and

head+(r2).

Lemma 6. For any three rules r1, r2 and r3 that make the condition (3) of
Property 2 true and mention at most five atoms, {r1, r2, r3} and {r1, r2} are
strongly equivalent if there is an atom p such that:

1. p ∈ (body−(r1) ∪ head+(r1)) ∩ (head−(r2) ∪ body+(r2)),
2. {r∗

i , r3} is strongly equivalent to {r∗
i }, for i = 1, 2,

3. If p ∈ body−(r1) ∩ body+(r2), then head+(r2) ⊆ body−(r3),
4. If p ∈ head+(r1) ∩ body+(r2), then head+(r2) ⊆ body−(r3) or body+(r1) ⊆

body+(r3),

where r∗
1 is a new rule obtained from r1 by deleting p from body−(r1) and

head+(r1), and r∗
2 is obtained from r2 by deleting p from head−(r2) and

body+(r2).

Lemma 7. For any three rules r1, r2 and r3 that make the condition (3) of
Property 2 true and mention at most five atoms, {r1, r2, r3} and {r1, r2} are
strongly equivalent iff the condition in Lemma 5 or Lemma 6 is true.

Lemma 8. If there are three rules r1, r2 and r3 such that the condition (3)
of Property 2 is true, {r1, r2, r3} and {r1, r2} are strongly equivalent, but the
condition in Lemma 7 does not hold, then there are three such rules that mention
at most five atoms.

Theorem 6. Lemma 7 holds in the general case, without any restriction on the
number of atoms in r1, r2 and r3.

Lemma 9. For any three rules r1, r2 and r3 that make the condition (4) of
Property 2 true and mention at most six atoms, {r1, r2, r3} and {r1, r2} are
strongly equivalent if there are two atoms p and q such that:

1. p ∈ head−(r1) ∩ head+(r2) ∩ head+(r3), p �∈ body+(r1) and p �∈ body−(r2),
2. q ∈ head+(r1) and q ∈ body+(r2),
3. {r∗

i , r3} is strongly equivalent to {r∗
i }, for i = 1, 2,

4. body+(r2) \ {q} ⊆ body+(r3), and body+(r1) ⊆ body+(r3),

where r∗
1 is a new rule obtained from r1 by deleting p from head−(r1) and deleting

q from head+(r1), and r∗
2 is obtained from r2 by deleting p from head+(r2).

Lemma 10. For any three rules r1, r2 and r3 that make the condition (4) of
Property 2 true and mention at most six atoms, {r1, r2, r3} and {r1, r2} are
strongly equivalent if there are two atoms p and q such that:
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1. p ∈ head+(r1) ∩ head−(r2) ∩ head+(r3), p �∈ body−(r1) and p �∈ body+(r2),
2. q ∈ body+(r1) and q ∈ head+(r2),
3. {r∗

i , r3} is strongly equivalent to {r∗
i }, for i = 1, 2,

4. body+(r1) \ {q} ⊆ body+(r3), and body+(r2) ⊆ body+(r3),

where r∗
1 is a new rule obtained from r1 by deleting p from head+(r1), and r∗

2 is
obtained from r2 by deleting p from head−(r2) and deleting q from head+(r2).

Lemma 11. For any three rules r1, r2 and r3 that make the condition (4) of
Property 2 true and mention at most six atoms, {r1, r2, r3} and {r1, r2} are
strongly equivalent iff the condition in Lemma 7, Lemma 9 or Lemma 10 is true.

Lemma 12. If there are three rules r1, r2 and r3 such that the condition (4)
of Property 2 is true, {r1, r2, r3} and {r1, r2} are strongly equivalent, but the
condition in Lemma 11 does not hold, then there are three such rules that mention
at most six atoms.

Theorem 7. Lemma 11 holds in the general case, without any restriction on
the number of atoms in r1, r2 and r3.

Theorem 8. For any three rules r1, r2 and r3, {r1, r2, r3} and {r1, r2} are
strongly equivalent iff one of the following three conditions is true:

1. {r3} is strongly equivalent to ∅.
2. {ri, r3} is strongly equivalent to {ri}, where i = 1 or 2.
3. the condition in Lemma 5, 6, 6, or 10 is true.

Theorem 9 (The 0-2-1 Problem). For any three rules r1, r2 and r3, {r1, r2}
and {r3} are strongly equivalent iff the following two conditions are true:

1. {r1, r2, r3} and {r1, r2} are strongly equivalent, and
2. {ri, r3} and {r3} are strongly equivalent, for i = 1, 2.

Theorem 10 (The 0-2-2 Problem). For any rules r1, r2, r3 and r4, {r1, r2}
and {r3, r4} are strongly equivalent iff the following two conditions are true:

1. {r1, r2, ri} and {r1, r2} are strongly equivalent, for i = 3, 4, and
2. {r3, r4, ri} and {r3, r4} are strongly equivalent, for i = 1, 2.

5 Conclusion

In this paper, we report on another successful experiment of Lin’s computer-
aided theory discovery for discovering classes of strongly equivalent extended
logic programs. The paper makes three contributions. First, we extend Lin and
Chen’s approach to semi-automatically generate plausible conjectures. Second,
we show that when the methodology cannot be directly applied, since it would
be computationally unfeasible, it is possible to divide the original problem in
simpler cases and combine their solutions in order to obtain the solution of the
original problem. Third, we discover the new and non-trivial conditions that
capture certain classes of strongly equivalent extended logic programs, which
contribute to the theory and practice of logic programming.
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Abstract. Formal concept analysis (FCA) is a knowledge discovery
approach aimed at extracting conceptual hierarchies from data. Due to
the exhaustiveness of its output, a typical FCA-based solution would fil-
ter large parts thereof using an ad-hoc quality criterion. In this paper,
we present an FCA-based solution to an optimization problem from net-
work traffic control that is akin to information retrieval (queries set up
to measure specific traffic, i.e., packet flows). The goal is to minimize
the number of counters used to answer a given query set. Our solution
explores a contextual substructure of the (flows x flow descriptors) lat-
tice, that we called the projection subsemilattice: The optimal set of
counters is shown to correspond to a class of concepts from the semilat-
tice. We present an effective computing method and provide empirical
evidence of its performances on realistic network settings.

1 Introduction

Formal concept analysis (FCA) is a mathematically-founded approach towards
the elicitation of conceptual knowledge from data [1]. It extracts conceptual
abstractions, called (formal) concepts, from (object x attributes) cross-tables,
a.k.a. (formal) contexts, which are pairs (objects, attributes) of mutually corre-
sponding and maximal sets. The concepts are ordered w.r.t. a generality relation
which induces a complete lattice. FCA has been widely used as a framework for
extracting domain knowledge from concrete observations –as well as further rep-
resenting and maintaining such knowledge– within a variety of concrete situation
and in application domains ranging from software engineering to information
retrieval to social network analysis. Our own study pertains to work on FCA for
information retrieval [2] and for pattern and association rule mining [3].

Here, we present an FCA-based solution to an optimization problem from
traffic measurement in modern networks (e.g., implementing the OpenFlow pro-
tocol). Network traffic management recognizes flows, i.e., sets of packets sharing
routing information (as expressed in their header fields), and assigns them ded-
icated processing rules. Traffic measurement, in turn, amounts to gathering a
variety of statistics about packets of specific profiles which are also expressed
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 157–169, 2015.
DOI: 10.1007/978-3-319-25159-2 14
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as filters on packet headers, called queries. Measurement relies on counters that
are updated by each passage of a packet. It is an essential activity that allows
network managers to get the visibility required for daily operations. Hence tools
to observe traffic must scale with a wide spectrum of applications, flows and
queries while maintaining the performance of the network devices and achieving
accurate measurements [4]. Current flow-aware solutions, e.g., Cisco’s NetFlow,
sample traffic and send per-flow statistics to a remote server, which amounts to
a one-counter-per-flow assignment schema. This ensures all potential queries can
be answered at the price of inaccurate statistics and intensive resource usage. On
the other extreme, recent approaches [5,6] to application-aware traffic measure-
ment use prior knowledge of the set of queries to achieve adaptive measurements:
Counters are assigned to sub-queries that are output by a query decomposition
method. However, as the decomposition ignores existing flows, sub-queries are
not guaranteed to match real packets.

As a trade-off solution, we examined an approach that takes into account
both the existing flows and the known queries, by exploiting their combinato-
rial interplay induced by the respective matchfields. Indeed, from information
processing point of view, the problem is akin to information retrieval as queries
set up against packets actually also match the flows describing those packets.
However, instead of retrieving the flows corresponding to each query, here the
goal is to assign (a minimal number of) hardware counters to (sets of) flows in
order to answer a given set of queries in a precise manner.

Our solution explores a contextual substructure of the (flows x matchfields)
lattice: The optimal set of counters is shown to correspond to a class of concepts,
called the ground ones, from what we defined as the projection subsemilattice of
the query set. We also describe an efficient algorithm for computing the ground
set that avoids multiple traversals of the lattice structure. Empirical evidence
for the practicality of our solution in realistic network settings is also provided.

In what follows, we provide background on traffic measurement and on FCA,
and state the traffic measurement problem (section 2). The mathematical foun-
dations of our solution and its algorithmic components are presented in sections 3
and 4, respectively. Section 5 provides initial evidence about the practicality of
our solution. We discuss related work in section 6 and conclude in section 7.

2 Background and Problem Statement

We provide some context for the traffic measurement problem and state it in
terms of FCA.

2.1 Network Traffic Measurement

In modern networks, packet processing, is based on flows, i.e., groups of packets
that are processed in the same way by a network switch. Flows are two-fold: 1)
a filter part states conditions on packet headers (a set of fields such as source
and destination IP, ports, protocols, etc.), and 2) a rule part that describe the
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actions to perform on packets matching the filter. For instance, assume a flow
of the following composition:
f = ([Ingress Port = 1], [IPv4 src =10/8], [IPv4 dst = 132.208.130.1]) Beside the
exact values in the 1st and the 3rd field, the flow comprises an expression, aka
matchfield, that admits a (wide) range of possible exact values for the IPv4 src
field. Moreover, the fields not mentioned explicitly remain unconstrained.

Traffic measurement allows network managers to monitor activities, in par-
ticular, packet processing, and plan for network maintenance and evolution1. It
materializes in the form of queries, which, like flows, constrain specific header
fields of the packets. However, rather than being composed of all matching pack-
ets, query answers consist actually of some quantities representing basic statistics
about those packets, esp. their number. Answers are computed from the values
of packet counters, hardware-based mechanisms that account for each passing
packet, and sent to user applications upon request. For instance, a possible query
might be: q = ([Ingress Port = 1])

Counters can be attached to a particular flow or set of flows, if available,
or implemented independently from packet processing. Existing flow-based mea-
surement methods typically assign a counter to each flow. Moreover, they com-
pute statistics continuously, regardless of user application needs, as applications
are in charge of pulling the desired counters. This results in a large number of
transactions and generates excessive bandwidth usage that may adversely affect
packet processing. For example, in a Cisco Netflow-capable switch, flow statistics
are tracked continuously at a specific sampling rate and sent to a Netflow Data
Collector that serves applications. The resulting transactions and bandwidth
usage are proportional to the number of flows (typically in the 1000s).

Now, observe that both flows and queries may be thought of as sets of
matchfields whose exact semantics is immaterial here. What matters however,
is the capacity of comparing these matchfields for generality and hence checking
whether a flow matches a query. Hereafter, we shall assume such mechanism is
available. This allows us to further assume a collection of flows F , e.g., all flows
installed in a given switch, and of queries Q with a common set of matchfields
H = {h1, h2, . . . , lm}. A flow f ∈ F is assumed to be fully determined by its set
of matchfields {hi1 , hi2 , .., hik} from H (deterministic packet sorting bars iden-
tical flows). Similarly, a query q ∈ Q is determined by its set of matchfields
from H. The grounding idea of our study is to leverage the interplay between
members of F and of Q in optimizing the number of counters to answer each q
in Q.

2.2 Formal Concept Analysis

Hereafter we recall the basics of FCA, whereas the details can be found in [1].
First, FCA introduces data as a (formal) context K(G,M, I), where G is a

set of objects, M a set of attributes, and I ⊆ G × M an incidence relation where
a pair (g,m) from I means the object g has the attribute m. For consiseness

1 For an in-depth coverage of the field readers are referred to [5].



160 P. Valtchev et al.

Table 1. Input data: the flow context K(F ,H,M) and the query set Q.

h1 h2 h3 h4 h5 h6 h7 h8 h9 h10

f0 x x x x

f1 x x x x x

f2 x x x

f3 x x x x

f4 x x x

f5 x x x x

f6 x x x x

f7 x x x x

q1 x

q2 x x x

q3 x

q4 x x x

q3 x

h1 - Ingress Port = 1
h2 - Ingress Port = 2
h3 - Ingress Port = 3
h4 - MAC src = MAC1

h5 - MAC dst = MAC12

h6 - IPv4 src = 132.208.130/32
h7 - IPv4 src =10/8
h8 - IPv4 dst = 10/8
h9 - IPv4 dst = 132.208.130.1
h10 - Layer 4 dst port = 21

reasons we swith to our own measurement-oriented notations where the context
is K(F ,H,M) in which, beside the set of flows and matchfields, the incidence
M is based on packet matching: (f, h) is in it whenever all the packets selected
by f satisfy h. Our running example shown in Table 1 is organized as a for-
mal context made of eight flows and ten matchfields. Five queries are provided
yet do not formally belong to the context. FCA defines a two-fold derivation
operator ′ that maps sets of flows to all shared matchfields and vice-versa:

– ′ : ℘(F) → ℘(H), F ′ = {h ∈ H | ∀f ∈ F, (f, h) ∈ M},
– ′ : ℘(H) → ℘(F), H ′ = {f ∈ F | ∀h ∈ H, (f, h) ∈ M}.

A (formal) concept of K is a pair (F,H) ∈ ℘(F) × ℘(H) where F = H ′

and H = F ′. Moreover, the set F is termed the extent whereas H is the
intent. For instance, in our example, ({f3, f6, f7}, {h6, h10}) is a concept, while
({f3, f6}, {h6, h10}) is not. The set of all concepts in K, denoted CK, forms a com-
plete lattice with respect to the extent-inclusion order: (F1,H1) ≤K (F2,H2) ⇔
F1 ⊆ F2.

Figure 1 shows the Hasse diagram of the lattice LK = 〈CK,≤K〉 of our exam-
ple. Here, concepts are identified by integer indexes and provided with their
intents/extents (tagged I and E). Both are reduced as deducible information is
not shown, e.g., c13, although seemingly empty, is in fact ({f3, f6, f7}, {h6, h10}).

2.3 Problem Statement

Now, the traffic measurement optimization problem consists in, given a set of
flows F to monitor and a set of users queries Q, finding the minimal number
of hardware counters that need to be maintained in order for all queries to get
an exact answer. As a reasonable constraint that helps keep the maintenance
overhead low, we assume that each flow reports to at most one counter. This
means that the set of counters describes a partition of F and that we are after
a partition of a minimal size.
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Fig. 1. Concept lattice of the input context K(F ,H,M).

3 Mapping Flows to Queries Over the Concept Lattice

We define a straightforward mapping of queries into concepts and show that it
induces a subsemilattice of the flow-to-matchfield lattice. We then show that
concepts from the subsemilattice that are minimal for at least one flow define a
minimal partition for the set of flows.

3.1 Overview of the Approach

Our approach relies on the recognition of three subsets of CK, the set of all
concepts of K(F ,H,M). T is the set of target concepts: for a query q its target
is γ(q) = (q′, q′′), i.e., the concept whose intent q′′ is the smallest comprising q
(a.k.a. the closure of q). Next, P is the set of projections, i.e., the lattice meets
of all non-empty subset of T : P = {∧ Tp — Tp ∈ ℘(T )}. Finally, G is the set
of ground projections: for a flow f its ground is μ(f) = min({(F,H) ∈ P |f ∈
F}), the minimal projection concept whose extent comprises f . In the following
paragraphs, we formally define these and provide some further results that enable
their efficient computation, as presented in the next section.

3.2 Query Concepts and their Semi-lattice

A first observation is that each q may be mapped to a unique concept of the
lattice, called hereafter its target concept, that is identified by the closure q′′:

Definition 1. Given a query q ⊆ H, its target concept within the context
K(F ,H,M) is defined as follows:

– γ : ℘(H) → CK with γ(q) = ({q}′, {q}′′),
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By its definition, the target concept of a query q satisfies: (i) its intent is
the closure of q within the context K, and (ii) its extent is the answer flow set
of q that needs to be considered for statistics computing. For instance, with
our sample set of queries and the lattice in Fig. 1, γ(q2) = c5, γ(q3) = c8, and
γ(q5) = c8. The three answer sets are, respectively, {f2, f3} are {f0, f1, f4, f5}
(twice).

It is readily shown that, whatever the query q ⊆ H, the answer flow set of
such q necessarily appears in the lattice. To formally ground our reasoning about
statistics for query answering, we first establish a support structure for Q within
the concept lattice. Its basis is the set of all target concepts T (Q).

Definition 2. Given a query set Q ⊆ ℘(H), its target concept set within the
context K(F ,H,M) is defined as follows:

– T (Q) = {γ(q) | q ∈ Q},
In the running example, T (Q) = {c2, c5, c6, c8}. Hereafter, whenever Q is

clear from the context, we shall simply write T instead of T (Q).
A straightforward solution would now be to keep one counter per c ∈ T (Q)

thus making statistics directly available (no summing). Yet this is unrealistic
since whenever a flow appears in two or more target concepts (e.g., f5 is in
both c6 and c8), it should contribute to as many counters, which is a breach of
the above single-counter constraint. Further to that, a more purposeful solution
would focus on the intersections of target concept extents so that each flow is
assigned a unique smallest subset whose counter it should increment. Query
statistics can then be computed by summing up the counters corresponding to
the relevant subsets of its extent flowset.

We thus shift our focus to a wider family of flowsets made of target extents
and all intersections thereof. Indeed, it is easily seen that the above reasoning
could be inductively applied to pair-wise intersections, then to second-level ones,
and so forth, until all possible intersections are proven to require consideration
for counter assignment. As a matter of fact, such intersections correspond to
extents of concepts from CK (actually, arbitrary meets of concepts from T ).
Consider the lattice sub-structure induced by T (Q) through arbitrary meets:

Definition 3. Given a query set Q ⊆ ℘(H), its projection concept set within
the context K(F ,H,M) is defined as follows:

– P (Q) = {∧ X | X ⊆ T (Q); X 
= ∅},
Again, P will be used for P (Q) whenever confusion is impossible. In our

example, P (Q) = {c1, c2, c3, c5, c6, c7, c8, c10}. Moreover, P (Q) forms a meet
semi-lattice w.r.t. the order in the concept lattice, denoted L|Q = 〈P (Q),≤K|P (Q)

〉. Observe that L|Q is a meet sub-semi-lattice of LK henceforth referred to as
the projection semi-lattice.

Next, consider the mapping of flows to projection concepts: For a flow f
covered by least one q, there is always a unique minimal concept in P (Q).
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Table 2. Flow-to-ground concept mapping

Flow Ground Flow Ground Flow Ground Flow Ground

f0 c2 f1 c3 f2 c5 f3 c7
f4 c8 f5 c10 f6 c6 f7 c6

Property 1. Given a context K(F ,H,M), a query set Q ⊆ ℘(H) and a flow
f ∈ F s.t. at least one q covers f , the concept

∧{(F,H) | (F,H) ∈ P (Q); f ∈ F}
is the minimal projection concept comprising f .

We thereby define a map from a flow f to the minimal projection comprising
it. For completeness, if no query covers f , it is mapped to the lattice top �.

Definition 4. The map μ : F → P (Q) ∪ {�} maps a flow f into the minimal
projection called its ground one:

μ(f) =
∧

{(F,H) | (F,H) ∈ P (Q); f ∈ F}.

Table 2 illustrates μ. Then, the set of ground projections is defined as follows:

Definition 5. Given a query set Q ⊆ ℘(H), its ground projection concept set
within the context K(F ,H,M) is:

– G(Q) = {μ(f) | f ∈ F} − �,

In our example, G(Q) = {c2, c3, c5, c6, c7, c8, c10}.

3.3 Counter Assignment and Minimality Results

Counter assignment exploits G(Q) and T (Q): Each ground projection is assigned
a counter, i.e., a particular flow f is uniquely “wired” to the counter of μ(f) (if
μ(f) 
= �). Thus, the exact statistics of a concept ct ∈ T (Q) is the sum of all
counters in sub-concepts of ct plus, possibly, its own counter if ct ∈ G(Q). For
instance, for the target concept of q2, i.e., c5, the sum comprises the counter of
the ground concept c7 (of f3) and its own counter as c5 id the ground for f2.
Similarly, the sum of c6 comprises the counters of concepts: c3, c6, c7 and c10.

We prove that our ground concept-based counter assignment is: (1) correct,
and (2) of minimal cardinality. Recall that each ground cg ∈ G is assigned a
counter whose support is the set of grounded flows denoted g(cg) = {f |μ(f) =
cg}. This is a unique counter assignment (uniqueness of μ(f)) and w.l.o.g. we
assume that each flow is grounded. Furthermore, for each q ∈ Q the set of
relevant counters compose to a sum and let the underlying total set of flows be
S(q). As a counter enters a query sum iff its ground is below the corresponding
target, we have ∀f ∈ F , q ∈ Q, f ∈ S(q) iff μ(f) ≤ γ(q).

Correctness means a S(q) is the set of flows satisfying q:

Theorem 1. ∀q ∈ Q, f ∈ F , q ⊆ f ′ iff μ(f) ≤ γ(q).
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Minimalness means no unique counter assignment among a smaller set of
counters could answer all q in Q. We focus on the underlying partition of F :

Theorem 2. Let cpt : F → ℘(F) with cpt(f) = F iff f ∈ F and assume
|ran(cpt)| < |G|. Then ∃q ∈ Q s.t. S(q) is not decomposable into the union of
some sets from ran(cpt)).

4 Effective Partitioning of the Set of Flows

While the first step in the partition of F is to construct the concept lattice
LK, we skip this well-known problem here to focus on the computation of T ,
P and G. While given Q, detecting T within CK is straightforward, spotting all
lattice meets of T might prove too costly. However, as shown in [7], meets may be
computed by label propagation along a lattice traversal: The labels to propagate
are the IDs of concepts from the base that lay above a given concept. The
procedure ensures meets are identified through a mere comparison of resulting
labels between a concept and its immediate successors.

In what follows, given a concept c, we shall use the following non standard
notations: Ic and Ec for its intent and extent, respectively; ĉ for its immediate
successors; t(c) and g(c) for the sets of queries targeted to c and for the set of
flows grounded to c, respectively; v(c) for the query vector identifying the query
whose target concepts are greater or equal to c.

Now, given the concept set CK and the query set Q, Algorithm 1 parses CK to
identify T , P and G. Projection computation is supported by a bitvector whose
value for c = (F,H) reflects the queries satisfied by flows in F . Formally, the
query vector v(c) is an N-bit string indicating which qi are matched by H:

v((F,H))[i] =
{

1, if qi ⊆ H
0, otherwise 1 ≤ i ≤ N

First, the concepts list CK is sorted in decreasing order of extent sizes (line 1),
to ensure the first concept whose intent matches a q ∈ Q is its target (line 4).
Matched q are removed from the list (line 6). In our example, the algorithm
outputs the targets c6, c5, c8, c2 and c8, for qi (i = 1..5), respectively. Then,
the value of v(c) is finalized (line 7): the local part (targeted queries, line 5) is
merged with the inherited parent values (see results in Table 3). Projections are
concepts whose query vectors have more 1s than any of their respective parent
ones (line 8). For instance, c10 has three 1s, more than its parents c8 (one) and
c6 (two), hence it is a projection (as meet of the targets c6 and c8). Finally, the
ground concept of a f ∈ F is the projection with the same query vector as the
flow concept (f ′′, f) (lines 10-13).

Algorithm 1 detects the sets P , T and G along the lattice traversal. Observe
γ(q) is the maximal (F,H) ∈ CK s.t. q ⊆ H while F is the set of all flows f
satisfying q (q ⊆ f ′). Moreover, μ(f) is well defined: it is the meet of the targets
of queries satisfied by f (μ(f) =

∧{γ(q)|q ∈ Q; q ⊆ f ′}).
The main tasks in Algorithm 1 are detecting all γ(q) (the highest concept

(F,H) with q ⊆ H) and propagating the targeted q downwards in the lattice.
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Table 3. Query vectors values

Query vector Concepts Query vector Concepts

00000 c4, c11, c12, c15 00111 c0, c2
10000 c6, c13, c14, c16, c17, c18 10101 c10
01000 c5 11000 c7
10111 c3 00101 c8, c9
11111 c1

Algorithm 1. Flowset partition identification algorithm
input : The list of all concepts CK; A set of queries Q = (q1, .., qi, .., qn)
output: Target, projection and ground sets (T, P,G)

1 Sort(CK);
2 foreach c in CK do
3 for qi in Q do
4 if qi ⊆ Ic then
5 v(c)[i] ← 1;
6 T ← T ∪ {c}; Q ← Q − {qi};

7 v(c) ← v(c) ∪⋃c∈ĉ v(c);
8 if |v(c)| > max c ∈ ĉ (|v(c)|) then
9 P ← P ∪ {c};

10 if |Ic|=1 then
11 for p ∈ P do
12 if v(p) = v(c) then
13 G ← G ∪ {p}; break();

These q are stored in the bitvectors v() for further projection tests. Now, a
projection c is exactly the meet of the targets of queries in v(c):

Property 2. c ∈ P iff c =
∧{γ(qi) | v(c)[i] = 1}.

As a corollary, the projection extent is the intersection of the target ones (F =⋂{Eγ(qi)|v(c)[i] = 1}). Then, c is maximal for v(c) and thus can be recognized
by comparing its bitvector to those of parent concepts:

Property 3. c ∈ P iff ∀c̄ ∈ ĉ , v(c̄) 
= v(c).

As it is readily shown that as a function v() is monotonously non increasing w.r.t.
≤F , the property may be recast in terms of cardinalities: |v(c)| > maxc̄∈ĉ (|v(c̄)|).

Finally, G is tested by comparing v(c) to bitvectors of flow concepts:

Property 4. For a c = (F,H), c ∈ G iff ∃f ∈ F s.t. for c̄ = (f ′′, f ′), v(c̄) = v(c).

Moreover, as in our specific case, no flow has a subset of another flow’s match-
fields, ∀f ∈ F , f ′′ = f . Hence flow concepts are those with singleton extents.
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5 Implementation and Practical Evaluation

FlowME is an implementation of our approach over an OpenFlow switch that
adapts algorithms from the Galicia FCA tool [8]. It was experimentally compared
to a base line that simulates per-flow traffic measurement, i.e., maintenance of
a dedicated counter for each flow. Thus, the counter number Nc for the per-
flow measurement approach equals |F|. Since our own solution relies on shared
counters, we measure its utility in the decrease of counter usage. We therefore
observed the average Nc value reached by FlowME under various scenarios, in
particular its evolution w.r.t. to |F|, over stable sets of user queries Q.

Our testbed comprises a switch with per-flow counter support, a flow gen-
erator, a collector and user applications generating queries. The collector gets
the set of flows F installed in the switch’s flow table. It calls upon the lattice
algorithms to calculate the optimal flow partition and places counters accord-
ingly. Next, packets matching F are passed and increment the counters. The
collector reads counter values, computes query answers and sends them to user
applications.

Our flow benchmark exploits on Flexible Rule Generator [9], a user controlled
benchmarking tool for evaluating packet forwarding algorithms that generate
sets of OpenFlow flow entries based on predefined matchfield distributions. We
extract matchfield distributions from packet traces provided by packetlife.net. As
a result, a total of 12 standard OpenFlow matchfields are used in the benchmark.
Application queries were filled with two types of values: a wildcard value that
matches all possible expressions in a matchfield versus a concrete expression that
may (and typically will) mismatch part of flow values. Queries were generated
with the same distributions of matchfield value as in flow entries, while inserting
a specific percentage of wildcards. That percentage varied in order to cover a
wide range of scenarios, i.e., from strong predominance of wildcards to almost
absence thereof.

For instance, the curbs in Figure 2 depict evolution of Nc upon increasing
F for three different Q, of sizes 100, 500 and 1000, respectively, all of them
having a 50% rate of wildcards. Quite to our satisfaction, while rather steep
in the beginning, each curb quickly reaches a plateau, as opposed to the linear
increase of the counter number (the diagonal in the diagram). Moreover, that
trend was observed regardless of the exact proportion of the wildcards. Thus,
in the 1000-query cases, FlowME reached reduction ratios of 1/10 (least wild-
cards) to 1/3 (most wildcards) over 10000 flows (hence 10000 per-flow counters).
Further details about our performance study, skipped here for space limitation
reasons, may be found in [10].

6 Related Work

The closest approach to the ours is ProgME [5], a traffic measurement tool, which
expresses application requirements in a rich query language where ∩, ∪ and \ are
used to compose queries from simpler ones. To answer a set of queries, ProgME
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Fig. 2. Number of managed counters for varying query set sizes.

decomposes them into a set of disjoints subqueries, and assigns a counter to
each one. In that, it does not rely on predefined flows. While our query answer-
ing seemingly only admits conjunctive queries, the very way ground sets of flows
emerge from the lattice enables set-theoretic difference to be simulated. More-
over, ProgME’s disentangling algorithm has not been proven optimal.

AutoFocus [11] is a tool for offline hierarchical traffic analysis. Like ProgME,
it doesn’t use predefined flows but rather discovers them. To that end, it mines
hierarchies of frequent generalized values for each matchfield and combines them
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into a global multidimensional structure that pinpoints both the most significant
and some deviant flows. The approach boils down to mining frequent generalized
patterns on multiple dimensions. In comparison, our lattice contains the closed
patterns of matchfield values from F which is a strict subset of all patterns.

Current flow-based monitoring and collection systems like Cisco Netflow,
FlowScan [12] and sFlow [13] track all flow statistics continuously at a specific
sampling rate. This generates a large number of transactions and a management
bandwidth usage proportional to the number of flows, regardless of real applica-
tion needs. The comparison of FlowME to a flow-based measurement technique
(section 5) shows a large improvement in the number of managed flows.

7 Conclusion

We presented an FCA-based solution to the traffic measurement optimization
problem which looks after the hardware counters required in order to answer
a given set of measurement queries. The underlying mathematical approach
amounts to finding a minimal partition of the set flows currently installed in
a switch and then assigning a counter to each set from the ppartition.

The main benefits of our approach have been experimentally confirmed within
a realistic situation: The results show both a significant reduction in the number
of hardware counters and excellent performances.

Our current focus is on dynamic maintenance of the ordered structures com-
posing the solution, i.e., the concept lattice and its projection subsemilattice.
We consider various realistic evolution scenarios, e.g., the injection of new flows
and/or queries, and examine the adaptation of methods for what is known as
incremental lattice construction [14].
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Abstract. The convenience of sharing of digital contents in social network 
makes protection of copyrighted digital content a concerned problem. So many 
strict methods such as DRM technology are used to protect digital content, 
which makes enforcement of properly copyright laws difficult in social network 
such as fair use, a general concept denoting the legally protected right of people 
to use content based on exceptions and limitations of copyright laws. The paper 
firstly discusses the problem of fair use in social network from point of view of 
laws, rights holders and users of digital content. Then a fair use mechanism 
based on MRuleSN model, a multi-party authorization model for social net-
works proposed by the author. Finally, an example demonstrates the effects and 
flexibility of the methods. 

Keywords: Fair use · Social network · Digital content · Copyright 

1 Introduction  

The convenience of sharing of digital contents in social network makes protection of 
copyrighted digital content a concerned problem. So many strict methods such as 
DRM technology are used to protect digital content. Digital Rights Management 
(DRM) technology has been promoted as the solution to protecting copyright of digi-
tal media. However, current DRM technologies do well in limiting usage of a work, 
but are basically not good in enforcing properly copyright laws. In most countries, 
copyright law allows for a number of exceptions that allow users to make use of a 
work that would otherwise be a violation of copyright. These exceptions are known as 
copyright exceptions in Europe and fair use in the USA [1]. 

Fair use is a difficult problem to implement on a computer. Felten [2] argues that 
complexity of evaluating fair use is a “AI-hard problems”. Timothy [3] sums up a 
number of thoughtful suggestions concerning how best to implement copyright excep-
tions. And Cheun et al. [4] propose a two-part approach that can allow both users to 
assert new rights contributed to fair use and the copyright owners to track the source 
of possible copyright infringement. We [5] propose a fair use mechanism whose  
                                                           
 This paper is supported by the National Natural Science Foundation of China under Grant No. 
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 Research on Fair Use of Digital Content in Social Network* 171 

features include rights assertion without limitation, audit logging and misuses trigger, 
which brings a fair use mechanism nearer to offline world. 

The paper present a fair use mechanism based on MRuleSN model, a multi-party 
authorization model for social networks proposed by the author, which demonstrates 
the effects and flexibility of the methods. The methods can get an excellent balance 
among social network system, right holders and users under copyrights laws. 

2 MRuleSN Model 

MRuleSN is a multi-party authorization model for social networks, which processes 
the problem of ownership by single ownership and multi-party shareholders. The 
model adopts extended w-Datalog rules to express authorization, which owns more 
powerful flexibility, fine-grained access control and authorization expressiveness. 

MRuleSN divides the subjects of a social networks into three parts: users, user 
groups and system group, which forms a hierarchy as follows.  

 
 
 
 
 
 
 
 

Fig. 1. Hierarchy of users in social network. 

In the hierarchy, users can join a user group to become the group member, and all 
user groups belong to the system group. We stipulate a user group can’t belong to 
another group and all users belong to the system group by default. 

Definition 1 (Subject Hierarchy). A subject hierarchy is a 3-tuple (U, UG SG, ≤). 
Where U is a set of user-ids and G is a set of identifiers of user groups, SG is the set 
of identifiers of system group. ≤ is a partial ordering having following rules: 

(1) u∈U, g∈UG SG, u≤g u is a member of g.  
(2) u∈U,sg∈SG u≤g. 
(3) #SG=1 

The rule 1 shows if u is a member of g then u≤g. The rule 2 shows that all users are 
members of system group by default. The last rule shows there is only one system 
group in the system.  

[6] proposes a rule-based access control model in terms of the relationship type, 
depth and trust level existing among users in the network. Our rules adopt extended 
w-Datalog rules to express authorization as following rule: 

w0:P←w1:L1, …, wk:Lk, [wk+1:Lk+1], …, [wm:Lm], Lm+1, …, Ln                      (1) 

system group

colleague schoolmate User A User B 

User C User D 
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where p is an atom and Li(1≤i≤n) is a literal, wi(0≤i≤m) is a weight which is a real 
number greater than zero. [] means the literal is optional.  

A w-Datalog rule is an extended Datalog rule that adds weights to head and some 
literals of Datalog rules. We need 



k

i
iw

1

+[ 


m

ki
iw

1

]≥w0 when evaluates a w-Datalog 

rule except the evaluation of a normal Datalog rule. If the literals in [] aren’t true which 
can’t influence if the rule is true like standard datalog rule. But if the literals in [] are 
true they contribute their weights to the evaluation of rules. 

3 Fair Use in MRuleSN Model 

Fair use indicates the exceptions that allow the rights to use a copyrighted work with-
out a license. We consider there are three aspects to apply the fair use. From point of 
laws, some situations for fair use can be necessary and mandatory for right holders 
such as criticism, comment, news reporting, and teaching. From point of users, the 
digital content should have a fair use as physical world such as lending to a friend or 
some private uses. Normally, users wish that the protection of digital content is more 
loosely and freely, but right holders may wish a balance between fair use rights and 
digital content protection. They worry  misuses of fair use rights but also worry too 
restrictive protection of digital content to reduce the wills of using their products, So a 
good mechanism of fair use should do its best to satisfy the needs of all three parties.  

Figure 2 represents fair use mechanism we present in MRuleSN model. In system 
level, there are two kinds of rules. One is the fair use rules by laws that are the parts 
of clear and unambiguous. The rules are mandatory and all other fair use rules must 
obey the rules if there are conflicts among them. So we set the rules for system group 
that has a global effect in the system. Except the rules by law, the system maybe has 
some specific fair use rules that are negotiated by system、right holders and users to 
balance their relations, which consider the balance of rights protection and ease of 
use.  

 
 
 
 
 
 
 
 

Fig. 2. Hierarchy of users in social network 

To right holders, they maybe have some more restrictions on fair use of the con-
tent so they can set some special rules on the content. To users or user groups, they 
maybe have some their own judgments about their fair use rights so they can set the 
fair use rules themselves. And the right holders and users all are inclined to expand 
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User group 
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their rights so the system must have some mechanisms to adjust their tendency so that 
a reasonable authorization can be achieved. 

So a good fair use authorization rule is similar to some voting mechanisms, the fair 
use rules by law have the mandatory preemptive rights, the fair use rules in system 
level are negotiated by system, right holders and users, which also decide the voting 
mechanism and authorization decision. Fair use rules decided by users means users 
can assert their fair use rights without limitation. To prevent misusing the rights, an 
audit logging and warning mechanism must be included in the mechanism. As shown 
in figure 3,  the authorization rule should be a rule similar to the following rule: 

cando(s, o, p)←AuthbyLaw(s, o, p)                               (2) 

cando(s, o, p)←l: Authbyuser(s, o,p), [m: Authbyuser(s, o, p)], [n Authbyowner(s, o, p)]  (3) 

The rule (2) says the users can do their jobs authorized by laws. The rule (3) 
specifies authorization by system is necessary and also some authorizations from right 
holders or uses themselves may be needed to acquire enough weights to do their jobs.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Authorization Mechanism in Social Network for fair use. 

4 Implementation and Example 

In our previous research, we have realized the evaluation of w-Datalog rules and im-
plementation of MRuleSN Model. Here we only show how to implement the fair use 
mechanism. We assumes there are two user groups in our social network. One is the 
education group consisted of the students and teachers in a non-profitable school. 
Another is the training group which is a profitable business training group. David is 
the teacher of the education group and also a part-time teacher of training group. 
“Physical World” is a digital content David has buy from content provider.  
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Fig. 4. Authorization Mechanism in Social Network for fair use. 

Firstly, we have the following rules by laws: 

AuthbyLaw(s1,s2, o, p)←own(s1,o), purpose(s1,s2, o, p, “teaching”)            (4) 

AuthbyLaw (s1,s2, o, excerpt)←own(s1, o), purpose(s1,s2, o, excerpt, “news reporting”)  (5) 

The rule (4) explains that if s1 owns a digital content and for the purpose of teaching, 
s1 can give the right to s2. The rule (5) shows that if s1 owns a digital content and for the 
purpose of news reporting, s1 can grant s2  to excerpt the content.  

Secondly, fair use rules by system as follows: 

purpose(s1,s2, o, p, “teaching”)←member(s1,g), member(s2,g),type(g, “education”)  (6) 

purpose(s1,s2, o, p, “training”)←member(s1,g), member(s2,g),type(g, “training”)  (7) 

AuthbySystem(s1,s2, o, p)←own(s1,o), purpose(s1, s2, o, p, “training”)         (8) 

AuthbySystem(s1,s2, o, copy)←friend(s1, s2)                         (9) 

The rule (6) explains concretely what is the purpose of teaching in the system, 
which is if s1 and s2 belong to the same group and the type of the group is “educa-
tion”. The same method the rule (7) explains concretely what is the purpose of train-
ing. The rule (8) shows that if the purpose is train the system also allow s1 gives the 
right to s2. The rule (9) shows if s1 has a direct friend relation with s2 then s1 can give a 
copy to s2. 

Thirdly, we has the following rules set by right holder of “Physical World” 

Authbyowner(s1, s2, “physical world”, excerpt)←own(s1, “physical world”), AuthbyLaw  
(s1, s2, o, excerpt), sendmessage(SYSTEM, s2, “physical world”, “excerpt)                 (10) 

Authbyowner(s1, s2, “physical world”, copy)←AuthbySystem(s1, s2, “physical world”, copy), 
DeleteObject(s1, “physical world”)                                                        (11) 

The rule (10) shows the right holder of “Physical World” wish a message can be 
sent to system if someone wants to excerpt the content. The rule (11) shows if s1 
sends a copy of “physical world” to s2 and the authorization comes from system then 
the copy of s1 must be deleted. That is, only one copy of the digital content can be 
existed among s1 and his friends. 

Fourthly, the authorization rules are as follows:  

cando(s2, o, p)←AuthbyLaw(s1,s2, o, p)                          (12) 

System group

Education group Training group

Jenny David Mike 
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1:cando(s, o, p)←0.5: Authbysystem(s, o,p), [0.4: Authbyuser(s, o,p)], [0.6 Authbyowner(s, o, p)]   
 (13) 

cando(s, o, excerpt)←Assert(s, o, excerpt), sendmessage(SYSTEM, s, o, “excerpt)   (14) 

The rule (12) shows if permmitted by laws, the authorization is permmitted. The 
rule (13) shows the weight proportion of three parties in deciding the authorization, 
which means if permitted by sytem and right holders or by users and right holders or 
by three parties together, the authorization is true. And authorization by system is 
necessary, the others are optional. The rule (14) shows if the users assert his excerpt 
right, then he can get the authorization with a message sent to system.  

Lastly, we consider how David executes his fair use rights. David has the follow-
ing methods to execute their fair use rights:  

(1) Rights given by laws. For example, if David want to copy his “Physical World” 
digital book to Jenny for a class, then Jenny needs an authorization cando(jenny, 
“Physical World”, copy), which can be acquired from rule (12), (4) and (6).  

(2) Rights negotiated among system, right holders and users. For example, if David 
want to copy his “Physical World” digital book to Mike, then Mike needs an authori-
zation cando(Mike, “Physical World”, copy). From rule (13) we know Mike needs an 
accumulation of weight greater and equal 1. Then from rule (8) we know Mike can 
acquires system authorization with a weight 0.5, and from rule (11) we know Mike 
can acquire authorization of right holders with a weight 0.6, which make Mike ac-
quire his authorization with the cost from rule (11) that David loses his authorization 
on  “Physical World”. 

(3) Rights asserted by the users. If David want to excerpt his “Physical World” for 
some purposes of comments. He thinks it is his fair use right, but he can’t acquire 
authorization from existing rules. From rule (14), he can simply assert the right and 
executes it by his own way, and the tradeoff is the assertion and some of information 
of his will be sent to system. 

In our fair use mechanism, the social network system play an important third party 
role, which is in the neutral position of deciding authorization of fair use of copy-
righted works and may be a government-operated licensing authority according to 
Timothy [3]. In the example of David asserting his excerpt rights, the right holders 
can’t limit the fair use rights assertion of users directly, but they can set some notices 
from the third party authority if the users have some misuses matching the rules.  

5 Conclusions 

Fair use allows “unauthorized but not illegal” actions, which brings a difficult prob-
lem to implement on a computer. In this paper we have proposed a fair use mechan-
ism in social network which combines social network system, right holders and users 
under copyrights laws. The methods can get an excellent balance among the three 
parties.  



176 Y. Huo et al. 

References 

1. Arnab, A., Hutchison, A.: Fairer usage contracts for DRM. In: Proc. of the Fifth ACM 
Workshop on Digital Rights Management, Alexandria, VA, pp. 1–7 (2005) 

2. Felten, E.: Skeptical view of DRM and Fair Use. Communications of the ACM 46(4),  
57–59 (2003) 

3. Timothy, K.A.: Digital Rights Management and the Process of Fair Use. Harvard Journal of 
Law & Technology 20(1), 49–122 (2006) 

4. Chong, C.N., Etalle, D.S., et al.: Approximating fair use in licensescript. In: 6th Int. Conf. 
of Asian Digital Libraries, Kuala Lumpur, Malaysia, pp. 432–443 (2003) 

5. Zhong, Y., Zhen, Z., Lin, D.-m., Qin, X.-L.: A method of fair use in digital rights manage-
ment. In: Goh, D.H.-L., Cao, T.H., Sølvberg, I.T., Rasmussen, E. (eds.) ICADL 2007. 
LNCS, vol. 4822, pp. 160–164. Springer, Heidelberg (2007) 

6. Carminati, B., Ferrari, E., Perego, A.: Rule-based access control for social networks. In: 
Meersman, R., Tari, Z., Herrero, P. (eds.) OTM 2006 Workshops. LNCS, vol. 4278,  
pp. 1734–1744. Springer, Heidelberg (2006) 



© Springer International Publishing Switzerland 2015 
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 177–182, 2015. 
DOI: 10.1007/978-3-319-25159-2_16 

Preserving Multi-view Consistency  
in Diagrammatic Knowledge Representation 

Dominik Bork1(), Robert Buchmann2, and Dimitris Karagiannis1 

1 Faculty of Computer Science, University of Vienna, Vienna, Austria 
dominik.bork@univie.ac.at, dk@dke.univie.ac.at 

2 Faculty of Economic Sciences and Business Administration,  
Babes Bolyai University, Cluj-Napoca, Romania 
robert.buchmann@econ.ubbcluj.ro 

Abstract. Multi-view conceptual modeling provides means for representing, 
with diagrammatic means, the knowledge describing a “system under study” 
whose complexity cannot be captured in a single comprehensible representa-
tion. Typical examples are available in the field of enterprise modeling, where 
models are inherently layered or partitioned, a feature that must be enabled at 
meta-modeling level by means of abstraction and decomposition. Multi-view 
modeling must provide means for coping with the complexity of enterprise 
knowledge representations through consistency preservation techniques across 
multiple, interrelated views. The paper at hand formulates the conceptual func-
tions fulfilled by multi-view modeling and provides a demonstrative implemen-
tation in the context of the Semantic Object Model enterprise modeling method. 

Keywords: Multi-view modeling · Diagrammatic knowledge representation · 
Metamodeling 

1 Introduction 

Diagrammatic conceptual models as means of knowledge representation emerged at 
the intersection of knowledge management (seen as a specialization of intangible asset 
management) and knowledge engineering (seen as a specialization of artificial intelli-
gence). They can be involved in the typical scenarios and stages addressed by the 
knowledge science, as identified by [1] (e.g., process mining/discovery, reasoning, 
organizational knowledge creation). One particular concern that distinguishes dia-
grammatic modeling from non-visual knowledge representation is a decomposition 
requirement, and a particular answer to this is multi-view modeling, where different 
types of models represent different facets of the same system. Their consistency must 
be preserved due to existing structural or semantic dependencies. Depending on the 
application domain, various meanings for the “view” and “multi-view modeling” 
notions are implied (cf. [2] for an overview). In the following, multi-view modeling 
methods are considered a specialized instantiation of the generic modeling method 
definition introduced by Karagiannis and Kühn [3]. Conceptual viewpoints may be 
conceived by defining metamodel partitions with different conceptual coverage,  
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having structural or semantic dependencies between their concepts. We hereby reduce 
their consistency preservation strategies to two techniques defined on an conceptual 
level - state translation and transition translation – then we illustrate the two tech-
niques by implementing them for the Semantic Object Model (SOM) enterprise 
modeling method [4]. The proof-of-concept modeling tool is hosted by the Open 
Model Initiative Laboratory1 (OMiLAB) [5]. 

The remainder of the paper is structured as follows: Section 2 states the research 
challenges and discusses related works. In Section 3, the two proposed techniques are 
formulated as abstract patterns on a metamodeling level. These are instantiated in a 
modelling tool [6] implemented for an illustrative project-based case in Section 4. 
Conclusions are drawn in Section 5. 

2 Research Challenges and Related Works 

The work started its investigation from trying to understand the rationale for which 
views are necessary in enterprise modeling (addressed by Section 1). Further on, we 
faced the following challenges when engineering new modeling methods and 
developing modeling tools for concrete cases: RC1. What techniques are necessary 
on metamodeling level to preserve consistency in multi-view diagrammatic knowledge 
representation? RC2.  How can these techniques be instantiated for concrete cases of 
enterprise view representation? 

While the multi-view concept is not an innovation in itself, in the existing literature 
it has been employed as means of facilitating separation of concerns in the contexts of 
enterprise architecture frameworks or software engineering. Standards such as 
ISO/IEC/IEEE 42010:2011 prescribe software architecture design methodologies that 
acknowledge the need for viewpoint specifications. Software engineering typically 
deals with a three-layered schema (physical, conceptual, external according to 
ANSI/X3/SPARC [7]) or a four-view schema (development, process, physical, logi-
cal, according to the 4+1 model [8]).  

[9] investigates four domain-specific modeling language tools supporting view-
based modeling from an industrial background and builds a taxonomy for view-based 
domain-specific modeling. However, the authors focus on the specification of the 
views and not on the consistent utilization of multi-view modeling. [10] developed 
multi-view modeling principles for the SOM method, contrasting diagram-oriented 
and system-oriented approaches. Recently, [11] characterized a set of multi-view 
modeling approaches in the context of embedded and cyber-physical systems. The 
work of [12] provides a multi-view method without considering consistency 
preservation strategies at metamodeling level, while [13] integrates views weakly by 
means of annotative semantic relations. 

None of the identified approaches discusses multi-view modeling on a generic 
level taking into account not only the origin of the viewpoints – the decomposition 
requirement – but also the processing of the multiple views by means of modeling 
operations and the inconsistencies raised by their execution. 

                                                           
1 OMiLAB SOM project page, http://www.omilab.org/web/som, last checked: 23.07.15 
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In the views-by-design approach, transition translations (T) specify the trans-
formation of the effects of a modeling operation Op1, applied to v1, into a semantical-
ly equivalent operation Op2 that needs to be applied to v2. Thus, transition translations 
integrate the multiple views in a dynamic manner. 

4 Preserving Consistency in the SOM Modeling Method 

The SOM method [4] enables integrated modeling of enterprises by combining three 
layers. Each layer is further decomposed into multiple viewpoints. On the first layer, 
the enterprise plan layer is specified using the viewpoints object system and target 
system; hereby taking an external perspective on the enterprise. At the central layer, 
the business process layer, business processes (bp) are described from an internal 
perspective composing four viewpoints: Interaction Schema (IAS), Task-Event 
Schema (TES), Object Decomposition Schema (ODS), and Transaction Decom-
position Schema (TDS). The business application system layer specifies the re-
sources from an internal perspective composing the viewpoints: Schema of Task 
Classes (TAS) and Schema of Conceptual Classes (COS). On each layer different 
multi-view modeling approaches are utilized as discussed in the following. 

4.1 Transition Translations for SOM Views-by-Design Modeling 

Fig. 3 illustrates the integrated metamodel of the bp layer of SOM. The metamodels 
of IAS and TES, visualized using dashed boxes, are overlapping, e.g., the concept 
Business Transaction is part of both, IAS and TES. The ODS and TDS models solely 
visualize the hierarchical decompositions of Business Objects and Business Transac-
tions, respectively. 

 
Fig. 3. Views-by-design in SOM modeling [4] 

SOM also specifies the initial business process model the modeler interacts with 
simultaneously, following the views-by-design approach. SOM defines modeling 
operations a modeler applies in order to refine the initial model. These rules are speci-
fied formally [15] using the modeling constructs of the integrated metamodel.  
The effects of applying a modeling operation to one view are immediately  
transformed into semantically equivalent changes to all other affected views  
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modeling methods; b) the integration of the presented techniques into MUVIEMOT, a 
conceptual modeling method for multi-view modeling tools [16]; c) the identification 
of multi-view requirements that cannot be supported with the presented techniques. 
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Abstract. The automotive industry is becoming increasingly innovative, gene-
rating data of massive dimensions during development. The paper analyzes the 
impact of Big Data on the automotive industry and presents a detailed study on 
the current and future contribution that Big Data has on the performance of or-
ganizations. As an original solution, the paper analyses the mapping of Know-
ledge Management and Big Data in R&D projects from Automotive Industry. 

Main contributions of the research are the creation and study of a model 
comprising the activities that should be performed inside an automotive organi-
zation for Big Data projects. The paper presents an applicative mathematical 
paradigm for pilot projects in order to have a positive ROI (Return of Interest) 
and enhance their success rate. The methodologies used during research were 
bibliographic research, mathematical modeling, interviews and an observational 
study in a top-tier automotive organization. 

Keywords: Big data model · Knowledge management · Automotive industry · 
Pilot projects 

1 Introduction  

Information, data and knowledge are all gathered to produce wisdom, this being the 
main objective in organizations of all kind; by having more data inputs, storage, and 
computing resources than ever [1], Big Data becomes a defining feature of the world 
around us. The key characteristic of BD (“BIG DATA” will be referred on this paper 
as simply BD) is the exponential grow of created data that must be collected, struc-
tured and stored. Because currently 90% of existing data was created in the last years 
[2] and it is continuously growing, it is harder and harder for people to extract the 
relevant information’s for their work or personal activities.  

The growth rate of information in the world is reaching new heights in every  
domain: in 2013, according to the EMC/IDC Digital Universe Studies there were 
about 4 zettabytes (a zettabyte is 10 power 21 bytes or a billion terabytes) of stored 
information in the whole world and this amount is doubling every two years [3].  
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Fig. 1. Interest over Big Data vs. Knowledge Management 

By 2016, global Internet traffic is expected to reach a massive increase by 1.3 zetta-
bytes annually (according to a report by Cisco [4]), approximately the equivalent of 
10.000 DVDs per second. The size of data, its variety and the generating rate are in-
creasing in other fields as well: astronomers expect to be delivering up to an exabyte 
(a exabyte is 10 power 18 bytes or a million terabytes) a day of raw data [5] (that is 
2.800 DVDs per second) from the Square Kilometer Array (SKA). Biology adds val-
ue and veracity to the needed attributes when decoding the human genome and trying 
to replicate the DNA storing capacity [6]; scientist estimate that one gram of DNA 
can (theoretically) hold 455 exabytes (that is 3500 DVD pers second !). 

The result of this paper is intended to provide an overview regarding the impact 
and risk that Big Data is having on the business and activities of organisations and can 
be used by management or workers in the R&D centers of automotive industry.  

2 Big Data and KM Research - Interest and Results 

Google was one of the firsts to realize the potential of Big Data and apply it in real 
world situation for identifying flu outbreaks based on USA citizen search terms re-
garding flu symptoms. Initially the reports showed an accurate presumption rate (bet-
ter than that of the CDC- Centers for Disease Control and Prevention) but later this 
attempt on Big Data mining subject led to the controversial Google Flu Trends fail-
ure: “large errors in flu prediction were largely avoidable, which offers lessons for the 
use of big data”[7]. 

Nevertheless there are also recent appraisal stories concerning big data impact, as 
this one involving Twitter and pooling on American Elections, where the model 
proved to be a success and of a real use in future prediction on USA Presidency win-
ners based on number of tweeted messages concerning them [8]. 

It has been observed a 
clear fall of interest 
(scholar one alike) in the 
field of Knowledge 
Management, after its 
popularity spike started 
in the 90’, mostly be-
cause of setbacks in 
practical implementation 
inside companies; but 
there were also other 
reasons accounted for 
that, like : lack of performance indicators, inadequate management support, problems 
with organizational culture improper budgeting [9], these are to be considered key 
points for assuring the success of implementing Big Data initiatives and evading the 
down road of previous endeavors. 

Google Trends analyzes a percentage of Google web searches to determine how 
many searches have been done for the terms you’ve entered compared to the total 
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Fig. 2. Flow for Big Data projects in automotive 
industry 

number of Google searches done during that time. Figure 1 is a graphical representa-
tion of the relative popularity of “knowledge management” and “big data” as a search 
term from 2004 to present by Google Trends™ [10], and not intended as an academic 
impact survey.  

Following a recent IDG Enterprise survey [11] of 1,139 IT decision makers, the in-
terest in BD inside organizations continues its steady rise. More than half (53%) of 
respondents are currently implementing or intend to implement Big Data-driven 
projects within their organizations in the next year (this being a 6% increase from 
2014) and a further 8% of companies are considering starting their own programs in 
the near future. 

3 An Approach on Handling BD and KM in Automotive 
Industry  

Big data is one of the key points and opportunities for automotive industry (OEMs 
suppliers, automakers and aftermarkets sellers alike) regarding information technolo-
gy solutions, according to a new Center for Automotive Research study released re-
cently [12]. In the automotive industry, that ranges from your vehicle’s driving data to 
analyzing how efficient an assembly 
line worker’s movements are when 
assembling a vehicle. 

For a BD project to become a suc-
cess, a steady flow of revenue has to 
be considered from the start, proving 
the usefulness of the concept and 
acquiring Management support. Fur-
thermore, IT collaboration is needed 
on every step in order to fulfill the 
continuous integration of the current 
project inside the organization 
workflow.  

A suggested flow in automotive in-
dustry to implement Big Data pro-
grams is presented here. Data, from 
Big Data as itself, can become a 
new revenue streams for 3rd parties 
and partners based on monetizing 
the analysis of vehicle data, with respecting all the concerns regarding privacy and the 
ethics altogether, and giving value to Knowledge Management. When referring of the 
sensors that are in the car cockpit or the infotainment system, these could track what 
genre of music or cigarettes a driver use and then suggest real-time targeted ads for 
the band newest album or such. 

The model proposed describes the life-cycle of an automotive project, with a normal 
duration of 3-5 years and introduces a new KPI for acquiring Management support: ROI, 
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Return of Interest metric, a mathematic estimation of the time when a Big Data Initiative 
will turn profitable and prove its utility, taking in consideration the factors described 
below. The proposed model can be modularized and particularized by adding another 
layer and thus extending it. The circles represent the time flow until project kickoff and a 
proven successful investment, with the identified modeled costs and benefits:  , 0, 7                                   (1) , 0, 7                               (2) 

                      (3) 

Where t is time of the project, a normal medium-based automotive project with BD 
technology applied can take up to 3-4 years. In this model a larger limit was set in 
order to apply the function to specific customer projects: short carry-overs or complex 
long term.  

 

- KH is Know-How (Knowledge Management) needed to start the project modeled 
as  ; a constant that will become a descending line variable ( ) 
on future projects that slowly approaches 0 as the technology is fully grasped; KH 
directly influences the other two costs, being the most important aspect, and the one 
that will be carried over to the future projects, influencing both the personal and ma-
terial factor.  
- E is Equipment/ Material, modeled as a linear amortization  (pro-
portional set with the product lifecycle immobilization) with ε the amortization factor 
for different equipments, defined in catalogues and Pd the estimated Project Duration.   
- RC is the organization/people Resistance to 
Change; expressed as  sin , 0,6  1,10  – 
initial resistance and  1,2  – flexibility 
factor, organization specific values. The sinus 
model represent the natural initial resistance, 
until some profit/benefit is discovered, slowly 
passing the neutral stance and starting to be-
come an agent of change until the current project is finish and then slowly descending 
again below 0 for the next challenges (similar trajectory as the normal seven years 
market life cycle of a new automobile, until a change is needed to preserve customer 
interest). Its top point is attained when the real benefits appear, at the end of the 
project, at 4.4 years in our plotted example. Plot[3 * Sin[1.1 * x-], {x,0,5}]. 
- CR is Cost Reduction applied to all previous costs, modeled as a compressing factor 
as    ,  and can be considered the “continuous improvement 
factor”; where Rc is the reduced costs and is always lower than the current Pd value; for 
example in the third year there can’t be more than two reduced costs, with the goal for 
Rc to approach Pd as much as possible, and making all the costs 0 at the limit of Rc. 
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Detailed costs expression:   /  , 0, 7        (4)                               

- DR is Data Resell to other organizations, modeled as  Max ,, ;  0,    and repre-
sented by an increasing slope only after the 
project has proven concept (ex: after a quarter 
duration has passed) and finishing soon after the 
project ended; legal limitations to selling data to 
3rd party after the project ended are implied here 
as well. PCt- project specific constant, defines 
the time from which structured BD starts to prove useful to other organizations. 3rd 
party data revenue stream inflexion point generally coincides with RC inflexion point 
on the time scale, because when a stream of benefits starts, the personal perception 
towards the project shifts on an optimistic side. On future projects when the Know 
How constant will become a variable, it will also influence the DR starting point to 
generate revenue, moving it earlier.  
- PK is the final Project Kickoff, delivery, mass production and sale inflow start to 

roll up, modeled as  where Pd is project duration, 0, nor-
mal delay factor, calculated considering all the time buffers taken through various 
stages of the project in order to obtain the KPI of “No delay to final customer”. 
Plot[e . , , 0,8 .  

Transforming the detailed Benefits expression:   , , ;  0,   , 0, 7      (5) 

The Return of Interest (ROI) is a time based function which will be represented as 
the benefits minus the costs and taking into consideration the unknown risks and ex-
ternal technological factors. ROI will become slowly positive after P, inflexion point 
(defined at t=0), but the main stream of revenue will be seen at the end of the pilot 
project due to the exponential model of the main benefit; in this way, one project will 
fund and accompany the next one.        (6) 
- R, unexpected factor - risks in development stage; Rm - needed Risk Management 
effort. 
-  is the outside, external, technological advance (considering the start of the project 
as a milestone) that can disrupt the projected expected margin; a value of 1 meaning 
that other organizations haven’t accomplished any breakthroughs since the start of the 
pilot project. 

Now, by replacing -4- and -5- into -3- we obtain the final complex ROI function.          (7) 

Example: A standard expected ROI for a 5 year projects with the factors as follow: 
De=2.27, Pct=2, =3, K=5, IR=2, FF=1.5, Rc=4, R=14, Rm=4, =1; Result plotted 
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with Wolfram Mathematica™ Plot[e . 2 1 2  Sin 1.5  , 0,6 . 
The L point on the graph 

represents the lower bound of 
the ROI; from there, all cost 
elements (personal, material and 
knowledge) start to decrease 
until the calculated P inflexion 
point, where the project is al-
ready turning profitable. The 
project is generating positive 
ROI after 4.4 years from a total of 5, whereas traditional models generally accomplish 
this only after the final stages of development, when the project has successfully 
ended and the sales operation begins. 

The mathematical model can be future improved by changing it to an integrative, 
economic approach using  for better refining the final outcome as the 
sum of all the previous ROI stages; from point based to continuous calculation. 

It's important to start thinking about data as an asset, rather than as a cost, organi-
zations would have to spend some initial money to develop on the long term, and this 
is always the fearsome part without solid ROI projection at the beginning. We consid-
er that pilot projects, following a solid proof of concept for the high-end managers, 
will help create a clear road map for any Big Data initiative and weigh heavily on its 
success by adding real business value. 

4 Conclusion and Further Applicable Work 

The result of the research is a model that can be deployed into R&D centers of auto-
motive organizations, especially on BD pilot project that enhance the success rate. 
The return of investment is calculated, being proved that will be a positive one, 
through a metric that can be simulated and presented to higher management for a 
starting decision. 

For further research it is intended to implement the model into a R&D BD project 
and also to analyze the BD approach for another important field from automotive 
industry, the interconnected cars. The old Renaissance desideratum where “one can 
gather all the knowledge” might come in our grasp sooner than expected thanks to the 
exponential growth and expenditure of Big Data. 
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Abstract. Users behavioral patterns are one of the main research direc-
tions in web usage mining. Web based educational systems are par-
ticularly interesting since behavioral patterns are closely related to
educational performance. In this paper we focus on attractors in web
based educational systems, i.e., qualitative specific behavioral patterns
to which users adhere over time. The research has been conducted on a
locally developed e-learning platform called PULSE. Data gathered from
weblogs have been preprocessed and conceptual landscapes of knowledge
have been built using Formal Concept Analysis. Users behavioral pat-
terns have been detected herefrom, or by moving ahead a triadic view.
Triadic concepts enabled us to detect unstructured attractors, while con-
ceptual hierarchies and triadic concept sets made possible to investigate
the educational attractors and to derive valuable knowledge about bun-
dle of users and their behavior related to their educational performance.

Keywords: Web usage mining · Behavioral patterns · Formal concept
analysis · Triadic formal concept analysis

1 Introduction

Web analytics provide a rough insight about the usage of a website. Even if they
are mainly used on e-commerce site they are not precise enough for educational
content [1]. Web usage mining [2] constitutes an important feedback for website
optimization, personalization [3] and predictions [4]. Survey [5] present educa-
tional data mining work on recent educational data mining advances. It is found
in [4] that offline information such as classroom attendance, participation and
attention were suggested to increase the efficiency of such algorithms.

In this paper we focus on detecting users behavioral patterns in web based
systems which might give interesting clues related to user interaction with the

This paper is a result of a doctoral research made possible by the financial
support of the Sectoral Operational Programme for Human Resources Develop-
ment 2007-2013, co-financed by the European Social Fund, under the project
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research.
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web system. The study of users behavioral patterns might give valuable knowl-
edge on how the system works from the users point of view or valuable insights on
how the system itself can be improved. This research is a direct continuation of
[6], where we have studied users behavioral patterns using Triadic Formal Con-
cept Analysis (3FCA). In this paper, we focus on attractors, behavioral patterns
to which users adhere while using the web based educational system: educational
attractors, suggested or desired either by the educator or by the structure of the e-
platform; or unstructured attractors, i.e., frequent user behavioral patterns inde-
pendent of the imposed navigational structure of the e-platform. Every attractor
defines a bundle of users having a certain behavioral pattern after adhering to
it. One can investigate how these behavioral patterns are related to the educa-
tional performance or check some temporal related aspects. We have grounded
this research on the Conceptual Knowledge Processing paradigm, since knowl-
edge inference and acquisition stays in the foreground of this approach. By this,
we have filtered knowledge structures using Formal Concept Analysis (FCA).
Herefrom, behavioral patterns are detected and attractors are highlighted. We
would like to emphasize that even if we have focused this research on a locally
developed e-learning instrument called PULSE [7], the study of attractors and
of the knowledge derived from behavioral patterns can be easily extended to any
platform which can be freely accessed and is open to navigation [4].

The PULSE platform, which is personalized for every user that enters it, was
mainly designed to be used for presenting theoretical support for the studied
subjects and automatically setting assignments and recording evaluations for
individual work and tests. The system was progressively built and enhanced
according to its users needs. This gave us the necessary access to improve not
only the educational content on PULSE but also to its design, since we wanted
to have an informed learning management system that continually educates itself
about the requirements of its users as a result of the feedback offered by various
pattern mining tools and thus to evaluate the effectiveness of PULSE.

2 Investigating Behavioral Patterns Using Conceptual
Landscapes

Web usage behavior and user dynamics are captured in logs, which were cleaned
from accesses of robots and spider crawlers. We clustered our data correspond-
ing to actual student groups, academic week time intervals and classes of access
files. Conceptual landscapes of knowledge have been built using the conceptual
knowledge management system ToscanaJ [8]. When appropriate, we switch to a
triadic view, using a locally developed extension Toscana2TRIAS which allows
the selection of triadic data starting from a given set of scales, even if the underly-
ing dataset does not have an inherently triadic structure. In [6], we have detected
mainly quantitative behavioral patterns (e.g., relaxed, normal and intense). In
this paper, we make a step forward towards the study of more qualitative behav-
ioral patterns, by combining them with attractors.
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Conceptual landscapes are a metaphor introduced by R. Wille [9], where
various tasks of knowledge processing like exploring, analyzing, investigating,
improving and restructuring are described within the framework of FCA. The
major advantage of using FCA w.r.t. other methods rely on the effectiveness of
its algorithms and on the graphical expressiveness of conceptual hierarchies, used
for further communication and processing, knowledge acquisition and inference.

3 Attractors in Web Based Educational Systems

Behavioral patterns of user visits of an e-platform are characterized by some
parameters (visited pages, frequency, time on page). These are either individ-
ual patterns or (sub)group patterns and their study gives a valuable insight on
how users are navigating and behaving in such a web based platform. On the
other hand, one would like that users adhere to some specific patterns and then
evaluate the efficiency and the compliance of this adhesion to the scopes of the
platform, but also one might be interested in types of behavioral patterns which
are to some degree unintended or independent to the design and the content of
the web platform. These are called attractors, behavioral patterns to which users
adhere while using the educational system, and are distilled from frequently vis-
ited chain of pages where some deviation from the visit habit is allowed. Finding
these attractors is particularly valuable since they offer a more qualitative per-
spective of users behavior. Moreover, the entire design and scopes of some web
based platform can be defined and modeled in terms of attractors: state what
should users do and then evaluate if they adhered to these views or have found
their own ways to use the system. For web based educational systems, we focus
on three main types of attractors: educational, popular and critical attractors.

3.1 Educational Attractors

Educational attractors should reflect the educational purpose of the instruc-
tor and convince or persuade users to adhere to them. The browsing behavior
was captured in so-called page chains (i.e., sequences of visited pages where
the accessed page becomes the referrer for the next one). When the referrer is
not the same as the last page accessed it means that the user opened a new
browser tab or window, and we called that part of our page chain a new branch.
We are interested in specific subchains which reflect the structure of the edu-
cational attractor, allowing one or two pages deviation from that. Conceptual
landscapes have been used in order to investigate how students adhere over time
to the educational requirements of the web platform, respectively to correlate
their performance with these attractors. Figure 1 displays the results of this
investigation for the 9th week of the semester. There were considered sessions
of all enrolled students on the subpages related to that particularly laboratory.
The 88,07% represents the number of total visits on all other laboratories. The
educational attractor contains visits of the material provided for a laboratory,
the related lecture, the test paper given during the lecture and their correspond-
ing explanations Figure 1(b) highlights one of the main advantages of FCA,
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(a) Related teaching support (b) Laboratory support (assign-
ment, theory, example)

Fig. 1. Educational attractors for the 9th Laboratory

showing the interdependencies between the related pages (i.e., Lab Assignment,
Theory and Example) and the number of visits users made on exact these pages
together within the same visit. Thus, on average a student with higher perfor-
mance was more active, having more visits. However there are students from all
these categories in our points of interest as marked in Figure 1(b).

Then, using a triadic approach, we investigated our data, we have built triadic
data sets and we have computed triconcepts. These triconcepts express maximal
clusters of students, their pattern of handing the lab assignment, behavior and
performance at the practical exam, laboratory activity and final exam.

Investigating the triconcepts, we have noticed that there are students that
do not respect imposed deadlines or have an inconsistent behavior. As a conse-
quence, they have small grades, even if sometimes they have an intense usage
behavior. Students that have a normal or intense behavior and hand their assign-
ments in time receive good and very good final grades.

3.2 Popular Attractors: Branches

Popular attractors are those to which users adhere without being explicitly
intended by the design or the content of the portal. This type of attractor might
give important clues to what users consider to be interesting or the way they
would like the website to be designed. For instance, “branch-ing” behavior proved
to be a popular attractor. Students quite often open new tabs or browser win-
dows within the same session/visit. In order to understand this type of attractor,
we investigated what these separate branches contain. We discovered that more
than half of these visits contain branches with lab related content as shown in
Figure 2(a). Figure 2(b) depicts that only a fraction out of these visits have
consecutive branches that end and begin with such pages, which would suggest
the need of placing that content on the same page in PULSE. Similar happens
with lecture content pages.
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(a) any branches that contain one of
the labeled pages

(b) consecutive branches that end
and begin with one of the labeled
pages

Fig. 2. Sessions containing branches with laboratory related content

3.3 Critical Attractors

Critical attractors are behavioral patterns to which users adhere in stressful sit-
uations (deadlines, results posting). Critical attractors are a subclass of popular
attractors, but we emphasized them since they reflect different habits. From a
quantitative perspective, the number of visits increases in such periods of time.
It was interesting to detect that critical attractors are sometimes related to
accesses that are made on pages that contain either marks or results on which
students wait or some content which they copy and paste. The main pattern
for this type of attractor is a flash-like visit: students stay only a few seconds
and/or they refresh allot to see new content. Once this type of attractor has been
detected, we were interested in what are the students looking for in the period of
examinations, when this attractor is mostly active. The conceptual hierarchy of
Figure 3(a) shows that out of all pages which are flash-like visited, the students
visit the most the educational content. And within the educational content the
accesses are quite balanced as depicted in Figure 3(b).

(a) Which pages? (b) Which educational content?

Fig. 3. Qualitative Behavior: What are students visiting while preparing for exams?
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4 Conclusions and Future Work

This research was devoted to the study of a series of subclasses of behavioral
patterns in web based educational systems. While a general approach to web
usage behaviors has been conducted in [6], we identified in this paper specific
behavioral patterns which we called attractors which have been investigated
using conceptual landscapes (and by this, FCA and 3FCA). Nevertheless it would
be interesting to investigate the evolution over time of one user or that of bundles
of users adhering to a specific attractor using Temporal Concept Analysis as well
as to detect so-called trend-setters, i.e., users which firstly adhere to an attractor
and then generate a bundle of users following them.

These results also offer us a more detailed view on how students are using
PULSE. They also show us very precisely how this portal can and should be
changed to better serve students needs as content (eg., better deadline notifica-
tion) and as presentation (eg., more related content presented on the same page
to avoid the “branch-ing” behaviour).
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Abstract. As the size of smartphone touchscreens becomes larger and
larger in recent years, operability with single hand is getting worse espe-
cially for female users. We envision that user experience can be signifi-
cantly improved if smartphones are able to detect the current operating
hand and adjust the UI subsequently. In this paper, we propose a novel
scheme that leverages user-generated touchscreen traces to recognize cur-
rent operating hand accurately, with the help of a supervised classifier
constructed from twelve different kinds of touchscreen trace features. As
opposed to existing solutions that all require users to select the current
operating hand or dominant hand manually, our scheme follows a more
convenient and practical manner, and allows users to change operating
hand frequently without any harm to user experience. We conduct a
series of real-world experiments on Samsung Galaxy S4 smartphones,
and evaluation results demonstrate that our proposed approach achieves
94.1% accuracy when deciding with a single trace only, and the false
positive rate is as low as 2.6%.

Keywords: Operating hand recognition · Smartphone touchscreen ·
User interface adjustment · Supervised classification

1 Introduction

As technology advances, smartphones with abundant built-in sensors are becom-
ing more and more ubiquitous in our daily lives, which stimulates the blooming
of smartphone sensing researches, such as healthcare, localization, human com-
puter interaction and makes our lives more efficient, more intelligent and more
enjoyable. In this paper, we also focus on this field. Although left-handed people
account for a significant proportion in the total population, nowadays most of
smartphone designs are only considered for right-handed people, especially the
UI. In addition, some users change operating hands frequently. The result of
our investigation about the dominant hand when operating smartphones partic-
ipated by 500 randomly selected USTC students shows that 34% of them usually
operate the smartphones with left hand, 50% usually with right hand, and almost

c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 199–211, 2015.
DOI: 10.1007/978-3-319-25159-2 19
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Fig. 1. Limited touching range of thumb on Samsung Galaxy S5.

Fig. 2. Five smartphone operation modes.

16% operate the smartphones utilizing the right or left hand with the same fre-
quency. This problem was not that severe previously since the sizes of smart-
phone screens were small. However, things are worse as the sizes become larger
in recent years. For example, the screen size of iPhone 6 has already reached 4.7
inches [2], while the screen size of iPhone 4 is only 3.5 inches [2], and the screen
sizes of Nokia Lumia 930 and Samsung Galaxy S5 have already reached 5.0 and
5.1 inches respectively [3,4]. Users’ visual experiences are improved with the con-
tinuous increase of smartphone screens sizes, meanwhile, single hand operability
of smartphones is significantly getting worse, as depicted in Fig. 1, especially for
female users.

To address this challenge, we propose, to the best of our knowledge, the first
scheme for detecting current operating hand from touchscreen traces only and
the accuracy is 94.1% when deciding with a single trace only. We divide smart-
phone operation modes into five main categories based on numerous observations
of users’ daily lives, as shown in Fig. 2. User interfaces of large-screen smart-
phones can be adjusted for each particular mode, especially for mode one and
mode five, whose touching ranges are limited.

1.1 Motivations

Following are some common scenarios in smartphone(with large screen) users’
daily lives.

– People are operating smartphones with right(or left) hand, but the buttons
they want to press are on top left(or right) corner. Since smartphone screens
are large, they have to try their best to reach these buttons. They will be
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forced to use both hands if these buttons are too far away, because almost all
of user interfaces today are fixed, which is inconvenient when the other hand
is busy doing other things, such as eating, carrying heavy loads, holding the
handle of metro and driving a car.

– People frequently use the input method or dialing keyboard to interact with
smartphones and these two approaches usually occupy the entire width of
smartphone screen nowadays. So they have to use both hands to input if
the smartphone screens are large. User experience will be greatly improved
if the smartphone can dynamically detect current operating hand and then
shrink the area of input method or dialing keyboard proportionally and
automatically let them gather on the side of this hand. Because users can
complete the whole input process with single hand even the smartphone
screens are very large.

– There are numerous kinds of buttons on smartphone UI and some of them
are sensitive or even destructive. For example, Send button of SMS, Dislike
button of social software such as facebook, and Delete button of photo album.
A series of serious consequences may be caused if user accidentally touches
these buttons and is completely unaware of that. So these buttons should be
placed on specific position(red area in Fig. 1) of the smartphone UI which
is closely related to current operating hand. Then users need to make some
efforts to reach these buttons if they really want to, so casual touching event
will never happen.

– There are three buttons at the bottom of most Android based smartphones
today, which are Back button, Home button and Menu button respectively.
The use of Back button is more frequent than Menu button for almost all
users in our investigation. But as far as we know the positions of these three
buttons on Android based smartphone UI are all fixed nowadays. One more
reasonable approach is putting Back button on the position which is easier
to be touched among three positions according to current operating hand.

1.2 Challenges

We face three major challenges in this paper.

– The first challenge is to choose effective features that can be utilized to
recognize current operating hand. This challenge is mainly reflected in two
aspects. First, in previous papers, researchers often design a series of compli-
cated touchscreen traces in advance, then pick out several kinds of traces with
optimal degree of distinction after comprehensive evaluation and comparison.
But in this paper, features are extracted from traces generated during user’s
daily and totally indeliberate smartphone operation process. So these traces
could have all kinds of shapes and totally have no obvious regularity. Second,
in previous papers, touchscreen traces are used for authentication purpose so
traces need to be distinguished are generated by different persons(legitimate
user and imposters). But in this paper, all traces are generated by the same
person so biometric behaviors are much more similar compared with traces
generated by different persons.
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– The second challenge is to construct efficient classifier which can recognize
current operating hand through features extracted from touchscreen traces
generated by a given user and result in high accuracy. For a particular fea-
ture, there may be diverse degree of distinction for different users. For exam-
ple, length of traces may provide ideal degree of distinction for female users
but not work well on male users.

– The third challenge is to preprocess coordinate data. Raw coordinate data
collected through smartphone touchscreen can’t be used for feature vector
computation directly. There are two main reasons. First, user’s finger may
provisionally leave smartphone touchscreen surface occasionally during slid-
ing process which generates traces with only a few of sampling points. Sec-
ond, there will be some sampling points with the same coordinate data but
different sampling time at the beginning and ending of every trace. These
two reasons will lead to errors during feature vector computation so we pre-
process coordinate data at the beginning.

2 System Overview

In this section, we provide a system overview of our operation mode recognition
scheme.

Step 6~Step 7

Length Velocity Displacement Shape

Feature Vector Computation

Supervised Operating Hand Classification

Step 2~Step 3

Step 4~Step 5

Other Left Left

5 Consecutive Left

Right

Appears by Turns

RightLeft

Mode 3 Mode 5Mode 2 or Mode 4

Step 6 Operation Mode Recognition

Data Preprocessing
Trace Length Filer

Step 1

Trace Acquisition

Step 7

for Left Handfor Right Hand

UI Adjustment

Fig. 3. System overview.

The first step is the acquisition of touchscreen trace data from smartphone
touchscreen which are organized in the form of a series of coordinate data with
corresponding timestamp at every sampling point. There is a length filter in the
second step. Traces are delivered to this filter where the length of every trace will
be compared with a certain threshold. Then our scheme discards traces whose
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length are below this threshold because these traces are too short to carry enough
useful information and features extracted from these traces provide poor degree
of distinction. Our scheme preprocesses coordinate data of touchscreen traces
in the third step in order to improve the accuracy of feature vector computa-
tion. In the fourth step(presented in Section 3), our scheme computes a feature
vector consisting of features that can be utilized to recognize current operating
hand. Then our scheme constructs a supervised classifier(presented in Section 4)
called Random Forest, which outputs recognition result Left,Right,Other for
current operating hand(finger) using features extracted in the fourth step. In the
sixth step, our scheme recognizes current operation mode(as shown in Fig. 2)
according to the continuous sequence of supervised operation hand classification
results within a previous period of time. Our scheme recognizes user’s current
operation mode as mode five or mode one when the results sequence contains at
least n consecutive Left or n consecutive Right respectively. n is a predefined
variate which represents the tradeoff between the response time of our scheme
and recognition accuracy, and its value is 5 in this paper. Otherwise, if Left and
Right appear by turns in results sequence, then user’s current operation mode
will be judged as mode three by our scheme. Our scheme believes that user is
operating the smartphone with mode two or mode four when the operation hand
classification result is Other. In the last step, there are a lot of things smart-
phone can do according to the operation mode recognition result, and the most
relevant one is adjusting UI to user if the recognition result is mode one or mode
five.

3 Feature Vector Computation

In this section, we introduce features which are selected to distinguish current
operating hand, as shown in TABLE. 1.

– Length Features:
Total Length.

– Velocity Features:
Maximum & Average Velocity.
Standard Deviation of Velocity. The changing process of velocity on
a trace contains two phases: acceleration and deceleration. The durations

Table 1. Feature set.

Length Features

1 Total Length

Velocity Features

3 Maximum & Average Velocity, Standard Deviation of Velocity

Displacement Features

4 Total & Maximum X-Displacement, Total & Maximum Y-Displacement

Shape Features

4 Root Mean Squared Error, Maximum & Average Curvature, Curve Convex Orientation
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of acceleration processes are different between traces generated by index
fingers and thumbs because of the different lengths of traces. The deceleration
processes of traces generated by index fingers are shorter because these traces
often slide out of the touchscreens directly without deceleration. Therefore,
the velocity features of traces generated by index fingers and thumbs are
different. Fig. 4 plots the change of velocity magnitude with displacement on
traces performed by different fingers of the same participant. The directions
of traces are left in Fig. 4(a) and up in Fig. 4(b). We can observe that, for this
participant, velocity features can be utilized to distinguish traces generated
by different fingers.

Fig. 4. Velocity magnitude of each sampling point.

– Displacement Features:
Total & Maximum X-Displacement.
Total & Maximum Y-Displacement.

– Shape Features: In order to describe the shape features of traces quantita-
tively and accurately, we carry on curve fitting on discrete sampling points of
every trace using quartic polynomial, which is a tradeoff among fitting preci-
sion, computational complexity and degree of distinction on traces generated
by different fingers.

Root Mean Squared Error. This feature measures the smooth degree of
traces. Index fingers are more flexible and have larger touching ranges than
thumbs. When operating smartphones, index fingers exert less pressure on
touchscreens and receive less friction resistance, so traces generated by index
fingers are always smoother than those generated by thumbs. The RMSE of
trace Si is calculated as:

RMSEi =

√√
√
√ 1

ni

ni∑

j=1

(yij − ŷij)2

where yij indicates the true y coordinate value of the jth discrete sampling
point on the trace Si and ŷij indicates the predicted y coordinate value of the
jth discrete sampling point calculated by carrying out curve fitting on the
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trace Si. ni indicates the number of sampling points on the trace Si. Fig. 5
plots the distribution of RMSE from 200 traces generated by right thumb(as
shown in Fig. 5(a)) and right index finger(as shown in Fig. 5(b)) respectively
of the same participant. The number of each kind of traces is 100 and all
directions of traces are right. We can observe that, for this participant, the
values of RMSE feature are different among traces generated by different
fingers.

Fig. 5. RMSE of 200 touchscreen traces.

Maximum & Average Curvature. These two features measure the curva-
ture degree of traces. Users slide on touchscreens exploiting the most effort-
less approach unconsciously. When users operate smartphones with thumbs,
restricted to the limited touching ranges, most of traces generated are curves
whose centers are on the same side as the operating hand. The touching
ranges of index fingers are significantly larger, which produces straighter
traces. The curvature at the jth sampling point of trace Si is calculated as:

Curvatureij =
f ′′
i (xij)

(1 + f ′
i(xij)2)3/2

where fi(x) indicates the fitting curve function of trace Si and f ′
i(x), f ′′

i (x)
indicates the first order derivative and the second order derivative of fi(x)
respectively. xij indicates the x coordinate value of the jth discrete sampling
point on the trace Si. Fig. 6 plots the curvature magnitude at every sampling
point on traces performed by different fingers of the same participant. The
directions of traces are left in Fig. 6(a) and up in Fig. 6(b). We can observe
that, for this participant, curvature features can be utilized to distinguish
traces generated by different fingers.

Curve Convex Orientation. This feature measures the curve’s convex
orientation which can be very useful in distinguishing traces generated by
left thumb and right thumb. To calculate the CCO of trace Si, first we
randomly choose a sampling point which is close to the middle of the trace.
Second we construct two vectors which are from this sampling point to the
first and the last sampling point respectively. Then we calculate the cross
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Fig. 6. Curvature magnitude of each sampling point.

product between these two vectors.

zi = det

∣
∣
∣
∣
∣
∣

x y z
xi1 − xik yi1 − yik 0
xini

− xik yini
− yik 0

∣
∣
∣
∣
∣
∣

where (xi1, yi1) and (xini
, yini

) indicates the coordinates of the first and the
last sampling point of trace Si respectively. (xik, yik) indicates the coordi-
nates of the randomly chosen sampling point. Finally, the CCO of trace Si

is calculated as:
CCOi = sgn {(yini

− yi1) zi · z}
where sgn is the sign function.

4 Evaluation

In this section, we present the results of our experiments. This section consists
of three parts. In the first part, we compare the differences in classification
performance among five common classifiers. Then in the following part, we study
the impact of the number of training samples on classification performance.
Finally, we report the real world evaluation results of our scheme.

According to the direction(displacement characteristics), we divide all touch-
screen traces into four categories: right, left, up and down. We ask every par-
ticipant to generate traces in each direction with the right thumb, left thumb,
right index finger and left index finger successively in the procedure of data col-
lection. But in the actual use of our scheme, user could only generate traces in a
subset of four directions if traces with directions in the complementary set don’t
appear frequently in her daily smartphone operation. That is to say, user can
make a tradeoff between the convenience of training traces acquisition process
and response time, because our scheme will not respond to traces the directions
of which are not in the subset above. In this paper, we request all participants to
generate traces in all directions in order to adequately test the classification per-
formance of our scheme on multifarious traces. So there will be 16 trace subsets
in total.
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4.1 Classification Performance of Different Classifiers

In this paper, we use precision, recall, F1, false positive rate and AUC to measure
classification performance and AUC is the area under the receiver operating
characteristic(ROC) curve.

In this part, we construct five different classifiers [14], [9], which are Decision
Tree, Random Forest, Naive Bayes, Multi Layer Perceptron, k-Nearest Neighbors
and compare their classification performance on our touchscreen traces data. The
number of traces in each training subset and test subset is 40 and 10 respectively
in this part, so the total number of traces in training set and test set is 640 and
160. TABLE 2 shows the classification performance and Fig. 7 shows the total
time(training time+test time) and false positive rate of these five classifiers.

Table 2. Classification performance of different classifiers.

Precision Recall F1 AUC

DT 92.2% 91.8% 91.8% 0.975

RF 95.6% 95.6% 95.6% 0.990

NB 82.4% 71.5% 72.8% 0.919

MLP 96.9% 96.8% 96.8% 0.999

kNN 88.1% 88.2% 88.2% 0.951

Fig. 7. Total time and FP rate of different classifiers.

We can make two observations here. First, on the one hand, Multi Layer Per-
ceptron gives the best classification performance which achieves 96.9% precision
and 1.5% false positive rate and Random Forest gives the second best classifi-
cation performance which achieves 95.6% precision and 2.7% false positive rate.
On the other hand, Naive Bayes achieves the worst classification performance
and k-Nearest Neighbors is also not good enough. Second, as shown in Fig. 7,
the total time of Multi Layer Perceptron is 1.41s but the total time of Random
Forest is only 0.04s. The former is 35 times as long as the latter. After consid-
ering all factors above, we finally choose Random Forest as our classifier in this
paper, which is extremely effective for data sets containing a lot of redundant
features.
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4.2 Impact of the Number of Training Samples

In this part, we indicate the impact of the number of training samples on the clas-
sification performance. The number of training samples is a significant param-
eter in the construction process of a classification model. On the one hand, if
the number of training samples is too large, the workloads of training traces
acquisition will become onerous for users. Moreover, although the training error
of classification model is low, the generalization error may be high sometimes,
because the classification model is over fitting, which will lead to poor classi-
fication performance eventually. On the other hand, if the number of training
samples is too small, the classification model will be under fitting, which also
leads to inaccurate classification results. The number of traces in each test subset
is 5 so the total number of traces in test set is 80 in this part. Fig. 8 shows the
change of classification performance with the increase in the number of traces in
each training subset.

Fig. 8. Impact of the number of training samples.

We can make two observations here. First, the classification performance is
significantly improved with the increase in the size of each training subset from
5 to 10. As shown in Fig. 8, the precision increases from 88.2% to 92.9% and
the false positive rate drops from 6.7% to 3.3%. This is because the number
of traces in training set is larger than test set for the first time. Second, the
Random Forest achieves the optimal classification performance when there are
30 traces in each training subset. Fig. 8 shows that the precision can be as high
as 97.7% and the false positive rate achieves 0.8% accordingly.

4.3 Real World Evaluation

In this part, we evaluate our scheme on two sets of 14 participants(7 male and
7 female participants) in real world. We ask every participant to generate traces
in four directions with right thumb, left thumb, right index finger and left index
finger respectively, among which left(or right) traces are generated by some
operations such as navigating among main screen pages or viewing images and
up(or down) traces are generated by reading documents or browsing webpages.
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The number of traces in each subset is 25. Then we conduct a 5-fold cross-
validation experiment on these traces. The average precision, false positive rate
of left thumb and false positive rate of right thumb over all 14 participants
turned out to be 94.1%, 2.7%, 2.4% respectively when deciding with a single
trace only. Fig. 9(a) and Fig. 9(b) show bar plots of real world evaluation results
of 14 participants.

Fig. 9. Real world evaluation results of 14 participants.

5 Related Work

In this section, we describe two areas of related work.

Touch Behavioral Biometrics Based Authentication: In recent years there
are some smartphone-based biometric authentication work. Sae-Bae et al. [10]
presented an authentication mechanism using multi-touch traces and then they
defined a comprehensive five-finger touchscreen trace set which makes use of
biometric information such as hand size and finger length. Shahzad et al. [12]
defined 10 kinds of specific touchscreen traces in their paper and proposed an
authentication scheme for the secure unlocking of touchscreen devices using these
touchscreen traces. There are some other touch features based identification-
related work, e.g., [6], [11], [13]. Recently, some identification-related researches
focus on using not only touchscreen but also smartphone equipped sensors such
as accelerometer, gyroscope to enrich features can be used when identifying. The
GripSense [8] recognizes four kinds of hand postures leveraging both smartphone
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touchscreens and inertial sensors(gyroscopes, accelerometers) and achieves 84.3%
accuracy. Frank et al. [7] proposed an authentication scheme using 30 features,
including touch features and inertial sensors features. But the overfitting problem
becomes more severe when too many features are used, which is called the curse
of dimensionality. In their work, the EER was approximately 13% when deciding
with a single stroke. There may be some challenges to be addressed when using
inertial sensors, such as high energy consumption, cumulative errors, interference
signals from concurrent activities and inexistence in some smartphones today.
In this paper, we use touchscreen only and achieve a high accuracy.

Smartphone User Interface Adjustment: Several latest large screen smart-
phones and applications support the function of UI adjustment in order to
improve user experience. The smartphone Smartisan [5] lets user select dom-
inant hand when the smartphone boots up for the first time and allows user to
set the positions of Back button and Menu button according to her operation
habit. The Baidu Input Method [1] supports single hand mode. User can make
the interactive interface shrink proportionally and gather on the side of current
operating hand by clicking a particular button. The iPhone 6 [2] user can make
the whole smartphone interactive interface descend by tapping Home button
twice, so the buttons on the top of the smartphone screen can be reached. But
this approach also makes the same operation which needs only one click origi-
nally now need three clicks. The interactive interface of Samsung Note 3 [4] can
be shrunk in proportion and be placed on a corner of the smartphone screen,
but apparently, this practice conflicts with the original intention of using large
screen smartphone. These state-of-art UI adjustment functions all require user’s
intervention such as one step or many steps of selecting operation, so these func-
tions are impractical when user changes operating hand frequently. According
to our research, all functions mentioned above can be achieved automatically or
improved.

6 Conclusion

User experience can be significantly improved if smartphones are able to detect
the current operating hand and adjust the UI subsequently. In this paper, we
present a mechanism for current operating hand recognition using the touch-
screen traces performed by users. Our scheme utilizes a supervised classifier
constructed from twelve different kinds of touchscreen trace features. We imple-
mented our scheme on Android based smartphones and conducted a series of
experiments. Real world evaluation results demonstrate that our scheme can
identify current operating hand accurately for different users. To the best of our
knowledge, this is the first paper which proposed the idea of smartphone UI
automatic adjustment and gave a complete technical solution using touchscreen
traces only.
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Abstract. High utility mining is a fundamental topic in association
rule mining, which aims to discover all itemsets with high utility from
transaction database. The previous studies are mainly based on fixed
databases, which are not applicable for incremental databases. Although
incremental high utility pattern (IHUP) mining has been proposed, its
tree structure IHUP-Tree is redundant and thus IHUP algorithm has
relative low efficiency. To address this issue, we propose an incremental
compressed high utility mining algorithm called iCHUM. The iCHUM
algorithm utilizes items of high transaction weighted utilization (TWU)
to construct its tree structure, namely iCHUM-Tree. The iCHUM algo-
rithm updates iCHUM-Tree when new database is appended to the orig-
inal database. The information of high utility itemsets is maintained in
the iCHUM-Tree such that candidate itemsets can be generated through
mining procedure. Performance analysis shows that our algorithm is more
efficient than baseline approaches in incremental databases.

Keywords: Data mining · Association rule · High utility mining ·
Incremental mining

1 Introduction

Mining association rule is a fundamental topic in the data mining applications,
especially in market analysis. In association rule mining, frequent pattern mining
was firstly proposed to find all itemsets which frequently appear together in the
transaction database. The initial solution is based on downward closure property
[1,2], which is a level-wise approach. However, it requires multiple database
scans and generates a large number of candidate itemsets to search and identity.
Extensive studies have been proposed to address the issues by introducing a
frequent pattern (FP) tree structure and corresponding FP-growth algorithm
[5,6], which is a pattern-growth approach. The main difference between both
approaches is whether the database is compressed into other data structure.

However, FP mining is prone to generate many frequent but low profitable
itemsets. The reason is that FP mining treats all items with the same weight,
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and each item appears in binary format. In fact, weight and quantity are signifi-
cant for addressing the decision problems in the real world where sellers require
maximizing profit from transaction records [8,9,18,19].

A high utility mining model [13,14] is defined to discover all high utility pat-
terns from the transaction databases. The significance of itemsets is measured
by the concept of utility. An itemset is called a high utility itemset if its utility is
no less than a user-specified minimum utility threshold represented by min util.
Moreover, most previous studies [4,11,13,15,16] are based on a fixed transaction
database and have not taken dynamic increase in database size into consider-
ation. In practice, the real markets add their transaction records dynamically,
where utility mining for incremental databases is required to be solved.

Studies [3,10,12,17] have been conducted based on incremental databases.
IUM and FIUM algorithm [17] are proposed to mine high temporal utility item-
sets, which are temporary and may be not high utility itemsets in the whole
database. FUP algorithm [10,12] is a level-wise approach, and its efficiency
becomes worse due to multiple scans of the whole database. IHUP [3] is a pattern-
growth solution for high utility mining in incremental databases. It compresses
databases into the IHUP-Tree and avoids multiple scans. IHUP could update
its IHUP-Tree when new transaction records are inserted. However, it becomes
inefficient when the number of items in the database is relatively large. IHUP
maintains its redundant IHUP-Tree, which takes excess time to process items
that are unpromising to be high utility itemsets. In fact, not all items need be
maintained in tree structure according to transaction weighted downward closure
(TWDC) property [13,14].

Most existing methods for fixed databases are not applicable for incremen-
tal databases. The approaches for incremental databases spend much time on
maintaining redundant information, which causes a relatively low performance.
The situations get worse when the size of database becomes large. To address
the issues, we propose an incremental compressed high utility mining (iCHUM)
algorithm for high utility mining in incremental databases. In this paper, we
have three main contributions as below.

1. We propose the iCHUM algorithm for high utility mining in incremental
databases. The algorithm performs efficiently to obtain all high utility itemsets
as transaction records increase dynamically.

2. The iCHUM algorithm constructs and updates iCHUM-Tree incrementally,
which maintains high utility itemsets information of the transaction database.
The iCHUM algorithm avoids rebuilding the tree structure entirely and reduces
construction and update runtime.

3. We conduct a series of experiments on both real and synthetic datasets.
We compare the performance between ours and baseline methods. The results
show that our algorithm is more efficient in incremental databases.

The rest of this paper is organized as follows. In Section 2, we introduce the
related work. In Section 3, we propose iCHUM algorithm in details following
the problem definition. The experimental results and evaluations are shown in
Section 4 and the conclusion and future work are given in Section 5.
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2 Related Work

The definition of utility mining problem is given in [13,14], which is similar to
what we adopt. In their work, they propose the Two-Phase algorithm and intro-
duced the concept of transaction weighted utilization (TWU), which satisfies
the downward closure property. The Two-Phase algorithm adopts a level-wise
generation-and-test approach. It firstly finds all one-element high TWU itemsets
and then generates two-element candidate itemsets to test whether there exist
two-element high TWU itemsets or not. If there exist any high TWU candidate
itemsets, Two-Phase algorithm generates candidate itemsets by adding one more
element. Otherwise, it stops generation process and then identifies utility of all
candidate itemsets. It finds all high TWU itemsets level by level, and it needs
to scan the whole transaction for each generation-and-test iteration. Therefor,
Two-Phase algorithm suffers from the multiple scans of database and huge can-
didates.

Studies [3,4,11,15] are proposed together with their corresponding tree struc-
ture as pattern-growth approaches. The main difference between them is how
to construct their tree structure. These approaches scan the database to build
their corresponding tree structure separately at first. They compress the entire
transaction records into their corresponding tree structure. The mining process
utilizes property of prefix-tree and introduces conditional pattern base [6]. Thus
the high TWU itemsets are generated by mining the compressed tree struc-
ture instead of the whole transaction database. The pattern-growth approaches
largely reduce the amount of scans and that of candidates. They perform better
in the relatively dense or long pattern databases. However, most pattern-growth
methods above are designed for the fixed databases. Their tree structures need
to be reconstructed once the database is updated.

There exist some researches based on high utility itemset mining for incre-
mental database [3,10,12,17]. Yeh et al. [17] proposed two methods: incremental
utility mining (IUM) algorithm and fast incremental utility mining (FIUM) algo-
rithm. However, these algorithms find high temporal utility itemsets, which are
high utility itemsets in the part of the database. When parts joint into the whole,
some of high temporal utility itemsets may not be high utility ones. Lin et al.
[10,12] proposed an incremental updated HUP maintenance algorithm. The algo-
rithm divides the incremental databases into four cases when new transactions
are appended to an original database. However, their algorithm suffers from
multiple scans and excessive candidates. Ahmed [3] proposed their incremental
mining method IHUP based on the IHUP-Tree. The IHUP-Tree maintains all of
the items, and it inserts new transaction records without rebuilding the whole
tree. All it needs is to maintain the order of the items by TWU and it is conve-
nient for mining procedure. Limited to the property of their tree structure, the
efficiency of the algorithm is not satisfactory when the number of items is large or
number of high TWU items is small. On those conditions, IHUP should maintain
unnecessary inserting or reordering operation for those low utility items.

Our proposed iCHUM algorithm aims to improve time efficiency by main-
taining promising items which may be elements of high utility itemsets.
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When transaction database grows incrementally, we recall such high TWU items
in new database, whose TWU is low in original database. Then we insert high
TWU items of both original and new databases to update the iCHUM-Tree
without rebuilding the tree structure entirely. It is efficient to mine the updated
iCHUM-Tree to obtain high utility itemsets compared with baseline methods.

3 iCHUM Algorithm

3.1 Problem Definition

Let I = {i1, i2, . . . , im} be a finite item set. Each item has its profit p(ij) where
1≤j≤m. A transaction database consists of a finite set of transaction records D =
{T1, T2, . . . , Tn} and item profit table. Each transaction Ts = {is1, is2, . . . , ist} ⊆
I where 1≤s≤n, 1≤t≤m. In each Ts, each item has its quantity q(ij , Ts) where
1≤j≤m, 1≤s≤n. Let Table 1 be an example of transaction database and Table 2
be a profit table.

Set X = {ij1, ij2, . . . , ij l} ⊆ I is an itemset, where 1≤l≤m, and l is the
length of itemset X. ∀ij ∈ X, if ij ∈ Ts, then the itemset X ⊆ Ts, which means
that Ts contains X.

Table 1. Transaction database

Tid Transaction TU

D
0

T1 (A,5) (B,2) 9
T2 (A,2) (B,1) (D,1) 6
T3 (E,1) (F,2) 7
T4 (C,3) (D,2) 13
T5 (A,2) (B,2) (C,1) (D,2) 11

D
1

T6 (A,3) (B,1) (E,2) 15
T7 (B,1) (D,1) (E,1) (F,1) 10
T8 (A,2) 2

Table 2. Profit table

Item Profit

A 1

B 2

C 3

D 2

E 5

F 1

Table 3. TWU table

Item
TWU

D0 D0 + D1
A 26 43

B 26 51

C 24 24

D 30 40

E 7 32

F 7 17

Definition 1. The utility of an itemset X is denoted as U(X). An itemset X
is a high utility itemset if U(X) ≥ min util. High utility mining is to
find the set of all itemsets X = {X1,X2, . . . , Xm} satisfies the condition that
∀Xi ∈ X, U(Xi) ≥ min util.

U(X) =
∑

X⊆Td∈D

∑

ij∈X

p(ij) × q(ij , Td) (1)

After we define utility mining problem, we introduce TWU [13] which helps
build up iCHUM-Tree.

Definition 2. The transaction weighted utility (TWU) of an itemset X denoted
as TWU(X) is the sum of the transaction utilities (TU) of all transaction records
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containing X, shown in Table 3. An itemset X is a high TWU itemset if
TWU(X) ≥ min util.

TWU(X) =
∑

X⊆Td∈D

TU(Td) =
∑

X⊆Td∈D

∑

ij∈Td

p(ij) × q(ij , Td) (2)

Noted that U(X) ≤ TWU(X) for ∀X, if TWU(X) < min util, then
U(X) < min util. If X is not a high TWU itemset, then X is not a high utility
itemset. Moreover, TWU(X) satisfies downward closure property [13,14] while
U(X) does not. Therefore, high utility mining problem is divided into high TWU
itemsets mining and corresponding utility identification, which constitutes the
framework of our algorithm.

Definition 3. An item i ∈ I is a promising item if TWU(i) ≥ min util. Oth-
erwise, the item is an unpromising item.

If an item iu is unpromising, all itemsets containing iu should not be high
TWU itemsets, which are not high utility itemsets accordingly.

3.2 iCHUM Algorithm Framework

The framework of iCHUM algorithm includes four procedures: iCHUM-Tree con-
struction, iCHUM-Tree update, mining procedure and candidates identifying,
which are shown in Fig. 1. The overall inputs consist of the transaction database
and a user-specified minimum utility threshold called min util. Actually, for the
incremental databases, we have two parts of the transaction database, an orig-
inal database D0 and a new database D1. The final output is the collection of
high utility itemsets in both database D0 and database D0 + D1.

According to the flow of the iCHUM framework, we firstly construct an initial
iCHUM-Tree from the original database D0. Through mining procedure of the
iCHUM-Tree, we get the collection of high TWU itemsets in D0. We obtain the
collection of high utility itemsets in D0 following identifying procedure. Then
when a new database D1 is appended to D0 as an incremental database, the
iCHUM-Tree is to be updated instead of being rebuilt. The iCHUM-Tree update
procedure is to update the iCHUM-Tree according to transaction records in
database D1. The updated iCHUM-Tree is then the input of mining procedure,
which produces the candidate itemsets with high TWU value. The final step
of identifying is to pick up real high utility itemsets from the candidates. After
that, we obtain all high utility itemsets in the whole transaction database namely
D0 + D1, which consists of D0 and D1.

3.3 iCHUM-Tree Construction and Update

The iCHUM-Tree consists of tree structure and its headtable H for traversal,
shown in Fig. 2. In the iCHUM-Tree, the nodes includes its name, TWU value,
count, a parent node, a brother node and a collection of child nodes, expressed as
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Fig. 1. Framework of iCHUM

Fig. 2. Construction and update of iCHUM-Tree
(a) after inserting T5, (b) after inserting T8

{name} : (count, TWU). In the headtable, each entry consists of the item name,
TWU value and a link pointed to nodes with the same name in the iCHUM-Tree.

The iCHUM-Tree construction is to build iCHUM-Tree from the original
database D0, shown in Algorithm 1. According to the TWDC property, the
items with low TWU value cannot appear in high utility itemsets. Therefore,
the headtable of iCHUM-Tree exclusively maintains the promising items whose
TWU ≥ min util. Before each transaction record is inserted to iCHUM-Tree, we
arrange the items in TWU descending order. It is efficient for mining procedure
when traversing branches from bottom to top orderly. When mining process
enters entry of higher TWU items, it would not check those low TWU items.
If an item has been existed during insertion operation, we add its count by one
and its TWU by the TU of current transaction record inserted. Otherwise, we
create a node of the item and set its count as one and its TWU as TU value of
the current record. The space complexity to construct iCHUM-Tree is O(m2

p),
where mp represents number of promising items.

Algorithm 1. iCHUM-Tree Construction
Input: original database D0 , minimum utility threshold min util
Output: item TWU table TWU [1..m] , iCHUM-Tree and its headtable H of D0

Scan D0 to update TWU [1..m]
Create H for each i satisfying TWU [i] ≥ min util in TWU descending order
/* Scan and Insert process is as below */
for each Td in D0 do

Sort Td to T ′
d in TWU descending order

Insert i to iCHUM-Tree for each i ∈ H in T ′
d

end for
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The iCHUM-Tree update is performed when a new transaction database
D1 comes to be appended based on original database D0, shown in Algorithm 2.
In new database, there would exist such items whose TWU value is high in
new database but low in original database. Among such items, recalled items
are ones whose TWU value is greater than min util in the whole transaction
database D0 + D1, such as item E in Fig. 2b. In this case, the iCHUM algo-
rithm needs to find the recalled items from D0, and insert them to headtable
H as well as iCHUM-Tree. Moreover, the iCHUM-Tree should be maintained in
TWU descending order after recalled items are appended. We adopt bubble sort
operation [7] to reorder the nodes in the iCHUM-Tree and its headtable. The
operation exchanges adjacent items to meet the order. If an item X is adjacent
to an item Y in headtable and X is Y’s parent node in iCHUM-Tree, the bubble
sort operation is performed when Y’s TWU becomes greater than that of X. The
time complexity of update is O(nm2

p), where n represents number of transaction
records. In worst case, it needs to bubble sort n times for mp entries.

Algorithm 2. iCHUM-Tree Update
Input: D0 , new database D1 , min util , TWU [1..m], iCHUM-Tree and its H of D0
Output: updated iCHUM-Tree and its headtable H of D0 + D1

Scan D1 to update TWU [1..m] and Find collection of recalled items I ′

if I ′ �= ∅ then
Add all i′ ∈ I ′ to H
Scan D0 and Insert i′ to iCHUM-Tree

end if
Scan D1 and Insert i ∈ H to iCHUM-Tree
Reorder H and iCHUM-Tree by bubble sort operation

Let us give an example of the construction and update procedure. Considering
D0 in Table 1, we set the min util 40% of the sum of all TU, which is 18.4. The
headtable H is created with items whose TWU ≥ 18.4. The items of H are “D A
B C” in TWU descending order. We insert these items in each transaction by the
order and formulate iCHUM-Tree in Fig. 2a. When D1 comes, TWU of items
changes and min util is 29.2, shown in Table 3. We insert E to the headtable
and iCHUM-tree following the previous order. Here, we keep the unpromising
item C because it had once been high TWU items. It is likely that it becomes
high TWU item again in incremental databases. We rearrange the iCHUM-Tree
and its headtable in the “B A D E C” order by bubble sort operation. Not only
items in headtable should be sorted in this order, but also the corresponding
nodes in the iCHUM-Tree do the same as well. After all items have been sorted,
the iCHUM-Tree is updated as shown in Fig. 2b.

3.4 Mining and Identifying Procedures

Mining procedure discovers the collection of high TWU candidate itemsets
represented by cand from iCHUM-Tree. The mining procedure is a pattern-
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growth approach, which is shown in Algorithm 3. It is based on the FP-growth
mining algorithm [6]. We firstly construct conditional tree CTα for each entry α
in H. We follow the link in α′s entry to obtain all transaction records containing
item α. For each α node in iCHUM-Tree, we find its prefix nodes and calculate
TWU of its prefix nodes based on TWU of α. If prefix node β′s TWU ≥ min util
in CTα, then we add β to CTα and add {αβ} to cand. The time complexity
to mine iCHUM-Tree is O(hm2

p), where h is the height of iCHUM-Tree and
mp represents number of promising items. The mining recursion complexity is
determined by the height and node number of iCHUM-Tree.

For example, we construct B’s conditional tree CTB from iCHUM-Tree in
Fig. 2a. For node {B}:(1,7), we obtain its prefix node A as {A}:(1,9). In terms of
node {B}:(2,17), we add A’s count and TWU by 2 and 17 respectively. Besides,
we obtain B’s another prefix node D as {D}:(2,17). The prefix nodes of B is now
that {A}:(3,26) and {D}:(2,17). Considering min util is 18.4, B’s conditional tree
consists of node A and discards node D. We add itemset {AB} into set cand. For
{AB}’s prefix nodes, we can obtain that {D}:(2,17), which is less than min util.
Mining procedure for B is finished and then iCHUM continues to process item
A. After iCHUM processes each entry in headtable H, we can obtain the set
cand containing {C},{CD},{B},{AB},{A},{D} in original database D0.

Algorithm 3. Mining procedure
Input: min util , iCHUM-Tree, headtable H
Output: collection of high TWU itemsets cand

for each entry α in H do
Add {α} to cand
Call Mining(CTα, Hα, α)

end for
proc Mining(CTα,Hα, α)

Create α′s conditional tree CTα from iCHUM-Tree
Create headtable Hα for CTα

for each entry β in Hα

Add {β} ∪ {α} to cand
Call Mining(CTαβ , Hαβ , αβ)

end for

Identifying procedure is to calculate the utility of these itemsets in the
collection of high TWU candidate itemsets cand according to Definition 1. The
iCHUM algorithm needs to rescan the transaction database to obtain utility of
all itemsets in cand. For those recalled items and their corresponding itemsets,
we need to rescan the original database as well as the new database. We calculate
their utility in each transaction records and sum them up. For other items, we
have had calculated their utility in the identifying process of D0. We only rescan
the new database for those itemsets and add to their utility.

In the above example, we calculate the utility of each itemset in cand accord-
ing to Table 1. U({C}), U({B}), U({A}), U({D}) is 12, 10, 9, 10 respectively.
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The utilities of items in headtable H are less than min util. For two-element
itemsets, U({CD}) is 20 and U({AB}) is 19, which are high utility itemsets
for transaction database D0. After a new database D1 is inserted, the updated
iCHUM-Tree is as shown in Fig. 2b. Following mining procedure, we obtain the
cand of the database D0+D1, which includes {E},{D},{A},{AB},{B}. For {E},
we rescan the whole transaction database and obtain its utility as 20. For the
rest, we add their utility in D1 and obtain their final utility as 12, 14, 24, 14.
Because the utility of each candidate itemset is less than min util 29.2, there is
no high utility itemset for transaction database D0 + D1 when min util is set
as 40% of total transaction utilities.

4 Experiment

In this section, we evaluate the performance of iCHUM algorithm written in
C++. The experiment were conducted on Ubuntu server with a dual-2.4GHz
CPU processor and 4G memory. Both real and synthetic dataset could be
obtained from NU-MineBench 1. Real dataset, named Chainstore, is a sparse
and large database. It contains 1,112,949 transaction records and total 46,086
kinds of items. We split the database into D0 of 700,000 and D1 of 412,949.
Synthetic dataset, named T10I6D100, contains 100 items and 93,058 transac-
tion records whose average length is 10, where |D0| is 60,000 and |D1| is 33,058.

As a comparison, we implement the IHUP algorithm [3] and an iCHUM with-
out update (iCHUMxU) algorithm in C++ as baseline methods. The iCHUMxU
algorithm mines iCHUM-Tree twice without update procedure regarding the D0
and D0 + D1 as original database input respectively. The iCHUMxU is a high
utility mining algorithm for fixed database and we compare its mining efficiency
with iCHUM’s in incremental databases.

Fig. 3. Runtime on T10I6D100 Fig. 4. Runtime on Chainstore

Fig. 3 shows the execution runtime on T10I6D100. With a logarithmical
X axis, the runtime at different minimum utility thresholds is easy to view.
1 http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html

http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html
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For larger min util or minimum utility, runtime of iCHUM is less than that of
IHUP. When min util is 10%, the total runtime of iCHUM is 52.99 seconds,
compared with 101.65 seconds of IHUP and 70.17 seconds of iCHUMxU. It is
because that the items in iCHUM-Tree is a small part of the total items. It takes
less time on update and does not need to reconstruct the whole iCHUM-Tree.
However, the performance of iCHUM algorithm becomes worse when min util
gets smaller compared with IHUP. When min util is 0.1%, the total runtime
of iCHUM is 378.43 seconds, which is larger than 366.97 seconds of IHUP. It is
because that the number of items with high TWU value reaches close to the total
items number. In time complexity, mp is approximated with number of items
m. The cost of maintaining headtable is almost the same. Besides, the iCHUM
algorithm should spend more time on finding back recalled items. That happens
in such a dataset, where there are less items and transaction length is longer.

The iCHUM algorithm has an advantage over IHUP on sparse and large
database, shown in Fig. 4. In Chainstore dataset, each item accounts for small
proportion of whole transaction (mp � m), where maintaining headtable with
high TWU items is efficient. When min util is 0.2%, total runtime of iCHUM is
435.86 seconds, which is less than 651.61 seconds of IHUP. IHUP should maintain
entire items and takes overhead time, which is larger than 501.41 seconds of
iCHUMxU. The reason is that valuable items in a large transaction database
is rare, and thus it is efficient to maintain these promising items instead of
entire items. From runtime distribution in Table 4, runtime is largely reduced
in construction and update procedures, which the iCHUM algorithm focuses
on. The fewer items save the execution time on construction and update of
the iCHUM-Tree. Besides, the iCHUMxU is a time-consuming method in both
datasets. It is more efficient to update iCHUM-Tree than to rebuild the tree
structure entirely since we reuse the previous tree structure and mining results.

Table 4. Runtime Distribution (sec.) of iCHUM and IHUP

Dataset Algorithm
D0 D1

Time
construction mining identify update mining identify

T10I6D100 IHUP 33.89 0.27 0.07 67.40 0.42 0.22 102.27
0.5% iCHUM 30.60 0.26 0.07 62.64 0.41 0.22 94.20

Chainstore IHUP 209.14 1.45 46.09 318.78 2.29 73.86 651.61
0.2% iCHUM 113.98 1.33 46.00 199.74 2.18 72.63 435.86

To verify whether the iCHUM algorithm obtains all high utility itemsets,
we keep records of mining results from both iCHUM and IHUP. Moreover, we
compare the results on different datasets with that of Two-Phase algorithm
provided by NU-MineBench [13,14]. Table 5 shows that the number of high
utility itemsets at different minimum utility threshold on T10I6D100 dataset.
Table 6 shows the mining results on Chainstore dataset.
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Table 5. Number of High Utility Itemsets on T10I6D100

Database
Minimum Utility Threshold

10% 5% 1% 0.5% 0.1%

D0 0 2 292 1643 46471
D0 + D1 0 2 292 1644 45614

Table 6. Number of High Utility Itemsets on Chainstore

Database
Minimum Utility Threshold

0.30% 0.25% 0.20% 0.15% 0.10%

D0 15 18 29 48 86
D0 + D1 15 17 26 50 80

5 Conclusion and Future Work

In this paper, we propose an efficient iCHUM algorithm for mining high utility
itemsets in incremental databases. The iCHUM algorithm compresses transac-
tion database into a compact tree structure called iCHUM-Tree. The update of
iCHUM-Tree maintains the tree structure with all promising items which guar-
antees all high utility itemsets to be found. Experimental analysis shows that
iCHUM performs better than other baselines in incremental databases, espe-
cially in terms of those with large number of transaction records or items. We
believe that iCHUM algorithm will play an important role for high utility mining
in incremental databases in practice.

We notice that the performance of the iCHUM algorithm degrades as the
amount of the recalled items increases. In the future, we will explore a knowledge-
based method to improve the promising item discovering. In addition, we will
study the idea of B+ tree to improve our data structure and algorithm in con-
struction and mining procedures.
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Abstract. Now more and more large graphs are available. One inter-
esting problem is how to effectively find reachability between any vertex
pairs in a very large graph. Multiple approaches have been proposed to
answer reachability queries. However, most approaches only perform well
on small graphs. Processing reachability queries on large graphs requires
much storage and computation and still remains challenges. In this paper,
we propose a scalable and fast indexing approach called Interval-Index,
based on traversal tree-based partitioning and relabeling scheme. Our
approach has several unique features: first, the traversal tree-based par-
titioning ensures access locality and parallelism in computation; second,
continuous relabeling ensures fast querying and saves search space; third,
we convert the entire graph database into a traversal tree graph on a
smaller scale, to reach a compact storage structure. Finally, we run exten-
sive experiments on synthetic graphs and real graphs with different sizes,
and show that Interval-Index approach outperforms the state-of-the-art
Feline in both storage size and the performance of query execution.

1 Introduction

Highly connected data sets have increased exponentially over the past several
years. For example, Facebook had more than 800 million users by the end of
2011 [2]. With the continued growth of graph-structured data, a common graph
application is to query whether there exist paths between two vertices in a
graph, namely reachability queries. In most cases of reachability queries, users
always lack exact knowledge of the graph. They can only provide a rough query
description. Thus, it is difficult to describe reachability queries using SQL-style
(SPARQL, etc.) languages due to their uncertain patterns.

Diverse approaches have been proposed to answer reachability queries. How-
ever, most approaches only perform well on relatively small graphs, with hun-
dreds of thousands of vertices and edges at most [3]. But for processing larger
graphs, they are either too costly in storage or slow in query time. For exam-
ple, Path-tree [11] has the restriction on scalability, as its index size on large
dense graphs may be very large. So many approaches, e.g., PWAH [12], GRAIL
[4], SCARAB [3], TF-Label [6] and Feline [7] are proposed to process large
graphs recently. However, the approaches are still crucial for performance limits.
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 224–235, 2015.
DOI: 10.1007/978-3-319-25159-2 21
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For example, PWAH requires large memory to hold index in order to ensure effi-
ciency. So it is not scalable for large graphs. For GRAIL, the inclusion relation
between labels is necessary to indicate reachability, but not a sufficient one. So
GRAIL can only answer un-reachability between two vertices, otherwise GRAIL
requires to traverse the graph using DFS. Feline needs to keep the primitive
graph in memory, since it cannot answer reachability merely by the index. So it
requires long time to load data, and large memory. Like GRAIL, partial order-
based scheme in Feline is not a sufficient condition for reachability. So DFS is
also required to exclude those un-reachable vertex pairs in the worst case.

In this paper, we present a scalable and fast indexing approach for very large
graphs, named as Interval-Index. Our approach is motivated by our observation
that processing reachability queries need traverse graphs. But traversal through
large graphs will bring immeasurable time and space consumption. Therefore, we
first partition a large graph into tree-based partitions to improve access local-
ity and reduce search space. In order to build interval indexes on partitions
easily, we further assign vertices of each partition continuous IDs in parallel.
By this means, we further maximize sequential access and minimize random
access on storage media. Third, since vertex IDs of each partition are continu-
ous, we build an interval index which helps to determine the reachability in each
tree-partition. Our approach can prune search space greatly during answering
reachability queries. The main contributions of our research are as follows.

– A traversal tree-based partitioning approach is proposed to search each par-
tition in parallel. Partitioning a graph into multiple smaller trees does not
break the relationships of graph. Furthermore, it ensures access locality and
reduces the storage space.

– An efficient and scalable graph indexing technique - Interval-Index is pro-
posed to help quickly determine which trees a vertex is in. In order to facil-
itate building interval index, vertices of each partition are assigned continu-
ous IDs so that vertex IDs of each partition will not overlap. The relabeling
scheme ensures high efficiency in pruning of search space during answering
reachability queries.

2 Preliminary

Since undirected graphs can be converted into directed connected graphs and
disconnected graphs can be split into connected subgraphs, thus, we will mainly
discuss directed connected graph in the following.

Definition 1 (Graph). A graph G = (V,E) is defined by a finite set V of
vertices, {vi|vi ∈ V } (0 ≤ i < |V |), and a set E of directed edges which connect
certain pairs of vertices, and E = {e = (u, v) ∈ E|u, v ∈ V }.
The in-degree of vertex u is denoted as deg−(u) = |{v|(v, u) ∈ G}|. Its out-degree
deg+(u) = |{v|(u, v) ∈ G}|, and d(u) = deg−(u) + deg+(u).
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Definition 2 (Traversal Tree). A traversal tree T = (VT , ET ) of G = (V,E)
is defined as follows: 1) ET ⊆ E; (2) ∃vr ∈ VT , ∀u ∈ VT ,(u, vr) /∈ ET . vr is the
root of T ; (3) ∀u ∈ VT , u satisfies the following conditions: (i) ∃v ∈ V , u is v
or u is a dummy copy of v; (ii) ∃v ∈ VT and v is a child of u s.t. (u, v) ∈ ET ;
(iii) if u is a leaf of T , u is a dummy vertex or deg+(u) = 0. if u is a non-leaf
of T , u has at most deg+(u) children.

Definition 3 (Rooted Traversal Tree). An Rooted Traversal Tree (RT-Tree)
R = (VT , ET ) of G = (V,E) is a traversal tree starting from a vertex v ∈ V
whose deg−(v)=0.

For instance, the tree indicated by the dotted line in Fig. 1(a) is an RT-Tree.
G may have multiple RT-Trees. The number of RT-Trees of G depends on the
number of vertices with zero in-degree. The intersection of two RT-Trees may
be not empty. Here, we define the intersection of two RT-Trees as pivotal tree
because two or more RT-Trees share it.

Definition 4 (Pivotal Tree). Given a directed graph G = (V,E), assume
Rm, Rn(m �= n) are RT-Trees of G. The pivotal tree PT of Rm and Rn is
defined as follows: (i) PT = Rm

⋂
Rn; (ii) ∃ < v0, v1, ..., vk >, such that

v0 = vrt(Ri)(i = m,n), vk = vrt(PT ),∀j ∈ [0, k − 1] : (vj , vj+1) ∈ Ri. The
root of pivotal tree is named as pivotal vertex.

Achieving high performance in processing a large scale graph requires par-
titioning of the graph. Here, we partition a graph into multiple non-overlaping
traversal trees. In the following, traversal trees indicate non-overlapping traversal
trees if we do not state explicitly.

Definition 5 (k-way Partition). Let P1, P2, . . . , Pk denote a set of traversal
trees of G = (V,E), where (1) Pi = (VPi

, EPi
), VP1 ∪ VP2 ∪ . . . ∪ VPk

= V ,
VPi

∩ VPj
= ∅(i �= j); (2) ∀(u, v) ∈ E, u ∈ VPi

, v ∈ VPi
⇒ (u, v) ∈ EPi

.
P1, P2, . . . , Pk (1 ≤ k ≤ |V |) are named as k partitions of G.

Definition 6 (Graph of Traversal Trees). Given a directed graph G =
(V,E), and T is the set of non-overlapping traversal trees, which is a partition
of G. |T | ≥ 1. The graph of traversal trees GT = (VGT

, EGT
) of G is defined as

follows: (i) The function f : T ↔ VGT
is bijective. Namely, each traversal tree

in T is mapping into a vertex of VGT
; (ii)∀Ti, Tj ∈ T (i �= j), if the root of Tj is

reachable from the root of Ti, (f(Ti), f(Tj)) ∈ EGT
.

3 The Interval-Index Approach

In our approach, we first traverse a graph and construct its RT-Trees, and then
split these RT-Trees into multiple non-overlapping traversal trees based par-
titions. So parallelism and locality of the computation can be improved. The
vertices in the same partition will be assigned continuous IDs in order to build a
compact index easier. So we can quickly determine which partition or RT-Trees
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a vertex is in by comparing vertex id with the ranges of partitions. Thus, the
reachability between two vertices can be determined by the relationship between
two IDs. In the following, we will first introduce how to search pivotal vertex,
partitioning a graph into traversal trees, relabeling. Finally, we will build interval
index and store it in an efficient manner.

3.1 Searching Pivotal Vertices

Traversal of large graphs will cause huge cost. Consider the case to answer reacha-
bility queries, we always have to frequently access the neighborhood of the recent
visited vertices, or the paths where the recent visited vertices are. Therefore, to
improve access locality and reduce search space, we need place those neighbor-
ing vertices in paths into a same partition. Each partition can be an RT-Tree.
However, there may exist overlapping subgraphs, namely pivotal trees among
RT-Trees of a graph. These pivotal trees may also overlap with each other. Since
the intersection of traversal trees is not empty, it is difficult to index traversal
trees and answer reachability. So we need to further partition RT-Trees into
disjoint traversal trees.

Algorithm 1. Searching Pivotal Vertex
Require: Graph G, root set S
1: Pivotal vertex set P ← ∅;
2: for each root ∈ S do
3: if root is unvisited then
4: enqueue(root);
5: while queue is not empty do
6: j = dequeue();
7: if j is unvisited then
8: label(j) ← root;
9: for each direct successor u of j do

10: enqueue(u),deg−(u) ← deg−(u) − 1;
11: else if label(j) �= root and deg−(u) == 0 then
12: P ← P ∪ {j};

To partition RT-Trees further into disjoint parts, we first find out pivotal
vertices using BFS. The traversal starts from the root of each RT-Tree. Each
time when a vertex is visited, the in-degrees of its direct successors should be
reduced by one. Assume we visit vertex j, there are three situations depending
on whether vertex j was visited before (Algorithm 1). Consider the situation in
which vertex j has not been visited yet, we label it with the vertex ID of the
current tree’s root. If j has been visited before and its label is not equal to the
current root ID, j belongs to a pivotal tree. If the in-degree of j is zero, j is a
pivotal vertex. If j has been visited yet, and its label is equal to current root
ID, it indicates that the RT-Tree has cross edges (e.g., edge: v27 → v98). For
example, in Fig. 1(a), all the pivotal vertices are v7, v9.
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(a) a graph (b) Graph after partitioning and
relabeling

Fig. 1. Tree-based partitioning and relabeling

3.2 Traversal Tree-Based Partitioning

After finding all the pivotal vertices, we then partition the graph using traversal
tree-based partitioning (Algorithm 2). If we can reach a vertex u (e.g. v30 in
Fig. 1(a)) via pivotal vertex s1 (e.g. v9 in Fig.1(a)), or a vertex s2 (e.g.,v99
in Fig.1(a)), the topological traversal process will assign u to the partition s1
resides due to its in-degree restriction on visiting order. However, DFS or BFS
can not do it correctly. For instance, in BFS, if the traverse from s2 to u is earlier
than from s1 to u, u will be assigned to the partition s2 resides, otherwise, the
partition s1 resides. Actually, since u is a successor of a pivotal vertex, it should
be as a part of the pivotal tree to be partitioned.

When we reach an unvisited vertex u (not a pivotal vertex) from a root, we
assign it to the partition where this root is, and delete u and its direct out-
edges from the graph. Otherwise, if u is a pivotal vertex, the RT-Trees where u
appears will be recorded in a data structure (e.g. Table 1). Thus, we can easily
find the RT-Trees where a pivotal vertex appears. When we finish the topological
traversal from one root, we can get a partition. The above steps are performed
for each root of RT-Trees repeatedly until all vertices are assigned.

Consider the graph in Fig. 1(a) again, initially, partition part1 = {V1, E1},
V1 = E1 = ∅. The traversal begins at root vertex v1 and v1 is inserted into the
queue. Now, V1 = V1 ∪ {v1} = {v1}. If queue is not empty, execute dequeue
(v1) and delete its out-edges (v1, v5), (v1, v7) from the graph. Among v1’s direct
successors {v5, v7}, v5 is unvisited and not a pivotal vertex, and its current
deg−(v5) is zero. So we visit v5, enqueue(v5) and V1 = {v1} ∪ {v5} = {v1, v5}.
Then, we reach v7. Since v7 is a pivotal vertex, we just record (v1, v7) and (v3, v7),
where v1,v3 are the roots of RT-Trees where v7 resides. Now queue = {v5}. The
above steps will be executed until the queue is empty. Finally, we can get three
partitions part1, part2, and part3.

After traversing all RT-Trees, we perform the same steps as the above repeat-
edly to get pivotal trees from pivotal vertices. The partitioning result is indicated
using dotted lines in Fig. 1(b) (IDs in Fig. 1(b) are assigned using Algorithm 2).
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Algorithm 2. Tree-Based Partitioning
Require: Graph G=(V,E), root set S, pivotal vertex set P
1: i ← 1, D = (∅, ∅);
2: for each unvisited vertex root ∈ S do
3: enqueue(root);
4: parti = (Vi, Ei), Ei ← ∅, Vi ← {root};
5: while queue is not empty do
6: j = dequeue();
7: for each successor u of j do
8: deg−(u) ← deg−(u) − 1;
9: if u ∈ P then

10: for each t ∈ Root(u) do
11: D ← D ∪ (t, u);
12: else
13: if u is unvisited and deg−(u) == 0 then
14: enqueue(u); Vi ← Vi ∪ {u}; set u as visited;
15: for each edge (u, v) ∈ E and u, v ∈ Vi do
16: Ei ← Ei ∪ (u, v);
17: i ← i + 1;
18: for each vertex j ∈ P do
19: execute step 3-17;

Our traversal tree-based partitioning scheme has three salient advantages.
First, since neighboring vertices and paths are in same partitions, it can improve
memory and disk access locality. Second, it prunes unnecessary search space, and
ensure a quick index lookup. Third, smaller tree-partitions facilitate parallel
processing.

3.3 Relabeling Trees

Each vertex of a graph has an ID. Since the initial vertex IDs are randomly
assigned and the vertices are distributed over the graph, it is difficult to build the
index on vertices. To improve locality for search and facilitate index construction,
vertices belonging to the same partition are assigned with continuous IDs. So
each partition can be indicated by a range (interval). We can efficiently determine
which partitions a vertex is in merely using intervals, and further determine the
corresponding RT-Trees it resides. Then, the reachability of two vertices can be
partially determined by checking whether their IDs fall in a range.

Algorithm 3 shows the relabeling process using DFS. Global variable idcount
indicate the starting ID assigned to every partition. In each partition, atomic
sync fetch and add operation is used to seize the interval of IDs first. Then

vertices in each partition are assigned ids according to theirs visiting order. For
example, V1 = {v1, v5, v27, v98} of part1 is relabeled as {v1, v2, v3, v4} (Fig. 1(b)).

Distribution of pivotal vertices has been recorded during partitioning. So
we can easily search for their corresponding RT-Trees to merge partitions. For
example, Table 1 records distribution of pivotal vertices in Fig. 1, part4 with old
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Algorithm 3. Relabeling Traversal Trees
Require: Partition set P, vertex size set C of partitions, global variable idcount
1: parfor each parti = (Vi, Ei) ∈ P do
2: new id ← sync fetch and add(&idcount, Ci);
3: for each vertex v ∈ Vi in DFS order do
4: old id(v) ← new id;
5: new id ← new id+1;

root v7 resides in two RT-Trees with old root v1 and v3 (v1 and v5 are their new
root IDs). So part4 should be merged into these two RT-Trees. Table 2 is the
collection of partitions described by intervals for each RT-Tree (after relabeling).
For example, [5, 6], [11, 12] and [13, 15] compose a RT-Tree with new root v5.

Table 1. Distribution of
pivotal vertices

old root ID pivotal vertex

v1 v7
v3 v7
v1 v9
v3 v9
v4 v9

Table 2. Partition-based RT-Tree

new root ID partition

v1 [ 1, 4 ], [ 11, 12 ], [ 13, 15 ]

v5 [ 5, 6 ], [ 11, 12 ], [ 13, 15 ]

v7 [ 7, 10 ], [ 13, 15 ]

3.4 Interval-Index Construction

After partitioning a large graph into a set of tree-partitions, we may get a large
number of tree partitions. It is important to lookup a tree in order to answer
reachability. Since vertices of each partition are assigned the continuous IDs,
each partition can be indicated by a minimal id and a maximal id. The minimal
id of a partition is a root of traversal tree. Thus, we can quickly locate a traversal
trees where a vertex is. It greatly reduces the search space. We will construct the
graph of traversal tree. Specifically, we consider the partition with continuous
IDs as a vertex in the graph of traversal trees. If two partitions are in the same
RT-Tree, we add an edge between them into the graph of traversal trees. The
traversal tree graph of Fig. 1(b) is shown in Fig. 2. Now, only direct edges
between two vertices should be taken into consideration. That is, there exists
no transitive relation in a traversal tree graph. Vertices v3, v5 reside in different
RT-Trees, even though the two partitions denoted by interval [1, 4] and [5, 6]
are indirectly connected by partition [11, 12].

We build an adjacency list index for the graph of traversal trees. Table 3
shows the adjacency list index of Fig. 2. Because it indicates a range, we call
it interval index. We can determine the reachability of vertex pairs by checking
the adjacency list index. The reachability of any two vertices can be determined
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using the interval index. Concretely, we first search the partition where the first
vertex resides and locate the corresponding row in the adjacency list. All the
neighboring partitions of this partition can be found in the list. Second, we
check whether the second vertex resides in the neighboring partitions. By this
way, we can quickly answer the reachability of vertex pairs.

Fig. 2. The graph of traversal trees

Table 3. Adjacency list index

vertex list of edges

[ 1, 4 ] [ 11, 12 ],[ 13, 15]

[ 5, 6 ] [ 11, 12 ], [ 13, 15 ]

[ 7, 10 ] [ 13, 15 ]

[ 11, 12 ] [ 1, 4 ], [ 5, 6 ],[ 13 15 ]

[ 13, 15 ] [ 1, 4 ],[ 5, 6 ], [ 7, 10 ],[ 11, 12 ]

With interval index, the reachability of vertex pairs can be determined
quickly. It requires two binary searches. First, we search offset index for the
offset address of the partition where the first vertex resides and locate the cor-
responding row in the adjacency list. And all the neighboring partitions of this
partition can be found in the list. Second, we search whether the second vertex
resides in these neighboring partitions to answer the reachability.

3.5 Delta Compression and Integer Encoding

Relabeling scheme makes differences among IDs residing in the same partition
smaller to further improves locality. We store the interval-based adjacency list
using byte-level delta compression scheme [8], in which the minimum number of
bytes are used to label the delta value between IDs. The relabeling scheme makes
the difference between IDs or intervals smaller. For one row of the adjacency list
like [id1, id2] : [s1, e1], [s2, e2]... , we store it as id1, id2 − id1, s1, e1 − s1, s2 −
e1, e2 − s2, .... We then append the first interval [id1, id2] and the offset of its
corresponding row into a file named offset index in order to efficiently locate its
row in subsequent query processing.

The ID (including the delta value) is an integer. The size for storing an integer
is typically 4 bytes. Not all integers require the whole word space to store them.
For example, in small graphs like linkedmdb, the number of vertices is about 1
million. The storage for each id is at most 3 bytes. So it is wasteful to store them
with a larger number of bytes when a smaller number of bytes are sufficient.
However, for bigger graph, 4 bytes may be not enough to store an ID. Thus, we
use the flexible approach - variable integer encoding [8].

3.6 Complexity Analysis

Index construction involves four steps: we need search pivotal vertices first, then
partition the graph using traversal trees and relabel vertices. Finally, we build
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interval index. The complexity of Algorithm 1 is O(|E|), because both of them
enumerate all vertices once. The complexity of Algorithm 2 is O(|V | + |E|),
because each vertex is visited when every edge is visited. The index construction
can be executed when the relabeling process finishes (Algorithm 3). The com-
plexity of the last two steps is O(|V |). Thus, its final complexity is O(|V |+ |E|).

Assume vertex pairs (u, v), our approach first locate the partition where u
appears. The way is to perform binary search in the storage block in which
u’s partition is stored. Thus, the complexity depends on the average num-
ber of partitions in a storage block. In our approach, the block size is 4KB.
Thus, there are not many partitions stored in a block. If u, v belong to the
same partition, then v is reachable from u. If u, v are not in the same parti-
tion, after determining the location of a partition, we binary search its adja-
cent list to check whether v appears. If v is in the list, then v is reachable
from u. Otherwise, they are not reachable. Thus, our approach takes time
O(log(block size)+log(average len)), where average len is the average length of
adjacent lists of partitions. average len is less than the average depth of rooted
traversal trees.

4 Experimental Evaluation

Since Veloso et al. [7] showed that Feline outperforms the recently systems,
such as GRAIL [4], we choose Feline as the competitor. Both Feline and our
method are complied using g++. We run all experiments on a server with an
Intel 2.13GHz CPU, 48GB memory, and CentOS 6.5 (2.6.32 kernel).

4.1 Performance on Real Graphs

Real Data Sets. We use six real-world data sets from a wide spectrum
of domains: linkedmdb1, de wiktionary2, dblp3, pagelinks en4, yago3 and
wikidata2. These real graphs vary both in size and in average degree (i.e.,davg).
The characteristics of the data sets are shown in Table 4.

Table 4. Characteristics of real data sets

Data sets linkedmdb de wiktionary dblp pagelinks en yago wikidata
vertices 1,404,454 3,499,638 30,812,730 18,268,992 101,722,334 164,223,339
edges 3,087,311 8,518,892 67,840,417 136,591,822 205,638,803 377,173,710
davg 2.20 2.43 2.20 7.48 2.02 2.30

Storage. Table 5 reports the results. Interval-Index approach requires less stor-
age than Feline does. The reason is that Interval-Index approach is based on
1 http://queens.db.toronto.edu/∼oktie/linkedmdb/
2 http://www.rdfhdt.org/datasets
3 http://datahub.io/zh CN/dataset
4 http://data.dws.informatik.uni-mannheim.de/dbpedia

http://queens.db.toronto.edu/~oktie/linkedmdb/
http://www.rdfhdt.org/datasets
http://datahub.io/zh_CN/dataset
http://data.dws.informatik.uni-mannheim.de/dbpedia
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local partitioning and byte-level delta compression. Moreover, relabeling makes
the IDs residing in the same partition continuous, significantly improving com-
pactness of the index.

Table 5. Storage for real data sets (in MB)

Data sets linkedmdb de wiktionary dblp pagelinks en yago wikidata
Interval-Index 108.6 108.0 308.0 2798.2 3133.5 10250.2

Feline 153.3 182.3 524.6 4831.0 4690.0 13230.0
Reduction 40.8% 41.3% 42.1% 33.2% 22.5% 44.3%

Query Answering Time. We randomly select 1,000k pairs of vertices for each
data set. Table 6 reports the total time taken to run queries in real graphs. The
experimental results are the average values of 5 runs. Since Feline uses a memory-
based access mechanism, its query time includes the loading time of the graph
and the time for processing 1,000k pairs of vertices. On the contrary, Interval-
Index’s access mechanism is based on external memory operation, implemented
by mmap virtual storage technique. So it only needs to load the required data
into memory. More importantly, its local partitioning holds neighbors together,
so the search space is well pruned. Continuous IDs in each partition further
reduce query time. The results clearly show that Interval-Index outperforms
Feline in all data sets.

Table 6. Query time for real data sets (in second)

Data sets linkedmdb de wiktionary dblp pagelinks en yago wikidata
Interval-Index 139.43 69.65 532.87 132.32 926.73 22037.29

Feline 181.82 86.73 685.91 438.25 1267.26 32159.30

4.2 Scalability

We also perform experiments on six synthetic random graphs with different size
generated using LUBM data generator [1]. So we can evaluate the scalability of
our approach. The characteristics of six data sets are shown in Table 7.

Table 7. Characteristics of synthetic data sets

Data sets LUBM10M LUBM50M LUBM100M LUBM200M LUBM300M LUBM500M
vertices 3,303,724 16,349,317 32,905,170 65,764,621 98,640,459 164,416,780
edges 13,409,395 66,751,196 133,613,894 267,027,610 400,512,826 667,592,614

Fig. 3 reports the results on synthetic data sets. The storage of Interval-
Index increases more slowly than Feline does as the graph sizes grow. Since
Feline needs to keep the primitive graph in memory, thus larger storage restricts
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its scalability. The right part of Fig. 3 shows that our approach is again faster
than Feline. As the number of edges increases, the query time of Interval-Index
increases slowly, while the time of Feline increases more quickly. The reason
is that Interval-Index’s partition-based index sharply reduces search space to
ensure efficient query performance. Its external memory-based access mechanism
further ensures robust performance against the growth in graph size. Since it only
needs to load the required data into memory, the graph size does not have much
effect on IO and memory read/write. However, Feline requires much time to load
all data into memory for computation. Thus, the performance of Feline is not
better than our approach.

Fig. 3. Performance on varying edges (M = 106)

5 Related Work

Reachability querying is a fundamental graph operation with numerous appli-
cations both in research and in industry. Due to the emergence of large graph-
structured data sets, reachaility queries have attracted enormous attention cur-
rently. Although many efforts have been devoted to it, it is still a challenge
whether we can do faster and more scalable to answer reachability queries over
even larger graphs with minimum cost (time and/or space).

Wei et al. [10] classifies existing approaches into two categories: Label-Only
and Label+G. The label-only methods only utilize the labels to answer reachabil-
ity queries, e.g., 3-Hop [9] and TF-Label [6]. Some of these methods [9] compress
TC (transitive closure) to reduce index size. But majority of them are still space-
consuming, and thus they are not so promising with regard to scalability on large
graphs. SCARAB [3] is recently proposed as a general framework to represent
a reachability backbone. It is used to further improve the scalability of existing
methods. Since the backbone is much smaller than the graph itself, querying
can generally be faster. However, if the size of backbone remains too large, these
methods probably do not work [3,6]. TF-Label [6] is constructed based on a
topological folding structure that recursively folds a target graph into half to
restrict the size of label. The Label+G methods will answer reachability queries
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only by label if possible, otherwise DFS will be required. GRAIL [4], Ferrari
[5] and Feline [7] are classified to this category. GRAIL is a reachability index
formed by multiple intervals obtained by the traditional min-post strategy. Ran-
domized interval labeling is applied to it. Ferrari employs a selective interval set
compression and a topological ordering to prune search space.

6 Conclusions

In this paper, we propose a scalable and fast graph indexing scheme, Interval-
Index to answer reachability queries in large graphs. The Interval-Index app-
roach, converts a large graph into a collection of fewer tree-partitions. The reach-
ability of any two vertices can be determined effectively and accurately using the
interval index. With extensive experiments, we demonstrate that Interval-Index
outperforms Feline, one of the recent best systems in storage and query answer-
ing. Furthermore, Interval-Index is scalable proven to be not only efficient, but
also robust against the increase in graph size.

Acknowledgments. The research is supported by National High Technology
Research and Development Program of China (863 Program) under grant
No.2012AA011003.
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Abstract. Column-based low-rank matrix approximation is a useful
method to analyze and interpret data in machine learning and data min-
ing. However existing methods will face some accuracy and scalability
problems when dealing with large-scale data. In this paper we propose
a new parallel framework for column-based low-rank matrix approxima-
tion based on divide-and-conquer strategy. It consists of three stages: (1)
Dividing the original matrix into several small submatrices. (2) Perform-
ing column-based low-rank matrix approximation to select columns on
each submatrix in parallel. (3) Combining these columns into the final
result. We prove that the new parallel framework has (1+ε) relative-error
upper bound. We also show that it is more scalable than existing work.
The results of comparison experiments and application in kernel meth-
ods demonstrate the effectiveness and efficiency of our method on both
synthetic and real world datasets.

Keywords: Low-rank matrix approximation · Divide-and-conquer ·
Scalability · Machine learning

1 Introduction

Matrices are widely used in machine learning and data mining to model the real
world data, such as kernel methods [19,23], social computing [20] and media
computing [8]. Typically a matrix M ∈ R

m×n can represent n instances each
with m features. Some examples of such instance-feature data include people
and face images in face recognition [12], user and rating in recommendation
system [3] and so on. In practical applications, the huge amount of data brings
some challenges in computing the data matrix. Faced with there problems, we
need to seek new ways to construct compressed representation and effective
approximation of matrices.

The most classical and common approach to approximation of matrix is the
truncated singular value decomposition (SVD) that obtains a low-rank approxi-
mation of the matrix. For a rank k ≤ min{m,n}, this method can give the best
rank-k approximation to M. Although the SVD method is widely used, it is not
interpretable from the resulting singular vectors in terms of the underlying data,
as the singular vectors are the combination of columns of the matrix, they are
not informative in many cases.
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 236–247, 2015.
DOI: 10.1007/978-3-319-25159-2 22
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Column-based matrix approximation methods [10] represent a matrix using
a small number of actual columns and/or rows of the matrix, therefor it has an
advantage over SVD when analysing data [7,9,22].

The core issue in column-based matrix approximation is how to choose proper
columns to improve the approximation accuracy. Many algorithms have been pro-
posed to address this problem [1,2,5,14]. Some algorithms can achieve (1 + ε)
relative-error bound and [14] gives a detailed summary of these algorithms. How-
ever most algorithms are not practical when dealing with large-scale data due to
their high time complexity.

In order to improve the scalability of column-based matrix approximation
algorithms, some work focuses on speeding up the SVD which is involved in most
algorithms. They studied the underlying numerical iterations [13], randomized
algorithms [15] and approximation algorithms [6] of SVD respectively.

Except these work aiming at speeding up the SVD, [18] proposed a parallel
framework for column-based low-rank matrix approximation to handle the scal-
ability problem. It is based on the divide-and-combine strategy which is inspired
by [17] in which the strategy is used to improve the scalability of both matrix
completion and robust principal component analysis. They select a small sub-
matrix from the original matrix using matrix factorization in parallel, and then
perform the column-based matrix approximation on the submatrix. Their par-
allel framework has relative-error upper bound and reduces the size of matrices
from m × n to m × √

kn, where k is a low rank parameter.
In this paper, we propose a new parallel framework for column-based low-

rank matrix approximation based on the divide-and-conquer strategy. We divide
the original matrix into several small submatrices, perform column-based low-
rank matrix approximation algorithms in parallel, then combine the results into
the desired columns. The new parallel framework has the same relative-error
bound as the base column-based matrix approximation algorithm, and the orig-
inal matrix can be divided into extremely small submatrices as long as the the
number of parallel nodes is large enough. Compared with existing work, our new
parallel framework has better theoretical upper bound and is more scalable.

The rest of this paper is organized as follows: We introduce the notation and
some preliminary algorithms in next section. Section 3 gives a detailed descrip-
tion and theoretical analysis about our method. Then we conduct experiments
in Section 4 to illustrate the advantages of our method. Finally we conclude in
Section 5.

2 Preliminaries

In this section, we will introduce some notational conventions and base algo-
rithms which will be involved in our parallel framework and experiments.

2.1 Notation

We let ‖·‖2 and ‖·‖F denote the spectral norm and Frobenius norm respectively
and ‖ · ‖ξ denotes either ‖ · ‖2 or ‖ · ‖F . For a matrix M ∈ R

m×n, we let



238 J. Wu and S. Liao

r = rank(M) denote its rank. We write the compact singular value decomposition
of M as UMΣMVT

M . ΣM is a diagonal matrix containing r non-zero singular
values of M in decreasing order, denoted as σ1(M) ≥ σ2(M) ≥ · · · ≥ σr(M) > 0.
UM ∈ R

m×r and VM ∈ R
n×r are the corresponding left and right singular

vectors of M and we let ui(M) and vi(M) denote the i-th left and right singular
vector. M+ = UMΣ−1

M VT
M denotes the Moore-Penrose pseudoinverse of M and

PM = MM+ represents the orthogonal projection onto the column space of M.

2.2 Best Rank-k Approximation

For a matrix M ∈ R
m×n and k ≤ min{m,n}, we let Mk denote its best rank-k

approximation which is defined in the following way:

Mk =
k∑

i=1

σi(M)ui(M)vi(M)T,

which satisfies ‖M−Mk‖ξ = minrank(A)≤k ‖M−A‖ξ. The most straightforward
way to get Mk is to truncate the full SVD and remain the top k singular values
and singular vectors, thus the running time is O(mn min{m,n}) for this method.
There is also O(mnk) time complexity algorithm to calculate Mk [13].

2.3 Column-Based Matrix Approximation

In some application areas such as machine learning, data mining and statistical
data analysis, the best rank-k approximation might be undesirable since the
singular vector representation is not suitable to make inferences about the actual
underlying data, because they are generally combinations of the columns of M.

In contrast to the SVD approach, column-based matrix approximation con-
structs low-rank matrix approximations that are explicitly expressed in terms
of a small number of columns and/or rows of the input matrix. Its formal
definition [11] is as follows:

Definition 1. Let M be an m × n matrix. For any given C, an m × l matrix
whose columns consist of l columns of the matrix M, the m × n matrix CX is a
column-based matrix approximation to M, or CX matrix decomposition, for any
l × n matrix X.

In general case we have l � n, thus we can treat l as a constant. From
the above definition we can see that CX matrix decomposition expresses each
of the columns of M in terms of a linear combination of C, which are actual
columns of M. When C is given, we can set X = C+M, then obtain the low-
rank approximation CC+M. Indeed, this is the best approximation we can get
because ‖M − CC+M‖F = minX∈Rl×n ‖M − CX‖F .

Many CX algorithms, both deterministic and randomized, can give a relative-
error upper bound, that is ‖M−CC+M‖ξ ≤ ΔCX‖M−Mk‖ξ with ΔCX ≥ 1. In
this paper we mainly consider the relative-error bound in Frobenius norm. Some
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algorithms with (1+ ε) relative-error bound have been summarized in [14], from
which we can see that these algorithms are not scalable dealing with large-scale
data because of the high time complexity, therefor we need a parallel method to
handle this problem.

3 New Parallel Framework

In this section, we will describe, analyse and discuss our parallel framework for
column-based low-rank matrix approximation in detail.

3.1 Divide-and-Conquer Strategy

Given a matrix M ∈ R
m×n, r = rank(M). We want to select l columns of M,

denoted as C, in order to make ‖M−CC+M‖F close to ‖M−Mk‖F for a given
number k, where k ≤ r and k ≤ l ≤ n. Our parallel framework consists of the
following three stages:

Divide matrix into submatrices: Let t be the number of parallel nodes,
we divide M into t submatrices in the following way M = [M(1), . . . ,M(t)],
where M(i) contains n/t columns1, i = 1, 2, . . . , t.
Perform CX algorithm in parallel: We perform CX algorithm on
{M(1), . . . ,M(t)} in parallel, then from each submatrix we can obtain l/t
columns2. It yields t results {C(1), . . . ,C(t)}.
Merge selected columns: We merge the selected columns in last stage to
form the final output C = [C(1), . . . ,C(t)] ∈ R

m×l.

We summarize the above stages into Algorithm 1. Note that we do not spec-
ify the CX algorithm, thus any CX algorithm can be applied to our framework.
Furthermore, we make no assumption about the matrix and no randomization
is needed from beginning to end, which means our method can be totally deter-
ministic as long as the base CX algorithm is deterministic.

Next we analyse the time complexity of Algorithm 1. Let TCX(m,n) denote
the running time of the base CX algorithm on an m × n matrix. As the running
time of Step 1 and Step 5 is trivial, the bottleneck of Algorithm 1 is Step 3, thus
the time complexity of Algorithm 1 is TCX(m,n/t).

3.2 Theoretical Analysis of Accuracy-Preserving Property

Our parallel framework is accuracy-preserving, that is it has exactly the same
relative-error bound as that of the base CX algorithm we used. The main theorem
is as follow.
1 We assume n mod t = 0 for simplicity, then each submatrix contains n/t columns.

In a general case we can also partition M into t submatrices and each contains �n/t�
or �n/t� columns.

2 Here we also assume l mod t = 0 for simplicity. In a general case we can select
�l/t� or �l/t� columns from each submatrix in order to insure that the number of
entire selected columns is l.
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Algorithm 1. Divide-and-Conquer Parallel Framework
Input: a matrix M ∈ R

m×n, number of parallel nodes t, number of selected
columns l

Output: selected columns C ∈ R
m×l

1: divide matrix M = [M(1), . . . ,M(t)]
2: do in parallel
3: C(i)=CX-Algorithm(M(i))
4: end do
5: C = [C(1), . . . ,C(t)]
6: return C

Theorem 1. Given a matrix M ∈ R
m×n, r = rank(M) and Mk is the best rank-

k approximation to M, where k ≤ r. Given constants t and l, where k ≤ l ≤ n.
If the base CX algorithm yields

‖M(i) − C(i)C(i)+M(i)‖F ≤ ΔCX‖M(i) − M(i)
k ‖F

for ΔCX ≥ 1 by choosing l/t columns C(i) from M(i). Then perform Algorithm 1
on M we can get

‖M − CC+M‖F ≤ ΔCX‖M − Mk‖F .

Proof.

‖M − CC+M‖2F =
t∑

i=1

‖M(i) − CC+M(i)‖2F

(a)

≤
t∑

i=1

‖M(i) − C(i)C(i)+M(i)‖2F

≤
t∑

i=1

Δ2
CX‖M(i) − M(i)

k ‖2F

= Δ2
CX

t∑

i=1

‖M(i) − M(i)
k ‖2F .

(a) follows from the fact that the column space of C(i) is the subspace of
that of C, therefor projecting M(i) onto the column space of C(i) instead
of the column space of C will increase the deviation between M(i). Divide
Mk = [N(1), . . . ,N(t)] according to M = [M(1), . . . ,M(t)]. Then

t∑

i=1

‖M(i) − M(i)
k ‖2F

(b)

≤
t∑

i=1

‖M(i) − N(i)‖2F

= ‖M − Mk‖2F .
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(b) follows from rank(N(i)) ≤ rank(Mk) = k = rank(M(i)
k ). Thus we have

‖M − CC+M‖2F ≤ Δ2
CX‖M − Mk‖2F ,

and therefor

‖M − CC+M‖F ≤ ΔCX‖M − Mk‖F .

3.3 Discussion

Above we have analysed our framework with deterministic CX algorithms, it
is easy to get the same result for randomized CX algorithms just by adding
the expectation. From Theorem 1 we can see that our framework has (1 + ε)
relative-error bound as long as the base CX algorithm gives (1+ ε) relative-error
bound. Note that in Algorithm 1 we can divide the matrix into more than t
submatrices to speed up the computation with the same bound in Theorem 1.
Generally more submatrices may result in worse performance, thus the choice of
the number of submatrices is balance of performance and speed.

Another benefit of our parallel framework is the settlement of data storage.
Our parallel framework only distributes an m×n/t matrix to each parallel node
which can be much smaller than the original matrix when t is large enough.

It is notable that [18] proposed a parallel framework for column-based
matrix approximation based on divide-and-combine strategy. Compared with
their method, the advantages of ours are reflected on the following aspects:

(1) Simpler: They first select an ensemble matrix using low-rank matrix
approximation and matrix factorization algorithm in parallel and then per-
form CX algorithm on the ensemble matrix serially. Our method don’t need
the selection stage and perform CX algorithm in parallel directly, which
does not involve other algorithms and is easier to implement.

(2) Faster: Their method involves three algorithms: rank-k approximation and
interpolative decomposition in parallel and CX algorithm in serial. Our
method only need to perform CX algorithm in parallel, thus is more time-
saving when t getting larger.

(3) More scalable: Their divide-and-combine framework consists of parallel
parts and serial parts, therefor they need to set the number of parallel
nodes t = �√n/k	 in order to achieve the best running time, and the
increase or decrease of t will both result in worse running time. However
our method makes no constraint on t, and the bigger t is the faster our
method will be.

(4) More accurate: Their method has relative-error bound, and our method
has a tighter (1 + ε) relative-error bound.

It is worth mentioning that the method of [18] gives a relative-error bound
proportional to

√
kn/t. In order to improve the relative-error bound, they pro-

pose a optional adaptive sampling stage which comes from [7]. By sampling
additional O(k

√
kn/tε−1) columns they can get (1 + ε) relative-error bound in

theory. However, as this process is time-consuming and impractical they do not
include it in their experiments.
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4 Empirical Evaluation

Our experiments consist of two parts: we first compare the approximation accu-
racy and scalability of our parallel framework with existing methods, and then
compare their performance when applied to kernel methods.

4.1 General Settings

We compare three different methods: (1) Performing CX algorithm directly. (2)
Divide-and-combine parallel framework proposed by [18]. (3) Our divide-and-
conquer parallel framework. For the base CX algorithm we follow the choices
of [18], in which two CX algorithms are used: (1) A deterministic CX algorithm
with O(mnk+nlk2) time complexity proposed by [1], denoted as Det. (2) A ran-
domized CX algorithm with O(mnk) time complexity proposed by [11], denoted
as Rand. All the algorithms are implemented in R with package parallel. The
rank parameter k is set to be 15. For fairness, we set t = �√n/k	 for m×n matrix
as default because it is the most proper setting for [18]. We run all algorithms
20 times and report the average results.

4.2 Approximation Accuracy and Scalability

We use the reconstruction error ratio to measure the approximation accuracy
of each method, which is defined as follows: ‖M − CC+M‖F /‖M − Mk‖F . we
carry out experiments on two datasets, artificial dataset and real dataset.

The artificial dataset used in our experiments are two kinds of random n ×
n matrices [5]: (1) Log: Random matrix with singular values equally spaced
between 1 and 10− log n. (2) Scaled Random: Random matrix created by assigning
each entry a number between −1 and 1 from uniform distribution, and then
scaling the ith row of that matrix by (20εi/n) where ε is the machine precision,
for example 2.22 × 10−16 in our machine.

For real dataset we use the Extended Yale Face Database B [12,16]. There
are totally 2414 human face images with 192 × 168 pixels. Thus we can obtain
a 32256 × 2414 matrix with each column representing a face image.

We first evaluate the approximation accuracy of each method along with the
increase of number of selected columns. For artificial data, we set n = 5000.
The performance results are shown in Figure 1. For Face dataset, the results are
shown in Figure 2. We can see that the reconstruction error ratio of our method is
nearly the same with that of the direct method, which is in accordance with the
accuracy-preserving property of our method. The divide-and-combine parallel
framework has a higher reconstruction error ratio due to a looser relative-error
bound.

For comparing the scalability of each method, we first evaluate how running
time changes along with the increase of the data’s scale. We carry out exper-
iments on artificial dataset with n = 1000, 3000, 5000, 7000 and l = 50. The
results are summarized in Table 1, which show our method is more efficient
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Fig. 1. Reconstruction error ratio of each method on Log and Scaled Random. The leg-
end represents direct method, divide-and-combine parallel framework and our divide-
and-conquer parallel framework respectively. Size of matrix n = 5000, rank parameter
k = 15 and the number of parallel nodes t = �√n/k� = 19.

0.
9

1.
0

1.
1

1.
2

Face

Number of columns 

R
ec

on
st

ru
ct

io
n 

er
ro

r 
ra

tio

Det
D−Combine−Det
D−Conquer−Det

20 25 30 35 40 45 50 55 60

0.
9

1.
0

1.
1

1.
2

Face

Number of columns 

R
ec

on
st

ru
ct

io
n 

er
ro

r 
ra

tio

Rand
D−Combine−Rand
D−Conquer−Rand

20 25 30 35 40 45 50 55 60

Fig. 2. Reconstruction error ratio of each method on Face dataset. rank parameter
k = 15 and the number of parallel nodes t = �√n/k� = 13.
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and has super-linear speed-up. Note that we set t = �√n/k	 in this experi-
ment, which makes the divide-and-combine parallel framework achieve the best
running time, however it is not the best setting for our method.

Table 1. Running time (in seconds) of each method on Log and Scaled Random,
where size of matrix n = 1000, 3000, 5000, 7000 and the number of parallel nodes t =
�√n/k� = 9, 15, 19, 22. The number of selected columns l = 50 and rank parameter
k = 15.

Method
Size of matrix

1000 × 1000 3000 × 3000 5000 × 5000 7000 × 7000

Log

Det 3.04 253.11 809.43 1817.36
D-Combine Det 0.83 8.24 26.75 56.95
D-Conquer Det 0.74 7.46 16.14 37.36

Rand 2.82 240.24 796.91 1710.22
D-Combine Rand 0.72 8.04 24.82 53.76
D-Conquer Rand 0.70 7.31 15.72 35.56

Scaled Random

Det 1.96 107.00 409.18 1101.17
D-Combine Det 0.77 7.51 20.00 50.85
D-Conquer Det 0.66 6.70 14.97 35.12

Rand 1.65 109.00 406.18 1044.17
D-Combine Rand 0.61 7.80 19.51 49.34
D-Conquer Rand 0.56 6.38 14.30 32.90

Next we evaluate how running time changes along with the increase of the
number of parallel nodes. We carry out experiment on Face dataset to select l =
50 columns with t = 5, 6, . . . , 30 (we omit the cases that t are too small because
the divide-and-combine parallel framework cannot select enough columns). The
results are shown in Figure 3. We can see that the running time of divide-and-
combine parallel framework achieves the best value when t = �√n/k	, then it
increases with t getting larger. We have mentioned this limitation in Section
3.3. However our method does not have this problem and the larger t is the
more efficient our method will be. The results show our method is more scalable
dealing with the increase of the number of parallel nodes.

4.3 Application in Kernel Methods

Column-based matrix approximation algorithms can be used to select infor-
mative columns to speed up machine learning and data mining tasks. Next
we carry out experiments to speed up two kernel-based learning algorithms:
least squares support vector machine (LSSVM) [21] and kernel ridge regres-
sion (KRR) [19]. We use 6 datasets from LIBSVM [4] which are summarized in
Table 2. Each dataset is randomly divided into two halves, one for training set
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Fig. 3. The evolution of running time of Det and Rand algorithm under divide-and-
combine parallel framework and our divide-and-conquer parallel framework on Face
dataset. The number of parallel nodes t = 5, 6, . . . , 30, the number of selected columns
l = 50 and rank parameter k = 15.

and another for test set. We use LSSVM for classification tasks and report clas-
sification accuracy. We use KRR for regression tasks and report mean square
errors (MSE). The kernel function used in our experiment is Gaussian kernel
K(xi,xj) = exp(−γ‖xi − xj‖22) with γ = 2−3. The regularization parameter μ
of LSSVM and KRR is searched in the range {2−15, 2−14, . . . , 20} using 5-fold
cross validation. We select 10% instances of each dataset’s training set and then
compare the prediction outcomes using the selecting instances. The results are
in Table 3 (for brevity we only present the results of Rand). It shows that our
parallel framework can tremendously reduce the running time and preserve good
prediction results.

Table 2. Information of datasets used in experiment.

Dataset Instance Feature Type

mushrooms 8124 112 classification
a7a 16100 123 classification
w6a 17188 300 classification

space-ga 3107 6 regression
abalone 4177 8 regression
cpusmall 8192 12 regression
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Table 3. Comparison of the prediction outcome and running time (in seconds) of each
method. Original denotes performing learning algorithm without selection step, and
the last three denote selecting 10% instances from training set using corresponding
method. The number of parallel nodes t = �√n/k�, where n is the size of training set
and k = 15.

Dataset
Original Rand D-Combine-Rand D-Conquer-Rand

Accuracy Time Accuracy Time Accuracy Time Accuracy Time

mushrooms 99.16% 139.68 98.85% 12.15 98.52% 1.28 98.80% 1.09
a7a 83.77% 330.113 82.94% 32.50 80.34% 2.49 81.53% 1.89
w6a 96.97% 492.787 96.85% 42.30 95.34% 3.67 96.23% 2.03

Dataset
Original Rand D-Combine-Rand D-Conquer-Rand

MSE Time MSE Time MSE Time MSE Time

space-ga 0.024 25.43 0.026 3.21 0.034 0.89 0.027 0.82
abalone 5.35 47.32 5.81 7.32 6.23 0.94 5.88 0.91
cpusmall 85.36 113.53 89.39 11.53 93.53 1.17 92.96 1.02

5 Conclusion

As existing column-based low-rank matrix approximation algorithms suffer from
the issues of approximation accuracy and scalability, we propose a new parallel
framework for column-based low-rank matrix approximation based on the divide-
and-conquer strategy. The new parallel framework gives the same relative-error
bound as the base algorithm, which leads to a (1+ε) relative-error bound, and is
scalable dealing with large-scale data and has super-linear speed-up. Empirical
results illustrate the advantages of our method on approximation accuracy and
scalability.
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of China under Grant No. 61170019.

References

1. Boutsidis, C., Drineas, P., Magdon-Ismail, M.: Near optimal column-based matrix
reconstruction. In: Proceedings of the IEEE 52nd Annual Symposium on Founda-
tions of Computer Science (FOCS), pp. 305–314 (2011)

2. Boutsidis, C., Mahoney, M.W., Drineas, P.: An improved approximation algorithm
for the column subset selection problem. In: Proceedings of the Twentieth Annual
ACM-SIAM Symposium on Discrete Algorithms, pp. 968–977 (2009)

3. Breese, J.S., Heckerman, D., Kadie, C.: Empirical analysis of predictive algorithms
for collaborative filtering. In: Proceedings of the Fourteenth Conference on Uncer-
tainty in Artificial Intelligence, pp. 43–52 (1998)

4. Chang, C.C., Lin, C.J.: LIBSVM: A library for support vector machines. ACM
Transactions on Intelligent Systems and Technology 2, 27:1–27:27 (2011)



Accuracy-Preserving and Scalable Matrix Approximation 247

5. Civril, A., Magdon-Ismail, M.: Column subset selection via sparse approximation
of svd. Theoretical Computer Science 421, 1–14 (2012)

6. Clarkson, K.L., Woodruff, D.P.: Low rank approximation and regression in input
sparsity time. In: Proceedings of the Forty-Fifth Annual ACM Symposium on
Theory of Computing, pp. 81–90 (2013)

7. Deshpande, A., Rademacher, L., Vempala, S., Wang, G.: Matrix approximation
and projective clustering via volume sampling. Theory of Computing 2, 225–247
(2006)

8. Dorai, C., Venkatesh, S.: Media computing: computational media aesthetics, vol. 4.
Springer Science & Business Media (2002)

9. Drineas, P., Kannan, R.: Pass efficient algorithms for approximating large matri-
ces. In: Proceedings of the 14th Annual ACM-SIAM Symposium on Discrete Algo-
rithms, pp. 223–232 (2003)

10. Drineas, P., Mahoney, M.W., Muthukrishnan, S.M.: Subspace Sampling and
Relative-Error Matrix Approximation: Column-Based Methods. In: Zwick, U.,
Dı́az, J., Jansen, K., Rolim, J.D.P. (eds.) APPROX 2006 and RANDOM 2006.
LNCS, vol. 4110, pp. 316–326. Springer, Heidelberg (2006)

11. Drineas, P., Mahoney, M.W., Muthukrishnan, S.: Relative-error CUR matrix
decompositions. SIAM Journal on Matrix Analysis and Applications 30(2),
844–881 (2008)

12. Georghiades, A.S., Belhumeur, P.N., Kriegman, D.: From few to many: Illumi-
nation cone models for face recognition under variable lighting and pose. IEEE
Transactions on Pattern Analysis and Machine Intelligence 23(6), 643–660 (2001)

13. Golub, G., Van Loan, C.: Matrix Computations. Johns Hopkins University Press,
Baltimore (1996)

14. Guruswami, V., Sinop, A.K.: Optimal column-based low-rank matrix reconstruc-
tion. In: Proceedings of the Twenty-Third Annual ACM-SIAM Symposium on
Discrete Algorithms, pp. 1207–1214 (2012)

15. Halko, N., Martinsson, P.G., Tropp, J.A.: Finding structure with randomness:
Probabilistic algorithms for constructing approximate matrix decompositions.
SIAM Review 53(2), 217–288 (2011)

16. Lee, K.C., Ho, J., Kriegman, D.: Acquiring linear subspaces for face recognition
under variable lighting. IEEE Transactions on Pattern Analysis and Machine Intel-
ligence 27(5), 684–698 (2005)

17. Mackey, L.W., Jordan, M.I., Talwalkar, A.: Divide-and-conquer matrix factoriza-
tion. In: Advances in Neural Information Processing Systems, pp. 1134–1142 (2011)

18. Pi, Y., Peng, H., Zhou, S., Zhang, Z.: A scalable approach to column-based low-rank
matrix approximation. In: Proceedings of the 23rd International Joint Conference
on Artificial Intelligence (IJCAI 2013), pp. 1600–1606 (2013)

19. Saunders, C., Gammerman, A., Vovk, V.: Ridge regression learning algorithm in
dual variables. In: Proceedings of the 15th International Conference on Machine
Learning, pp. 515–521 (1998)

20. Schuler, D.: Social computing. Communications of the ACM 37(1), 28–29 (1994)
21. Suykens, J., Vandewalle, J.: Least squares support vector machine classifiers. Neu-

ral Processing Letters 9(3), 293–300 (1999)
22. Tyrtyshnikov, E.: Incomplete cross approximation in the mosaic-skeleton method.

Computing 64(4), 367–380 (2000)
23. Vapnik, V.N.: Statistical Learning Theory. John Wiley & Sons, New York (1998)



Segment-Based Depth Estimation in Light Field
Using Graph Cut

Wenjie Shao1(B), Hao Sheng1,2, and Chao Li1,2

1 State Key Laboratory of Software Development Environment, School of Computer
Science and Engineering, Beihang University, Beijing 100191,

People’s Republic of China
wenjie668@qq.com

2 Shenzhen Key Laboratory of Data Vitalization, Research Institute in Shenzhen,
Beihang University, Shenzhen 518057, People’s Republic of China

Abstract. In this paper, we present a depth-extracting method on the
scenes of 4D light fields. The method is based on image segmentation and
epipolar plane images. We extract disparity map and reliability map from
the original image of 4D light fields. Then this information is applied to
image segmentation, in which a large number of planes are produced,
so that the disparity map which is consist of pixels can be transferred
to the disparity map which is consist of planes. In the resulting opti-
mization problem, graph-cut technique is used to assign a corresponding
disparity plane to each segment. Our method is tested on a number of
synthetic and real-world examples captured with a light field camera, and
compared to ground truth where available. Furthermore, an approach to
optimize the method to reduce the running time is also proposed.

Keywords: Light fields · Depth estimation · Graph cuts · Imgae seg-
mentation

1 Introduction

The 4D light field has been established as a promising paradigm to describe the
visual appearance of a scene. Compared to a traditional 2D image, it contains
not only the accumulated information at each image point, but also separate
information for each ray direction. With such additional information, a wide
range of applications in a light field have been developed. They achieved some
functions which can’t be applied in ordinary camera. Digital zooming, also called
refocusing, is an important use [7]. It can invert a defocused image to highly accu-
rate focused image and reduce the difficulty of auto focusing. Super-resolution
reconstruction is another active research in 4D light field.

More importantly, reconstruction from 4D light fields requires getting an
accurate disparity map, which is still a challenging in computer vision. There are
many mature methods in depth estimation, such as stereo matching [16]. They
can be divided into two major classes, local algorithms and global algorithms.
Both of them have some disadvantages. Local algorithms only uses the pixel
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 248–259, 2015.
DOI: 10.1007/978-3-319-25159-2 23
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which is in a finite neighboring window so that it has low accuracy. Global
algorithms make explicit smoothness assumptions of the disparity map and they
require a lot of time in the minimization techniques [9]. As is commonly known,
the real scene structure could be approximated by a set of planes in disparity
space. After image segmentation, every region could be fitted to a plane formula
using pixel locations and local depth estimates. However, a common scene could
be divided into thousands of regions after Mean shift algorithm and it will cost
a lot of time to give every region a fitting plane, and more importantly, a large
number of the planes are inaccurate [13]. In our method, several measures are
used to choose the accurate planes. For example, a precise plane must be big
enough which means it has a lot of points and the points with high reliability
must occupy most of all points in this plane [2]. After plane fitting, the problem
is converted into assigning labels to planes which can be easily formulated as an
energy minimization problem in the segment domain.

To solve the energy minimization problem, graph cuts technique and Markov
random fields is used. Li Hong and George Chen proposed a graph cuts method
in stereo matching based on separated pixels [6]. In general, the number of
segments is much less than pixels, which leads to a simple graph structure and
fast computation. But because of our over-segmentation, the runtime tends to
exceeded our expectation. We apply an optimism method to reduce the number
of regions. We combine those regions whose plane equation is similar to a large
region. According to our experiments, this approach will reduce the runtime by
thirty percent .

This paper proposes a region-based global algorithm to obtain the disparity
map in 4D light fields. It makes full use of image information and produced much
better results than stereo matching [4]. More importantly, it greatly reduces the
running time which is a big problem for global algorithms, especially in 4D light
fields. It combines the traditional image segmentation with light fields.

The rest of the paper is organized as follows: First we introduce the related
work on image segmentation in Section 2. Then we present how to obtain dispar-
ity map in the 3D light field (Section 3) and how to give every region produced
by Meanshift a plane label (Section 4). In Section 5 we apply graph cuts to
solve the energy minimization problem which assign the corresponding disparity
plane to each segment. We provide experimental results in Section 6. Finally,
we conclude our paper and discuss related advantages and disadvantages of our
approach in Section 7.

2 Related Work

The concept of light fields mainly came from computer graphics. One of the first
approaches using EPIs to analyze the scene geometry was by Bolled et al. [10].
To reconstruct the 3D structure, they detect edges, peaks and troughs with a
subsequent line fitting in the EPI. Another approach is presented by Criminisi
et al. [2], who use an iterative extraction procedure for collections of EPI-lines
of the same depth, which they call an EPI-tube. They also proposed procedure
to remove specular highlights from already extracted EPI-tubes.
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Fig. 1. The whole process of our method, from the original picture to the final depth
image.We extract disparity map and reliability map from the original image of 4D
light fields. Then we apply these information on image segmentation, in which we get
accurate segments in a large number of planes, so that we can get transfer the disparity
map which is consist of pixels to the disparity map which is consist of planes.

Sven Wanner and Bastian Golduecke introduced a novel local data term for
depth estimation [13], which is tailored to the structure of light field data. They
use the coherence of the structure tensor as the reliability measure and the
direction of the local level lines to obtain the depth estimated.

Image segmentation is an active research area, especially in stereo matching.
Andreas Klaus, Mario Sormann and Konrad Karner proposed segment-based
stereo matching using belief propagation and a self-adapting dissimilarity mea-
sure [3]. They apply Mean Shift color segmentation to image segmentation which
is first used in Comaniciu and Meer. The main advantage of the mean-shift app-
roach is the fact that edge information is incorporated as well.

Christoph Straehle and Sven Wanner gave an assignment of globally con-
sistent multi-labels on the 4D light fields [15]. They provided an optimal data
structure for label optimization by implicitly providing scene geometry informa-
tion. It is thus possible to consistently optimize label assignments over all views
simultaneously.

In Matousek et al. [6], a cost function is formulated to minimize a weighted
path length between points in the first and the last row of an EPI, which
prefers constant intensity in a small neighborhood of each EPI-line. However,
their method only works in the absence of occlusions. Berent et al. [8] deal with
the simultaneous segmentation of EPI-tubes by a region competition method
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using active contours, imposing geometric properties to enforce correct occlu-
sion ordering.

Multi view object co-segmentation is similar to light field image segmen-
tation. Adrsh Kowdle and Sudipta N.Sinha proposed an algorithm formulated
using an energy minimization framework that combines stereo and appearance
cues, where for each surface; an appearance model is learnt using an unsuper-
vised approach [1]. Dorit S.Hochbaum proposed an efficient algorithm for Co-
segmentation on object which is in two images with arbitrary background [14].
To solve the difficult optimization problem of Markov Random Field (MRF),
they designed a new algorithm which can solve for optimal in polynomial time
using a maximum flow procedure on an appropriately constructed graph [11].

3 Local Depth Estimate in 3D Light Field

As mentioned before, EPI, which can be viewed as 2D slices of constant angular
and spatial directions could be obtained through the Lumigraph from 3D light
field. There are several ways to represent light fields. In this paper, we adopt the
two-plane parametrization. It can be treated as a map

L : Ω × Π → R, (x, y, s, t) �→ L(x, y, s, t) (1)

It can be viewed as an assignment of an intensity value to the ray (Rx,y,s,t)
passing through (x, y) ∈ Ω and (s, t) ∈ Π. Fix a horizontal line of constant (y)
in the image plane and a constant camera coordinate (t), and restrict the light
field to an (x,s) slice Σy∗,t∗ . The EPI could be described as.

Sy∗,t∗ : Σy∗,t∗ → R,

(x, s) �→ Sy∗,t∗(x, s) := L(x, y∗, s, t∗)
(2)

The next step is to get the depth of every pixel. In the EPI, a pixel is a slant.
According to its depth in the scene, the slant slope is different. The farther the
object, more inclined the line is. There is a very simple formula to calculate its
slope.

l = −f
Δs

Δx
(3)

However there are several problems in this formula. The first is some of the lines
which are corresponding to a fixed pixel whose texture is not clear enough is
very hard to be distinguished from many lines. So the depth could be wrong.
Another problem is the EPI will contain some lines which are not long enough,
which means there are some obstructions blocking the pixel. It could be solved
by only using part of the line to calculate despite that it will reduce the accuracy.

Fortunately there is a measure of accuracy. Using the coherence of the struc-
ture tensor to calculate reliability is advisable. It can effectively reflect the accu-
racy of the depth estimate of every pixel.

ry∗,t∗ :=
(Jxx − Jyy)

2 + 4Jxy
2

(Jyy + Jxx)2
(4)
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Using the local depth estimates for all the EPIs in horizontal and vertical
directions, respectively, different view points could produce different disparity
maps and reliability maps. For example, for the original picture from a light
field camera which produces 9 × 9 photos, using the local depth estimates we
can get 9 × 9 EPIs, it is necessary to choose how to combine such information
into one disparity map. Paper [5] used an algorithm which is similar to stereo
matching. It is very complex and for some scenes which have little texture,
its performance is not good enough. So our method only apply a very simple
method. It gives up some information and only uses two EPIs. Obviously both
of them are obtained from the same view point. A simple method is to combine
them with a comparison of whose reliability is larger.

Fig. 2. Combination of two disparity maps in different directions. The left is the hori-
zontal disparity map. The middle is vertical disparity map. The right is the result.

As indicated in Fig. 2, the horizontal EPI is sensitive to horizontal edges
because the corresponding reliability is bigger in horizontal direction. The ver-
tical is similar. After combining them, both directions seem clear.

4 Plane Segmentation and Fitting

In the above steps, texture is used to get rough depth information. The next
step is to combine these pixels into several regions. Color is a good feature for
segmentation. Our method uses Mean Shift to split the original picture, which is
corresponding to the center image in light field, into small regions. Because of the
view point of the center image is the same as the disparity map and the reliability
map, the deviation could be reduced from parallax maximally. In this part, an
over-segmented image is preferred and these tiny regions will be combined at
last. It may cost extra time for the merging step. But if some region boundaries
are not boundaries in the segmented image, nothing can be done to correct
this error. The mean-shift analysis approach is essentially defined as a gradient
ascent search for maxima in a density function defined over a high dimensional
feature space. To get the over-segmentation image, the spatial radiation and color
radiation of Mean Shift need to be a small value, especially the color radiation,
when the image is almost a same color.

After plane segmentation, thousands of, maybe more, regions are produced.
The next step is to specify a fitting plane to each region with the disparity and
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reliability from last part. Every plane can be describe as

ax + by + cz + 1 = 0 (5)

Where x and y are the coordinates of a pixel, z is the disparity of the pixel. A
plane is been calculated for each region using least square. It is easy to realize
and efficient to solve the plane fitting problem. If the disparity of each pixel is
not all accurate, it will affect the result of least square remarkably. Fortunately
there is reliability to exclude those impurities with threshold. Note that the large
number of regions will cost a very long time to calculate the fitting plane of each
region and in fact there is no need to divide a scene into thousands of planes. We
use a method to eliminate the regions with small reliability and only calculate
those high reliable planes. The method comprises several thresholds:

⎧
⎪⎪⎨

⎪⎪⎩

|N1| > T1 N1 = {p|rp > rc&p ∈ R}
|N2| > T2 N2 = {p|p ∈ R}
|N1|
|N2| > T3

|N3| > T4 N3 = {p|p is on edge &p ∈ R}
(6)

1) |N1| is the number of reliable pixel is larger than T1, where T1 is a fixed
amount; 2)|N2| is the number of all pixels is larger than T2, where T2 is a fixed
amount; 3) the percentage of reliable pixels in all pixels is larger than T3, where
T3 is a fixed amount; 4)|N3| is the reliable pixels which is on the edge is larger
than T4, where T4 is a fixed amount. The above T1, T2, T3, T4 need to be set
before plane fitting to insure that the number of plane, after elimination, is at
a proper size. In some cases, the number of regions generated by Mean shift is
not so many, maybe a hundred, then we can only use the principle 1) to assure
the reliability of plane.

After this step, there are several planes. These planes are all extracted from
the scene. It means the scene could be rebuilt by these planes. This will be
described in the next part.

5 Disparity Plane Assignment

In this section, a final global optimum for the disparity plane assignment is
searched. In general, a global optimization function could be divided into two
parts, the local cost and the global cost. It is necessary to find a solution to make
the sum of both costs to be the minimum.

5.1 Plane Assignment

In our method, the local costs could be treated as the deviation when we assign
a plane to a region. It means that the smaller the difference between the dis-
parity which is calculated with the plane formula and the original disparity, the
smaller the local cost is. On the other hand, the global cost is behalf of the
deviation between adjacent regions. When two planes are assigned respectively
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to two adjacent regions, it is preferred to assign similar planes to similar regions.
Similar regions in here mean both regions have similar disparity in average and
in boundary. Similar planes mean both planes have similar parameters, it can
be formulated as

S = (
a1

a2
− a2

a1
)
2

+ (
b1
b2

− b2
b1

)
2

+ (
c1
c2

− c2
c1

)
2

(7)

where a, b, c are the parameters of plane formula. S is the similarity of both
planes. In the above steps, a lot of regions which is divided from the image and
several planes come out. Next is to assign a corresponding plane to every region.
Therefore, the problem is formulated as an energy minimization problem. The
energy for an assignment is given by:

E = EDATA + ESMOOTH (8)

where the local cost could be calculated as

EDATA =
∑

|dp − do|e1− s
n (9)

and the global cost could be calculated as

ESMOOTH =
Pairs∑

(
1
n

∑
d1p − 1

m

∑
d2p) (10)

where dp is the disparity of the pixel when set the region with a fixed plane, do
is the original disparity of the pixel, s is the number of fitting pixels of a fixed
plane, which means the pixel is near from the plane, n is the number of pixels
in the region. Pairs is the amount of adjacent region. Before these variables
are calculated, we eliminate those unreliable pixels for each region. The same
process is carried out in plane fitting. This is necessary in our method because
it is sensitive for the small errors. So making full use of reliability map to reduce
the deviation is important. Note that there is a little difference in eliminating
process. In plane fitting, a threshold is set to determine reliability of each pixel
and delete the pixels with small reliability. However, in this part, we statistic
amount of pixels for each disparity in one region and choose the major, depends
on the sum of pixels to choose the top three or four, to calculate the cost. This
is because the reliability is calculated pixel by pixel and represents changes in
small area. In the optimizing process, it is necessary to take the whole region
into account. The pixels whose amount is in major to represent the region are
chosen; and in our experiment it provided better results than simply using a
threshold.

5.2 Region Merging

Several algorithms based on graph cuts have been developed recently to effi-
ciently solve the problem of energy minimization. Here we use the Markov
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Fig. 3. Threshold in region merging. Regions in red rectangle need to be combined.
The left is small region in a huge region. The middle is thin and long region between
two regions. The right is small region surrounded by several regions.

random vector field algorithm in graph cuts to solve this problem. Its time-
requirement is in proportion to the nodes and segments number. To make this
process faster, a region merging process is applied before energy minimization,
as the term suggests, those tiny regions are combined with low confidence into a
larger, more reliable region. Our method uses fifteen thresholds, some of which
are like the threshold in plane fitting, to find the adjacent regions that could
be combined. As shown in Fig. 3: 1) if a region is small enough, and only has
one neighbor which means this region is surrounded by a large region, it could
be combine with the surrounding region; 2) if a region is thin and long and has
only two neighbors which in general means it is an edge of over-segmentation,
the similarity is calculated respectively between the region and its two neigh-
bors, then we choose the similar one to combine into; 3) if a region is surrounded
by several regions whose number of pixels is much larger than itself and these
regions has similar disparity, assuming all of these regions comprise a big region.
Furthermore, if several similar regions could be connected to a closed area, it is
possible to assume it a bigger region. To use this principle, its necessary to strict
the definition of similarity .

6 Experiments

In this section, we discuss our experiments for evaluating the performance of our
method qualitatively and relative to earlier approaches. Besides, we precede our
experimentation to assume the running time. The dataset and groundtruth are
from HCI light field archive, which have 9 × 9 images at resolution 768 × 768
(picture horse is 1024 × 576 resolution) per picture.

With our experiments we show that our methods provide better results in
some part of image with comparable computational effort. In the first step, we
compared the consistency between our result and groundtruth. In the second
step, we compared the running time and accuracy between our method and
HCI’s local method. Then, the influence of the amount of merging terms on
run time and average error is measured. Finally, we compared the running time
between method without region merging and methods with merging.

Consistency with Groundtruth. Fig 4 shows the result image of our method.
One could see the boundary of our result is smooth and in some large plane
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we could find clearly that there is gradual change in gray level, which means
depth estimate changes smooth in those planes. It is more real in a 3D scene.
Besides, in the textureless region, such as the light in MonasRoom, our results
has good performance. It means our global method provide cracking result in
depth recovery. For comparing local depth estimate and global estimate, we could
find the result almost eliminate all noise produced by occlusion or textureless.
But when some regions, such as the background which is surrounded by leaves
in Papillon, is occluded in all pictures, it will get wrong depth label in global
method. That’s because it’s local cost is large for all plane label, the smooth cost
must be set small for minimization, the region will be given a label similar with
surrounding. To solve this problem, the local depth estimate must be improved.
This is what we will do in future.

Comparison with Other. Table 1 shows the quality and running time between
our method and other global methods in plane segmentation. To highlight the
various, the experiments are implemented on the same platform, which is on an
ATI Radeon HD 4300 hosted on two Intel Core E7500 CPUs.

While testing the running time, we run these method three times. Note that
the process only use one CPU core. HCI method means the local depth estimate
method in Paper [12]. The global method of them is very time consuming hence
is not on the same order of magnitude with the local method, even running
on GPU. So we did not show its running time in Table 1. It can be seen that
although there are many inputs in our method and global method is used for
final smoothing, we use the same time, some of them even to be short, to process
our experiment. It shows that our method is efficient and can deal with large 4D
light fields quickly.

Table 1. Comparison of our method and HCI method. In these experiments, HCI
global method is applied on single view. Our method is applied on two views. All of
these method are implemented on an ATI Radeon HD 4300 hosted on two Intel Core
E7500 CPUs.

images
Ave-running time(s) Ave-error(%)

local depth global
global

without
merging

HCI local depth
global

without
merging

global HCI

Papillon 5.6 28.7 243.2 26.0 12.4 4.8 4.8 5.6
MonasRoom 10.4 31.4 291.4 29.8 25.1 1.8 3.1 2.1
Horse 3.7 38.8 223.4 47.6 16.1 1.7 3.8 1.8
Buddha 4.7 34.2 173.9 40.1 10.6 2.0 4.3 1.9

While testing accuracy, we static the number of pixels, which has more than
two error gray level from groundtruth. Before the comparison, gray order reset is
processed to keep the result and groundtruth in the same depth level. Obviously
the error reduces a lot after global optimization. While compared with HCI local
depth estimation, our method has better accuracy and is less time consuming.
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(a) centerview (b) local depth (c) result (d) groundtruth

(a) centerview (b) local depth (c) result (d) groundtruth

(a) centerview (b) local depth (c) result (d) groundtruth

(a) centerview (b) local depth (c) result (d) groundtruth

Fig. 4. Experiment result. (a) is the center view image in 4D light filed. (b) is local
depth estimate after merging. (c) is the result of our method. (d) is ground truth

Influence of Merging Terms. In this part, we tried to change the number of
merging terms and find out how the terms influence run time and average error.
Fig. 5 shows the change curve of picture MonasRoom. As the chart indicates that
the run time and average error decrease while the terms’ amount increasing, but
both of them will increase after the trough. Note that the trough differs from
each other and in some cases it will emerge twice. It all depends on the selection
of thresholds.

Comparison with Methods without Region Merging. We test our global
method without region merging. As Table 1 shows, it costs decuple times more
than the method which is proceeded after region merging. Note that in some
cases, too many terms for merging will increase the run time. Because every
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Fig. 5. The influence of merging terms on run time and average error.

merging procedure needs to proceed separately to reduce the influence between
each other. Terms increasing will lead to more recursion. In our experiments,
fifteen terms produced best results and required the shortest run time.

7 Conclusion

We demonstrated a depth-extracting method on the scene of 4D light fields. It
has good performance in processing 4D light field images, especially those that
do not contain obvious texture. We applied a highly efficient method of stereo
matching on a dense 4D light field and changed some means to make the method
fitting the circumstance well. Owing to the large amount information provided
by the 4D light field, the deviation could be smaller than the traditional stereo
match method. Compared with those existing global algorithm, our method
provide a less time consuming and highly efficient way to distract the depth.

Apart from those advantages, the current version of our algorithm will not
be able to handle the situation comprised with too many small objects rich in
texture. It will cost a very long time and reach a bad result eventually. In future
research, we plane to use more information in the 4D light fields to obtain a high
efficient method in depth-extracting.
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Abstract. String similarity join is an essential operation of many appli-
cations that need to find all similar string pairs from given two collec-
tions. The existing approaches are using the uniform and predefined
similarity thresholds. While in real applications, regarding that the
longer string pairs typically tolerate many more typos, it is necessary to
apply variable thresholds to different strings instead of a constant one.
Therefore, we proposed a solution for string similarity joins with differ-
ent similarity thresholds in one procedure. In order to support different
similarity thresholds, we devised the similarity aware index and index
probing technique. To our best knowledge, it is the first work to address
the problem. Experimental results on real-world datasets show that our
solution can tackle with different similarity thresholds efficiently.

1 Introduction

String is a fundamental data type and widely used in a variety of applications,
such as recording product and customer names in marketing, producing publica-
tions in academic research, publishing contents in websites. Frequently, different
strings in different sources may refer to the same real-world entity due to vari-
ous reasons. In order to combine heterogenous data from different sources and
provide a unified view of entities, the string similarity join is proposed to find all
pairs of strings in a given string collection, based on a string similarity function
and a user specified threshold. The existing similarity functions fall into two
categories: set-based similarity functions (e.g., Jaccard [9]) and character-based
similarity functions (e.g., Edit distance). For the set-based similarity functions,
the implementations tokenize each string into a set of tokens and extract its
signatures, and then index the signatures using inverted index [2,12]. A pair of
strings that share a certain number of signatures are regarded as a candidate
pair. Our solution in this paper falls into this category.

To identify all similar string pairs in given two collections of strings, the
methods follow a filter and refine process. In the filter step, they generated a set of
candidate pairs who share a common token. In the verification step, they verified
the candidate pairs to generate the final answers. However, if the strings contain
popular tokens the qualified candidate pairs will grow exponentially. To address
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 260–271, 2015.
DOI: 10.1007/978-3-319-25159-2 24
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Table 1. Data Sets

ID String

R
r1 Topk set similarity joins
r2 Efficient exact set-similarity joins
r3 Efficient parallel set similarity joins using MapReduce

S
s1 Top-k set similarity joins
s2 Efficient exact set similarity joins
s3 Efficient parallel set-similarity joins using MapReduce

Table 2. Prefix Tokens Using Different Thresholds

θ ID String

0.8
s1 Top-k similarity set joins
s2 similarity set joins exact Efficient
s3 using set-similarity MapReduce parallel joins Efficient

0.6
s1 Top-k similarity set joins
s2 similarity set joins exact Efficient
s3 using set-similarity MapReduce parallel joins Efficient

this problem, the prefix filtering [1] method has been proposed. According to
the prefix filtering, all the strings in the collections are sorted based on a global
ordering and the first T tokens are selected as their prefix. The number of T
is determined by |s| (the number of words in s), the similarity function sim,
and the user specified similarity threshold θ. Take Jaccard similarity function
as an example, T = |s| − �|s| ∗ θ� + 1. It shows that for any other string r, the
necessary condition of sim(s, r) ≥ θ is that the prefix of s and r must have at
least one token in common [1,2,17]. Let us consider the Example 1 and apply a
prefix filtering technique to generate its candidate pairs, based on the Jaccard
similarity function.

Example 1. Table 1 lists two string collections of publication titles from different
data sources. We sorted words of each string in R and S based on alphabetical
order and selected the first (|s| − �|s| ∗ θ� + 1) words (prefixes) as their prefix.
Then, we construct two inverted indices for prefix tokens of each string in S
using θ = 0.8 and θ = 0.6, respectively. The prefix tokens of strings in R are
given in Table 2. The inverted indices for prefix tokens of strings in S are shown
in Figure 1.

When performing similarity joins, we derive candidate string pairs by
probing inverted index using the prefix tokens of each string in R based
on the same global ordering. When θ = 0.8, the candidate pair set is
{<r2, s3>,<r3, s3>}. After verification, we can get the result <r3, s3>. When
θ = 0.6, the candidate pair set is {<r1, s1>,<r1, s3>,<r2, s1>,<r2, s3>,
<r3, s3>,<r3, s3>,<r3, s2>}. The final results is <r1, s1> and <r3, s3>. In fact,
all the pairs <ri, si>(i=1,2,3) refer to the same publications, respectively.

However, all the existing works are applying the predefined and uniform
similarity threshold like above. From the above example, we can find that we will
lose some results when using a uniform similarity threshold for all string pairs.
It is due to that one spelling difference between ri and si can make remarkable
different in sim(ri, si)(i=1,2,3). So, we prefer a solution that applying different
thresholds to different strings. In this paper, we mainly focus on the solutions
to support different similarity thresholds, and leave the problem of designating
suitable similarity thresholds to strings as a future work.
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Top-k similarityusingset-similarity

s1 s3 s3 s2

Top-k similarityusingset-similarity set

s1 s3 s3 s1

s2

s2

MapReduce

s3

(a)θ = 0.8 (b) θ = 0.6

Fig. 1. Inverted Index For Prefix Tokens

Applying a predefined and uniform threshold as all existing works do, it is
easy for implementation and optimization. When applying different similarity
thresholds, there are three challenges need to be addressed:(1)As there are a
variety of different thresholds, the widely used prefix filtering method can not
be applied in inverted index construction;(2)As we can not predict the thresh-
olds of that will perform joins, we should devise a similarity aware index mech-
anism;(3)We should explore new index probing techniques to avoid iterative
accessing and improve the performance.

In summary, we make the following contributions.

– We proposed a solution for string similarity join with different similarity
thresholds. This is the first work to explore similarity join that using diverse
thresholds in one procedure.

– We devised the similarity aware index technique to support different simi-
larity thresholds when performing similarity joins.

– We provided new index probing technique and filtering mechanism to
improve the join performance.

The rest of the paper is organized as follows. The related works are given in
Section 2. Section 3 presents the problem definitions and preliminaries. Section
4 describes the implementation of similarity aware index. Section 5 presents how
to perform similarity joins by employing new index probing technique. Experi-
mental evaluations are given in Section 6. Section 7 concludes the paper.

2 Related Work

String similarity join is a primitive operation in many applications such as merge-
purge [6], record linkage [15], object matching [13] and reference reconciliation[3].
In order to avoid verifying every pair of strings in the dataset and improve
performance, string similarity join typically follows a filtering and refine process
[4,10]. In the filtering step, the signature assignment process or blocking process
is invoked to group the candidates into groups by using either an approximate or
exact approach, depending on whether some amount of error could be tolerated
or not. In past two decades, there are more ten different algorithms proposed to
solve this problem [7]. In [7], they evaluated existing algorithms under the same
experimental framework and reported comprehensive findings. Since we aim to
provide exact answers, we will focus on the exact approaches. Recent works that
provide exact answers are typically built on top of some traditional indexing
methods, such as tree based or inverted index based.
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Table 3. Symbols and Definitions
Symbols Definition

R, S collections of strings
| · | the element number of a set
t a token of s

Tr set of tokens for string r

Vr Tr presents in Vector Space Model
T

p
r the first p tokens of string r

θ pre-assigned threshold
Sim(ri, sj) similarity between ri and sj
O global ordering
T

p
r (O) T

p
r under O

Table 4. Similarity Functions
SimilarityFunction Definition Prefix Length

simdice(ri, sj)
2×|Tri

∩Tsj
|

|Tri
|+|Tsj

| |Ts| − �|Ts| ∗ θ� + 1

simjaccard(ri, sj)
|Tri

∩Tsj
|

|Tri
∪Tsj

| |Ts| − �|Ts| ∗ θ� + 1

simcosine(ri, sj)
Vri

·Vsj√
|Vri

|×|Vsj
| |Ts| − �|Ts| ∗ θ2� + 1

The methods making use of the inverted index are based on the fact that sim-
ilar strings share common parts and consequently they transform the similarity
constraints into set overlap constraints. Based on the property of set overlap [2],
the prefix filtering was proposed to prune false positives [1,2,5]. In these meth-
ods, the partial result of the filtering step is a superset of the final result. The
AllPairs method proposed in [1] builds the inverted index for prefix tokens and
each string pair in the same inverted list are considered as candidates. This
method can reduce the false positives significantly compared to the method that
indexes all tokens of each strings [12]. In order to prune false positives more
aggressively, the PPJoin method applies the position information of the prefix
tokens of the string. Based on the PPJoin, the PPJoin+ uses the position infor-
mation of suffix tokens to prune false positives further [17]. In [14], they observed
that prefix lengths have significant effect on pruning false positives and the join
performance. They proposed the AdaptJoin method by utilizing different prefix
lengths. [11] proposed the MGJoin method that based on multiple prefix filters,
each of which is based on a different global ordering. [8] studied the problem with
synonyms by utilizing a novel index that combines different filtering strategies.

All the aforementioned works applied a predefined and uniform threshold
when performing joins. Further, the index that used to accelerate the join process
is constructed for one time use.

3 Preliminary

3.1 Problem Definition

In this paper, we consider string as set of tokens, each of which can be a word
or n-gram. For example, the tokens set of r2 in R(Table 1) is {Efficient, exact,
set, similarity, joins}. The string similarity join is defined as follow.

Definition 1. String Similarity Join. Given two string collections R and S,
a similarity function Sim and each r ∈ R has its own join threshold r.θ, string
similarity join finds all string pairs (r, s), such that Sim(r, s) ≥ r.θ.
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3.2 Similarity Measures

A similarity function measures how similar two strings are. There are two
main types of similarity functions for strings, set-based similarity functions and
character-based similarity functions. In this paper, we utilize three widely used
set-based similarity functions, namely Jaccard [9], Dice and Cosine [16], whose
computation problem can be reduced to set overlap problem [1]. They are based
on the fact that similar strings share common components. Their definitions are
summarized in Table 4, in which Tr denotes the tokens set of r ,the Vr denotes
the vector transformed from Tr and | · | denotes the size of set. Unless otherwise
specified, we use Jaccard as the default function, i.e., sim(r, s) = simjaccard(r, s).
For example, simjaccard(r2, s2) = 3

6 .

4 Index Technique to Support Different Similarity
Thresholds

All the existing works on similarity joins are using the predefined and uniform
thresholds for all objects in collections, we say that they are applying the same
similarity threshold. Applying the same threshold, it is easy to implement and
optimize the algorithms. However, the objects in collections that to perform joins
are different to each other, e.g, length, typographies, abbreviation. If applying
the same threshold to all the objects, we will lose some promising results. Fur-
ther more, in order to satisfy the diverse and personalized requirements of data
analysis the string similarity joins to support different similarity thresholds are
indeed. The prefix filtering technique is widely used in existing works due to its
effective pruning power. The prefix filtering is based on a necessary condition
for similar pairs of strings, which is that they must share at least one prefix
token when sorted by the same global order. The prefix tokens of two strings are
determined by their length and the uniform threshold. When applying different
thresholds for objects in collection that to perform joins, there is a big challenge.
When constructing the inverted index for prefix tokens of each string s ∈ S, we
can not predict the threshold of r ∈ R that will to perform join with s. The
problem is that we can not certify the number of prefix tokens of s ∈ S. In this
section, we propose the index techniques that can support different similarity
thresholds.

4.1 Straightforward Approach

As above analyzed we can not predict the threshold of r ∈ R, we can not certify
the number of prefix tokens of s ∈ S and can not construct the inverted index.
The straightforward approach is to map all tokens of s ∈ S to inverted lists.
When performing joins, we enumerate each string r ∈ R and get its prefix tokens.
Then, we can get the candidate pairs by merging the corresponding inverted
lists. Obviously, this approach will map unnecessary tokens into inverted lists
and increase the index size. As the results, there are many unnecessary cost when
probing the inverted lists and the similarity join performance is low.
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similarity set joins

S2 1. 0
S1 0. 75

S2 0. 80
S1 0. 50

S2 0. 60
S3 0. 33
S1 0. 25

Efficient

S2 0. 20
S3 0. 16

Fig. 2. Similarity Aware Inverted Index

4.2 Similarity Aware Index

The partition-based inverted index can decrease the unnecessary probing cost
to some extent, while there is much space to improve. In order to improve the
performance further, we proposed a Similarity Aware Index by exploiting the
relationship of token position and similarity threshold, denoted as SAI.

Definition 2. Threshold Upper Bound. For one string r ∈ R or(s ∈ S),
it is tokenized into token set Tr and sorted by global ordering O. The tokens
that determined as prefix tokens are related with the value of threshold. The
maximum threshold for a token to be prefix token is defined as threshold upper
bound,denoted as TUB.

Theorem 1. Let token t ∈ Tr be located at the position n when Tr is sorted by
global ordering O. If t is a prefix token, TUB(n) = |Tr|−n+1

|Tr| .

Proof. For the token set Tr, its prefix tokens size |T p
r | is determined by the below

formula.
|T p

r | = |Tr| − �|Tr| ∗ θ� + 1
Let |T p

r | = n, that is to say the last prefix token is located at the position n.
Then, we can get

|Tr| − n < |Tr| ∗ θ ≤ |Tr| − n + 1
We can get θ ≤ |Tr|−n+1

|Tr| . So,

TUB(n) = |Tr|−n+1
|Tr| .

Based on above analysis, we can get that the token t ∈ Tr to be selected as
prefix token is related to its position n and T UB(n) when |Tr| is sorted by a
global ordering. So, we can map the token t and T UB(n) to the inverted index
when constructing inverted index for collection S. When probing the inverted
index, it can support any threshold of r ∈ R. Unlike the partition-based inverted
that sorted the inverted lists by the length of the string, we sorted the inverted
list by the value of T UB(n). The Figure 2 shows a partial lists of similarity aware
inverted index for collection S in Table 1.

The pseudo-code of similarity aware index construction algorithm is shown
in Algorithm 1. For each string s ∈ S, it generates a sorted token list by applying
Tokenize function. Then, for each token in TokenList, it computes the T UB(n)
based on the token’s position n and the size of TokenList. Finally, it maps the
pair <t, T UB(n)> into SAI[t]. Noting that, each inverted list is sorted by the
value of T UB.
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Algorithm 1. SimilarityAwareIndex(S,O)
Input :

S: the collection of string
O: one global ordering

Output:
SAI: similarity aware index

1 foreach s ∈ S do
2 TokenList(s) ← Tokenize(s,O);
3 N ← TokenList.size;
4 for n = 0 → N do
5 T UB(n) ← N−n+1

N ;
6 t ← TokenList[n];
7 Map <t, T UB(n)> into SAI[t];

5 String Similarity Join Processing

In this section, we perform the similarity joins using the proposed index mech-
anism. We present the details about how to handle different thresholds in one
join procedure.

In general, the similarity join methods employing inverted index follows a
filtering and refine framework and consists of three phases, including index con-
struction,candidate pairs generation and verification .

In order to support different similarity thresholds in string similarity joins,
the straightforward approach is to extend the PPJoin+ [17] using the index as
described in section 4.1. As it mapped all tokens into inverted lists, the join
procedure will probe the index with much unnecessary cost.

5.1 Similarity Join on SAI

In SAI, the inverted lists are sorted to the ascending order of T UB values of
tokens. In order to avoid probing the inverted lists iteratively and improve the
efficiency, the string collection R is sorted to the ascending order of the threshold
of strings. By doing that, we can utilize the T UB filter when probing inverted
lists.

Definition 3. T UB Filter. For a string r ∈ R, its threshold is r.θ and prefix
tokens set is T p

r . If ∃s ∈ S ∧ sim(r, s) ≥ r.θ, then ∃t
′ ∈ s ∧ ∃t ∈ T p

r ∧ t
′

=
t ∧ T UB(t

′
) ≥ r.θ.

The T UB filter is a necessary condition for two strings being similar. It can
be used to decrease the cost of probing inverted lists. By applying this filter
during performing joins, we can just probe the first part of the corresponding
inverted lists to get the results. The pseudo-code of similarity join on SAI is
shown in Algorithm 2.
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Algorithm 2. SimJoinOnSAI(R,S)
Input :

R: the string collection R
S: the string collection S

Output:
< r, s >: similar pairs

1 foreach r ∈ R do
2 TokenList(r) ← Tokenize(r,O);
3 T p

r ← getPrefixToken(TokenList(r),r.θ);
4 foreach t ∈ T p

r do
5 while i + + < I[t].size do
6 if r.θ > I[t].tub then
7 break;

8 if r.length > S[I[t].rid].length ∗ θ ‖ r.length < S[I[t].rid].length/θ
then

9 continue;

10 C.push(S[I[t].rid]);

11 Verification(C);

For each string r ∈ R, it is tokenized by the same global ordering O, which
applied to S. Its prefix tokens T p

r can be acquired based on the number of
tokens and its own threshold r.θ(Lines 2-3). Then, the inverted lists of tokens
in T p

r will be probed and merged. During the processing, two filters are applied.
The first is to probe the inverted list until r.θ greater than the token’s T UB
value. This filter assures only the first short part of inverted lists to probe(Line
6). The second is length filter. If two strings are similar their length must satisfy
a length constraints. If r is similar with one string s ∈ S, the length of r must be
in (s.length ∗ θ, s.length/θ)(Line 8). Only the strings that passed the two filters
are considered as candidates and to be verified.

6 Experimental Evaluation

6.1 Experiments Setup

We selected two publicly available real data sets of bibliography records from
two different data sources in the experiment. They cover a wide range of data
distributions and are widely used in previous studies. In order to evaluate the
efficiency of our techniques in supporting different similarity thresholds, we gen-
erated three sets of thresholds for each dataset. The thresholds sets conform to
three distributions, Uniform, Poisson and Normal.

– DBLP is a snapshot of the bibliography records downloaded from DBLP
website1. It contains 1,021,062 records, each of which is the concatenation

1 http://www.informatik.uni-trier.de/∼ley/db

http://www.informatik.uni-trier.de/~ley/db
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Fig. 3. Threshold Distribution Statistic

Table 5. Data Sets Information

Data Set Size Distribution Mean Std

CiteSeer 69.7M
Normal 0.8078 0.0420
Poisson 0.6865 0.0481
Uniform 0.8000 0.1156

DBLP 218M
Normal 0.7774 0.0531
Poisson 0.7227 0.0676
Uniform 0.7923 0.1122

of author name(s) and the title of a publication. The minimum, maximum,
average length (number of tokens) of records are 2, 207 and 13, respectively.

– CiteSeer is also a snapshot of bibliography records downloaded from the
CiteSeer website2. It contains 568,237 records. Each record is a concatenation
of author names and the title of a publication. The minimum, maximum,
average length of records are 1, 84 and 7, respectively.

The Figure 3 and Table 5 show the distribution of threshold θ and the size of two
data sets. All experiments were carried out on a single machine with AMD 15x4
cores 1GHz and 60GB main memory. The operating system is CentOS with
installed GCC 4.3. The algorithms were implemented in C++ and compiled
using GCC 4.3 with -O3 flag.

The PPJoin+[17] is the well known method for set-based string similarity
join. However, it requires predefined and uniform threshold. Due to its dis-
advantages, PPJoin+ can not support similarity joins with different similarity
thresholds directly. In this work, we extended the PPJoin+ to support similarity
joins with different thresholds as the baseline and denoted it as ExtendJoin. We
denoted our proposed methods as SAIJoin.

6.2 Comparison on Different Indices

In this section, we evaluate the efficiency of two join methods. We conducted
three experiments on two data sets CiteSeer and DBLP with three threshold
distributions as shown in Figure 3. We conducted one RS-Join, CiteSeer ��
DBLP , and two Self-Joins, DBLP �� DBLP and CiteSeer �� CiteSeer, using
Jaccard similarity measure. We plotted the running time cost of two methods in
Figure 4. From the three figures in Figure 4, we can see that SAIJoin outperforms
ExtendJoin remarkably, regardless of the join types and threshold distributions.

It is because of that the index probing technique applied in PPJoin+[17]
is not suitable when applying different thresholds. After sorted by their length,
the strings that located near to each other may own different thresholds. So,
the length constraint is not effective yet. In order to get all possible candidates,
ExtendJoin must probe large range of inverted lists iteratively. Noted that, in
order to utilize the SAI index and T UB filter in an efficient way, the string

2 http://citeseerx.ist.psu.edu

http://citeseerx.ist.psu.edu
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collections are sorted by their thresholds and the inverted lists are sorted by the
T UB values of tokens. By doing that, the promising results are gathered to the
head of inverted lists. For each string r ∈ R, we can get its threshold r.θ and
prefix tokens set T p

r . When performing joins, we just probe lists I[t] of t ∈ T p
r

and stop when r.θ > t.tup. This makes SAIJoin just probe a small head part of
related lists and has a better performance.

6.3 Comparison on Different Similarity Measures

In order to evaluate the scalability and robustness of our proposed method, we
conducted experiments using another widely used similarity measure, Cosine.
We used the same datasets as in above experiments. We carried out three types
of joins, one RS-Join and two Self-Joins. The experiment results are plotted in
Figure 5.

From the experiment results, we can observe that the SAIJoin is over one time
faster than ExtendJoin under different experiment conditions. This is because
ExtendJoin applies the framework and filters of PPJoin+, which based on pre-
defined and uniform threshold. The filters are not efficient when the data own
different similarity thresholds, especially when using Cosine.

Compared with the results of using Jaccard similarity measure, the SAIJoin
performs better than ExtendJoin when using Cosine similarity measure, as shown
in Figure 4 and Figure 5. This can be explained by their definition of similarity
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measures as shown in Table 4. For the same threshold, the number of prefix
tokens of string is larger when using Cosine than using Jaccard. When using
Cosine the join methods must probe more inverted lists for each string and it
will incur more time cost than using Jaccard.

6.4 Comparison on Different Distributions of Threshold

In this experiment, we verify the efficiency and robustness of our methods with
different distributions of thresholds. We conducted experiment on two data sets
and performed three different join operations using Jaccard. The results are
shown in Figure 6. In this figure, R represents CiteSeer and S represents DBLP
for simplicity, and X denotes the join operation.

From the Figure 6, we can observe that the SAIJoin outperforms ExtendJoin
by a wide margin on different kinds of distributions. Before performing joins,
ExtendJoin sorted the string collections by the string length to utilize the length
constraints. However, the strings that located as neighbors with different thresh-
olds own different length constraints. So, ExtendJoin must probe a range of
inverted lists to get exact results. While, SAIJoin using SAI index and T UB
filter just probe a little part of the inverted lists. So, it can get high performance
under different threshold distributions.

For the two methods, they performs best when the threshold distribution is
Normal, followed by Uniform and Poisson. This can be observed in Figure 4,
Figure 5 and Figure 6. For the DBLP dataset, when the threshold distribution is
Normal, the average of threshold is 0.8078 and std is 0.0420. It is to say the value
of thresholds are distributed intensively and the average of threshold is higher
than other two distributions. The higher threshold lead to the smaller number
of prefix tokens and less time cost on probing inverted list. So, the two methods
spend less time on Normal distribution than other two distributions. When the
distribution is Uniform, the value of threshold is distributed uniformly. The
average of thresholds is 0.8000, while the std is 0.1156. It is to say the threshold
values varied obviously. For the Poisson distribution, the average of thresholds
is 0.6865. The thresholds are distributed intensively and most of them is small.
As the smaller value of threshold lead to the larger number of prefix tokens, the
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join operations must probe more inverted lists. So, the two join methods spent
the most time on the data set when threshold distribution is Poisson.

7 Conclusions

In this paper, we have studied the problem of similarity join with different simi-
larity thresholds. We devised similarity aware index and new filtering technique.
The experimental results on real-world datasets show that our proposed method
can support different similarity thresholds efficiently. For the future work, we
plan to find a solution to assign suitable similarity thresholds to different strings.

Acknowledgments. This work was supported by the National Natural Science Foun-
dation of China under grant No.61402329.
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Abstract. The Chinese Framework of Semantic Taxonomy and Descrip-
tion (FSTD) is a linguistic resource that stores lexical and predicate-
argument semantics about events or states in Chinese text, developed
with the application of knowledge acquisition from Chinese text in mind.
In this paper we build a web information extraction system, called NkiEx-
tractor, to evaluate FSTD experimentally. We use two metrics: grammar
coverage measures whether there is a semantic category of FSTD that
corresponds to an event description in text, and extraction precision mea-
sures whether the correct predicate-argument structure can be extracted
from text. Experimental results show that FSTD is a fairly comprehen-
sive and effective resource for knowledge acquisition. We also discuss
future work for expanding FSTD and improving extraction precision of
NkiExtractor.
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1 Introduction

The explosive growth of the Web brings tremendous text to humans that far
exceeds the ability of humans to read it. To extract high quality knowledge
form massive text on the Web, several projects have been conducted to build
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web information extraction (Web IE) systems, notably including the open infor-
mation extraction systems [6,8,10,13,14] of the KnowItAll project [4] at the
University of Washington, the NELL system [7,12] of the research project Read
the Web [3] at CMU. The state-of-art Web IE systems have repeatedly shown
that using a parser can bring gains on extraction quality and quantity. For
example, OLLIE [13] use features from dependency parse trees and SRLIE [8]
depends on semantic role labeling system, both achieving higher precision and
more yields than those without using parsers. There is no such thing as a free
lunch, however, such parsers heavily depend on training corpus such as Penn
Treebank, Propbank, and FrameNet.

The Framework of Semantic Taxonomy and Description (FSTD) is developed
by a thorough analysis of semantic phenomena concerning states and events in
Chinese text, with the application of knowledge acquisition from text in mind. In
FSTD, events and states are grouped and abstracted into a collection of semantic
categories, and all semantic categories form a taxonomy by isa relation. All
semantic categories are represented as frames. Each frame contains a list of words
or phrases, called predicates, that evoke the frame when occur in text, and a set
of event participants, called arguments, labeled with a set of roles. Each frame
also includes a set of rules that describe typical linguistic expressions of events
as well as a set of knowledge extraction patterns corresponding to the rules. So
far FSTD has included 5120 frames, 31100 predicates, and 10278 rules. It is time
to use it to acquire knowledge from the Web and test its comprehensiveness and
effectiveness.

In this paper we present a preliminary implementation of a Web IE system
based on FSTD, called NkiExtractor. Our system output parse trees and knowl-
edge tuples for Chinese sentences. It contains two core components: a parser and
an extractor. The parser matches a given sentence with FSTD rules to derive
all possible parse trees, and outputs the parse trees with top-k highest scores.
The extractor produces knowledge tuples from a parse tree, using the extraction
templates corresponding to the rules used in the tree.

We evaluate FSTD with two metrics: grammar coverage and extraction pre-
cision. Grammar coverage measures whether there is a semantic category of
FSTD that corresponds to an event expression in text. Extraction precision
measures whether the correct predicate-argument structure can be extracted
from text. Experimental results show that FSTD is a fairly comprehensive and
effective resource to extract knowledge from Chinese text. Fair comprehensive-
ness means that, for an event description in a sentence, FSTD usually contains
the corresponding predicate and semantic category but often misses the rule
to parse them. Fair effectiveness means that, for an event description in a sen-
tence, NkiExtractor often fail to identify the correct frame structure but it can
constrain the frame structure candidates to a very small set. Based on the exper-
imental results, we analyze the problems of FSTD and NkiExtractor and give
some promising directions to improve them.

Our contribution includes: (1) preliminary implementation of a Web IE sys-
tem based on FSTD, (2) preliminary experimental evaluation on FSTD.
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The outline of the paper is as follows. First, we provide background on Web
IE and semantic resource construction. Section 3 describes the Framework of
Semantic Taxonomy and Description. Section 4 presents the overall architecture
of our Web IE system NkiExtractor and describes its core components briefly.
Section 5 evaluates the performance of FSTD and NkiExtractor and analyze
experimental results. Finally we conclude our work and discuss future work.

2 Related Work

There are some famous projects that aim to extract knowledge tuples form text
on the Web, such as the open information extraction systems (TextRunner[6],
WOE[14], ReVerb[10], SRLIE[8], OLLIE[13]) of KnowItAll project[4] in UW,
NELL system[12][7] of research project ‘Read the Web’[3] in CMU. All of them
deal with English text. Our work has similar objective but deal with Chinese text.
A important difference is that they usually use automatically learned extraction
templates but our system depend on manually designed grammar and extraction
templates (automatical extension of grammar is a future work).

FrameNet[2,5,11] is a semantic resource in various languages. So far Chi-
nese FrameNet[1] has created 323frames, 3947 lexical units, 20000 annotated
sentences and 200 annotated discourses. Similar to FSTD, FrameNet contains a
collection of frames as well as various relations (e.g. isa relation) between frames,
where a frame contains a set of evoking words or phrases and a set of arguments
with role labels. In contrast to FrameNet, FSTD add rules that characterize typ-
ical linguistic expressions in Chinese text as well as knowledge templates that
correspond to each rule. So FSTD can be used to extract knowledge from text.

Given the limited size of FrameNet corpus, frame semantic parsing [9] aims
to produce frame-semantic structures with high precision and high coverage.

3 Framework of Semantic Taxonomy and Description

The Framework of Semantic Taxonomy and Description (FSTD) is developed by
conducting a thorough analysis of semantic phenomena concerning states and
events in Chinese text, with the application of knowledge acquisition from text
in mind.

3.1 A Taxonomy of Semantic Categories

A key concept of FSTD is semantic category. A semantic category abstracts
and characterizes a group of similar events or states with the same predicate-
argument structure, which contains (1) a collection of words or phrases, called
predicates, that evoke the semantic category if they are found in text, (2) a set of
arguments that can be viewed as event participants with role labels (e.g. agent
or patient) w.r.t. the predicate.

All semantic categories are organized into a taxonomy by isa relation, more
higher more abstract. There are only two semantic categories, i.e. event and



278 L. Zang et al.

state, at the first level. At the second level, event and state are further divided
into 33 semantic categories, each of which is divided to several subcategories
further. Besides isa relation there are several other relations between semantic
categories, including synonym, antonym, cause, partOf, and temporal relations
(i.e. before, starts, finishes, meets, equal, overlaps, during).

So far we have 5120 semantic categories with 31100 predicates and 5886
example sentences.

3.2 Representation

A semantic category is represented as a frame with slots as follows:

– Definition: interpretation in natural language.
– Predicate: words or phrases that may evoke the semantic category.
– Rule: production rules that characterize typical linguistic expressions of

events, used to match text.
– Template: knowledge templates used to extract knowledge from matching

results of rules.
– Example: illustrative sentences.
– Precondition: something required in advance before an event happens.
– Effect: something that follows and is caused by an event.
– Axiom: axioms that describe relations among different semantic categories.

Figure 1 illustrates a frame of a semantic category called EquipPropertySe-
manticCategory. This frame describes that an object is equipped with something
(e.g. components or technology) that characterize the object as a property with
some value. It contains a set of predicates and three arguments with labels Essive,
Property, and PropertyValue. It also contains a rule used to parse sentences and
two knowledge templates corresponding to the rule. The next subsection will
describe the rule in detail.

3.3 Rule Description

A semantic category may be described in various ways in text. Each kind of
typical expressions may be represented by a rule for the semantic category. The
left-hand-side of a rule is a nonterminal representing the semantic category. The
right-hand-side of a rule is a sequence of units, which may be a keyword or a
constant or a variable or a nonterminal, and the optional forms of units, which
denotes the unit is optional. These symbols are interpreted as follows:

– A keyword is simply a string. The successful match of a keyword against a
string to parse means that it successfully matches the beginning of the string
to parse.

– A constant is a set of keywords, with a exclamatory mark at head. For exam-
ple, the constant 〈!AuxiliaryToVerb〉 contains three auxiliary words ‘zhe’, ‘le’,
and ‘guo’.
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Fig. 1. Semantic Category Example

– A variable can match any string. The matched string must satisfy some
constraint if there is a constraint in the variable symbol. Frequently used
constraints include punctuation mark exclusion and string length limits.

– A nonterminal may be either a syntactic symbol or a semantic symbol. Take
〈Property : Component|Technology〉 as an example. The first item Property
shows that the nonterminal is a semantic symbol. It describes the sematic
role relation between the predicate equip and the matched argument pro-
cessor. The second item Component|Technology indicates that the matched
argument is usually a component or some technology.

– The optional form of a unit means that the unit can be skipped success-
fully if it cannot match the beginning of the string to parse. The optional
nonterminal [〈Head-Modifier〉] is a good example.

4 NkiExtractor

Figure 2 illustrates the architecture for NkiExtractor. It outputs all knowledge
tuples for a given sentence, with top-k best parse trees as by-products.

First, the sentence is segmented and POS tagged in the preprocessing. Sec-
ond, the GrammarFilter excludes the rules that are impossible to match the
given sentence successfully, producing a small size subset of all rules. Third, the
Parser use the remaining rules to parse the sentence, deriving top-k best parse
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trees. Finally, the Extractor use knowledge templates to match the parse trees,
yielding all knowledge tuples. The remainder of this section will describe these
components in detail, using the sentence in figure 1 as a running example.

Fig. 2. System Architecture

4.1 GrammarFilter

Suppose R be set of all rules of FSTC. This component tries to reduce R to
a subset R′ of R that contains every potentially matching rule for the given
sentence.

Definition 1 (Potentially Matching Rule). A rule r potentially matches a
sentence s if every unit (i.e. a keyword or a constant or a variable or a nonter-
minal or their optional forms) in the right hand side of r potentially matches s,
where

– a keyword k potentially matches s if k match the beginning of s,
– a constant c potentially matches s if there is a keyword of c that potentially

matches s,
– any variable potentially matches s,
– a nonterminal n potentially matches a sentence s if there exists a rule r that

take n as its left hand side and potentially match s,
– any optional form potentially matches s.
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According to the above definitions, we implemented an algorithm that deter-
mines the set of rules that potentially match a given sentence. The experimental
results show that we can reduce tens of thousands of rules to hundreds of rules
before parsing.

4.2 Parser

The parser uses the rules of FSTD to parse a sentence, outputting top-k best
parse trees. The correct parse tree corresponding to figure 1 is as follows. The
node 〈EquipPropertySentence〉 corresponds to the EquipPropertySemanticCat-
egory, each child node of which corresponds to a unit in the body of the rule for
the semantic category.

Fig. 3. Parse Tree Example

The parsing techniques used in our parser could be characterized by three
properties: Top-down, Directional, and depth-first search (also called backtrack-
ing). Top-down means that the parse tree is reconstructed from the top (i.e.
the start symbol of the grammar) downwards. Directional means that process
the input symbol by symbol, from left to right. Depth-first search technique is
used to guide the non-deterministic parsing through all its possibilities to find
all successful parse trees.

However, this requires in principle exponential time since any of the predic-
tions may turn out to be wrong and may have to be corrected by trying other
rules of the same head (i.e. the left hand side of rule). We use top-down dynamic
programming technique, also called memoization, to reduce parsing time.
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Note the matching process of variable nodes. What a variable matches
depends on the matching result of the node directly following the variable node.
For example, the right bound of 〈#PropertyValue$Nopunctuation〉 can be iden-
tified only after the node 〈Property:Material|Component〉 successfully matches
string ‘processor’. Once we get the value of a variable node, it needs to check
the value if there is a constraint in the variable node. In our example there must
not be any punctuation mark in the value of the variable.

4.3 Extractor

We now describe how knowledge templates of semantic categories are used to
extract knowledge tuples from parse trees.

We first search a parse tree for the nodes that correspond to semantic cate-
gories. In our example it is the node 〈EquipPropertySentence〉. We then get the
rule used in the parse tree and find all knowledge templates corresponding to
the rule. We finally fill each knowledge template with the strings matched by
tree nodes, yielding all knowledge tuples. Figure 4 lists the extraction templates
used in our running example and corresponding extractions.

Fig. 4. Extraction Template Example

5 Experiments

In this section we first define the metrics that we use to measure and present
motivation of introducing it. We then present the settings of our experiment,
including grammar statistics and data sets. Finally we present and analyze exper-
imental results and suggest some possible solutions.

5.1 Experimental Setup

FSTC data. Table 1 lists the statistics of FSTC data, which presents the
numbers of different items in FSTC.

Web corpus. Table 2 lists the statistics of web corpus. The first column is the
domain, the second column is the number of sentences in each corpus, and the
third column is the data sources from which these corpus are extracted.

We sample 100 sentences from the three web corpus respectively, generating
a test corpus of 300 sentences. We refer to this corpus as hybrid test corpus and
use it in the remainder of this section.
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Table 1. FSTD statistics

Item Number

frame 5120
predicate 31100
rule 10278
template 2637

Table 2. Web Corpus

Domain Size Source

cars 745,908 autohome
IT products 585,334 pcpop
news 55,817 sina news

Metrics. We can extract a knowledge tuple correctly only if we can identify
the corresponding frame structure correctly. The correct identification of frame
structure can be divided into two sub-problems: (1) there is a frame structure
of FSTD that can be used to extract the knowledge tuple, and (2) the frame
structure can be identified correctly. According to the two sub-problems, we
propose two metrics for FSTD:

– Grammar coverage: how often is there a semantic category of FSTD that
corresponds to a given event expression?

– Extraction precision: how often is the correct frame structure identified by
NkiExtractor?

The first metric measures the comprehensiveness of FSTD directly, and the sec-
ond metric measures the effectiveness of FSTD on knowledge acquisition indi-
rectly. More effective FSTD helps build a more accurate NkiExtractor.

5.2 Grammar Coverage

There is a corresponding frame structure in FSTD for a given event expression
if (1) FSTD has the evoking word/phrase of the event expression as a predicate,
(2) FSTD has the correct sense of the predicate as a frame (i.e. semantic cat-
egory), and (3) FSTD has a rule of the frame that match the event expression
successfully. So this metric can be further divided into three metrics as follows.

Let P,F ,R be sets of predicates, frames, rules of FSTD respectively, and
PC ,FC ,RC sets of predicates, frames, rules presenting event expressions in the
web corpus respectively.

– Predicate coverage: How many expected predicates for the web corpus

are included in FSTD? Coveragep =
| {p : p ∈ PC ∧ p ∈ P} |

| {p : p ∈ PC} |
– Frame coverage: How many expected frames for the web corpus are

included in FSTD? Coveragef =
| {f : f ∈ FC ∧ f ∈ F} |

| {f : f ∈ FC} |
– Rule coverage: How many expected rules for the web corpus are included

in FSTD? Coverager =
| {r : r ∈ RC ∧ r ∈ R} |

| {r : r ∈ RC} |
One knowledge engineer is required to label each event expression in the

hybrid test corpus with correct predicate, frame name, and rule. Table 3 presents
the values of the above metrics. We can see that FSTD has most corresponding
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predicates and frames for the test corpus, because new predicates and frames
are easy to discovered by knowledge engineers with support of NkiExtractor.
However, FSTD misses many rules to match event expressions. The reason may
be that they only present rules for typical event expressions.

Table 3. FSTD Coverage

hit miss
predicate frame rule

52% 5% 9% 34%

5.3 Extraction Precision

The extraction precision measures the precision of identifying the correct frame
structure from all possible frame structures for an event description, provided
that there is a corresponding frame for the event description.

Top-1 Precision. Let f∗
i,j , fi,j be the correct frame structure and the predicted

one for the j-th event description in the i-th sentence respectively. Let F be the
sequence of all predicted frame structures in the hybrid test corpus. The precision
is defined as follows.

Precision =
| {fi,j : fi,j ∈ F ∧ fi,j = f∗

i,j} |
| {fi,j : fi,j ∈ F} |

Table 4 list the reasons of failure of identifying the correct frame structure,
including (1) fail to identify noun phrases (NP) due to wrong word segment or
POS tagging or named entity recognition, (2) fail to assign the correct frame to
the invoking predicate, (3) fail to identify the correct boundaries of arguments
or provide arguments with wrong labels, (4) other (e.g. special characters or
wrongly written words lead to mismatch).

Table 4. Top-1 Precision

true false
seg/pos/ner frame argument other

46% 19% 10% 18% 7%
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Top-K Precision. Let f∗
i,j be the correct frame structure and the predicted

one for the j-th event description in the i-th sentence, ski,j the set of k predicted
frame structures for the j-th event description in the i-th sentence. Let Fk be
the sequence of sets of k predicted frame structures in the hybrid test corpus.
The precision of top-k frame structures then is defined by

Precision(k) =
| {ski,j : ski,j ∈ Fk ∧ f∗

i,j ∈ ski,j} |
| {ski,j : ski,j ∈ Fk} |

While our system often fail to derive the correct frame structure directly,
we observe that the correct frame structure is often included in the top-k trees
with highest scores. Table 5 shows the small number k indicates that we have
constrained the space of frame structures into a very small size.

Table 5. Top-k Precision

top-k 1 3 5 10

precision 46% 57% 67% 72%

6 Conclusion and Discuss

In this paper we implement a preliminary Web IE system, called NkiExtractor,
to evaluate a Framework of Semantic Taxonomy and Description. We found that
FSTD is fairly comprehensive and fairly effective when used to extract knowledge
from a test web corpus. First, for most event descriptions in the corpus, FSTD
includes the corresponding predicates and frames but often miss rules to math
them. Second, we can constrain the extraction candidates of an event description
to a set of very small size by only matching FSTD rules against text, without
using any statistical model of semantic role labeling.

One of future work is to improve the coverage of FSTD. We are doing auto-
matic grammar learning to learn more rules for parsing, which enables our web IE
system to successfully parse more event expressions and thus yield more knowl-
edge tuples. Another important task is to improve extraction precision by: (1)
Add component of named entity recognition (NER). We find that most of wrong
word segment and POS tagging are due to named entities (e.g. product names),
so NER can be done before parsing a sentence. (2) Add component of argument
validation, which help identify the correct argument by excluding wrong argu-
ment candidates. (3) Add component of reranking extractions by redundancy.
An extraction acquired from many sentences in many times should be given
more confidence than another extracted by few times, so the extractions with
low redundancy may be abandoned.
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Abstract. In Chinese, there are many characters which are similar in shape, and 
this phenomenon usually induces writing errors. As one important issue in spel-
ling automatic correction, shape similarity measurement is still a challenging 
problem. To address this issue, we propose a component-tree based method in 
this paper, which is based on the hypothesis “characters are similar if their con-
struction and components are both similar”. Firstly, we decompose each charac-
ter to a tree recursively, in which the root node is the character and the leaf 
nodes are atomic parts, called strokes. Then, we align any pair of trees using 
their minimal super-tree and calculate their similarity from bottom to up based 
on weighted edit distance. Finally, the cognitive prominence is used to adjust 
the similarity scores. In text proofreading experiments, our method achieved 
97% precision and 95.6% recall, which can be applied in practical systems. 

Keywords: Shape similarities · Chinese characters components · Cognitive  
similarity · Automatic text proofreading 

1 Introduction 

There are lots of shape similar characters in many languages, which is the main cause 
for people to write incorrect characters. Especially in Chinese, characters such as “戈/
弋/戋”, “两/丙/俩”, “鬃/鬓/髦”, etc., are very easy to confuse. How to measure the 
shape similarity between different characters is an important issue in spelling auto-
matic correction. 

Shape similarity between characters is ill defined. Given two characters, from  
dif-ferent points of view, their similarity may be different. Taking “戈/弋/戋” for 
exam-ple, in an optical character recognition (OCR) system, ‘戈’ is more likely to be 
recog-nized as ‘戋’ because they are more similar in lattice data, but people tend to 
miswrite ‘戈’ to ‘弋’ because they are more familiar with ‘弋’. 

Most related works focus on evaluating shape similarities for OCR system and 
have achieved a good performance in Chinese [1][2] and other Oriental languages [3]. 
In this paper, we aim to measure shape similarity in Chinese from the perspective of 
handwriting, and propose a novel approach which combines character component 
analysis and cognitive prominence measurement. 
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Chinese characters are made up of atom components in various constructions. Briefly 
speaking, if two characters contain similar construction and components, they are likely 
to be similar. Based on this hypothesis, we firstly decompose each character to a com-
ponent tree recursively, in which the root node is the character and the leaf nodes are 
strokes. Component tree embodies the character structure (such as “left-right”, “top-
down”), atom components (such as ‘宀’, ‘曰’) and strokes (such as ‘一’, ‘丨’). Then, we 
align any pair of trees using their minimal super-tree and calculate their similarity from 
bottom to up based on weighted edit distance. Finally, we con-sider the impact of cogni-
tive prominence on miswriting behaviors, and utilize an asymmetric hypothesis that 
“Given two similar characters, the one which is more uncommon is likely to be miswrit-
ten” to adjust similarities scores. In the text proof-reading experiment, the top1 precision 
and recall rate reached 97% and 95.6% respectively.  

The main contributions of this paper are as follows. 

1. We certified fine-grained strokes in terms of their similarity, avoiding the confu-
sion of similar components. 

2. We propose a new automatic method to decompose a character into components 
and compute their similarity. 

3. Cognitive prominence is introduced in shape similarity measurement, and obtains 
good effectiveness. 

2 Related Works 

For shape similarity calculation, previous methods can roughly be categorized as 
lattice-based method and stroke-based method. The former is commonly used in OCR 
systems, and the latter is mainly applied in handwriting recognition. Here, we just 
focus on stroke-based methods. 

In stroke-based character similarity measurement, one key problem is splitting a 
character to components and strokes, which demands on a basic dictionary. In this 
respect, Chinese Character Information Dictionary [4] divides characters into single-
component and multi-component ones, and provides fundamental strokes. According 
to different composition structures, characters are categorized into five groups includ-
ing left-right, top-bottom, containing, be-contained, and nesting. Based on [4], the 
standard database of Chinese characters components [5] lists 560 components and 
gives all decomposing information for 20,902 Chinese characters. Among these cha-
racters, single-component characters account for only 4.96%, while the rest are com-
pound ones. The Character Description Language (CDL) proposed by [6] is designed 
to describe and display characters precisely. CDL describes how characters are de-
composed into components and strokes. Up until now, CDL has described more than 
40,000 Chinese characters with about 50 stroke classes. 

Based on pre-defined stroke dictionaries, previous works proposed grammar based 
or other expression based methods to decompose characters. [7] adopts context-free 
grammars to describe characters in tree-like expressions, and points out that compo-
nents serve as bridges connecting a dozen or more stokes with huge amounts of  
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characters. [8] converts Chinese characters into mathematical expressions in which  
operation data are 505 atom components and operators are 6 components structures. 
Based on these expressions, they defined a group of operating theorems and calculat-
ing formulas which can be effectively used in character generation, displaying, and 
analysis.  

Among researches which measure shape similarity based on character database and 
character description, the ones combining component analysis and structure analysis 
perform better. Such approach proposed by [1] has achieved desirable results in both 
manual and OCR correction experiments. Compared with manual tests, these algo-
rithms generated a matching rate up to 94%. They proposed that guaranteeing coinci-
dent granularity of components is one of challenges in shape similarity measurement. 
Besides, [1] proposes that the uncertainty of structure decomposition of Chinese cha-
racters would affect the similarity measurement. This work calculated the similarity 
between single-component characters manually, which may be affected by subjective 
cognition of critics. It pointed out that the similarity of single-component characters is 
the basis of the similarity of multi-component characters, which may affect the mea-
surement of similarity of multi-component characters. In addition, only the difference 
in the number of strokes is used when considering the effect of strokes on the similari-
ty. For example, ‘无’ and ‘日’ are of the same number of strokes, but they differ much 
from each other.  

Using “Cangjie”, [9] and [10] calculate shape similarities of traditional Chinese 
characters by combining their structure information. They used plane decomposition 
rather than recursive decomposition method which reduced their results. On the basis 
of stroke-segment net description, [2] measures character shape similarity using posi-
tion and attribute of lattice data for stroke-segments as well as the difference between 
stroke-segments and have achieved significant results. 

To our best knowledge, most of previous works used character components and 
structure to measure shape similarity, but they seldom consider the effect of cognitive 
prominence. In this paper, we are inspired by [11] which simulates the character 
shape cognitive process according to cognitive psychology. Using several features 
consisting of the structure, components, shape, position, etc., they constructed a neu-
tral network model of human cerebral cognition for characters. The trained model was 
able to cluster characters according to shape similarity simulating human cognition. 

3 Method 

In this paper, we firstly measure character similarity based on component analysis, 
and then introduced cognitive prominence of characters. Four key issues are ad-
dressed, including component tree generation, component tree alignment, component 
similarity measurement, and cognitive prominence adjustment. 
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3.1 Stroke Set of Characters 

A well pre-defined stroke set is the foundation of this work. Traditional dictionaries 
divide all strokes into dot (‘丶’), horizontal (‘一’), vertical (‘丨’), left-falling (‘丿’), 
right-falling (‘乀’), and turning (‘乛’, ‘乙’, ‘乚’, etc.), which are too rough to get 
precise description of characters. For instance, ‘马’ and ‘纟’ consist of identical 
strokes “turning+turning+horizontal”. To avoid such confusion, we further define a 
fine-grained stroke set with 36 elements. Taking turning for an example, we subdi-
vided it into “horizontal right-falling hook ( ü)”, “vertical horizontal hook (乚)” and 
so on. We don’t list all stokes in this paper due to the limit space. 

3.2 Component Tree Generation 

The aim of components analysis is to decompose a character into components hierar-
chically, and finally generate a component tree. Then, the shape similarity of two 
characters can be measured by calculating the similarity of their component trees. 
Formally, given a character  with stroke sequence … , its component 
tree is a multi-way tree, in which the root is , intermediate nodes are continuous 
sub-sequences of , and leaf nodes are the smallest (or atom) components. Compared 
with traditional ways which use just stroke sequences to represent characters, compo-
nent tree is more preferable for its synthesis of composition structure and strokes. 

Given a character, how to generate its component tree is still a challenge. [1] 
pointed out that, it is very difficult to set a uniform decomposing standard and com-
ponents granularity. Besides, a character should be decomposed in different ways 
when it is compared with different characters in order to gain high similarity score. 
Taking ‘寞’ for an example, it is decomposed into “((宀艹)(曰大))” when compared 
with ‘宽’, while it is decomposed into “(宀(艹曰大))” when compared with ‘莫’. We 
can see that, multiple candidate trees may be generated for one character according to 
the structure of its comparative target. 

However, in existing databases, only one decomposing tree is available for one 
character. So, we designed an automatic method to decompose each character into at 
least one atom component. All generated trees were stored as a resource for relative 
applications. The automatic character component analysis process is divided into two 
phases: atom-component sequence generation and component tree construction. 

Firstly, we decompose characters into linear atom components based on backward 
maximum matching. Each character is converted into a stroke sequence based on pre-
defined 36 strokes, and then atom components are extracted by backward maximum 
matching. The basis 560 atom components were proposed by [5]. Unknown compo-
nents are considered illegal ones, that is to say, if the primary establishment of a cer-
tain atom component lead to the failure of recombining the rest strokes, this decom-
posing process will be broken. Moreover, the ambiguity of decomposing, such as “立
十”, “亠丷干” of ‘辛’, are all reserved. 
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Fig. 1. Recursive component analysis process for ‘寞’. Component ‘宀’ is set as the first direct 
child node of the root, the rest sequence ‘莫’ is its brothers, ‘寞’ is firstly decomposed into  
“((宀) (莫))” and the two parts are then be decomposed recursively. 

In the second phase, we construct component trees for a character by constituting 
its atom components recursively. In this process, we prune illegal intermediate nodes 
with low integrity eigenvalue. The integrity eigenvalue of a multi-component part 
involves two important features, one is the co-occurrence frequency of components, 
and the other is the number of strokes. Intuitively, if the combination of several com-
ponents occur in many characters, this combination is more likely to be valid. From 
another aspect, if only frequency is considered, the more atom components are com-
bined, the lower their co-occurrence frequency is. So, we also take the number of 
strokes into account. Formally, given a character  and its atom component sequence … , the integrity eigenvalue of a component … is com-
puted as follows,   ,                                              1  

where  is the frequency of  in the character set, 1 is the 
number of strokes of . After experimenting with 6763 characters in [5], we pruned 
nodes with integrity eigenvalue lower than 100, which was set as a threshold. 

According to above method, we automatically generated multiple component analysis 
trees for each character. Consequently, we manually check each tree for correctness and 
construct a database of character component trees for other relative applications.  

3.3 Component Trees Alignment 

Given two component trees  and , if they are of different structures, we should 
align them to unify levels and bifurcations before calculating their similarity. The 
basic way is to build a minimal super-tree ,  of which  and  are both sub-
trees and there is no tree with less nodes that is also a super-tree of  and  [14]. 
Deriving the minimal super-tree is a restricted case of the smallest tree edit distance 
between two trees. Then, we get two isomorphic trees by embedding  and  into ,  respectively, while the empty nodes are virtual ones.  
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Taking ‘寞’ and ‘寥’ for an example, Fig.2 (a), (b) gives their component trees, and 
Fig.2 (c) shows their minimal super-tree. If ‘寥’ is embedded into c, the node O5 will 
be the filled visual node. The other tree is embedded in the same way to generate the 
filled tree. In Fig.2, O7-O10 will be the virtual nodes after ‘寞’ is embedded. When 
two trees are identical in structure, alignment has been completed. 

 
Fig. 2. The minimal super tree of ‘寞’ and ‘寥’ 

3.4 Component Trees Similarity Measurement 

After two component trees are aligned, we use a bottom-up approach to calculate the 
similarity between them, which depends on both the similarity between their compo-
sitional structures and atom components. Note that any node in the component tree is 
the character or its part, and similarity between two nodes can be calculated by the 
structure of their component trees and their direct child nodes. Apparently, this 
process is recursive which ends if all leaf nodes are visited. Given two nodes  and 

, their basic similarity is measured as follows. 

, , ,,  , 2  

where  denotes all direct child nodes of . In this formula, the first operator ,  denotes the compositional structure similarity between  and 
, which can be looked up from Table 1. Structure labels are annotated automatically 

during the component analysis procedure, including half-encircled, single, top-left-
right, encircled, top-down, top-middle-down, left-right, left-middle-right and align-
ment. The children similarity between  and  is measured by accumulating the 
similarity of all their corresponding child nodes. This similarity is calculated directly 
if  and  are left nodes. 

In character component trees, each leaf node is an atom component which can be 
seen as a sequence of strokes. We use weighted edit distance to measure the similarity 
between atom components. As we all know, edit distance measures similarities be-
tween two sequences by quantifying the complexity of transforming one sequence 
into the other through adding, deleting, and replacing operations [12]. It is suitable to 
quantify the difference between characters caused by writing incorrect strokes. 
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Table 1. Similarity weights between character structures 

ID StruSim 1 2 3 4 5 6 7 8 9 
1 half-encircled 1.0 0.6 0.0 0.6 0.0 0.0 0.0 0.0 0.8 
2 single 0.6 1.0 0.0 0.5 0.8 0.7 0.8 0.7 0.8 
3 top-left-right 0.0 0.6 1.0 0.0 0.3 0.0 0.0 0.0 0.8 
4 encircled 0.6 0.5 0.0 1.0 0.0 0.0 0.0 0.0 0.8 
5 top-down 0.0 0.8 0.3 0.0 1.0 0.9 0.0 0.0 0.8 
6 top-middle-down 0.0 0.7 0.0 0.0 0.9 1.0 0.0 0.0 0.8 
7 left-right 0.0 0.8 0.0 0.0 0.0 0.0 1.0 0.9 0.8 
8 left-middle-right 0.0 0.7 0.0 0.0 0.0 0.0 0.9 1.0 0.8 
9 alignment 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.5 

As different strokes affect the character shape from different extent, we should set 
specific weight for each stroke to reflect how important it is. The adding weight and 
deleting weight of a stroke are determined by its sophistication and location. In terms 
of sophistication, the distinction caused by a more sophisticated stroke will lead to 
less similarity between two characters. For example, ‘horizontal vertical’ is of higher 
weight than just ‘horizontal’. In terms of location, the first stroke and the last one are 
of higher weight than others, for they are likely to be easier for people to remember. 
The revising weight of two strokes is decided by their shape similarity. For example, 
the similar strokes ‘horizontal’ and ‘horizontal left-falling’ are of lower revising 
weight, while ‘horizontal’ and ‘vertical’ are of higher one. Take stroke location into 
consideration, the first and last stroke are of higher revising weight than others. 

Based on weighted edit distances between strokes, similarity between two atom 
components  and  is evaluated as follows. 

, 1 ,max , NULL , , NULL   ,           3  

where ,  is the weighted edit distance of components  and , , NULL  is the edit distance between  and a virtual component with no 
strokes at all, representing adding or deleting a component. 

Given two characters  and , we denote their decomposing trees as , , … ,   and , , … ,   respectively. We 
calculate pairwise similarity between  and  and choose the maximum one as 
similarity score between  and . 

3.5 Cognitive Prominence in Character Shape 

The basic similarity between two characters is measured based on composition structure 
and components, which represents main features of character images. However, people’s 
cognitive similarity also impacts their mis-writing behaviours to some extent, so we fur-
ther leverage the cognitive prominence in shape similarity measurement. 



294 Y. Cao et al. 

Recently, cognitive scientists have found that people tend to regard the objects of 
lower cognitive prominence as similar with the ones of higher cognitive prominence 
but not the converse [13].  Here, we use cognitive prominence to represent how fa-
miliar we are with a certain character. That is to say, common characters are easier to 
be misused as uncommon ones, but not the converse. For example, ‘泠’ is easily to be 
written as ‘冷’, but we seldom miswrite ‘冷’ as ‘泠’. To better explain this asymme-
trical relation between two characters, we primarily give a formal definition of cogni-
tive similarity. 

Definition 1. Given a character set , 0,1  is a function describing the 
cognitive similarity between characters. For two different characters , , ,  is the cognitive similarity between  and , which represents the proba-
bility of  is miswritten as . 

Cognitive similarity is asymmetrical: for two characters c  and c  (c c ), in 
general, λ c , c λ c , c ; if c  is of higher cognitive prominence than c , 
then λ c , c , c ; otherwise  λ c , c λ c , c . We briefly use the proba-
bility p c  to represent the cognitive prominence of a character c, and we conclude 
that p c /p c λ c , c . This relation will be further discussed in the Experi-
ments Session. Fusing the character cognitive similarity with the basic shape similari-
ty measurement, we produce the following formula, , , ,                                 4  

Cognitive similarity can be calculated by simulating people’s miswriting behaviors 
which is of high complexity and time-consuming. Here, we make use of the relation 
between cognitive prominences of two characters to approximate their cognitive simi-
larity in the shape similarity measurement. 

, , 1 /1 /                          5  

In this formula, we use a transformed sigmoid function to map p c /p c  to the 
interval (0,1). p c /p c  is estimated by MLE method based on the occurrence 
frequency of c  and c  in a large scale corpus. Particularly, if c c , ShapeSim c , c 1. 

4 Experiments 

4.1 Data Setting 

Since there has been no benchmark for miswritten characters, we manually extracted 
611 mis-written sentences from 10,000 short messages generated by stroke input in 
mobile phones. In these sentences, there is at least one incorrect characters caused by 
cognitive shape confusion. We manually annotated each incorrect character and gave 
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its corresponding right one, which constitute word pairs “wrong words  right 
words”. For instance, in the sentence “此号码是什么时侯激活的? (Eng. When the 
phone number was activated?)”, we annotated “时侯时候”. 

4.2 Effectiveness of Cognitive Prominence 

In this session, we designed an experiment to argue for the proportional relation  
between cognitive prominence and cognitive similarity. We select several pairs of 
similar characters as experimental objects. Three factors are considered in choosing 
characters, including shape sophistication, shape similarities and commonness.  

For each character pair  and , we calculate their cognitive similarity and cog-
nitive prominence respectively, which is based on the occurrence frequency of  
and  in a large-scale corpus. In this paper, we use the web corpus for its availabili-
ty and sufficiency as well as its plenty of man-make mistakes on characters deriving 
from cognitive confusion. Frequency of a query item is returned by the Google en-
gine. Some examples of experimental characters and their frequency are shown in 
Table 2.  

Table 2. Characters and their frequencies in web corpus returned by Google 

id c1 c2 id c1 c2 
1 戈(4910) 弋(427) 6 戊(913) 戍(261) 
2 盲(1660) 肓(70.3) 7 盲(1660) 育(6920) 
3 栗(1900) 粟(803) 8 栗(1900) 票(28300) 
4 裁(2040) 栽(2080) 9 裁(2040) 载(33000) 
5 徙(266) 陡(578) 10 徙(266) 徒(555) 

The ratio of cognitive prominence /  can be easily derived from / . However, we don’t know whether a separate character is miswritten. If 
the character is embedded in a word, we can automatically judge its validity based on 
a word dictionary. For example, from the word “弋壁” we can easily see ‘弋’ was 
miswritten as ‘戈’. We firstly got all words containing , which is denoted by , , … . Then we generate a negative word set , by 
replacing  with . We can estimate the cognitive similarity about miswritting  
as  according to the following formula, 

, ∑∑ ∑   ,                             6  

where f w  denotes the occurrence frequency of w. Then we undertake the same 
process but switch the right character and incorrect character to see whether λ c , c  
equals λ c , c . 
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Table 3. Experiment results for asymmetrical cognitive similarity 

id λ(c1,c2) λ(c2,c1) id λ(c1,c2) λ(c2,c1) 
1 0.038 0.621 6 0.004 0.000 
2 0.089 0.126 7 0.003 0.001 
3 0.000 2.114 8 0.007 0.005 
4 0.000 0.000 9 0.031 0.002 
5 0.193 0.053 10 0.008 0.011 

Table 3 shows results for the effect of cognitive similarity. We can see that the 
cognitive similarity between characters is asymmetric, and / , . 
Besides, combining character frequency information, we conclude that if two charac-
ters are both commonly (or uncommonly) used, such as “裁/载” and “徙/徒”, their 
cognitive similarity is low, i.e., people generally don’t confuse them. 

4.3 Effectiveness of Shape Similarity Measurement 

In order to test the effectiveness of our similarity measurement, we designed an auto-
matic method to correct characters in the test dataset. For each sentence, we firstly 
computed the shape similarity between the wrong character and the others in a dictio-
nary. Characters with top n similarities are selected to replace the wrong character, 
which are considered correct if the generated sentence is available.  

For example, in the sentence “此号码是什么(时侯时候)激活的”, the incorrect 
character is ‘侯’. The top 7 similar characters with their similarity score in brackets 
are W={堠 (0.938), 候 (0.900), 缑 (0.867), 糇 (0.763), 喉 (0.733), 猴 (0.733), 俟
(0.652)}. We replace ‘侯’ with all candidates one by one and check whether the new 
word “时*” is contained in the dictionary. If it is, this character is likely to be the 
correct one.  

We take precision, recall and F-score of using top N candidate characters to correct 
all sentences to evaluate our method. If any character in these N candidates is correct, 
we consider this sentence is corrected. In this way, p denotes the rate of how many 
modified sentences are correct, while r denotes the rate of how many sentences are 
corrected. Two options are given in this experiment, including using BasicSim or 
ShapeSim to compute the shape similarity.  

Table 4. Results for shape similarity measurement 

 Cognitive similarity un-considered Cognitive similarity considered 
 top1 top2 top3 top1 top2 top3 

p 0.970 1.000 1.000 0.970 1.000 1.000 
r 0.941 0.971 0.971 0.956 0.985 0.985 

F1 0.955 0.985 0.985 0.963 0.993 0.993 
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Table 4 shows the results for shape similarity measurement. We can see that cogni-
tive prominence in shape similarity promotes the recall of character correction. Tak-
ing character ‘(涕)泠’ for example, its basic similarity with the corresponding incor-
rect character ‘冷’ is BasicSim(泠,冷)=0.900. Considering the effect of cognitive 
prominence, λ(泠,冷)≈1. That is to say, people usually misuse ‘冷’ as ‘泠’. For ‘(金)
券/卷’, ‘(不)详/祥’, ‘(地)理/里’, top1 correction failed when only basic similarity is 
taken into account. 

Further analysis suggested that our approach performs well in decomposing cha-
racters. Taking “辛/幸” as an example, ‘辛’ was decomposed into “立十” as well as “
亠丷干”, while ‘幸’ was decomposed into “土丷干”. The second decomposing way 
of ‘辛’ made it more similar with ‘幸’ (the similarity score is 0.877), while the first 
one made ‘辛’ dissimilar with ‘幸’ (the similarity score is 0.220). This example indi-
cates that people always decompose characters at their subject wills when they write 
incorrect character. Generating all decomposition trees makes it possible to find the 
best way to compare characters. 

Some typical mistakes are listed as follows. 

1. If the same main component has different location in two characters, our approach 
will give them low similarity. For example, “副/辐”, “敲/搞”， “珊/删” are easy 
to confuse but missed by our method. 

2. Some characters similar in lattice-data, such as “卅/州”, “升/什”, were not identi-
fied by our approach. 

3. Lack of consideration in how strokes are connected leads to some mistakes in simi-
larity measurement of single-component characters, such as “丁/寸”, “上/口”, “下/
土”, “不/卅”. These mistakes may induce more errors in similarity measurement 
between multi-components characters containing them. 

5 Conclusion and Future Work 

This paper proposes an approach to measure cognitive shape similarities between 
Chinese characters combining component analysis and cognitive prominence mea-
surement. We designed a new tree based method for automatic component decompo-
sition and similarity calculation. Besides, cognitive prominence is introduced in shape 
similarity measurement, and obtains good effectiveness. Our future work will focus 
on combining lattice-based similarity and stroke-based one, which is likely to work 
better. 
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Abstract. Existing topic models for mining sentiments from articles
often ignores the fact that intra-topic correlations are common and use-
ful to uncover a large number of fine-grained and tightly-coherent topics.
This paper is concerned with the problem of social sentiment mining by
modeling topic correlations. We aim to not only discover the connec-
tions between sentiments and topics, but also reveal the deeper relation-
ship among topics where some topics may co-occur more frequently than
others in articles. More specifically, we join sentiment mining with hier-
archical pachinko allocation model to represent topic correlations by a
hierarchy. In our model, the hierarchical pachinko allocation is employed
to generate the latent hierarchical topic variables and sentiment vari-
ables. Experimental results on a collected news corpus show that our
model can effectively identify latent topics in a hierarchical structure, and
outperforms competing sentiment-topic models such as Latent Dirichlet
Allocation based model in sentiment prediction.

1 Introduction

A rapid growth of online users inspires numerous news websites and portals to
allow users to share their feelings or emotions after reading news articles. These
user-generate social sentiments such as like, shock, sadness, angry and enlight-
enment can reveal the delicate human feelings and emotions found in texts.
Knowing what social users think and feel is necessary for general people, mar-
keters, public relations officials, politicians and managers to make decisions for
the purposes like product recommendation, advertising and customer evaluation.

Probabilistic topic models have been successfully used to analyze large
amounts of such social sentiment articles. Topic models are a suite of algorithms
to uncover the hidden thematic structure of a collection of articles [4]. Latent
Dirichlet Allocation (LDA) [5] is a widely-used topic model applied to textual
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 299–311, 2015.
DOI: 10.1007/978-3-319-25159-2 27
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data. In LDA model, each article is represented as a mixture of topics, where
each topic is a multinomial distribution over words. Bao et al. [2,3] presented
an emotion-topic model to discover the connections between articles and user-
generated social emotions by augmenting LDA with an intermediate layer for
emotion modeling, where each emotion is a multinomial distribution over topics.
To generate an emotional article, the model first samples a per-article multino-
mial distribution over emotions. Then it repeatedly samples a topic from the
emotion, and samples a word from the topic. Rao et al. [10,11] also presented
similar algorithms of constructing a sentiment-topic model for social sentiment
mining.

The sentiment-topic models extending from LDA capture correlations
between sentiments and topics and correlations between topics and words,
but they do not explicitly model correlations among topics. However, topic
correlations are common in practical articles. Consequently, these LDA-based
sentiment-topic models have difficulty modeling data in which some topics co-
occur more frequently than others. Ignoring topic correlations limits LDA-based
sentiment-topic models to uncover a large number of fine-grained and tightly-
coherent topics [8]. Such limitation may propagate to hamper the discover of
correlations between topics and sentiments.

In this paper, we exploit the hierarchical pachinko allocation model to rep-
resent topic correlations by a hierarchy. The hierarchical pachinko allocation
model is also a topic model. It improves LDA by modeling correlations between
topics in addition to the word correlations that constitute topics. In hierarchical
pachinko allocation model, words and topics are connected with an hierarchi-
cal directed acyclic graph, where topic nodes occupy the interior levels and the
leaves are words. Our sentiment-topic model augments the hierarchical pachinko
allocation with a layer for sentiment modeling, in which each sentiment node
links to the root topic node. The hierarchical pachinko allocation sentiment-topic
model can provide more flexibility and greater expressive power than LDA-based
sentiment-topic model.

In what follows we first provide the background by formalizing sentiment-
word and LDA-based sentiment-topic models for social sentiment mining in
section 2. Section 3 describes our hierarchical pachinko allocation sentiment-topic
model, and illustrates our Gibbs sampling method for parameter estimation and
inference. Section 4 presents the experimental results. Finally, we conclude this
paper in section 5.

2 Background

A news article d is associated with a vocabulary of words W = {w1, . . . , wV } and
a set of social sentiments E = {e1, . . . , eK}. The number of words in the article
d is denoted as | d |. The sentiment ratings of the article d over E is denoted
by r = {r1, r2, . . . , rK}, where rj is the percentage of votes on sentiment ej , and
∑K

j=1 rj = 1. A corpus of D sentimental articles is defined by D =
⋃{(d, rd)}.
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2.1 Sentiment-Word Model

In sentiment-word model, words and sentiments are straightforwardly associated
using Näıve Bayes method by assuming words are independent with each other.
For any article d,

rk = P (ek | d) =
P (d | ek)P (ek)

P (d)
∝ P (d | ek)P (ek) = P (ek)

∏

w∈W

P (w | ek)nd,w

(1)

where nd,w is the frequency count of word w in article d.
P (w | ek) indicates the conditional probability of w given a sentiment ek,

which can be estimated according to the percentage of the co-occurrence between
w and ek in corpus D, that is, P (w | ek) = P (w,ek)

P (ek) = |(w,ek)|∑
w′∈W|(w′,ek)| . | (w, ek) |

can be derived from the word frequency count and the sentiment rating as a
weight on it, i.e. | (w, ek) |= ∑

d∈D nd,w ·rk +ε, where ε is a very small smoothing
value to avoid the situation of division by zero. P (ek) is the priori probability of
sentiment ek that can be estimated by the entire corpus, e.g. P (ek) =

∑
w′∈V |

(w′, ek) |.
Also, P (w | ek) and P (ek) can be estimated using Bayesian probability

besides frequency probability. For instance, we can assume that P (w | ek) follows
the multinomial distribution, i.e. w | ek ∼Multinomial(θ). The parameter θ can
be calculated by maximum likelihood estimation from the entire collection.

2.2 Sentiment-Topic Model

Topic models are used for discovering the main themes from massive collections
of articles. The topic model assumes that to generate an article, topics are gen-
erated at first and then words are chosen according to the topics. Each topic
is a probability distribution over words. Latent Dirichlet Allocation (LDA) is
an independent topic model. LDA uses generative process to model the gener-
ation of a corpus. First, for each article, a distribution over topics is sampled
from a Dirichlet distribution. Second, for each word in the article, a single topic
is chosen according to the distribution. Finally, each word is sampled from a
multinomial distribution over words specific to the sampled topic.

Let T be the set of T latent topics associated with articles. In sentiment-
topic model, there are three steps to describe the conditional probability of
topics given a sentiment. First, if topics are assumed to be independent with
each other, the model is similar to the model in E.q.(1), i.e. P (d | ek) =

∏
t∈T

P (t | ek). Second, if the probabilities of topic distribution on an article d is
known, P (d | ek) = P (θ1, θ2, . . . , θT | ek), where θi represents the probability the
article contains topic ti and

∑T
i=1 θi = 1 (1 ≤ θ ≤ T ). We can define θ1, θ2, . . . , θT

follow Dirichlet distribution. The parameter of the Dirichlet distribution can be
calculated by maximum likelihood estimation from the entire collection. Last,
a generative method is to assume each word needs to be assigned to a topic,
P (n1, n2, . . . , nT | ek) can be describe as a multinomial probability distribution
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(a) sentiment-word (b) sentiment-topic (c) hierarchical pachinko allocation

Fig. 1. Model structures for three social sentiment mining models (a) Sentiment-word
model: For each sentiment, a multinomial distribution over words is estimated directly
from a corpus. (b) Sentiment-topic model: This model samples a multinomial over
topics for each sentiment, and then generates words from the topics. (c) Hierarchical
pachinko allocation model: A multilevel hierarchy consisting of a root and a set of
topics. Each topic is sampled by a multinomial distribution over its parent topics.

conditioned on sentiment ek, and here ni indicates the number of words that
have been assigned to topic ti.

The graphical structures of the sentiment-word model and LDA-based
sentiment-topic model are shown in Figures 1(a) and 1(b), respectively.

3 Hierarchical Pachinko Allocation Sentiment-Topic
Model

In this section, we present the hierarchical pachinko allocation sentiment-topic
model for mining social sentiments from corpus. The hierarchical pachinko allo-
cation sentiment-topic model consists of a set of sentiments, a set of topics and
a word vocabulary. The topics are organized in a hierarchy (tree) starting from
a root topic. The graphical structure of the model is shown in Figure 1(c). In
what follows we elaborate on the model, its parameter estimation and a variety
of inference tasks based on the model.

3.1 The Model

Suppose an article d contains a set of topics organized with an �-level hierarchy,
i.e. T = {t(1,1), . . . , t(1,M1), . . . , t(�,1), . . . , t(�,M�)}, where t(i,j) is the j-th topic of
the i-level, and Mi is the number of topics in the i-level. The set of topics in the i-
level is {t(i,1), t(i,2), . . . , t(i,Mi)}. The total number of topics is M1+M2+. . .+M�.
Each topic t(i,j) in the i-level is represented as a multinomial distribution Multi-
nomial(θi,j) over the (i + 1)-level topics. Each topic t(�,j) of the last level is rep-
resented as a multinomial distribution Multinomial(θ�,j) over words. For each
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multinomial distribution Multinomial(θi,j) (1 ≤ i ≤ �, 1 ≤ j ≤ Mi), θi,j is asso-
ciated with a Dirichlet distribution Dir(αi,j) over a parameter αi,j , where αi,j is
a vector of dimension Mi+1 (notice that M�+1 = V when i = �). Now we define

Table 1. Notation of variables and probability distributions.

Parameter Description
α the set of hyperparameters for the topic mixtures θ, αi,j,k is the Dirichlet prior for the

distribution of topic t(i+1,k) conditioned on t(i,j)
β the set of hyperparameters for the sentiment mixtures ϕ, βj,k is the Dirichlet prior for the

distribution of topic t(1,k) conditioned on ej

Variable Description
r the set of sentiment rating, rj is the sentiment rating over ej for article d
w the set of words, w(n) is the n-th word in article d
e the set of sentiment assignment, e(n) is the sentiment assignment for w(n)
z the set of topic assignment, zi(n) is the i-level topic assignment for w(n)
Probability Distribution Description
ϕj ∼ Dir(βj) the mixture over βj

θi,j ∼ Dir(αi,j) the mixture over αi,j

e ∼ Multinomial(r) the distribution of sentiment over r
z1 | ej ∼Multinomial(ϕj) the distribution of the first-level topics conditioned on the sentiment ej

zi+1 | t(i,j) ∼Multinomial(θi,j) the distribution of the (i + 1)-level topics conditioned on the j-th topic in the i-level
w | t(�,j) ∼Multinomial(θ�,j) the distribution of words conditioned on the j-th topic of the last level

the association between sentiment and news article. Each sentiment ej ∈ E is
represented as a multinomial distribution Multinomial(ϕj) over the first-level
topics, and ϕj is associated with a Dirichlet distribution Dir(βj), where βj is a
M1-dimensional vector. Sentiment ej is associated with a multinomial distribu-
tion Multinomial(r). The notation of variables and probability distributions is
summarized in Tab.1.

Given the parameters of the number of topic levels �, a set of � topic numbers
M , a set of topic hyperparameters α and a set of sentiment hyperparameters
β, our model assumes the generative process depicted in Algorithm 1 for each
article d with a sentiment rating r.

Algorithm 1. Generative process of our sentiment-topic model.
Choose every ϕj from Dir(βj) (1 ≤ j ≤ K); similarly, choose every θi,j from Dir(αi,j);
for each word w(n) in d do

Choose a sentiment e(n) from Multinomial(r);
Choose a first-level topic z1(n) from Multinomial(ϕj) conditioned on e(n), where e(n) = ej ;
for each level i from 1 to � − 1 do

Choose a (i + 1)-level topic zi+1(n) from Multinomial(θi,j) conditioned on zi(n), where
zi(n) = t(i,j);

end for
Choose a word w(n) from Multinomial(θ�,j) conditioned on z�(n), where z�(n) = t(�,j);

end for

According to this process, for a single news article d, the joint distribution
of a set of K sentiment rating r, a set of | d | words w, a set of | d | sentiments
e, and a set of | d | topics z is given by:
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P (r, e, z,w; �,M,α, β) =
|d|∏

n=1

(P (e(n); r)P (z1(n) | e(n);β)

�−1∏

i=1

P (zi+1(n) | zi(n);α)P (w(n) | z�(n);α))

where w(n) is the n-th word in d, e(n) is the sentiment assignment for word
w(n), and zj(n) is the j-level topic assignment for word w(n).

Since ϕ and θ are mixtures of α and β, we can obtain the following distribu-
tions by integrating over them to:

P (z1(n) | e(n);β) =
∫

ϕj

P (z1(n) | ϕj)P (ϕj | βj)dϕj

where e(n) = ej .

For each topic level j (1 ≤ j ≤ � − 1),

P (zi+1(n) | zi(n);α) =
∫

θi,j

P (zi+1(n) | θi,j)P (θi,j | αi,j)dθi,j

where zi(n) = t(i,j).

P (w(n) | z�(n);α) =
∫

θ�,j

P (w(n) | θ�,j)P (θ�,j | α�,j)dθ�,j

where z�(n) = t(�,j).

3.2 Parameter Estimation

Given a training corpus D with sentiment ratings r, we obtain its probability by
taking the product of the marginal probability of single articles:

P (D, r; �,M,α, β) =
∏

d∈D

P (r(d), e(d), z(d),w(d); �,M,α, β)

where r(d), e(d), z(d) and w(d) are variables for news article d. Hence, for a news
corpus D, the variables are r =

⋃
d∈D r(d), e =

⋃
d∈D e(d), z =

⋃
d∈D z(d) and

w =
⋃

d∈D w(d).

Estimating Conditional Probability Distributions. We develop an
approximate method based on Gibbs sampling to perform inference. Gibbs sam-
pling can generate a set of samples that approximately obey the hierarchical
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sentiment-topic joint distribution. We have the conditional probability distribu-
tions on e and z as follows:

P (e(p) = eξ | r, e−p, z,w; �,M,α, β) ∝ rξ(d)

nr−p
ξ(d) + 1

×
ne−p

ξ,z1(p) + βξ,z1(p)
∑M1

j=1(ne−p
ξ,j + βξ,j)

P (z1(p) = t(1,ξ) | r, e, z−1p,w; �,M,α, β)

=
ne−p

e(p),ξ + βe(p),ξ
∑M1

j=1(ne−p
e(p),j + βe(p),j)

×
nz−p

1,ξ,z2(p) + α1,ξ,z2(p)
∑M2

j=1(nz−p
1,ξ,j + α1,ξ,j)

For the (i + 1)-level topic assignment (2 ≤ i + 1 ≤ � − 1),

P (zi+1(p) = t(i+1,ξ) | r, e, z−(i+1)p,w; �,M,α, β)

=
nz−p

i,zi(p),ξ + αi,zi(p),ξ
∑Mi+1

j=1 (nz−p
i,zi(p),j + αi,zi(p),j)

×
nz−p

i+1,ξ,zi+2(p) + αi+1,ξ,zi+2(p)

∑Mi+2
j=1 (nz−p

i+1,ξ,j + αi+1,ξ,j)

and

P (z�(p) = t(�,ξ) | r, e, z−�p,w; �,M,α, β)

=
nz−p

�−1,z�−1(p),ξ + α�−1,z�−1(p),ξ
∑M�

j=1(nz−p
�−1,z�−1(p),j + α�−1,z�−1(p),j)

×
nw−p

ξ,w(p) + α�,ξ,w(p)
∑V

j=1(nw−p
ξ,j + α�,ξ,j)

where, p represents the n-th word of article d, and rξ(d) is the rating over senti-
ment eξ for d. nrξ(d) is the number of times the sentiment eξ has been assigned
for the words in d. e(p) and zi(p) are the sentiment assignment and the i-level
topic assignment for the word w(p), respectively. e−p means all sentiment vari-
ables other than the current assignment of sentiment for word w(p), and z−ip

means all topic variables other than the current assignment of the i-level topic
for word w(p). nei,j is the number of times the first-level topic t(1,j) has been
assigned to the sentiment ei. nzi,k,j is the number of times the (i+1)-level topic
t(i+1,j) has been assigned to the i-level topic t(i,k). nwi,j is the number of times
the word wj has been assigned to the �-level topic t(�,i). The superfix −p of nr,
ne, nz and nw means that the count does not include the current assignment
of sentiment and topics for word w(p). Due to the page limitation, we will skip
technical details of the derivations here, and provide the full derivations in a
journal version.

After Gibbs sampling, we can obtain N samples of the variables e, z, and
w. The mean values nej,k, nzi,j,k and nwj,k of the N samples approximately
obey the joint distribution of P (D; r, �,M, α, β), where nej,k = 1

N ×∑N
s=1 ne

(s)
j,k,

nzi,j,k = 1
N × ∑N

s=1 nz
(s)
i,j,k and nwj,k = 1

N × ∑N
s=1 nw

(s)
j,k . s indicates the s-

th sample generated by Gibbs sampling. Hence, we can estimate the following
probabilities:
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P (t(1,k) | ej) =
nej,k + βj,k

∑M1
k′=1(nej,k′ + βj,k′)

P (t(i+1,k) | t(i,j)) =
nzi,j,k + αi,j,k

∑Mi+1
k′=1 (nzi,j,k′ + αi,j,k′)

, where 1 ≤ i ≤ � − 1

P (wk | t(�,j)) =
nwj,k + α�,j,k

∑V
k′=1(nwj,k′ + α�,j,k′)

Since P (t(1,k) | ej)P (ej) = P (ej | t(1,k))P (t(1,k)), and P (t(1,k)) = nz1,k∑
d|d| and

P (ej) = nej∑
d|d| , where nz1,k and nej means the mean times of N samples that

t(1,k) and ej has been assigned to words, respectively, i.e., nz1,k =
∑M2

k′=1 nz1,k,k′

and nej =
∑M1

k′=1 nej,k′ , we have

P (ej | t(1,k)) =
nej,k + βj,k

∑M1
k′=1(nej,k′ + βj,k′)

× nej

nz1,k

P (t(i,j) | t(i+1,k)) =
nzi,j,k + αi,j,k

∑Mi+1
k′=1 (nzi,j,k′ + αi,j,k′)

× nzi,j

nzi+1,k
, where 1 ≤ i ≤ � − 1

P (t(�,j) | wk) =
nwj,k + α�,j,k

∑V
k′=1(nwj,k′ + α�,j,k′)

× nz�,j

nwk

Estimating Hyperparameters α and β. The hyperparameters α and β
have to be defined before the start of Gibbs sampling, but they are generally
unknown upfront. Normally, in topic model, parameters either in α or in β are
predefined equivalently to each other. For instance, the α and β are set to sym-
metric Dirichlet priors with values of 0.1 and 50/M1, respectively [2,3,6,10,11].
The hyperparameter can also be automatically learned using a gradient descent
method. Zhu and Xing [12] use a generic grid search based on cross-validation to
select the hyper-parameters. Avetisyan and Fox [1] estimate the Dirichlet prior
parameters from the marginal maximum likelihood are the values for the param-
eters that maximize the marginal log-likelihood function. Heinrich [7] introduces
an analytical expression of the marginal log-likelihood of the Dirichlet param-
eters to facilitate the computation of marginal maximum likelihood estimates.
Several approaches to learn Dirichlet parameter vectors from data are known,
but unfortunately no exact closed-form solution exists, nor is there a conju-
gate prior distribution for straight-forward Bayesian inference. The most exact
approaches are iterative approximations.

In our hierarchical sentiment-topic model, the total number of prior param-
eters needed in α and β are

∑�
i=1 MiMi+1 and KM1, respectively. It is hard to

handcraft each parameter accurately, and therefore we have to learn each prior
parameters in different levels to produce reasonable results. As we use Gibbs
sampling in our distribution estimation, we give a general framework for tuning
α and β in Gibbs sampling process as follows:
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Algorithm 2. Hyperparameter Tuning Algorithm.
Input: the training corpus D with sentiment rating r;
Output: the parameter values of α and β;
Initialize α and β;
repeat

Generate a set of samples by Gibbs Sampling;
Update α′ = f(α), β′ = g(β);

until condition is satisfied
return α, β;

In the algorithm, the sentiment assignments and topic assignments are avail-
able as a sample after each iteration. One of the most exact approaches to learn
Dirichlet parameters is iterative approximation of maximum likelihood estima-
tion by using counts of sentiment and topic assignments of samples. We use a
convergent method [9] to update the parameters α and β as follows:

α′
i,j,k = f(α) = αi,j,k

∑
s Ψ(nz

(s)
i,j,k + αi,j,k) − Ψ(αi,j,k)

∑
s Ψ(

∑
k(nz

(s)
i,j,k + αi,j,k)) − Ψ(

∑
k αi,j,k)

β′
j,k = g(β) = βj,k

∑
s Ψ(ne

(s)
j,k + βj,k) − Ψ(βj,k)

∑
s Ψ(

∑
k(ne

(s)
j,k + βj,k)) − Ψ(

∑
k βj,k)

where Ψ is digamma function.

3.3 Inference

With all the conditional probabilities derived above, we can estimate the prob-
ability of sentiment ej on a word wk by summing over z1, z2, . . . , z�:

P (ej | wk) =
∑

z1

∑

z2

. . .
∑

z�

P (ej | z1)P (z2 | z1) . . . P (z� | wk) (2)

We can also estimate the probability of word wk given a sentiment ej , the prob-
abilities of a topic in any level given a sentiment or a word, and the probabilities
of a sentiment or a word given a topic. To predict the sentiment ed of a new
article d, we can use the posterior probability of the training corpus D as follows:

ed = arg max
1≤j≤K

rj = arg max
1≤j≤K

P (ej | d;D) = arg max
1≤j≤K

∏

w∈d

P (ej | w) (3)

4 Experiments

This section reports the experimental results on hierarchical pachinko allocation
(HPA for short) sentiment-topic model.
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4.1 Dataset

We collected 13, 280 news articles between July 2014 and January 2015 from the
society channel of AsiaOne.com (http://www.asiaone.com/), which is the leading
news portal in southern Asia. The online users can vote these news articles for
one of the eight social sentiments, i.e. amused, like, shocked, enlightened, angry,
indifferent, disgusted and sad, as shown in Figure 2. The website only provides
the percentages of sentiment votes, and therefore the sentiment ratings of articles
are collected only. In the following experiment, we use a subset of 3, 766 articles,

Fig. 2. Users can vote for one of the eight sentiments after reading an article in
AsiaOne.com.

in which each article has at least one vote. Table 2 summarizes the detailed
statistics for each social sentiment.

Table 2. Statistics of the AsiaOne.com corpus.

Sentiment � of articles Average rating
(%)

Sentiment � of articles Average rating
(%)

Amused 551 12.19 Like 1021 23.31
Shocked 231 6.98 Enlightened 221 7.27
Angry 322 9.28 Indifferent 173 6.77
Disgusted 748 19.61 Sad 507 14.58

4.2 Results of HPA-Based Sentiment-Topic Model

We first use Stanford Log-linear Part-Of-Speech Tagger to extract words and
their parts of speech from each article. The reason of extracting part-of-speech
rather than merely word counting is that the same word may convey different
sentiment in different parts of speech, e.g. “fine” describes something good as
it is an adjective in a sentence, while it means a punishment as it acts as a
noun. The second advantage of using part-of-speech is that we can remove the
preposition (e.g. in, of ), conjunction (e.g. and, but) and pronoun (e.g. them, he),
which do not show strong sentiment.

After the extraction, we can use the HPA-based sentiment-topic model to
discover the correlation between words and sentiments, as shown in Table 3.
The results confirm that our model is effective in discovering words for each
emotion.

http://www.asiaone.com/
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Table 3. The top ranked words discovered by the hierarchical pachinko allocation
sentiment-topic model with strong sentiments. Note that the character following colon
for each word represents the part of speech, i.e. n-noun, v-verb, a-adjective, r-adverb.
The value in brackets following each word is the probability of the corresponding sen-
timent of the word, calculated by Eq.( 2).

Sentiment Top Ten Words in Each Sentiment
Amused relatively:r(0.92), heavily:r(0.88), indeed:n(0.88), mature:a(0.87), leap:n(0.87), trans-

form:v(0.86), regret:n(0.86), county:n( 0.85), graham:n(0.84), peninsular:n(0.84),
reply:v(0.84)

Like superintendent:n(0.93), incidence:n(0.91), wireless:a(0.91), fundamental:a(0.90),
shield:v(0.90), Suk∗:n(0.89), Bambang∗:n(0.89), tale:n(0.88), boycott:n(0.87),
tour:v(0.86)

Shocked exemption:n(0.89), pin:n(0.89), sales:n(0.87), car:n(0.87), mixture:n(0.85), pro-
mote:v(0.85), research:v(0.84), priority:n(0.83), funds:n(0.82), dictatorship:n(0.81)

Enlightened orphanage:n(0.89), matt:n(0.87), maintenance:n(0.87), words:n(0.85), vacant:a(0.84),
better:r(0.84), isle:n(0.81), young:n(0.78), like:a(0.77), royal:n(0.72)

Angry Zulkifli∗:n(0.73), gruesome:a(0.72), raise:n(0.71), force:n(0.71), shape:v(0.70), inte-
gral:a(0.69), race:v(0.68), historically:r(0.67), plight:n(0.67), fighting:n(0.67)

Indifferent execution:n(0.86), venture:n(0.85), reduction:n(0.85), humans:n(0.85),
recorded:a(0.84), humanitarian:n(0.84), kneel:v(0.83), communal:a(0.83), can-
celled:a(0.82), residents:a(0.81)

Disgusted suffer:v(0.96), polling:n(0.96), bad:a(0.95), medium:n(0.95), blood:n(0.94),
fade:v(0.94), trolley:n(0.94), catch:v(0.93), signal:n(0.93), justification:n(0.93)

Sad penetrate:v(0.94), nervous:a(0.94), pregnant:a(0.90), respond:v(0.89), sensi-
tive:a(0.89), notoriously:r(0.89), breeding:n(0.89), pump:n(0.87), action:n(0.87),
deterrent:n(0.86)

* Suk Samran is a district of Ranong Province in southern Thailand; Bambang is a first class
municipality in the province of Nueva Vizcaya in Philippines; Zulkifli Abdhir was a Malaysian
who was one of the FBI Most Wanted Terrorists.

In Fig. 3, we can find that a four-level HPA-based sentiment-topic model is
generated with a total number of 19 topics. In our experiment, all the topics share
the same topic in lower level. As we can see, for example, accident is assigned
with sentiment sad in a 3rd-level topic (3, 2) which is closely associated with the
sentiment sad. Its parent topic (2, 3), which is highly correlated with topic (3, 2),
is closely associated with the word passenger. Passenger is more likely to be a
indifferent word. We find that two topics at different levels with high correlations
can be associated with different sentiments in our model. We also find that the
sentiments of topics in upper level are more likely to be equally distributed. On
average, our model can be more effective in revealing sentiment-dependent topics
which have inherent correlations.

4.3 Sentiment Prediction Comparison

To evaluate our model, we compare the predicted probabilities (i.e. using Eq. (5))
with the actual distributions of sentiments. We use the metric Accu@k, which
evaluates the accuracy at top k predicted sentiments. The metric is also used
for evaluating the sentiment-word and sentiment-topic models in [3,10]. Given
an article d, the top ranked predicted sentiment e′

d and the truth sentiment set
Etopk@d including the k top-ranked sentiments, Accu@k is defined as

Accud@k =

{
1 if e′

d ∈ Etopk@d

0 otherwise
(4)
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Fig. 3. Example of article generation with sentiments. The color indicates the word’s
sentiment, and the numbers in bracket indicates the topic assigned by our model.
The chart shows the topic distribution given the article. The four-level HPA-based
sentiment-topic model is learned from the collected corpus.

Thus, the Accu@k for the entire corpus D is

Accu@k =
∑

d∈D Accud@k

| D | (5)

Fig. 4 compares the sentiment prediction results on our collection corpus.
Our HPA-based sentiment-topic model outperforms the baseline sentiment-word
model and LDA-based sentiment-topic model. More specifically, our HPA-based
sentiment-topic model significantly improves the prediction performance with an
accuracy of 0.451 using Accu@1 as compared with the baseline accuracy of 0.278
and the accuracy of 0.329 using the LDA-based sentiment-topic model. Consid-
ering the complexity of social sentiments, the accuracy of 0.451 on predicting
eight sentiments can be deemed to a relatively high score, as suggested by Bao
et al. [3] and Rao et al. [11] who get similar accuracy for emotion prediction on
their collected datasets.

Fig. 4. Comparison of sentiment prediction accuracy on Accu@1, 2, 3
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5 Conclusion

In this paper, we propose a hierarchical pachinko allocation sentiment-topic
model for social sentiment mining. Rather than LDA-based sentiment-topic mod-
els that do not explicitly uncover correlations among topics, our model allows
associating the intra-topic relationship which is organized in a hierarchy. Exper-
imental results show that the model is not only effective in extracting the latent
topics, but also improves the performance of social sentiment prediction com-
pared with the baseline sentiment-word model and LDA-based sentiment-topic
model. As for future work, we are planning to relax the parameter settings in
pachinko allocation hierarchy, i.e. the depth of hierarchy, and the number of top-
ics in each level. Generally, the hierarchy in our model is unknown in advance.
Semi-parameter and non-parameter models need to be implemented for corpus
whose latent topic structures are hard to manually predefine beforehand.
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Abstract. With the rapid development of microblog, millions of Inter-
net users share their opinions on different aspects of daily life. By analyz-
ing and monitoring sentiment information extracting from tweets related
to an important event, we are able to gain insights into variation trends
of users’ sentiment. In this paper, we focus on extracting public senti-
ment of microblog emergencies. A subtopic-level opinion mining method
is proposed based on two-phase optimization. Different subtopics of emer-
gencies are extracted based on retweets. Opinion tweets are classified to
different subtopics. The sentiment score of opinion holders is calculated.
The above results are optimized based on users and endorsement inter-
actions between users. Experimental results validate the effectiveness of
the proposed method.

Keywords: Sina microblog · Opinion · Sentiment analysis

1 Introduction

More and more people post tweets by using microblog platforms such as Twitter1

and Chinese Sina Weibo2. These opinion-based data which cover the most diverse
topics enable the creation of valuable real-time applications that monitor public
opinion and summarize the aggregated sentiment of online society. This problem
can be addressed as Sentiment Analysis or Opining Mining. One method is
based on opinion words in context by using an opinion dictionary to identify and
determine sentiment orientation [1]. The other method applies machine learning
techniques and treats sentiment analysis as a classification problem [2].

Recently, the existing methods of sentiment analysis are employed into the
scenario of microblog. Davidov et al. [3] utilized Twitter characteristics and
language conventions as features to train sentiment classifier. Silva et al. [4]
proposed an augmentation train procedure. Tweets were classified into positive,
negative and neutral according to the classifier. O’Connor et al. [5] found that

1 http://www.twitter.com
2 http://www.weibo.com
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surveys of consumer condence and political opinion correlate with sentiment
word frequencies in tweets. Barbosa et al. [6] investigated a two-stage SVM
classifier with two sets of features: meta-information about the words of tweets
and the written style of tweets. Instead of learning textual models to predict
content polarity, Guerra et al. [7] proposed a transfer-learning approach which
utilized the user bias to analysis the sentiment orientation of tweets. However, it
selected a few users named attractors who had clearly bias toward one or more
sides of a discussion, based on prior knowledge.

In this paper, we propose a subtopic-level sentiment analysis method to
extract microblog users’ opinions toward different subtopics of an emergency.
The proposed approach is different from the methods mentioned above. It is not
necessary to select attractors for each discussion side. Instead of assuming one’s
opinion keeps stable in the whole discussion, we assume users’ opinions only keep
stable in the period of a time parameter.

2 The Proposed Method

2.1 Subtopic Extraction Based on Retweets

A subtopic is defined as a set of noun words or noun phrases that appear explic-
itly in tweets. The frequent noun words and phrases are extracted as candidate
subtopics. A term-tweet matrix TW , as shown in Formula (1), is defined to
represent the frequency of each candidate subtopic.

[TW ]m×n =

⎡

⎢
⎢
⎢
⎣

t0w0 t0w1 . . . t0wn−1

t1w0 t1w1 . . . t1wn−1

...
...

. . .
...

tm−1w0 tm−1w1 . . . tm−1wn−1

⎤

⎥
⎥
⎥
⎦

(1)

Here, m is the number of candidate subtopics, n is the number of tweets.
tiwj is the frequency of keyword ti which appears in tweet wj . A matrix WW ,
as shown in Formula (2), is defined to represent the retweet relationship between
tweets.

[WW ]n×n =

⎡

⎢
⎢
⎢
⎣

w0w0 w0w1 . . . w0wn−1

w1w0 w1w1 . . . w1wn−1

...
...

. . .
...

wn−1w0 wn−1w1 . . . wn−1wn−1

⎤

⎥
⎥
⎥
⎦

(2)

Here, n is the number of tweets. wiwj equals 1 if one of the following condi-
tions is satisfied: 1) i = j; 2) tweet wi is a retweet of tweet wj ; 3) tweet wj is a
retweet of tweet wi. Otherwise, wiwj equals 0. A multiplication is executed on
the above two matrixes. A new term-tweet matrix TW=TW × WW is gener-
ated. By using the multiplication operation, the candidate subtopics appear in
tweets and retweets can be reinforced mutually.
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2.2 Two-Phase Sentiment Optimization

User-Based Optimization. A time decay function is designed to model tweets
over time posted by the same user. The probability of tweets sharing the same
sentiment is calculated. The time decay function is normally defined as Formula
(3) based on time-stamps, which is a monotonic decreasing function.

f(x) =
1

1 + α × e(x/c1−c2)
(3)

The value of the function is in the range (0, 1) and will be reduced within a time
interval. Where α is a parameter that adjusts the curve shape of the function. c1
and c2 are used to determine the time duration. x represents duration between
tweets’ time-stamp.

All tweets have been divided into positive or negative class according to their
sentiment scores. We don’t consider the neutral class which sentiment score is
zero. A graph G(V,E) is constructed as shown in Figure 1. V represents all tweets
which have been divided into two classes(positive or negative). An edge in E con-
nects two tweets which are posted by the same user toward a same sub-topic,
as shown in Figure 1. A solid line rectangular is drawn around the tweets which
posted by a same user, for example tweet (w1, w2, w3, w4) and (w5, w6, w7, w8).
Inside this rectangular, tweets that surrounded by dot line rectangular and con-
nected by solid line are the same sub-topic, such as (w1, w2, w3, w4), (w5, w7)
and (w6, w8). The weight of each edge means the probability of tweets sharing
the same sentiment measured by the time-decay function based on the duration
between two tweets, as in Formula (4).

f(Δts) =

{
1 if Δts = 0

1
1+α×e(Δts/c1−c2) otherwise

(4)

Where Δts is the duration between two tweets. We set the time-stamp unit
as one day, for example, the weight of E(w1, w2) is 1.0 means tweet w1 and w2

are posted by the same user about one sub-topic in one day, as show in Figure 1.

Definition 1. Each class C{positive, negative} has an attraction to each tweet
w calculated by the probability of all the tweets which have connections with it in
class C. It is defined as attract〈w,C〉, as Formula (5).

attract〈wi, C〉 =
∑

wj∈C∩E(wi,wj)∈E

f(Δtsij) (5)

Retweet-Based Optimization. Retweet means users can repost a tweet and
append some comments or do nothing. Through retweeting users just want to
share the original tweet with more users. Therefore, it is difficult to mine the
sentiment of these tweets if only considering the content of tweets. Retweets
represent the endorsement interactions, through which a user explicitly agrees
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Fig. 1. An Example of User-Based Optimization Graph

with other users. A retweet-tree is completed for each subtopic. These trees can
be called retweet-forest. As illustrated in Figure 2, it is an example of retweet-
forest about a certain subtopic. A node indicates a tweet. In each retweet-tree,
except the root node, any node is a retweet that repost its parents.

Fig. 2. An Example Retweet-Forest About A Certain Sub-Topic

If the sentiment score of a tweet is lower than the predefined threshold β, it
will be optimized by the function as follow Formula (6).

op(wc) = op(wc) + (1 − α) ∗ op(wp)

α =

{
0 if |OP (wc)| ≤ β

1 otherwise

(6)

Where wp represents one tweet in the retweet-tree and wc is the child node
of wp, β is the predefined threshold, α is 0 if the sentiment score of wc is smaller
than β, otherwise α is 1.

3 Experiment

3.1 Dataset Description

We obtained the dataset from Sina Weibo by searching keywords “7.23bullet
train collision”. About 424,090 tweets were posted by 322,523 users.
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Fig. 3. Performance of Opinion Identifier with Retweet-based Optimization

Table 1. Subtopics of “7.23 bullet train collision”

Subtopic keywords

subtopic1 Ministry of Railways, Shinkansen, real-name system, transport, EMU

subtopic2 victims, survivors, natural disasters, compensation

subtopic3 press conference, female reporter, spokesman, Central Propaganda Department
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Fig. 4. Performance of Opinion Identifier with user-based optimization

3.2 Experimental Results and Evaluation

Based on the relationship between original tweets and retweets, we run K-means
clustering algorithm. Table 1 indicates that the accident can be clustered into
three subtopics: Ministry of Railways, passengers and reaction after the out-
break.

1000 tweets are randomly selected for each subtopic. These tweets are man-
ually labeled by three annotators. The performance of subjective identifier, i.e.,
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whether a tweet is opinionated, is evaluated. We use the standard evaluate mea-
sures: precision, recall and F-score. The proposed method is mainly compared
with the one only based on lexicon without clustering subtopics. The results
shown in Figure 3 indicate that the retweet-based method outperforms the base-
line method. The average measure value is better than the one without cluttering
subtopic, exceeding 11.5%, 11.4% and 18.4%, respectively. The results shown in
Figure 4 indicate that the method with user-based optimization outperforms
the baseline method. The average measure value is better than the one without
cluttering subtopic, exceeding 12.3%, 13.8% and 21.2%, respectively.
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Abstract. For the task of information retrieval from massive online
reviews, people may be faced to some challenges in feature extraction,
and then aspects summarization from these features. In this paper, by
combining two methods of word vector representing and k-means clus-
tering, an unsupervised method for product aspects summarizing is pro-
posed. The experimental results with real data set verify the validity of
the proposed method. Moreover, in comparison with the common LDA
like methods, the proposed method shows better performance on both
aspect mining and aspect features clustering.

Keywords: Aspect mining · Feature extraction · Word vector ·
Clustering

1 Introduction

The potential value of the online reviews is so important that the review contents
related research, such as extracting aspects, topics and sentiments as well, become
a hot topic in text mining [7,8]. A feature or aspect is an attribute or component
of an entity, e.g., the screen of a cell phone. Therefore, aspect features extraction
is the most important subtask for the work of mining from massive online textual
contents (e.g., documents, blogs, reviews, tweets and short messages).

In literature, manual annotation [3] is a good method for accurate attribute
classification, but it is not an efficient work [5,8,13]. Following the LDA (Latent
Dirichlet Allocation) model proposed by Blei et al. [4], many scholars use topic
model to mining aspect in online reviews. Lin and He [10] proposed a joint topic
model to mining the aspect and sentiment in online reviews. Andrzejewski et al.
[1] proposed DF-LDA. Zhai et al. [14] annotated several aspects manually, and
proposed a so called SC-EM algorithm to address aspect classification. Kim et
al. [9] proposed a hierarchical aspect and sentiment model. They used HLDA
to extract aspect in review sentences that move the progress of online review
mining. Researchers also want to use topic model to solve aspect extraction and
classification at the same time, but the feature sparseness in short text and the
noise caused by high frequency public word make topic model fails.

Y. Qian—Thank the support of the national Natural Science Foundation of China
No.71572029
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In this paper, an unsupervised attribute classification method is proposed
by combining two methods of word vector and k-means clustering. The rest of
the paper is organized as follows: Section 2 proposes the framework and the
methodology in detail. Section 3 presents the experimental results of the pro-
posed method with a real data set and Section 4 concludes the work.

2 The Method

Figure 1 sketches out the research framework as a whole, in which, five parts are
involved: review contents crawling and preprocessing, candidate words mining,
word vector training and word clustering.

Fig. 1. The research framework.

2.1 Data Preprocessing

In the preprocessing stage, we truncate the review text by the punctuations in
sentence. Sequentially, word segmentation is usually involving the tokenization
of the input text into words for natural language processing task. For the word
cleaning subtask, three types of following words are removed:

– General stop words;
– Meaning less word phases; and
– Words with very low frequency.

2.2 Frequent Features Word Mining

In general, frequent patterns are itemsets that appear in a data set with fre-
quency no less than a user-specified threshold [6]. The objective of frequent
pattern mining in this work is to mine some representative noun words as the
candidates of the latent product features reviewed by users [7].

2.3 Word Vector Training

Word2vec, published by Google in 2013 [2], is a neural network implementation
that learns distributed representations for words. Recently, Mikolov et al. [11]
introduced the Skip-gram model, an efficient method for learning high-quality
vector representations of words from large amounts of unstructured text data.
Based on this genius work, Word2vec learns quickly relative to other models. In
addition, Word2vec does not need labels in order to create meaningful represen-
tations. This is useful, since most data in the real world is unlabeled.
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2.4 Word Clustering

Clustering is the task of grouping a set of objects in such a way that objects in
the same group (called a cluster) are more similar to each other than to those
in other groups.

Since the online review contents are represented with a set of vector after pre-
processing, in accordance with the definition, it seems that the k-means method
is suitable for the word clustering task. However, the k-means itself would have
the problems of setting an appropriate value of k and converging to a local opti-
mum value. To make the computation results more reliable, in this work, the
bisecting k-means method, whose performance is better than that of the stan-
dard k-means approach in document clustering [12], is introduced to cluster the
words into groups. The sums of cosine similarity (SCS) were used to measure
the semantic similarity between word vector w and the centroid of the targeted
cluster i, i.e., ci:

SCS = Σci
Σw cos(w, ci). (1)

3 Experimental Results

3.1 The Data

The reviews data were crawled from a shopping mall of Jingdong (jd.com, NAS-
DAQ: JD), a famous B2C platform in China. Table 1 summarizes the characters
of the experiment data set.

Table 1. Data set used in the experiments

Items Statistical description

# of cell phones 2,877
# of reviews 1,120,196
Maximum length of review text 1265 words
Mode of the length of review text 24.8 words
Minimum length of review text 1 word
Average length of review text 24.8 words

There are a mass of reviewers, in contrast with the huge number of short
length review text, which would results in the sparsity of the distribution of
reviewing words. It will be a huge challenge for the normal classification algo-
rithms to do a better feature extraction and then further to do a better feature
categorization.

3.2 Candidate Words Mining, Word Vector Training and Word
Clustering

In the stage of candidate words mining, we choose 60 as the threshold degree
of support count in frequent pattern mining. An open source tool called



Summarizing Product Aspects from Massive Online Review 321

Table 2. The extracted aspects and their representative features (The number in the
bracket refers to the frequency of the corresponding word).

Word2Vector1 developed by Google is used in word vector training, and the
important parameter of dimension for the trained word vector is set as 100.

The bisecting k-means method is used to cluster the vectors: initially, all train-
ing data are in a only same cluster. In each iteration, using a similarity measure-
ment and picking the cluster with largest Sum of Squared Error (SSE) to split by
using bisecting algorithm, until the desired number of k clusters is reached. In the
1 http://code.google.com/p/word2vec/

http://code.google.com/p/word2vec/
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experiments, the clustering process stopped when the sum of cosine distance is 60,
and the corresponding cluster number, k, is approximate to 15.

The top 9 of such clusters (aspects) and their associated representative fea-
tures are show in Table 2 (words in the same cluster are ordered by its frequency),
from which, people can see that the extracted features in the same cluster having
more close semantic similarity than that from the different cluster. Moreover, the
calculation of the semantic similarity is context based which may be better than
that based only on the original semantics of each word statically. In another
words, the clustering results in Table 2 is very comprehensible.

3.3 Comparison Experiments

We compare our method to three typical aspect mining methods of LDA, s-LDA
[10] and HLDA [9].

The comparison results e of perplexity show that the proposed method in
this paper has a better performance in aspect mining and feature clustering
from online reviews 2.

Fig. 2. The comparison of perplexity.

4 Conclusion

In this paper, an unsupervised attribute classification method is proposed by
combining two methods of word vector and k-means clustering. To that end, the
words used by the reviewers are extracted to form a training data set firstly.
Then, all the words are trained and transformed into word vectors. At last, all
the words are clustered into groups according to the similarity of word vector
and sentence structure where the word appeared.

The experimental results with real data set verify the validity of the proposed
method in this paper, and, in comparison with the common LDA like methods,
the proposed method shows better performance on the metric of perplexity and
the macro average accuracy as well.
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Abstract. To build practical end-to-end discourse parser, labeling argu-
ments to discourse is the bottleneck to improve performance of whole
parser. In consideration of the difference between syntactic and discourse
arguments of connectives and the difference between two arguments to
discourse in SS and PS cases, we present a method to build two separate
argument extractors for two arguments. To evaluate the performance of
whole parser, we build an end-to-end explicit discourse parser on PDTB.
Experimental results showed that our proposed discourse parser achieved
the best performance on explicit discourse so far.

Keywords: End-to-end discourse parser · Arguments labeling · Dis-
course relation

1 Introduction

A discourse relation (or rhetorical relation) between two segments of textual
units expresses how they are logically connected to one another (cause or con-
trast), which is considered a crucial step for the ability to properly interpret
or produce discourse. It can be of great benefit to many downstream natural
language processing (NLP) applications, such as question answering (QA) [1],
information extraction (IE) [2], and machine translation (MT), etc. With the
release of manually annotated corpus, such as Penn Discourse Treebank 2.0
(PDTB) [3], recent studies performed study of discourse relation recognition on
natural (i.e., genuine) discourse data [4–9] with the use of linguistically informed
features and machine learning algorithms.

A PDTB style end-to-end discourse parser is given free texts as input and
returns discourse relations in a PDTB style, where a connective acts as a pred-
icate that takes two text spans as its arguments. The overall performance of
discourse parser depends upon two things: (1) discourse relation identification
and (2) discourse arguments labeling. On one hand, discourse relation can some-
times be marked lexically by words and expressions (i.e., cue words) in the texts,
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 324–335, 2015.
DOI: 10.1007/978-3-319-25159-2 30
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such as but usually conveys a contrast relation or because always indicates a con-
tingency relation in texts. Although there are two types of ambiguity of a word
or phrase serving for discourse connective (i.e., the ambiguity between discourse
and non-discourse usage and the ambiguity between two or more discourse rela-
tions if the word or phrase is used as a discourse connective), previous work [8]
proved that using just the connectives in text, the accuracy of explicit discourse
connective function and sense classification can reach 90% and 93%, respectively.
On the other hand, discourse relations are assumed to hold between two and only
two arguments, which are simply labelled Arg1 and Arg2. However, due to the
mismatch between the syntactic and discourse arguments of connectives, simply
taking the syntactic arguments of a connective to be its discourse arguments
yields an incorrect semantic interpretation. Among the above two components,
the second is the key to the performance of an end-to-end explicit discourse
parser. For example, as the first PDTB-style end-to-end discourse parser [10]
showed that, with full automation and error propagation, the performance of
explicit sense classifier on Level 2 types is an F1 of 80.61%. However, the whole
relation parser achieved only an F1 of 20.64% for exact match for both Explicit
and Non-Explicit relations. One main reason for the poor performance results
from the poor result of recognizing the span of discourse relations. Therefore, in
this work, we focus on the improvement of arguments labeling for the purpose
of improving the whole performance of an end-to-end explicit discourse parser.

To address this problem, unlike previous work which built a global model
for Arg1 and Arg2, in this work we build two different extractors for Arg1 and
Arg2 to perform explicit arguments span labeling, respectively. This is based on
our consideration that the two arguments usually have different syntactic and
discourse properties, thus two different models are expected to capture salient
characteristics of observed regularities in two specific arguments. Besides, in
order to build a real world-oriented discourse parser, we propose novel features
to perform the disambiguation of discourse connectives.

We performed evaluation of the proposed approach and two baseline systems
on PDTB 2.0 corpus. Experimental results showed that using separate discourse
argument extractors for each argument can significantly improve the perfor-
mance of arguments labeling. Moreover, the whole performance of our explicit
discourse parser achieved the best known performance so far, which achieved an
absolute average F1 improvement of 3% over a state of the art baseline system.

The organization of this work is as follows. Section 2 briefly introduces the
related work. Section 3 first introduces the motivation of this work, then gives
a detailed description of system architecture of our proposed parser. Section 4
reports the experimental results and analysis on benchmark dataset. Finally,
Section 5 concludes this work.

2 Related Work

Since the release of Penn Discourse Treebank (PDTB) [3], much research has
been carried out on PDTB to perform the subtasks of a full end-to-end parser,
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such as identifying discourse connectives, labeling arguments and classifying
Explicit or Implicit relations. The discourse parser can be divided into Explicit
discourse parser and Non-Explicit discourse parser. Explicit discourse parser is
used to obtain the Explicit relations in the raw texts, whereas Non-Explicit dis-
course parser is to get Non-Explicit (i.e., Implicit, AltLex and EntRel) relations.

Explicit discourse parser consists of three parts: discourse connectives disam-
biguation, Explicit sense classification and arguments labeling. For the discourse
connectives disambiguation, [8] extracted syntactic features of connectives from
the constituent parses, and achieved the performance of 94.19% in F-measure using
gold-standard parse trees. In addition to the syntactic features, [10] extracted
features from the context and part-of-speech (POS) of the connectives, achieved
95.76% in F-measure on PDTB Section 23 using gold-standard parse trees. As for
the Explicit sense classification, [8] used the syntactic features of connectives, and
achieved the performance of 94.15% in accuracy on 4 level 1 classes. [10] achieved
the performance of 86.77% in F-measure on classifying discourse relations into 16
level 2 types. For the arguments labeling of the Explicit relations, [4] regarded it as
a token-level sequence labeling task using conditional random fields (CRFs). [10]
proposed a tree subtraction algorithm to extract the arguments. Kong adopted a
constituent-based approach to label arguments in [5] . However, the performance
of the arguments labeling is still low, for example, [10] only achieved the perfor-
mance of 53.85% in F-measure using gold-standard parse trees and connectives.
While using the auto parser and in the error propagation, [10] only achieved the
performance of 40.37% in F-measure.

As for the Non-Explicit discourse parser, the previous work mainly focus on
the Implicit sense classification. [7], [6] and [9] performed the classification using
several linguistically-informed features, such as verb classes, production rules
and Brown cluster pair. [11] presented a multi-task learning framework with the
use of the prediction of explicit discourse connective as auxiliary learning tasks
to improve the performance. However, the performance of the Implicit sense
classification is still low, and thus the Non-Explicit discourse parser is hard to
be used in downstream NLP applications.

3 Our Proposed End-to-End Explicit Discourse Parser

3.1 Motivation

The idea of building two separate argument extractors for Arg1 and Arg2 span
labeling is motivated by the observations and analysis that we have made on
arguments to discourse connective.

On one hand, although two discourse arguments are assumed to be attached
to an identified discourse relation, according to PDTB 2.0 Manual, there are a
variety of cases in the attribution of the discourse relation or its arguments. For
example, the relation and its arguments are attributed to the writer or someone
other than the writer, as well as the relation and its arguments are attributed
differently to different sources. Therefore, simply taking the syntactic arguments
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of connective to be its discourse arguments yields an incorrect semantic interpre-
tation. Moreover, since the PDTB annotators followed the minimality principle,
which states that the annotation should include in the argument the minimal
span of text that is sufficient for the interpretation of the relation, small portions
of text are deleted from or added to the spans in most cases. Thus recognizing
the arguments spans within discourse relations is an important task for deriving
the correct interpretation of the relations, which requires deep semantic analysis
rather than syntactic alone.

On the other hand, in PDTB, discourse relations in text are realized in
two types according to the existence of Explicit connectives. In the first type
relations realized explicitly by Explicit connectives, the arguments of Explicit
connectives are unconstrained in terms of their location, that is, arguments can
be found anywhere in the text. Otherwise, the second type involves relations
between two adjacent sentences in the absence of an Explicit connective. In
all cases, discourse relations are assumed to hold between two and only two
arguments and the two arguments to a connective are simply labelled Arg1 and
Arg2. In the case of Explicit connectives, Arg2 is the argument to which the
connective is syntactically bound, and Arg1 is the other argument. In the case
of relations between adjacent sentences, Arg1 and Arg2 reflect the linear order
of the arguments, with Arg1 before Arg2.

Note that in case of Explicit connective, a connective and its arguments can
appear in any relative order, and an argument can be arbitrarily far away from
its corresponding connective. Since Arg2 is defined as the argument with which
the connective is syntactically associated, its position is relatively fixed once we
locate the discourse connective C. However, the location of the Arg1 can be in
any position, which is categorized into 4 types, as follows: (1) SS(same sentence):
Arg1 in the same sentence as connective; (2) IPS (immediately previous sen-
tence): Arg1 in previous, adjacent sentences; (3) NAPS (previous non-adjacent
sentences): Arg1 in one or more previous, non adjacent sentences; (4) FS (follow-
ing sentence): some sentences following the sentence containing the connective.
To make a clear analysis, we count the distributions of the location of Arg1 in
PDTB Explicit discourse relation and summarize in Table 1. We see that the SS

Table 1. Distribution of the location of Arg1 of Explicit connectives

Count

Arg1 in same sentence as connective (SS) 11236

Arg1 in previous, adjacent sentence (IPS) 5549

Arg1 in previous, non adjacent sentence (NAPS) 1666

Arg1 in some sentence following the sentence containing
the connective (FS)

8

total 18459

accounts for the largest proportion (60.9%), and PS (including IPS + NAPS,
where Arg1 in previous sentences) accounts for 30.1%. Thus, we only consider
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the current sentence containing the connective and its immediately preceding
sentence as the text span where Arg1 occurs, similar to what was done in [5,10].

[5] proposed a constituent-based approach and experiments showed that this
method outperformed the tree subtraction algorithm by [10] for Explicit argu-
ments labeling. [10] only focused on the SS case, and [5] treated the immediately
preceding sentence as a special constituent for PS. That means, they just viewed
the immediately preceding sentence as Arg1 and thus performed only Arg2 span
extractor in PS case. Besides, they build a global model for both Arg1 and Arg2
extraction. Differ from their work, based on our observation and analysis men-
tioned above, we build two different extractors for Arg1 and Arg2 separately
in both cases of SS and PS. Our consideration is that the two arguments have
different syntactic and discourse properties and a unified model with the same
feature set used for both cases may not have enough discriminating power.

3.2 System Overview

We design the Explicit discourse parser as a sequential pipeline, which consists
of 7 components, shown in Figure 1.

Since the input of the parser is free text, the first step is to identify all
connective occurrences in text, then we use the connective classifier to decide
whether they function as discourse connectives or not. After that, the arg1
position classifier is to identify the relative position (i.e., SS or PS) for each
discourse connective. Then in SS and PS cases, two argument extractors are
built for Arg1 and Arg2 separately. Finally, we adopt Explicit sense classifier
to identify the sense that the Explicit connective conveys.

3.3 Connective Classifier and Explicit Sense Classifier

The connective classifier identifies the discourse connectives from non-discourse
ones. For each connective occurrence C in the text, we extract features from its
context, part-of-speech (POS) and the parse tree of the connective’s sentence.
Note that prev1 and next1 indicate the first previous word and the first next

Fig. 1. System pipeline for the Explicit discourse parser
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word of connective C respectively. For a node in the parse tree, we use the POS
combinations of the node, its parent, its children to represent the linked context.

The features we used for connective classification consist of the following: (1)
Pitler[8]’s: C string (case-sensitive), self-category (the highest node in the parse
tree that covers only the connective words), parent-category (the parent of the
self-category), left-sibling-category (the left sibling of the self-category), right-
sibling-category (the right sibling of the self-category), C -Syn interaction (the
pairwise interaction features between the connective C and each category feature
(i.e., self-category, parent-category, left-sibling-category, right-sibling-category))
, Syn-Syn interaction (the interaction features between pairs of category fea-
tures); (2) Lin[10]’s: C POS, prev1 + C string, prev1 POS, prev1 POS + C
POS, C string + next1, next1 POS, C POS + next1 POS, path of C ’s parent
→ root, compressed path of C ’s parent → root; (3) our newly proposed features:
the POS tags of nodes from C ’s parent → root, parent-category linked context,
right-sibling-category linked context. Our three new features are considered to
capture more syntactic context information of the connective C for connective
classification.

Since discourse connective has very close relationship with the sense of dis-
course relation, we extract features from its context, POS and the parse tree of
its sentence to perform the Explicit sense classification, similar to the connec-
tive classifier. The features for this classifier consist of the following: (1) Lin’s
features: C string, C POS, prev1 +C (2) Pitler’s features: self-category, parent-
category, left-sibling-category, right-sibling-category, C -Syn interaction, Syn-Syn
interaction. (3) our five newly proposed features: parent-category linked context,
previous connective and its POS of as and previous connective and its POS of
when. The first parent-category linked context feature is to provide more syntac-
tic context information for the classification. The last four features are specially
designed to disambiguate the relation senses of the connective as or when, since
the two connectives often have ambiguity between Contingency.Cause.Reason
and Temporal.Synchrony. As shown in Example 1, the previous connective of
the discourse connective as is But, therefore the discourse connective as usually
carries the Contingency.Cause.Reason sense rather than Temporal.Synchrony.

(1) But the gains in Treasury bonds were pared as stocks staged a partial
recovery. (Contingency.Cause.Reason – WSJ-1213)

3.4 Discourse Arguments Labeling

Based on our analysis in Section 3.1, we perform discourse arguments labeling
in consideration of different cases in which discourse relation are realized.

3.5 Arg1 Position Classifier

The Arg1 position classifier is to decide the relative position of Arg1(i.e., SS
or PS). We choose the following features: (1) Lin’s: C string, C position (the
position of connective C in the sentence: start, middle, or end), C POS, prev1,
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prev1 POS, prev1 + C, prev1 POS + C POS, prev2, prev2 POS, prev2 + C,
prev2 POS + C POS; (2) our newly proposed features: C POS + next1 POS,
next2, path of C → root. Note that prev2 and next2 indicate the second previous
word and the second next word of connective C, respectively.

3.6 In SS Case

In the case of SS, we follow Kong[5]’s constituent-based approach, which con-
sists of three steps: (1) collecting argument candidates (i.e., constituents) from
the parse tree of the sentence containing the connective C ; (2) deciding each
constituent whether it belongs to Arg1, Arg2 or NULL; (3) merging all the con-
stituents for Arg1 and Arg2 to obtain the Arg1 and Arg2 text spans respectively.

In the first step, we use Kong’s pruning algorithm to obtain all the argument
candidates: starting from the target connective node, i.e. the lowest node domi-
nating the connective. (1) First, collect all the siblings of the connective node as
candidates; (2) then we move on to the parent of the connective node and collect
its siblings; (3) repeat (1) and (2), until we reach the root of the parse tree. In
addition, if the target connective node does not cover the connective exactly, the
children of the target connective node are also collected.

However, in the second step, differ from Kong, we view it as a binary clas-
sification, that is, use the extractor to determine each constituent whether it
belongs to the argument (Arg1 or Arg2). And in the third step, we merge the
constituents for Arg1 and Arg2 from SS Arg1 Extractor and SS Arg2 Extractor
to obtain the Arg1 and Arg2 text spans, respectively.

SS Arg1 Extractor: This extractor is only to extract Arg1 for SS. Note that
NT indicates the constituent, and for a node in the parse tree, we use POS
combination of the node, its parent, left sibling and right sibling to represent
the context, and use level distance to represent the distance between the heights
of two nodes in the parse tree.

The features for this classifier consist of the following: (1) the features chosen
from Kong: lowercased C string, C category, C iRSib (number of right siblings
of C ), C iLSib (number of left siblings of C ), NT context, the path from C ’s
parent → NT, C NT position (the position of NT relative to C : left or right),
the path from C ’s parent → NT + whether iLSib greater than one (2) our newly
proposed feature: C POS, self-category, parent-category, left-sibling-category, the
path from C ’s parent → root, the POS tags of nodes from C ’s parent → root,
C context, NT iLSib, NT linked context, the path from NT → root, the path
of previous NT → current NT, the level distance between NT and C, whether
pervious and current NT are in the same clause. The features we proposed are
useful to capture more syntactic information of the connective C, the constituent
NT, the relationship between C and NT and the relationship between previous
NT and current NT.

SS Arg2 Extractor: Similar to the SS Arg2 Extractor, this extractor is used
to extract Arg2 for SS, but the different features we adopt to build the classifier:
(1) the features chosen from Kong: lowercased C string, C category, C iRSib,
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C iLSib, NT context, the path from C ’s parent → NT, C NT position; (2)
our newly proposed feature: C POS, self-category, parent-category, left-sibling-
category, the POS tags of nodes from C ’s parent → root, NT iLSib, NT linked
context, the linked context of the parent node of NT, the path from NT → root,
the path of previous NT → current NT, the level distance between NT and C.

3.7 In PS Case

For PS, we build two argument extractors for Arg1 and Arg2, respectively, as
follows.

PS Arg1 Extractor: We consider the immediately previous sentence of con-
nective C as the text span where Arg1 occurs and then build an extractor to
label the Arg1 in it. Similar to Lin’s Attribution span labeler, this extractor
consists of two steps: splitting the sentence into clauses, and deciding, for each
clause, whether it belongs to Arg1 or not. First we use nine punctuation symbols
(...,.:;?!-∼) to split the sentence into several parts and use the SBAR tag in its
parse tree to split each part into clauses. Second, we build a classifier to decide
each clause whether it belongs to Arg1 or not.

On the one hand, the attribution relation is annotated in PDTB, which
expresses the “ownership” relationship between abstract objects and individu-
als or agents. And we want to extract the arguments without the attribution,
therefore we borrow several attribution features from [10] in order to distinguish
the attribution-related span from others. On the other hand, according to the
minimality principle of PDTB, the argument annotation includes the minimal
span of text that is sufficient for the interpretation of the relation. Since connec-
tives have very close relationship with discourse relation, we consider to adopt
connective-related features to capture text span for relation. We choose the fol-
lowing features: (1) attribution-related features from [10]: lemmatized verbs in
curr, the first term of curr, the last term of curr, the last term of prev + the
first term of curr, and (2) our proposed connective-related features: lowercased
C string and C category (the syntactic category of the connective: subordi-
nating, coordinating, or discourse adverbial), where curr and prev indicate the
current and previous clause respectively and the corresponding category for the
connective C is obtained from the list provided in [12].

PS Arg2 Extractor: The PS Arg2 Extractor is similar to the PS Arg1 Extrac-
tor. However, they differ as follows: (1) in the first step, we consider the sentence
containing connective C as the text span where Arg2 occurs and besides the
previous nine punctuation symbols, we also use the connective C to split the
sentence; (2) we adopt different features to build the classifier: lowercased verbs
in curr, lemmatized verbs in curr, the first term of curr, the last term of curr,
the last term of prev, the first term of next, the last term of prev + the first
term of curr, the last term of curr + the first term of next, production rules
extracted from curr, curr position (i.e., the position of curr in the sentence:
start, middle or end), C string, lowercased C string, C position, C category,
path of C’s parent → root, compressed path of C ’s parent → root.
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4 Experiment

4.1 Experimental Settings

To implement the 7 components described above, we use the MaxEnt algorithm
implemented in MALLET toolkit1 to build classifiers.

Following previous work, we use PDTB Section 02-21 for training, Section
22 for development and Section 23 for testing. All the POS tags and parse tree
we used in our parser are produced by the Berkeley parser2.

Usually, an Explicit discourse relation is considered to be correct if and only
if: (1) the discourse connective is correctly detected; (2) the sense of a discourse
relation is correctly predicted; (3) the text spans of the two arguments as well as
their labels (Arg1 and Arg2) are correctly predicted. To evaluate performance,
F1 score (harmonic mean of Precision and Recall) is adopted.

4.2 Baseline Systems

To make the performance comparison reasonable and reliable, we construct two
baselines as follows.

The SS baseline is computed by labeling as Arg1 all tokens in the text span
from the end of the previous sentence to the connective position and labeling
as Arg2 the text span between the connective and the beginning of the next
sentence. And the PS baseline is computed by labeling the previous sentence
of the connective as Arg1, and the text span between the connective and the
beginning of the next sentence as Arg2.

Moreover, in order to compare with the method we proposed, we also build
another baseline for SS and PS, that is, using a global extractor to label Arg1
and Arg2. We adopt Kong’s constituent-based approach to construct the global
extractor for the SS case with the features they proposed. And for the global
extractor of the PS case, we treat the immediately preceding sentence as a special
constituent, as in [5], and then use the constituent-based approach to extract
Arg1 and Arg2 with the same features used in the global extractor of SS case.

4.3 Results and Anlaysis

Table 2 reports the results of Explicit arguments extraction in SS and PS cases,
with exact matching and without error propagation (EP). We see that the SS
baseline system achieves 26.37% F1 score in both arguments exactly matching
which is shown in the third row, and the performance is improved by using
a global extractor for SS. Furthermore, compared with the global argument
extractor, our proposed two extractors for Arg1 and Arg2 separately are able
to further improve the F1 score of Arg1, Arg2 and both by more than 3%. And
from Table 2, we find the similar observation in PS case. Compared with the

1 mallet.cs.umass.edu
2 code.google.com/p/berkeleyparser/

mallet.cs.umass.edu
code.google.com/p/berkeleyparser/


Building a High Performance End-to-End Explicit Discourse Parser 333

Table 2. Results of arguments extraction in SS and PS cases; no EP

SS PS

Arg1 F1 Arg2 F1 Both F1(%) Arg1 F1 Arg2 F1 Both F1(%)

baseline 37.00 54.95 26.37 39.17 72.10 32.34

global extractor 63.24 85.29 58.09 39.17 76.75 33.23

two extractors 67.10 87.87 61.21 40.95 77.15 34.42

two baselines, the two different extractors for Arg1 and Arg2 again improve the
performance of PS case.

Table 3 reports the overall results of Explicit arguments extraction, where
“All” indicates the arguments extraction for all Explicit relations. Again using
two separate extractors achieves much better performance than using a global
extractor, which increases the F1 of overall performance of arguments extraction
by 2.39%.

Table 3. Results of overall arguments extraction on all Explicit relations; no EP

Arg1 F1 (%) Arg2 F1 (%) Both F1 (%)

All (baseline) 37.82 61.49 28.64

All (global extractor) 54.05 82.18 48.60

All (two extractors) 57.12 83.78 50.99

To examine the contributions of different components to overall performance
of Explicit discourse parser, Table 4 reports the performance of other three com-
ponents (i.e., Explicit connective classifier, Arg1 position classifier and Explicit
sense classifier) in our proposed Explicit discourse parser. We see that these

Table 4. Results for Explicit connective classifier, Arg1 position classifier and Explicit
sense classifier; no EP

other three components P (%) R (%) F1 (%)

Explicit connective classifier 94.83 93.49 94.16

Arg1 position classifier 97.70 97.15 97.41

Explicit sense classifier 86.98 86.98 86.98

three components have achieved a high performance, that is, they are not the
main challenges in the Explicit discourse parser.

Table 5 gives the results for the arguments extraction and the overall perfor-
mance of the Explicit discourse parser with error propagation. From the table,
we see that the overall performance is increased along with the the performance
of the arguments extraction. And using separate extractors increases the F1 of
the Explicit discourse by 2.81% compared with using a global extractor.
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Table 5. Results for the arguments extraction and the overall performance of the
Explicit discourse parser; EP

Arg1 F1 (%) Arg2 F1 (%) Both F1 (%) overall performance F1 (%)

baseline 35.44 57.51 26.82 22.67

global extractor 50.66 78.51 45.13 38.16

two extractors 53.45 81.32 48.03 40.97

Finally, we compare the performance with Lin and Kong, summarized in
Table 6. Compared with Lin, we find that new features proposed in this work do
help increase F1 of Explicit connective classification by 0.54%, and our parser
also achieves much better on the arguments extraction. We achieve the close
performance to Kong on argument extraction. However, since Kong used good
standard (GS) parse tree for training and the parse tree produced by Charniak
parser for testing, whereas we use the parse tree along with the POS tags pro-
duced by Berkeley parser for training and testing, this may cause a slightly lower
performance on argument extraction.

Table 6. Results for Lin’s end-to-end parser, Kong’s arguments extraction and our
Explicit discourse parser; EP

Lin F1 (%) Kong F1 (%) our parser F1 (%)

Connective classifier 93.62 - 94.16

Arg1 47.68 56.04 53.45

Arg2 70.27 76.53 81.32

Both 40.37 48.89 48.03

Overall parser - - 40.97

In a nutshell, unlike most previous work focusing on only one or several
components of discourse parser, the goal of our work is to build an end-to-end
Explicit discourse parser for practical application. On one hand, this proposed
system takes raw texts as input and outputs the discourse relations, which can
be directly applied to downstream applications. On the other hand, compared
with Lin’s system, to the best of our knowledge, our Explicit discourse parser
has achieved the best performance on PDTB so far.

5 Conclusion

In this work, we build a practical end-to-end discourse parser (i.e., Explicit dis-
course parser). We present a method to build two separate argument extractors
for two arguments instead of using a global extractor. The evaluation on PDTB
shows significant performance improvements of the arguments labeling. Exper-
imental results showed that our proposed discourse parser achieved the best
performance on explicit discourse so far.
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Abstract. Manifold ranking is one of the most competitive approaches
for query-focused multi-document summarization. Despite its success
for this task, it usually constructs a sentence affinity graph first based
on inter-sentence content similarity, and then perform manifold rank-
ing on the graph to score each sentence with the assumption that all
the sentences live on a single manifold. Actually, for a document set to
be summarized, the distribution of the sentences might form different,
but related manifolds. This paper aims to generalize the basic manifold-
ranking based approach to the more generic setting by introducing a
novel affinity graph to estimate the similarity between sentences, which
leverages both the local geometric structures and the contents of sen-
tences jointly. Preliminary experimental results on the DUC datasets
demonstrate the good effectiveness of the proposed approach.

Keywords: Query-focused multi-document summarization · Manifold
ranking · Affinity graph construction

1 Introduction

With the explosive growth of the Internet, the volume of information keeps on
expanding extremely fast, and we are overwhelmed by enormous amount of acces-
sible information. To overcome this obstacle, new technologies that can alleviate
the information overload crisis efficiently are in great need. The practical need
for automatic summarization has become urgent.

As a particular summarization type, query-focused multi-document summa-
rization aims to create from a document set a summary that preserves the most
important information conveyed in the documents and meets the information
need expressed in a given query. It can help readers quickly digest the desired
information without having to read each individual document in detail, which is
of great value to a variety of information services such as query-sensitive snippet
generation for Web search engines, and personalized news recommendation, etc.
Compared with generic multi-document summarization, the unique challenge for
query-focused summarization is that the generated summary is not only required
to remain the most salient information in the document set, but also is required
to guarantee that the information is biased towards the given query.
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 336–347, 2015.
DOI: 10.1007/978-3-319-25159-2 31
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Recently, a number of graph-based ranking methods have been proposed,
among which the manifold ranking method is a typical one which has achieved
rather competitive performance [1]. However, this method and its subsequent
extensions [2,22,23] usually come with the assumption that all the sentences
live on a single manifold. Actually, in a given document set, it might have a
number of subtopics, and the sentences from different subtopics might belong to
different manifolds rather than reside on a single one. There are already some
evidences showing that a semantically related set of words or phrases may reside
on clusters with distributional semantics [28], so we assume that the sentences
in a topical document set may actually be distributed in manifolds where similar
sentences with similar semantics might be on the same manifold and dissimilar
sentences might be on the different manifolds.

In this paper, we propose to construct a novel affinity graph to estimate the
similarity between sentences in which both the local geometric structures and
the contents of sentences are simultaneously investigated. Extensive experiments
have been conducted on the standard summarization benchmark data sets, and
the results demonstrate the effectiveness of the proposed approach.

2 Related Work

Traditional feature-based summarization approaches depend on a combination
of statistical or linguistic features to compute the significance of each sentence
[3]-[8]. In recent years, graph-based methods like LexRank and TextRank have
been proposed to rank sentences [9]-[11], and these methods generally construct
a graph firstly to represent the relationships between sentences, and then recur-
sively calculate each sentences significance based on link structure analysis. For
query-focused multi-document summarization, the significance of each sentence
will be determined by a combination of two important factors: how relevant is
that sentence to the given query and how important is the sentence in the context
of the input documents in which it appears. Many existing approaches directly
incorporated the query information into generic summarizers [12]-[14]. Super-
vised or semi-supervised learning methods, matrix factorization methods and
topic models have also been used [15,16]. Wei et al. proposed a query-sensitive
mutual reinforcement chain, which leverages various relationships among doc-
uments, sentences, and terms to rank sentences in a unified three-layer graph
model [17]. Wan et al. propose a manifold-ranking based approach to make uni-
form use of sentence-to-sentence and sentence-to-query relationships [1], which
has shown excellent performance and outperformed state-of-the-art approaches.
Recently, the manifold-ranking algorithm has been further extended for learning
from multiple modalities [2,18].

However, all the manifold ranking approaches consider that all the sentences
in a document set live on a single manifold, without further analyzing the possible
more complex cases mentioned above. Therefore, we argue that better summa-
rization performance may be achieved by leveraging both the local geometric
structures and the contents of sentences jointly. Our experimental results reveal
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that the summarization performance of manifold-ranking based approaches rely
heavily on the constructed affinity graph, and the ranking process is able to
work well when the pairwise sentences belonging to different manifolds have a
relatively low similarity.

3 The Proposed Approach

3.1 Manifold-Ranking Approach

As one type of the representative approaches that has been successfully applied
to query-focused multi-document summarization, the basic manifold-ranking
approach [19] and its extensions usually assume that all the sentences in a doc-
ument set are sampled from a single manifold. In these methods, a graph G will
be constructed first by connecting any pair of sentences in the documents. The
affinity matrix of G can be denoted by W with each element wij corresponding
to the cosine similarity between sentences si and sj . Then, the matrix W is
symmetrically normalized into the matrix S by S = D−1/2 × W × D−1/2, where
D is the diagonal matrix with (i, i)-element equal to the sum of the i-th row
of W . Lastly, the manifold-ranking process was employed on the matrix S via
random walks to iteratively propagate the ranking scores of sentences to nearby
sentences smoothly along the manifold structure. The final ranking score of a
sentence indicates the query-biased informativeness of the sentence. Because the
given query can be regarded as a pseudo-sentence, it can be processed in the
same way as other sentences in the documents. In the basic manifold-ranking
approaches for summarization, the construction of the affinity graph and its
corresponding affinity matrix W are the key to guarantee the expected ranking
performance of sentences.

3.2 Manifold Ranking Using Improved Affinity Graph

The basic manifold-ranking approaches discussed above make uniform use of the
sentence relationships in a single manifold. However, there is no unique global
manifold in many circumstances and the relationships between sentences may
form different even mixture manifolds. It is noting that existing manifold-ranking
approaches can not be directly applied to this setting, because the constructed
affinity graph may make two sentences on different manifolds have a high sim-
ilarity value. Even though each individual manifold obeys the ranking score
smoothness assumption, nearby points on different manifolds may not satisfy
this assumption. Straightforward application of existing manifold ranking algo-
rithm may not achieve optimal performance, because it usually leads to diffuse
ranking scores of sentences across the wrong manifolds.

Truly effective manifold-ranking approaches are expected to ensure that the
ranking scores are propagated smoothly on each individual manifold while non-
smoothly across different manifolds. Therefore, for the task of query-focused
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multi-document summarization, it would be more appropriate to generalize the
basic manifold-ranking approach to the more complex case where all the sen-
tences are assumed to be sampled from a mixture of manifolds. In this case,
the sentence ranking function can be directly supported on the more complex
structure.

Since the summarization performance of manifold-ranking approaches mainly
relies on the affinity graph G, how to construct a more suitable affinity graph
becomes critical.

New Affinity Graph Construction. Traditional affinity graph for summa-
rization is usually constructed based on the Cosine similarity between sentences,
which is not suitable for the case mentioned above since Cosine similarity based
weights will mix up manifolds. To address the issue, we present a new method to
construct a more suitable affinity graph by incorporating the geometry-related
structural information as well as the content information of the sentences in a
unified setting, which can encode the latent structures in the documents effec-
tively.

Intuitively, if two sentences si and sj have similar contents, then they should
be regarded as similar. If two sentences belong to different manifolds, they should
be considered dissimilar. The first intuition can be captured by the content
similarity between two sentences and the second intuition can be captured by
the structural similarity between them.

In the study, we compute the content similarity SimC(si, sj) between two
sentences si and sj by adopting the Cosine similarity measure like the existing
studies.

SimC(si, sj) = SimCosine(si, sj) (1)

Where SimCosine(si, sj) denotes the Cosine similarity between the corre-
sponding term vectors of sentences si and sj .

Besides, to estimate the structural similarity between two sentences, it is
found that the local tangent space at each sentence provides a good approxima-
tion to the local geometric structure of the nonlinear manifold. If two sentences
have similar local tangent spaces, then they are more likely to belong to the same
manifold. For nearby sentences, if they have dissimilar local tangent spaces, then
they are more likely to belong to different manifolds.

Suppose that the local tangent spaces at sentence si and sj are θi and θj

respectively, and the tangent space at each sentence can be constructed from
the local neighborhood of it. Specifically, given a sentence s and its m closest
neighbors N(s) in Euclidean space, the local geometric information around s can
be captured by its local sample covariance matrix Σs, which can be defined as:

Σs =
Σs′∈N(s)(s

′ − us)(s
′ − us)T

m
(2)

Where us =
Σ

s
′ ∈N(s)

s
′

m denotes the neighborhood mean of the sentence s. In
our experiments, the number of the closest neighbors of each sentence m is fixed
at 20 for simplicity.
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Now, we can compute the structural similarity SimS(si, sj) between two sen-
tences si and sj based on the similarity of the local sample covariance matrices
Σsi

and Σsj
. Considering that Hellinger distance is sensitive to local manifold

structures, we use it to compute the distance between two local sample covari-
ance matrices, which have encoded the local manifolds structural information.
According to [20], the Hellinger distance H(Σsi

, Σsj
) between two covariance

matrices Σsi
and Σsj

can be defined as follows, which is based on the extension
of the traditional definition of Hellinger distance between two probability density
functions.

H(Σsi
, Σsj

) ≡ H(N(si; 0, Σsi
), N(sj ; 0, Σsj

)) =

√√
√
√1 − 2d/2

|Σsi
|1/4 ∣

∣Σsj

∣
∣1/4

∣
∣Σsi

+ Σsj

∣
∣1/2

(3)
Where N(si; 0, Σsi

) is a Gaussian for estimating the local structure of si with
zero mean and covariance Σsi

, and N(sj ; 0, Σsj
) can be explained similarly. d is

the dimensionality of the ambient feature space of sentences si and sj , and |Σsi
|,∣

∣Σsj

∣
∣, and

∣
∣Σsi

+ Σsj

∣
∣ are the Frobenius norms of the corresponding matrices. It

is noting that when the local geometry of two sentences si and sj is similar, the
Hellinger distance H(Σsi

, Σsj
) is small; When there is significant difference on

the local geometry, the distance is large. Since the Hellinger distance is symmetric
and in [0, 1], we can naturally compute the structural similarity SimS(si, sj)
between sentences si and sj as follows.

SimS(si, sj) = 1 − λ × H(Σsi
, Σsj

) (4)

Where λ(λ ∈ [0, 1]) is the parameter used to adjust the influence of Hellinger
distance.

From the high level point of view, the pairwise similarity based on Hellinger
distance integrates the geometric information on two local sentence sets rather
than two single sentences only, so it can be used to estimate the structural
similarity between two sentences effectively.

Next, we will construct the new affinity graph by its corresponding matrix
W

′
with each element w

′
ij corresponding to the combination of both the content

similarity SimC(si, sj) and the structural similarity SimS(si, sj). Finally, these
two similarities are multiplied together to give an overall affinity value w

′
ij as

follows:

w
′
ij = SimC(si, sj) × SimS(si, sj) = SimCosine(si, sj) × (1 − λ × H(Σsi

, Σsj
))
(5)

It can be found that the new affinity graph combines both geometry and
content of sentences: an element in the graph has larger affinity value when the
corresponding two sentences have similar manifold structure and similar content.
When two sentences are far from each other, the overall affinity value will tend
to be zero due to the impact of the content similarity. While, when two sentences
are close to the intersection of different manifolds, they will also have a relatively
low overall affinity value due to the impact of the structural similarity.
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Sentence Ranking Based on the New Affinity Graph. Once we have the
affinity graph and its corresponding matrix, the basic manifold-ranking approach
can be applied on it to rank sentences on the graph.

Given a set of sentences S = {s0, s1, ..., sn}, the first sentence s0 repre-
sents the given query and the rest n sentences represent all the sentences in
the documents to be ranked. Let f denote a ranking function which assigns to
each sentence si (0 ≤ i ≤ n) a ranking score fi. We can view f as a vector
f = [f0, ..., fn]T . We also define a prior vector y = [y0, ..., yn]T , in which y0 = 1
since s0 is the given query and yi = 0(1 ≤ i ≤ n) for all the sentences that we
want to rank.

Next, the sentence ranking task can be formalized as follows via basic mani-
fold ranking:

1. Compute the pair-wise similarity value between two different sentences by
the overall affinity w

′
ij according to the formula (5), and let w

′
ii = 0;

2. Construct the affinity matrix W
′
to encode the latent manifold structure of

the documents.
3. Symmetrically normalized W

′
by S

′
= D

′ −1/2
W

′
D

′ −1/2
in which D

′
is the

diagonal matrix with (i, i)-element equal to the sum of the i-th row of W
′
.

4. Iterate f(t+1) = αS
′
f(t)+(1−α)y until convergence, where α is a parameter

in (0,1).
5. Let f∗

i denote the limit of the sequence {fi(t)}. Each sentence si obtains its
ranking score.

In the approach, the parameter α specifies the relative contribution to the
ranking score from neighbors and the initial ranking score. It is set to 0.6 in this
study as in [2]. In the fourth step of the approach, all sentences including the
given query spread their ranking scores to their neighbors via the corresponding
affinity matrix, and the whole spreading process is repeated until a stable state
is achieved. The theorem in [19] guarantees that the sequence {fi(t)} converges
to f∗

i = (1 − α)(I − αS
′
)
−1

y.
After we obtain the ranking score of each sentence in the document set to be

summarized, the same greedy algorithm in [1] is applied to remove redundancy
between sentences and we choose a number of sentences with highest ranking
scores into the summary.

4 Experiments

4.1 Experimental Setup and Metrics

Data Set. To evaluate the effectiveness of the proposed approach, we adopted
the DUC 2005 and DUC 2007 datasets for evaluation. Table 1 provides a brief
description of the datasets used in our experiments. Here each dataset consists
of 45 or 50 topics with each topic consisting of a specified query and a number of
relevant newswire documents. Multiple reference summaries have been created
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Table 1. The description of DUC 2005 and DUC 2007 dataset

DUC2005 DUC2007

Number of topics 50 45
Document number of each topic 25-50 25

Number of reference summaries of each topic either 4 or 9 4
Document source TREC AQUAINT

Summary length limit 250 words 250 words

for each topic by different NIST professional assessors, which can be regarded
as the golden standards for evaluation.

Evaluation Metric. In this study, we used the ROUGE toolkit for evaluation
[21], which has long been officially adopted by DUC for automatic summarization
evaluation. It measures summary quality by counting overlapping units between
the automatically generated summary and the reference summary. A few recall-
oriented ROUGE metrics have been employed such as ROUGE-1, ROUGE-2,
and ROUGE-SU4, etc, among which ROUGE-1 has been shown to agree with
human judgment most. Formally, ROUGE-N is an n-gram recall based measure-
ment between a candidate summary and a set of reference summaries, which is
computed as follows.

ROUGE − N =
Σs∈(refS)Σgramn∈sCountmatch(gramn)

Σs∈(refS)Σgramn∈sCount(gramn)
(6)

where n stands for the length of the n-gram, gramn, and Countmatch(gramn)
is the maximum number of n-grams co-occurring in a candidate summary and a
set of reference summaries refS.

Although we evaluated with all the metrics provided by ROUGE, in the
following, we only report ROUGE-1 and ROUGE-2 at a confidence level of 95%
and with significance tests conducted in the experiments (other metrics gives
similar results).

4.2 Experimental Results

Overall Performance Comparison. As a preprocessing step, in the following
experiments, queries and documents were segmented into sentences, stop-words
were removed and the remaining words were stemmed using Porter Stemmer.
The average recall scores of the above ROUGE metrics are demonstrated in the
following experimental results.

For evaluation, we compared our proposed approach with several baselines
including the basic manifold-ranking based approach and the participating sys-
tems in DUC 2005 and DUC 2007, which are described briefly as follows.

– NISTLead: The lead baseline is the official baseline system established by
NIST, which takes the first 250 words of the most recent document for each
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topic, where documents in each topic are assumed to be ordered chronolog-
ically.

– DUC Average: It is the average ROUGE score of all the participating systems
in DUC 2005/DUC 2007.

– DUC Best: It is the best performance of all the participating systems in
DUC 2005/DUC 2007.

– DUC Worst: It is the worst performance of all the participating systems in
DUC.

– SingleMR [1]: The SingleMR baseline is the basic manifold-ranking based
approach, which makes uniform use of sentence-to-sentence and sentence-to-
query relationships to rank sentences on a single manifold.

In our experiments, we use DUC 2006 dataset as the development set to
decide the hyper parameter λ of our proposed approach, and use it to evaluate
on both DUC 2005 and DUC 2007 datasets.

Table 2 and Table 3 show the overall ROUGE evaluation results of all the
methods respectively.

In Table 2 and Table 3, the result of our approach is achieved when the
parameter λ in the formula (5) for adjusting the influence of Hellinger distance
is set as 0.5.

Seen from the tables, the proposed approach outperforms those of the baseline
approaches in terms of ROUGE metrics consistently, which demonstrates that
combining structural similarity and content similarity together is very important
and effective for improving the performance of query-focused multi-document

Table 2. The overall evaluation results on DUC 2005

Method ROUGE − 1 ROUGE − 2

OurApproach 0.37123 0.06936
SingleMR 0.36825 0.06801

DUC 2005 Average 0.33422 0.05785
DUC 2005 Best 0.37515 0.07251

DUC 2005 Worst 0.17935 0.02564
NISTLead 0.27523 0.04026

Table 3. The overall evaluation results on DUC 2007

Method ROUGE − 1 ROUGE − 2

OurApproach 0.41576 0.09837
SingleMR 0.40598 0.09703

DUC 2007 Average 0.39728 0.09486
DUC 2007 Best 0.45258 0.12448

DUC 2007 Worst 0.24277 0.03813
NISTLead 0.31250 0.06039
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summarization. It is worth noting the fact that the performance achieved by our
proposed approach is very close to that of the best performing system in DUC
2005. However, our approach is not as good as the top participating systems
in DUC 2007, it may owe to the fact that our approach neither use any super-
vised summarization models nor adopt any deep natural language processing
techniques or external knowledge, such difference in ROUGE scores is reason-
able because the top performing systems in DUC 2007 leverage supervised model
with large training data or external knowledge bases like Freeebase or Wikipedia.

We also observe that our proposed approach performs better than the basic
manifold-ranking approach, which demonstrates that modeling all the sentences
in a document set by a possible mixture of manifolds rather than by a single
manifold can benefit the summarization process significantly.

Besides, both the proposed approach and the manifold-ranking based app-
roach can much outperform the NIST baseline. They also achieve much higher
ROUGE scores than the average score of all the participating systems in DUC,
which also demonstrates the superiority of using manifold ranking for query-
focused multi-document summarization since it can take into account the inter-
relationships between sentences to propagate query-biased ranking scores along
the latent manifold structure of the documents.

We attribute the improvement of our proposed approach to its capability
of incorporating manifold learning into the manifold ranking process, which
can naturally rank sentences smoothly on each individual manifold while non-
smoothly across different manifolds.

Influence of Parameter Tuning. In order to further investigate the influence
of the parameter λ in the proposed approach, the value of it is varied from 0 to
1 with step length 0.1. Figure 1 and 2 demonstrate the ROUGE-1 score curves
with different parameter values on the two datasets respectively.

Fig. 1. ROUGE-1 scores vs. λ for our proposed approach on DUC 2005.
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Fig. 2. ROUGE-1 scores vs. λ for our proposed approach on DUC 2007.

It can be seen from the figures that the experimental results convincingly
show that the proposed similarity scores are useful, especially the joint use of
the structural similarity can improve the performance at all interpolation points
of λ. This also validated that incorporating appropriate structural similarity into
the affinity graph is beneficial to the overall performance, but we can also find
clearly from these figures that completely ignoring or making excessive emphasis
on it may reduce the performance to a certain extent. Therefore, how to choose
the most suitable parameter λ in an adaptive way remains a challenging task in
our current approach, and we plan to handle it in our future work.

5 Conclusion and Future Work

In this study, we generalize the basic manifold-ranking based summarization
approach to the more generic setting by introducing a novel affinity graph to
estimate the similarity between sentences, which leverages both the local geo-
metric structures and the contents of sentences in a unified framework. Extensive
experimental results on the DUC benchmark datasets demonstrated the good
effectiveness of the proposed approach, which achieved significantly better results
than the basic manifold-ranking approach and other official baselines.

Since the major concern in the work is to validate the effectiveness of struc-
tural similarity on the performance of the existing manifold-ranking based sum-
marization approaches, we did not yet take into account other possible methods
to calculate the geodesic distances between sentences, such as ISOMAP [24], LLE
[25], SNE [26], and t-SNE [27] etc. In future work, we will investigate them and
try employing non-linear manifold learning with automatic parameter selection
to further improve graph-based summarization performance. Besides, the cost
of constructing the current affinity matrix is prohibitive for very large data set.
Hence, we plan to reduce the time complexity of our approach by using effective
anchor graph instead.
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Abstract. Nowadays, a huge amount of text is being generated for
social networking purpose on the Web. Keyword extraction from such
text benefit many applications such as advertising, search, and content
filtering. Recent studies show that graph based ranking is more effective
than traditional term or document frequecy based approaches. However,
most work in the literature constructs word to word graph within a doc-
ument or a collection of documents before applying a kind of random
walk. Such a graph does not consider the influence of document impor-
tance on keyword extraction. Moreover, social text like a microblog post
usually has speical social features such as hashtag and so on, which can
help us understand its topic. In this paper, we propose hashtag biased
ranking for keyword extraction from a collection of microblog posts. We
first build a word-post weighted graph by taking into account the posts
themselves. Then, a hashtag biased random walk is applied on this graph,
which guides our approach to extract keywords according to the hashtag
topic. Last, the final ranking of a word is determined by the station-
ary probability after a number of interations. We evaluate our proposed
method on a real Chinese microblog posts. Experiments show that our
method is more effective than the traditional word to word graph based
ranking in terms of precision.

1 Introduction

Recently, microblogs as a new social media have attracted researchers’ inter-
ests [8]. Since there are usually thousands of posts in a miroblog platform, it
is imporant for users to understand their content. For this purpose, various
task have been studied, such as tag recommendation [23], keyword/keyphrase
extraction [25,26], topic analysis [1,21], spammer detection [5], microblog
retrieval [15,18]. However, current explorations are still in an early stage and our
understanding of microblog post content still remains limited. Keyword extrac-
tion is a foundation work for the above tasks and targets to represent the core
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content of a post or a collection of posts. Therefore, it becomes an important
and emergent research topic.

There are many approaches for keyword extraction from long text documents,
such as intuitive frequency based, cluster based [3,11], graph based [10,13,25]
approaches. TextRank [13] is the first implemantation applying random walk
on a word connnectivity graph. Those graph based ranking methods choose a
word as one of topic keywowrds if the word frequently appears togehter with
important words and show better than other approaches [10,13,25]. For graph
based ranking, how to build graph is crucial. Previous methods mainly based on
word to word relations weighted by statistical features such as term frequencies
and co-occurences. For example, a link between two words are set up if the two
words appear in at least a same document.

While it appears natural to use the graph based ranking to microblog
posts, compared with traditonal long text collection, keyword extraction from
microblog posts is more challenging in at least two aspects. The one is that
microblog posts are short in length. Keyword extraction from traditional doc-
uments tries to filter less important words from a long text, but microblog
posts themselve do not have enough good keywords. We obverse that users in
microblogging like to publish posts related to a topic in a period of time. The
accumulated number of topically related posts show the strength of the collec-
tive although a single post may not contain good enough keyword candidates.
The traditional word to word graph in a single document does not model the
relation between posts and thus is unable to use other posts to enhance keyword
extraction. The other is that the social feature hashtag governs the main topic
distribution of posts. The hashtag is a good topic indicator to build the topic rela-
tion among posts and then help us identify keywords from a collection of posts.
How to use hashtag in keyword extraction is also another important problem. So
far there is little work on keyword extraction from microblog posts [25,26] and
they still follow the direction of building a word to word connectivity graph with-
out considering the influences of post importance and social feature on keyword
extraction.

In this paper, we propose a hashtag biased ranking for keyword extraction
from a collection of microblog posts. We think that given a post, keywords
should be topically related to hashtag words and other topic related posts may
have good keywords as supplementary. Based on these, our work follows the
standard three steps of graph based keyword extraction. We first build a word-
post weighted graph. If a word appears in a post, a link between them is set
up. In such graph, a word will be selected as a keyword if the word frequently
appears in imporant posts and the importance of a post is naturally determined
by the linked important words. Also, kinds of weights can be added such as term
frequency, document frequency and so forth. Then, a hashtag biased random
walk is applied on this graph, which is similar to topical PageRank method [4].
A hashtag embedded post explicitly tells us its topic trend, so keyword extraction
should make use of this indicator for better keywords. Last, the final ranking of
a word is determined by the stationary probability of the hashtag biased random
walk on the proposed word-post graph.
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Our method can find keywords from both of a single post and a collection of
posts by adjusting a random jumping vector. As we discussed above, a microblog
post is short and not so informative for users. For example, a user submits a
query to a microblog retreival engine and reads the returned results post by
post. In such way, user has to summarize the main topics of the whole results
set for better understand, which tells us that the collection of short posts is
more interesting than a single post. Therefore, in this work we do evaluation
on finding keywords from a collection of posts and conduct experiments on a
Chinese microblog texts. Experimental results show that our method is effective
in terms of precision. Our key contribution is to argue for building word to post
graph and hashtag biased ranking, which considers both of posts and hastag
influences on keyword extraction.

2 Related Work

Our work is related to unsupervised graph based keyword extraction. TextRank
proposed by Mihalcea and Tarau [13] is the first graph based ranking algorithm
to extract keywords and sentences for a given text. Following it, Liu et al. [10]
used a topic model to learn topics of a document and than build a Topical
PageRank (TPR) on word graph to measure word importance with respect to
different topics. Based on the study by Liu et al. [10], recent work [25] addressed
how to extract keyphrases from Twitter by improving the graph edge through a
topic sensitive weighting and giving a probabilistic model for keyphrase ranking.
The above studies rely only on a given single text to derive important key units
like words, phrases and sentences. We think that a single short microblog post
is not informative engough, so we model a word to post graph which takes
into accounts the importance of other related posts in improving the quality of
keyword extraction.

Other studies make use of external knowledge sources to improve the per-
formance of keyword extraction. Wang et al. [20] represented a document as
a semantic graph with synset from WordNet and extracted keywords from a
modified PageRank algorithm. Wang et al. [22] used Wikipedia to construct a
two-level concept based graph, instead of word based graph and ran PageRank
and HITS rank on the graph. Wan et al. [19] proposed to use a small number of
nearest neighbor documents to provide more knowledge to improve single doc-
ument keyphrase extraction. Without utilizing any external corpus, our work
applies random walk biased by hashtag context, a intrinsic feature in microblog
posts.

Supervised approaches of keyword extraction are studied [6,9,17,24]. Their
experimental results show that supervised machine learning can obtain better
results than traditional methods. Li et. al [9] investigated a set of features to
measure the importance of keywords and select four supervised models for preci-
sion comparisons. Zhang et al. [24] utilized supervised randow walk for keyword
extraction by combining multiple types of relations between words and automat-
ically learning the weights of the edges between the words in the word graph of
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each document. Labelled training data is crucial to optimze supervised model
parameters and largely affects the extraction precision. Our work is unsupervised
and orthogonal to supervised approaches.

3 Hashtag Biased Graph Ranking

3.1 Our Problem

Microblogging is such an infomatioin propagation flatform where users like to
discuss hot events or topics, share their opinions and spread messages through
their social networks. A single short microblog post may not satisfy the informa-
tion needs of users. A collection of related posts could give users better under-
standing on what is going on regarding a topic. This characteristics is quite
different from the traditional long text which keyword extraction is based on the
assumptation that a single long document itself contain enough imporant words.
Therefore, we assume that there is a collection of related microblog posts. Our
task is to extract keywords from this collection. We aruge that the collection
of posts can give users a more overall vision than a single post. Moreover, by
adjusting a random jumping vector, we can still generate keywords for a single
post. The collections of microblog posts are common, such as a set of search
reults of microblog posts, a topic discussion group and so forth.

3.2 Word to Post Bipartite Graph Construction

Now given a collection of microblog posts, the word-post relationship can be
intuitively represented as a bipartite graph. A bipartite graph, also called a
bigraph, is a special graph from which the set of vertices can be decomposed
into two disjoint sets such that no two vertices within the same set are adjacent.
In the mathematical definition, a simple undirected graph G: =(W ∪ P , E) is
called bipartite if W and P are disjoint sets, where W and P are the vertex set
and E is the edge set of the graph. Let n=|W ∪ P |. This graph is used as our
original model where W is a set of words, the P is a set of microblog posts, as
shown in Figure 1. An edge e connects a word w and a post p, if the word w is
contained in the post p. In the context of keyword extraction, we propose
to rank words based on the inter-relationship of their corresponding posts. As a
by-product, important posts could be mined as well by applying the proposed
algorithm on the side of the posts with a relatively small modification.

3.3 Hashtag Biased Random Walk and Ranking

We rank word nodes in Figure 1 corresponding to the standing probability dis-
tribution (i.e. score) of a rankdom walker on the graph. Our hashtag biased
random walk is defined as Equation 1, a modification of Tong et al. [16].

−→r = αQ̃−→r + (1 − α)−→eh (1)
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Fig. 1. Word-Post bipartite graph

−→r is n × 1 rank vectors of nodes in the graph. Q̃ = [qi,j ] is the weighted
graph. In this paper, we investigate two popular weighting strategies, i.e., TF
and TFIDF [12]. −→eh is n × 1 starting vector and h is the set of hashtag words
with the constraint that

∑
j∈h e(j) = 1 and 0 for others. Our work directly uses

the hashtag words to guide the jump probability of a random walk. Hashtag is
generated by the author of a mircoblog post and explicitly reflect the topic of
this post. Recent work [10,25] discovered the topic of a word by latent topic
model analysis, which ignore the intrinsic feature of microblog posts. We tune
up the walk behavior and the jump behavior by a mixing parameter α, 0< α <1.
From this formula we determine the overall score of a target node by counting
both the number of nodes linking to a target node and the relative quality of
each pointing node.

After constructing the word to post graph and applying the random walk on
it, we can sort the nodes by their ranks using Equation 1. The recursive running
of Equation 1 gives the probability distribution that the walker is on nodes after t
iterations. When t equals to 1, no heuristic is used. When t is large enough, ri will
gradually converge to a stationary distribution. Then, the distribution induced
on the state transitions of all the nodes in the graph produces a final ranking of
these nodes. The initial state is chosen uniformly at random because in general
the initial value will not affect final values, just the rate of convergence [14].

3.4 Algorithm Description

Equation 1 defines a linear system problem, where −→r is determined by:

−→r = (1 − α)(I − αQ̃)−1−→eh
= (1 − α)Q−1−→eh

(2)

As dicussed in [16], directly computing Q−1 is impractical when the dataset
is larege, since it requires quadratic space and cubic pre-computation. Linear
correlations exist in many real graph, which means that we can approaximate
Q̃ by low rank approximation and then compute Q−1 efficiently. In this paper,
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eigen-value decomposition is used after partition the whole graph into several
commuties. We provide a sketch of our hashtag biased ranking procedure in the
format of pseudo code in Table 1 and Table 2.

The input matrix Q̃ is weighted by TF or TFIDF and normalized by graph
Lapalician(Q̃=D−1/2Q′D−1/2) where Q′ is the original weighting matrix [27].
The extraction of connected components from an undirected graph is calculated
in Step 1 and 2. On the basic initialization of the disjoint-sets structure [2], each
node in graph is in its own set. The connected components are calculated based
on the edges, so update the disjoint-sets structure when each edge is added into
the graph. Readers can refer to [2] for detail. The time complexity for calculating
the connected components is only slightly larger than O(n + |E|) where n, i.e.,
|W ∪ P | is the number of nodes and |E| is number of edges in the graph.

Table 1. Hashtag biased graph ranking(Offline Part)

Input: The normalized weighted matrix Q̃ and the starting vector −→eh.
Output: The ranking vector −→r .

Offline: Graph Partition and Matrix Decomposition

1. Initializing disjoint-sets structure on word to post undirected graph [2];
2. The k connected components (partitions) are calculated based on the

edges in the graph.
O(n + |E|)

3. Decompose Q̃ into two matrices: Q̃ =Q̃x +Q̃y O(|E|)
4. Let Q̃x,i be the ith partition.

5. Compute and store Q−1
x,i=(I − αQ̃x,i)

−1 for each partition i according
to Equation 2;

O(2n3 + 2n2)

6. Do eigen-value low rank approximation for Q̃y = USV where each

column of U is the eigen-vector of Q̃y and S is a diagonal matrix whose

diagonal elements are gigen values of Q̃y;

O(2n3)

7. Let Q−1
x is a block-diagonal matrix where each block is denoted as Q−1

x,i ;

8. Compute and store Λ̃ = (S−1 − αV Q−1
x U)−1; O(6n3 + 4n2)

Table 2. Hashtag biased graph ranking(Online Part)

Online: Iteration Computation

Do Loop
9. −→r 0 ← Q−1

x
−→eh, do random walk within the partition that contains the

starting point −→eh;
O(2n2)

10. −→r ← V −→r 0, jump from word-post space to latent space V ; O(2n2)

11. −→r ← Λ̃−→r , do random walk within the latent space Λ̃; O(2n2)
12. −→r ← U−→r , jump back to word-post space U ; O(2n2)
13. −→r ← Q−1

x
−→r , do random walk within each partition; O(2n2)

14. −→r ← (1 − α)(−→r 0 + α−→r ); O(3n + 1)
Until convergence

15. Quicksort the elements in −→r BY ASCENT; O(nlogn)
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Step 3 decomposes Q̃ into two matrices: Q̃ =Q̃x +Q̃y according to the con-
nected components, where Q̃x contains all within-paritition links and Q̃y con-
tains all cross-partition links. The time complexity of Step 3 is O(|E|) depending
on the number of edges in the graph [7]. Step 4 and 5 do matrix compuation
for each partition in Q̃x based on Equation 2. The time complexity of matrix
muliplication and matrix substraction, i.e., I − αQ̃x,i is O(2n2) and its invert
matrix computation needs O(2n3).

Step 6 and 7 do low rank approximation for Q̃y for computation preparation
of Q−1 in Equation 2. Step 8 is a key process to compute Q−1 by combing Q̃x

and Q̃y. As dicussed in [16], it is the most time-consuming step with the time
complexity O(6n3 +4n2). The following proof gives computation details of Q−1.
According to Step 3, we have:

Q̃ = Q̃x + Q̃y = Q̃x + USV (3)

Then the inverse matrix in Equation 2 is computed as:

Q−1 =(I − αQ̃)−1

=(I − αQ̃x − αUSV )−1

=Q−1
x + αQ−1

x UΛ̃V Q−1
x

(4)

where
X = (I − αQ̃x)−1 = Q−1

x

(X − USV )−1 = X−1 + X−1UΛ̃V X−1

Λ̃ = (S−1 − V X−1U)−1

Based on Equation 2, Step 9 to 14 in online phase r̃ is computed step by step,
represented as:

r̃ = (1 − α)(Q−1
x

−→eh + αQ−1
x UΛ̃V Q−1

x
−→eh). (5)

It can be seen that the approximation of our algorithm comes from the low rank
decomposion for Q̃y. Our experiments show the online computation is very fast
compared to the offline computation. In addition, users can select some words
as the starting vector −→eh to extract keywords related to it online. In this paper,
we set the starting vector consisiting of hashtag words in microblog posts since
hashtag intrinsically represents the key topics of a post. It will help us find good
important keywords, which is verified by our experimental results.

4 Experiments

4.1 Dataset and Evaluation

The data used in our paper was crawled from Sina Weibo 1 from the end of
March 2012 to the end of June 2012. There were 74662 microblog posts in total.
1 http://www.weibo.com, one of most popular microblogging platform in China.

http://www.weibo.com
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They were posted in 14 IT/technology related topics discussion groups. We seg-
mented these mircoblog posts, filtered stop words, and finally got 13167 distinct
words. After that, we computed TF and TFIDF scores of those words and
build different graphs for each discussion group. The precision score at the top
K keywords of a discussion group is defined as:

Precision@K =
#important keywords

K
. (6)

The measure Precision@K means how many good important keywords our
algorithm gives at the top K list. We set K=5 and 10 in our evaluation. The
average precision score of 14 topic discussion groups is reported.

We treat each topic group as a collection of posts where hashtags are topic
related. Our target is to identify top K important keywords from each group.
Whether a keyword is important or not in a group is judged by our three lab
members. When we take the extracted top K representative keywords, the three
lab memebers manually judge whether these keywords can be considered to
accurately reflect the meaning of its post. The precision values of all 14 topics are
computed and its average score by three members is reported in our experiments.
In addition, for each word ranking list generated by different graphs, we remove
the hashtag words from it. Since hashtag words are clearly important in these
posts, we want to get other important keywords that should be more interesting
to users.

4.2 Experimental Results and Discussions

We will compare the effectiveness of a set of ranking approaches with our app-
roach according to three apsects, i.e., node types, jumping strategies and weight-
ing strategies. The ranking approaches are listed as follow.

1. WW-OC-A: This approach builds word to word graph weighted by co-
occurences and jumps to any nodes in the graph. It is widely used in recent
works [10,13,25].

2. WP-TF-A: This is a word to post graph based ranking. The graph is
weighted by TF and a random walker jumps to any nodes including word
and post nodes. It is a variant and weighted verison proposed in [16].

3. WP-TF-W: This is a word to post graph based ranking. The graph is
weighted by TF and a random walker jumps to any of word nodes. It is
also a variant and weighted verison proposed in [16].

4. WP-TF-H: This is our proposed word to post graph based ranking. The
graph is weighted by TF and a random walker jumps to any of hashtag
word nodes.

5. WP-TI-A: This is a word to post graph based ranking. The graph is
weighted by TFIDF and a random walker jumps to any nodes including
word and post nodes.

6. WP-TI-W:This is a word to post graph based ranking. The graph is
weighted by TFIDF and a random walker jumps to any of word nodes.
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Table 3. The average precision scores of 14 discussion groups

Precision@5 Precision@10

WW-OC-A 0.3857 0.3357

WP-TF-A 0.3429 0.4286

WP-TF-W 0.3571 0.4357

WP-TF-H 0.6 0.5429

WP-TI-A 0.4714 0.4571

WP-TI-W 0.4714 0.5143

WP-TI-H 0.7571 0.6786

7. WP-TI-H: This is our proposed word to post graph based ranking. The
graph is weighted by TFIDF and a random walker jumps to any of hashtag
word nodes.

Comparisons among Node Types. The overall experimental results are show
in Table 3. The highest precison scores are achieved by our proposed hashtag
biased ranking in both of Precision@5 and Precision@10. The nodes in the base-
line WW-OC-A are only words and those in our proposed word to post graph
are both of words and posts. We compare WW-OC-A with our proposed word to
post graph (the last six rows in Table 3). In terms of Precision@10, our word to
post graph based ranking shows higher scores than the word to word graph based
ranking. The best one is our hashtag biased ranking by only jumping to hashtag
words and its precision scores are 0.5429 using TF weighting and 0.6786 using
TFIDF weighting. In terms of Precision@5, our word to post graphs win the
word to word graph in most cases. Especially, our hash biased ranking shows
much bettern results than the baseline, i.e., 0.6 VS. 0.3857, 0.7571 VS. 0.3857.
These results tell us that the word to post graph takes into account the quality of
posts in ranking, which can improve the quaity of keyword extraction. In other
words, important keywords come from important posts with high probability.

Comparisons among Jumping Strategyies. Moreover, hashtag is natually
existed in some posts and it highlights their topic. As defined in Equation 1,
our proposed word to post graph with hashtag biased random walk produces
keywords closely related to hashtag words, i.e., −→eh. We compare it with two other
jumping strategies. One is jumping to any nodes in the word to post graph and
the other is jumping to any word nodes. As shown in Figure 2, the last columns
are produced by our hashtag biased jumping strategies, i.e., WP-TF-H and WP-
TI-H. We can see that our hashtag biased jumping is much better than the
two jumping strategies in both Precision@5 and Precision@10. Its improvements
are 60.6% and 48.46 compared with WP-TF-A and WP-TI-A which jump to
any nodes in the word to post graph. Also its precision scores are higher than
WP-TF-W and WP-TI-W which jump to any word nodes in the word to post
graph. Users in a microblogging flatform publish posts and like to use hashtag
to attract other users’ attention. The user-generated hastag is a useful evidence
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Fig. 2. Comparisons among different jumping strategies

Fig. 3. Comparisons among different weighting strategies

to clearly tell us that those posts are topically related to it. Random walk in our
word to post graph with hashtag biased jumping lets our ranking algorithm put
more hashtag related keywords in the top ranking list.

Comparisons among Weighting Strategies. Last, our word to post graph
can be weighted by TF or TFIDF which are commonly used in the field of
Information Retrieval (IR). We investigate the influences of the two weighting
stratgies on keyword extraction. To make it clear, we show the results of our
hashtag biased random walk approaches, i.e., WP-TF-H and WP-TI-H, as shown
in Figure 3. The left column is TFIDF wieghting and the right column is TF
weighting at each precision measure. It is obvious that TFIDF weighting is much
better than TF in both of Precision@5 and Precision@10. For example, using
word to post graph with hashtag biased jumping, TFIDF produces 0.7571 and
the score of TF is 0.6. The improvement is 26.18% in term of Precision@5 and
it is 25% in term of Precision@10. The results are consistent with the viewpoint
of IR. TFIDF gives less weights on words with high document (post) frequency.
In other words, the extracted keywords should be representative and infomative
in a post, not commonly appeared in other posts.
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5 Conclusions

In this paper, we introduce a novel word to post graph based ranking by adopting
a hashtag biased random walk. The proposed ranking algorithm can extract
important keywords from a collection of microblog posts. The experimental reults
show that our algorithm has higher precision scores that traditional word to
word graph based ranking and the word to post graph based ranking without a
hashtag biased randwom walk. In the future, we can easily extend our algorithm
to extract keywords from a single post by considering the other related posts.
Topic space based weighting is also an interesting topic.
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Abstract. In this paper, we present a semi-supervised clustering method for mi-
croblog in which both word-level and microblog (document)-level constraints 
are automatically generated totally based on statistical information rather than 
any kind of external knowledge. The key idea is first to explore term correlation 
data, which investigates both inter and intra correlation of words, and the initial 
similarity between words can therefore be deduced. And then an iterative me-
thod is established to calculate both word similarity and microblog similarity. 
The mechanism of incorporating dual constraints is presented based on word 
similarity and microblog similarity. We then formulate short text clustering 
problem as a non-negative matrix factorization based on dual constraints. Em-
pirical study of two real-world dataset shows the superior performance of our 
framework in handling noisy and microblogs. 

Keywords: Semi-supervised clustering · Microblogs · Term correlation matrix · 
Dual constraints · Nonnegative Matrix Factorization 

1 Introduction 

Nowadays, much more short texts appears in the internet, such as snippets in search 
results, tweets, status updates, comments, and reviews from various social platforms. 
These texts are in general much shorter, nosier, and sparser, therefore many tradition-
al text clustering techniques cannot be directly applied to these short texts. The clas-
sical text representation vector space model[10] neither captures dependencies be-
tween related words, nor handles synonyms or polysemous words. Besides, as short 
text is a small piece of text that consists of only a few sentences, it will suffer from in 
sufficient word occurrences and severe sparsity. 

Non-negative Matrix Factorization (NMF)[5]is a well-known clustering learning 
paradigm, which is later been extended for semi-supervised document clustering 
problems in which two different view for both word and document are available. 
However, experiments on short texts such as microblogs, Q&A documents and news 
titles, suggest unsatisfactory performance of NMF[12]. Most existing approaches for 
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microblog clustering try to enrich the representation of a short text using additional 
semantics [2]. Besides, some researchers[1] introduce semi-supervised priors and 
explore the effects on accuracy of clustering. 

Nevertheless, microblog always lack label information and it is time and labor con-
suming to label the huge amounts of messages. Therefore, it is useful to develop a 
mechanism to automatically get informative knowledge to improve the clustering 
performance. Ma et al.[7] take advantage of term correlation to enrich the semantics 
of microblog internally and incorporate word-level constraints into the NMF frame-
work. In this paper, we have extended this work into a new semi-supervised clustering 
algorithm in which both word and document correlations are investigated. The inter 
and intra relationship of words are computed, and the initial similarity between words 
cantherefore be deduced. An iterative algorithm is presented to calculate both word 
similarity and microblog similarity. The prior knowledge in the word space can then 
be represented as word clusters while the microblog-level constraints is encoded as a 
set of pair-wise relations. NMF framework embedded with dual constraints is used to 
obtain the final clustering results. This extended NMF approach can enhance the clus-
tering results for microblogs by introducing word and document correlations. 

The contribution of this paper is non-trivial in that we put forward a solution of au-
tomatically investigating prior knowledge and present a systematic way to seamlessly 
integrate both word-level and document-level information for microblog semi-
supervised clustering. This is the first time of establishing merely statistical informa-
tion for short text clustering as far as we know. 

The basic outline of this paper is as follows: Section 2 presents details of our ap-
proach. The experiments and results are given in Section 3. Lastly, we conclude our 
paper in Section 4. 

2 Our Approach 

In this section, we first introduce mechanism for term correlation computation, which 
provides an initial reflection of the inherent semantic association between terms and 
discuss how to iteratively compute word and microblog similarities. And then a me-
chanism for generation of both word-level and microblog-level constraints are estab-
lished, by which these constraints are encoded into NMF framework. Finally, update 
rules are derived and the corresponding algorithm is illustrated. Figure 1 shows the 
general framework of our approach. 

Phrase 1. Preprocessing of microblog messages. A microblog dictionary containing 
all the abbreviate forms of words is constructed to deal with some misspelled and 
informal expressions in microblogs. The informal words are detected and then cor-
rected first. The conservative approach is then taken to word segmentation, splitting 
on whitespaces and punctuation mark. All terms that occur in the ‘stop word list’ are 
removed.  

Phrase 2. Generation of Prior Knowledge. Two kinds of prior knowledge are  
provided. We have developed a new mechanism which utilizes internal word  
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co-occurrence and context shared information of microblogs for generating the above 
prior knowledge. 

Phrase 3. Construction for dual-constraints based on NMF. In order to fully integrate 
the prior knowledge into NMF framework, we have proposed a semi-supervised mod-
el based on dual constraints. 

 
Fig. 1. The General Framework 

2.1 Establishment of the Initial Similarity Between Words 

Estimating the relation between terms takes advantage of co-occurrence information, 
which is based on the assumption that two terms are similar if they frequently co-
occur in the same document. A term can then be represented by a term co-occurrence 
vector. We consider both the co-occurrence and dependency of terms to capture the 
underlying relationship between terms[3]. The co-occurrence of two terms is quanti-
fied by using positive point mutual information (PPMI) while the dependency of 
terms can be formalized by their interaction with all the link terms. 

The weight of co-occurrence between two terms in a document can be defined as: 
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In order to define the direct dependency weight between ti and tj, which is referred 
as D-Dep(ti, tj), each term is represented by the a term co-occurrence vector, ti(wi1, 
wi2,…. win). We then apply the common vector-similarity measures, like cosine 
coefficient, to compute the D-Dep(ti, tj) between any two terms as: 

 D ,  ,  (3) 

We then define the indirect dependency between two terms ti and tj by their inte-
raction with the link term tk as: 

 , |  , , ,  (4) 

The indirect dependency between two terms ti and tj is then defined by their inte-
raction with all the link terms, formalized as: 

 ( , ) ( , | )i j i j kk
I Dep t t Dep t t t   (5) 

Given terms ti and tj in D, the initial similarity between ti and tj is defined as: 
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2.2 Iterative Calculation of Word Similarity and Microblog Similarity 

The assumption underlying our approach is that the frequency (or weight) of each 
word, i.e., its relative importance to a certain document, is distributed among their 
synonyms. Therefore, the similarities between two microblog is not only determined 
by words, but also reinforced by its own representation. The reinforcement is of itera-
tive nature, which means two texts should have a great probability to be similar, if it 
has strong correlations with similar words, and vice versa. An iterative method[6] is 
used to compute the similarity between microblogs and the similarity between words 
based on each other. The similarity between d1 and d2 is thus defined as: 
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where N is the number of terms, tf1j and tf2j denotes term frequency of different terms. 
Likewise, based on the similarity between microblog snippets, the similarity be-

tween two words w1 and w2 can be re-defined as: 
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The weights are averaged by using the matrix before calculating the similarity by 
cosine measurement to make the vectors of the two microblog snippets share more 
non-zero elements. Sjk is derived from the similarity between words, whereas Tik is 
derived from the similarity between documents. The similarity between text snippets 
and the similarity between words can then be calculated using the following iterative 
algorithm. The iterative functions are defined as follows: 

 1 1 1
1 2 1 2 1 2

1 1 1

( , ) (1 ) ( , ) [( ) ( ) ]
N N N

l l l l
j jk j jk

k j j
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Theoretically, the convergence of similarities using Eqs. (9) and (10) cannot be 
guaranteed. Thus, in order to guarantee convergence of the iterative algorithm, we 
decrease   by 20% after each iteration to accelerate the iterative procedure. 

When sim(di, dj) is beyond a certain predefined threshold β1, the two documents are 
considered to be in the same cluster. Likewise, when it below a predefined threshold 
β2, they would be decided to be in two different clusters. Likewise, when sim(wi, wj) 
is beyond a certain predefined threshold β1, the two word are considered to be in the 
same cluster. 

2.3 Incorporating Dual Constraints 

The model treats the prior knowledge on the word side as categorization of words, 
represented by a complete specification F0 for F. We make use of set Aml to denote 
that must-link microblog pairs (di1,dj1) are similar and must be clustered into the same 
microblog cluster: 

 Aml = {(i1; j1) ;...;(ia;ja)};a = |Aml|. (11) 

Meanwhile, cannot-link document pairs are collected into another set: 

 Bcl = {(i1;j1);...;(ib;jb)};b = |Bcl| (12) 

The must-link document pairs are then encoded as a symmetric matrix A whose di-
agonal entries all equal to one and the cannot-link pairs as another matrix B. The 
must-link and not link can be presented as 
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2.4 Algorithm Description 

Combining the above constraints together, the objective function of our model is de-
fined as follows[9]: 

 2 2
0 1 20, 0, 0

min ( )FF

T T T

F S G
J X FSG F F Tr GAG GBG  

  
      　

 (15) 

where X is the word-microblog matrix, G is the cluster indicator matrix for clustering 
of columns of X and F is the word cluster indicator matrix for clustering of rows of X. 

Algorithm 1. The overall procedure of our approach 
Input：Word-Microblog matrix X, number of word clusters 
k1, number of microblog clusters k2, word constraint  
matrix F0, must-link document pairs Aml and cannot-link 
document pairs Bcl . 
Output：F, S, G. 
Initialize F, S and G with non-negative values； 
Construct must-link matrix Aml and cannot- link matrix Bcl; 
Iterate for each k1 and k2 until convergence 
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The correctness and convergence of our algorithm has already been proved [8]. 

3 Experiments and Results 

In this section, we demonstrate the performance of the model for microblog cluster-
ing. The details of our experiments are demonstrated. Firstly, descriptions of data sets 
and the methodology and evaluation metrics are introduced. And then, experimental 
results are analyzed. 

3.1 Dataset and Performance Metrics 

Two large-scale real-world social media datasets (Twitter and Sina weibo) are con-
structed. For both of these two datasets, we construct a ground truth by selecting 15 
topics and 10 topics from Google Trend respectively and retrieve the most relevant 
microblogs via its APIs. Based on selected trending topics, we obtain a collection of 
messages and then manually assign each messages into its predefined categories. 
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After filtering out non-ASCII microblog, some available microblog had been utilized 
as our data source. Further we partition messages into unigrams and remove the sub-
string “RT @username:” We pre-process each microblog by tokenizing the text into 
bag-of-words. Then we apply stop-words removing and words stemming. The pur-
pose of such processing is to eliminate terms which do not help in discriminating a 
cluster. In particular, words that occur in less than ten microblogs are removed. 

The statistics of the datasets are presented in Table 1. The selected topics cover a 
variety of categories including sports, entertainment, music, movies, business, 
science, politics, education et al. In the experimental evaluations, the selected topics 
are treated as labels for the microblog messages. Both datasets contain very short 
texts; each text has, on average, less than 40 words. 

Table 1. Statistics of the datasets 

Dataset Number of  
microblogs 

Number  of 
 Classes 

Vocabulary  
size 

Average  
terms 

Twitter 20312 15 15702 20.3 
Sina weibo 15784 10 10310 28.5 

3.2 Experimental Results 

The experiments include two parts: 1) Comparison with that of 4 other algorithm 
utilizing a range of popular metrics; 2) The impact analysis on the parameter. 

Comparison with that of 4 Other Algorithm 
This experiment is designed to examine the overall clustering performance of our 
model and to compare it with some baseline methods on two datasets. Three popular 
measures for clustering: purity, Adjusted Rand Index (ARI) and normalized mutual 
information (NMI) are adopted as performance measures. Our method utilizing dual 
prior knowledge is denoted as TNMF-DuP (Tri-Factor Nonnegative Matrix Factoriza-
tion Clustering with Dual Prior knowledge). To demonstrate the effectiveness of our 
proposed approach, we compare it against the following four state-of-the-art docu-
ment clustering methods: Constrained-Kmeans[11], Information-Theoretic Co-
clustering, which is referred to as IT-Co-clustering[4], TNMF-WP[6] (Tri-Factor 
Nonnegative Matrix Factorization Clustering with Word Prior knowledge) and 
TNMF-DP (Tri-Factor Nonnegative Matrix Factorization Clustering with Document 
Prior knowledge). We vary the parameters α, β1 and β2  in each experiment to investi-
gate their impact on clustering performance and show each result with the best per-
formance with the corresponding threshold. The following parameter settings is 
adopted: α = 0.6, β1 = 0.45, β2 = 0.4 for Twitter and α = 0.7, β1 = 0.52, β2= 0.3 for 
SinaWeibo, respectively. 

To give these algorithms some advantage, we set the number of clusters equal to 
the real number of all the document clusters. Figure 2 shows the experimental results 
on our dataset using purity, ARI and NMI as the performance measure. All the expe-
rimental results are obtained by averaging 20 runs. 
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Fig. 2. Purity, ARI, and NMI results on our datasets 

It is observed from figure 2 that our approach yields significant improved per-
formance in terms of all evaluation metrics. This demonstrates the robustness of our 
method to noisy data. This observation also verifies the effectiveness of our method 
for microblog clustering. We can see that our method can greatly enhance the cluster-
ing results by benefitting from the dual prior knowledge. It achieves the highest per-
formance for all evaluation criteria on the dataset. This means that our model is able 
to generate significantly better results by quickly learning from these constraints. 

The Impact Analysis on the Parameter 
Because the limitation of this paper, we only discuss parameters α, since it is the most 
important parameter in our method. It is used to balance the effects of internal and 
external term correlations. A larger α indicates that more information is preserved 
from direct co-occurrence while a smaller α means that the indirect co-occurrence 
within terms mined from external correlation play a dominant role in our model. 

In figure 3, purity, ARI, and NMI scores are used to depict the performance of our 
proposed approach, varying along with the value of parameter α (from 0.1 to 0.9 with 
increment 0.1) for twitter dataset. We compare the initial word similarity mechanism 
with that of iterative calculation of word similarity. 

 
Fig. 3. Purity, ARI, and NMI results with different α for generation of word relations 

Figure 3 reveals that the experimental results match favorably with our hypotheses 
and encourage us to further explore the reasons. First, the performance of our model 
is greater than that of either model in isolation, indicating that that an optimal perfor-
mance comes from an appropriate combination of both the intra and inter relation 
among words. Second, the increase in all judging criteria is robust across a wide range 
of mixing proportions. Third, the iterative calculation mechanism shows superior 
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performance to that of initial word similarity computation. All demonstrate that on 
one hand the inter-relation has great impact on the performance of microblog cluster-
ing, and on the other, the iterative calculation of word similarity reveals deep seman-
tic information between words.  Besides, we observe that the best performance with 
the different value of α on different evaluation metrics. Therefore, it’s essential to 
optimize the setting of α when the application requires higher clustering accuracy. 

4 Conclusions and Future Work 

In this paper, we explore the performance of a term correlation based semi-supervised 
clustering approach for microblog posts. Given the short nature of the posts and no 
background knowledge source, both intra and inter relations among terms are investi-
gated. And then an iterative calculation mechanism is established to further explore 
term similarity and document similarity. These semi-supervised priors are then intro-
duced into NMF framework. Our evaluations demonstrated the effectiveness of the 
proposed method for clustering short texts. Nevertheless, microblogs (and possibly 
other short texts as well) offer several other priors that we have not yet discussed or 
explored. Future work aims at finding proper ways of adding different priors. 
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Abstract. Aspect-phrase clustering is an important task for aspect find-
ing in aspect-level sentiment analysis. Most of existing methods for this
problem are based on a context model which aggregates related sen-
tences that contains assigned aspect-phrase as context. In this paper, we
explore a novel idea, capacity limitation, which states that the number of
aggregated sentences in an aspect-phrase group has upper bound. And
we propose a capacity constrained K-means algorithm to cluster aspect-
phrases which encodes the capacity limitation as constraint. Empirical
evaluation shows that the proposed method outperforms existing state-
of-the-art methods.

Keywords: Constrained clustering · Aspect grouping · Sentiment
analysis

1 Introduction

In recent years, social media (i.e., reviews, forum discussions, blogs and social
networks) are playing an increasingly important role as information sources of
public opinion, consumers are increasingly using these informations for their
decision making. For consumers, it is very helpful to produce a meaningful
summary of opinions based on product aspects (also called product feature
in the literature). Under this background, aspect-level sentiment analysis has
become a central task in sentiment analysis and attracted more and more
attentions[3,6,13,14,18,24].

For aspect-level sentiment analysis, it is a necessary step to find aspects
from the corpus. However, people can use different words/phrases referring to
the same aspect in reviews. In order to understand it more clearly, we introduce
two concepts, aspect and aspect-phrase. An aspect is the name of a feature of the
product, while an aspect-phrase is a word or phrase that actually appears in a
sentence to indicate the aspect. For example, “picture quality” could have some
other expressions such as “photo”, “image”, “picture”. All the aspect-phrases in
a group indicate the same aspect. So grouping aspect-phrases is an important
necessary work for aspect-level sentiment analysis. In this paper, we assume that
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all aspect-phrases have been identified by the existing extracting methods[6,7,9–
11,16], and we focus on grouping domain synonymous aspect-phrases1.

Existing studies for this problem are mainly based on the assumption that
different aspect-phrases of the same aspect should be in the similar context envi-
ronment [5,21–24]. The context environment is formed by aggregating related
sentences which mention the same aspect-phrase. In addition to the conven-
tional assumption, we address this problem from a new angle, which is based
on capacity limitation assumption that the number of sentences which have
mentioned the same aspect (we called it as aspect capacity) has upper bound.
In other word, we argue that the capacity of each aspect should not exceed the
upper bound when clustering aspect-phrases. The capacity of each aspect is the
sum of all of its aspect-phrases.

1. Glad to own.
2. I treat the battery well and it has lasted.
3. At my heaviest usage, I must recharge after 3 days.
4. The volume level of the phone is not all that good.
5. Some of the higher pitched rings are very easy to hear, but not easy to listen

to.
6. The more subtle tones that were included with the phone are hard to hear at

times.
7. The vibration is not top.
8. It is a teeny phone, so it is hard to put a big mechanism in.
9. Overall this has been my favorite phone that I have owned.

10. Great battery life, perfect size, but a tid bit quieter than I would like.
11. I do hope that they offer more faceplate options.
12. I am bored with the silver look.

Fig. 1. An entire review written by a user. Bold words are the reviewed aspect in a
sentence.

Take Fig. 1 as an example, it is an entire review written by a user. She writes
twelve sentences (including four sentences which review implicit aspect). Since
sentence 5 mentioned aspect-phrase “rings”, sentence 6 mentioned aspect-phrase
“tones” and sentence 7 mentioned aspect-phrase “vibration”, all three aspect-
phrases belong to aspect “rings”. Therefore, there are three sentences mentioned
“battery”. Then, the upper bound of capacity for aspect “rings” is three in this
review.

This assumption is also verified by our data. The statistics about capacity vs.
aspect in mp3 player dataset is shown in Fig. 2. There are total twelve aspects
that are expressed by Arabic numerals in X-axis. Aspect 3 has the maximum

1 Another type of approach joint extracting and grouping aspect-phrase by using topic
models which requests large scale domain corpus, we will discuss it in Section 4.
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Fig. 2. Capacity statistics of reviews. The total number of sentences is 621. The capac-
ity of the aspect is not more than 92.

capacity, its value is 92. The capacity vary widely, the maximum is 92 and the
minimum is 7. Intuitively, those aspects which are concerned by the mainly
consumers should be mentioned in more sentences.

Although the capacity has its upper and lower bound, we only consider the
upper bound when clustering aspects. Because the cluster number k in algo-
rithm is usually great than or equal to the real cluster number. A real cluster
may be divided into two or more sub-clusters. So the capacity of a cluster may
be smaller than the lower bound. Take aspect “rings” as an example in Fig. 1,
its lower bound is 3. However, “rings” and “tones” may be grouped into cluster
x while“vibration” is grouped into cluster y. This partition divide “rings” into
two clusters x and y, the lower bound of cluster x and y are smaller than 3. At
the same time, if the capacity of one aspect is bigger than its upper bound, that
means there are some noise instances in the aspect group. Therefore, the max-
imum capacity can be used as a prior constraint which prevents noise instance
to join a cluster.

In this paper, we propose a capacity constrained K-Means algorithm (called
CC-Kmeans) to group aspect-phrases. Firstly, in our framework, we propose
a constraint estimation approach which exploits the relationship between sen-
tences and aspect-phrases. Secondly, we develop CC-Kmeans algorithm, which
integrates the capacity prior constraint into clustering process, and it guarantees
to satisfy capacity constraints in clustering process.

In summary, this paper makes three main contributions:

1. We study the problem of aspect-phrase grouping about integrating both
context information and aspect capacity information.

2. We develop a capacity constrained K-Means method which encodes the num-
ber of sentences into constraint. This method ensures the purity of the cluster
by preventing more noise instances into cluster.

3. Through experiments on four datasets, we demonstrate the effectiveness of
our model on aspect-phrase grouping.
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2 The Proposed Method

We now proceed with a discussion of our CC-Kmeans algorithm for the aspect-
phrase grouping. In this work, we need to solve two problems: 1) To estimate the
capacity prior which is used to prevent noise instance into cluster; 2) To provide
a mechanism to adjust instances in a cluster when violating capacity constraint.
We firstly discuss the estimation of capacity prior, then describe the capacity
constrained k-means clustering algorithm.

2.1 Max Capacity Estimation

We have discussed capacity limitation in previous section with intuitive exam-
ples, in this section, we firstly give a formula description.

Give a reviews dataset R, it contains N reviews {ri}Ni=1, for each review
ri contains V sentences {sil}Vl=1. There are total T aspect {Ah}Th=1, an aspect
Ah contains Z aspect-phrases {aphj }Zj=1. In a review ri, the user talk about Ui

aspects. The task for aspect-phrase grouping is to cluster each aspect-phrase apj
into its appropriate aspect Ah.

Intuitively, most users are interesting in a part of product aspects, and they
usually write sentences to review their interested aspects. Take mobile phone
reviews as an example, one who travels frequently may concern more about the
battery life, the other one who is a music fans may concern more about sound
quality. When they choose and review mobile phone, they will probably little or
not mention other aspects that they are unconcerned. Based on this analysis,
we have 1 < Ui ≤ Z. Suppose there are chi sentences mentioned aspect Ah in
review ri. Because there is at least one sentence for an aspect, there are at least
Ui − 1 sentences talk about other aspects in reviews ri. The maximum limit of
chi is sil − Ui + 1, namely, chi < sil − Ui + 1.

For aspect Ah, its capacity Ch in R satisfy the following equation:

Ch =
∑

i

chi

<
∑

i

(sil − Ui + 1)

=
∑

i

sil −
∑

i

Ui + n

∝
∑

i

sil − n ∗ avg(U) + n

(1)

where
∑

i s
i
l is the total number of sentences that explicitly mention an aspect

in R and avg(U) is the average number of aspects for each review.
For example, if there are total 100 sentences in 10 reviews, and each review

mentions an average of 5 aspects, Ch < 100−10∗5+n = 60. Through the above
discussion, we have demonstrated aspect capacity has upper bound. Actually,
the upper bound will be lower than this estimation. In the following, we discuss
how to lower the upper bound.
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Since each aspect can be expressed with different aspect-phrases, the aspect
capacity must be related with corresponding aspect-phrases. Aspect-phrases can
be seen as a group of synonyms which is used to describe corresponding aspect.
And yet, each aspect-phrase has different usage rate, the commonly used aspect-
phrase may be mentioned more times than other aspect-phrase in reviews. We
took mp3 player reviews as an example to carry on the statistical of the aspect-
phrase capacity for each aspect. For example, the maximum capacity is 30 for
aspect “sound” and 17 for aspect “appearance” etc.. In each aspect, the maxi-
mum capacity of the commonly used aspect-phrase is much bigger than others.
Usually there is a most concerned aspect-phrase in each aspect, whose capacity is
the maximum one, such as aspect-phrase “case” in aspect “appearance” whose
capacity is 17. Therefore we use the maximum capacity in all aspect-phrases,
denoted as M , to estimate the capacity constraint:

C = M ∗ α (2)

where α is a scale coefficient. In our experiment we set it as 1.2.

2.2 The Capacity-Constrained K-Means Algorithm

Recent research has incorporated background knowledge, such as must-link and
cannot-link constraints, into clustering algorithm. In addition, some work has
considered balancing constraints, in which each cluster must have the same size.
However, little work has been reported on using the capacity constraints for clus-
tering. In our CC-Kmeans algorithm, the constraint is not the size of instances
but the sum of capacities of all instances in each group. In other words, we con-
strain the total capacity in each cluster while balancing constrained algorithm
constrains the number of instances.

In the problem of clustering with capacity constraint, it has given the maxi-
mum capacity of cluster as prior knowledge. And the preliminary partition result
can be obtained by performing traditional K-means. Then the problem is for-
mulated as follows.

Given a instance sets of n instances, for each instance pi its capacity is
Cp

i . Let G = {G1, G2, ..., Gk} be a partition with k clusters, and Gj contains
Zj instances as {pjd}Zj

d=1. The capacity for cluster Gj denotes as CG
j , then the

capacity constraint is

CG
j =

Zj∑

d=1

Cp
d < C (3)

For tackling the capacity constrained problem, we propose CC-Kmeans which
is a modification to the standard k-means algorithm. CC-Kmeans provides a
strategy to resolve conflict when not satisfying constraint. To be precise, there
is a precondition that a cluster Gk has reached its capacity, and a new instance
pi is assigned to Gk by standard k-means. For this conflict, CC-Kmeans adjusts
cluster-internal instances according to the distances between these instances and
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cluster center. Therefore the choice of the cluster center in CC-Kmeans is more
sensitive than standard k-means.

In CC-Kmeans, we firstly randomly select the initial cluster center from the
top m% instances according to its capacity. This step is under an assumption
that the mostly frequent used aspect-phrases are usually coming from different
aspects. Although the assumption is not always meet, it is still a well initial-
ization approach and experimental results demonstrate its effectiveness. Sec-
ondly, we adjust some instances when occurring conflict like this: 1) Finding all
instances whose distance to cluster center is larger than pi; 2) If the capacity
sum of these instances is smaller than Cp

i then move out enough instances and
move pi into cluster, otherwise group pi to other cluster.

For example, in Fig.3, if grouping p1 into cluster G1, the cluster capacity
violates constraint. So, it must move out some instances to satisfy the constraint.
Since d1 < d4 < d3 < d2, the three instances d4, d3 and d2 are undetermined
instance in G1. Then some undetermined instances will be moved out to free
capacity. Because Cp

2 + Cp
3 > Cp

1 , by removing p2 and p3, it will free enough
capacity for populating p1. Finally, p1 is moved into cluster, G1 and p2 and p3
are moved out.

center of a group

other instance
undetermined instance

distance
move out
move into

d1=0.56
d2=0.71
d3=0.68
d4=0.65

G1

p1

p2

p3 d3

d2

d1

p4

d4C1=15
C2=  7
C3=  9
C4=  6

Fig. 3. A demo of Capacity-Constrained K-Means. p1 is a new coming instance, di is
the distance to cluster center and Cj is the capacity of each instance.

The algorithm is given in Fig. 1. Since our problem is unsupervised, the
same as the existing method about this problem, we assume that the number
of clusters k is specified by the user. The routine of our algorithm is similar to
that of standard K-Means clustering. The input to CC-Kmeans consists of: the
number of clusters k, the capacity constraint C, the factor m and the aspect-
phrase instance list O. The output is k clusters. First, the algorithm initializes
the center of k clusters from top m% instances (line 1). Then an iterative process
is running for grouping instances until convergence (line 2-14). For each instance
that has not assigned to any group, we cluster them under two conditions. If its
closest cluster Gi has free capacity for it, then assign to Gi (line 5-7). If satisfying
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the specified condition, then move out some instance from Gi to free capacity
and assign to Gi (line 8-11). Otherwise the distance to Gi is set as infinity (line
13). After those processing, the center of each cluster updates (line 14). Finally,
the algorithm returns the clusters set G = {G1, G2, · · · , Gk}.

Algorithm 1. Capacity-Constrained K-Means
Input:
k: the number of clusters
m: the factor for initial centers
O: the aspect-phrase instance list
C: the capacity constraint
Output: k clusters G = {G1, G2, · · · , Gk}

1 Selectg1, g2, · · · , gk as the initial cluster centers from top m% instances;
2 while not satisfy the convergence condition of K-Means do
3 for pj ∈ O and Apj = ∅ do /* Apj denotes the assigned group for pj

*/

4 finding the closest cluster Gi to pj ;

5 if CG
i + Cp

j < C then

6 assign pj to Gi;
7 break ;

8 else if existing a minimize set G′
i = {pi1, pi2, ..., pil} and for each

px ∈ G′
i, dpx < doi and CG′

i > Cp
j then

9 for each px ∈ G′
i, set Apx = ∅ ;

10 assign pj to Gi;
11 break ;

12 else
13 setting the distance of pi to Gi as ∞ ;

14 For each cluster Gi, update its center by averaging all of the instances pj
that have been assigned to it;

15 return G

3 Experiments

In this section, we will evaluate our method and compare it with several baselines,
and perform parameter tuning.

3.1 Data Preparation

Four product domains of customer reviews from Customer Review Datasets
(CRD) [6]: digital camera (DC), DVD player, MP3 player (MP3) and cell phone
(PHONE) are employed to evaluate our proposed approach. The aspect label of
each aspect-phrase is annotated by human curators. The statistics are described
in Table 1.
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Table 1. Statistics of the review corpus. # donotes the size

Domain #Sentences #Aspect-phrases #Aspect

DC 330 141 14

DVD 247 109 10

MP3 581 183 10

PHONE 231 102 12

3.2 Evaluation Measures

Since the problem of grouping aspect-phrase is a clustering task, four common
measures for clustering algorithm are used to performance evaluation: Purity,
Entropy, Normalized Mutual Information and Rand Index.

Purity: Purity is the percentage of correctly clustered point, i.e., a cluster con-
tains only data point from one gold-standard partition.

Entropy: Entropy looks at how the various groups of data are distributed within
each cluster.

NMI: The Normalized Mutual Information(NMI) is defined as the mutual infor-
mation between the cluster assignments and the gold-standard normalized by the
arithmetic mean of the maximum possible entropies of the empirical marginals.

RI: The Rand Index(RI) views a clustering of the data as a linkage decision for
each pair of data points. A pair is considered correct if the proposed clustering
agrees with the target clustering.

Table 2. Comparison of Purity and Entropy with baselines.

Purity Entropy

DC DVD MP3 PHONE avg DC DVD MP3 PHONE avg

L-EM 0.392857 0.452528 0.286667 0.376471 0.37713075 2.377254 1.895629 2.603609 2.197380 2.26846800
Kmeans 0.419643 0.413793 0.260000 0.376471 0.36747675 2.049228 2.121276 2.599757 2.323000 2.27331525

CC-Kmeans 0.461071 0.462759 0.316667 0.413529 0.4135065 1.913043 1.886443 2.473213 2.062543 2.0838105

Table 3. Comparison of NMI and RI with baselines.

NMI RI

DC DVD MP3 PHONE avg DC DVD MP3 PHONE avg

L-EM 0.333289 0.403164 0.210720 0.402587 0.33744000 0.730373 0.823518 0.714899 0.781793 0.76264575
Kmeans 0.381871 0.355836 0.193434 0.385966 0.32927675 0.832207 0.810211 0.771633 0.701961 0.77900300

CC-Kmeans 0.419807 0.419813 0.233724 0.438543 0.37797175 0.845373 0.836140 0.791365 0.804902 0.81944500
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3.3 Baseline Methods and Settings

The proposed CC-Kmeans algorithm is compared with a number of existing
methods, all of them are context-based models. We list these methods as follows.2

L-EM: This is a state-of-the-art unsupervised method for clustering aspect-
phrases [22]. L-EM employed lexical knowledge to provide a better initialization
for EM.

K-Means: It is the most popular clustering algorithm based on distributional
similarity with cosine as the similarity measure and TF (Term Frequency) as
the feature weight.

Since all methods based on Kmeans depend on the random initiation, we use
the average results of 10 runs as the final result. For L-EM, we use the same
parameter settings with the original paper.

3.4 Evaluation Results

Now, we present and compare the results of CC-Kmeans and the two baseline
methods based on 4 domains. All the results are shown in Table 2, Table 3, avg
represents the average result of the 4 domains. For Entropy, the smaller value is
the better, but for Purity, NMI and RI, the larger the better. We can see that
our approach outperforms baseline methods on the average result of all domains.
In addition, we make the following observations:

– Without using any pro-existing knowledge, Kmeans performs poorly, which
illustrates that only exploiting the distributional information of aspect-
phrase is far from sufficient.

– L-EM gets the middle level results, where it exploits the unfiltered lexical
knowledge to provide constraint which may suffer from noisy must-links. At
the same time, it initializes group center by using lexical knowledge which
improves the results.

– CC-Kmeans produces the optimal results among all models for clustering.
It shows the advantages of our proposed capacity constrained method.

3.5 Influence of Parameter

We varied the factor m from 0 to 100 with an interval of 10 to see how it impacts
on the performance of the proposed CC-Kmeans method. Take DVD data set as
an example, we represent metric results using the percentage of growth compared
with K-means, the results are given in Figure 4. When m is set to zero, it means
that top k instances are selected. With the growth of m, the selection scope is
more and more large, until m = 100 which means all of the instances may be
selected as initial center (deduced to standard K-means initialization). As shown

2 The topic-model-based method is another state-of-the-art method in which it need
a large scale domain auxiliary corpus. Since our target corpus is small, it is unable
to make a fair comparison with this kind of method.
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Fig. 4. Influence of the factor m in CC-Kmeans. The growth is based on the result of
standard initialization in K-means, 0% means there is no increasement compare with
standard initialization.

in Figure 4, the performance of the CC-Kmeans fluctuates up and down and
peaks at m = 20. This phenomenon explains that assigning a small or large
range to select initial center is not efficient, and the better way is to assign a
proper range for initial center selection.

4 Related Work

Our work is related to two important research topics: aspect-level sentiment
analysis and semi-supervised clustering.

For aspect-level sentiment analysis, there are many studies on clustering
aspect-phrases. There are some topic-model-based approaches that works joint
extract aspect-phrases and group them at the same time[2,8,12,15,17,19,23,25].
Those methods tend to discover coarse-grained and grouped aspect-phrases but
not specific opinionated aspect-phrase themselves. In addition, [22] showed that
it does not perform well even considering pre-existing knowledge. And some
other works focus on grouping aspect-phrases. [5] grouped aspect-phrases using
multi-level LaSA method which exploited the virtual context documents and
semantic structure of aspect-phrase. [21,23] used an EM-based semi-supervised
learning method for clustering aspect-phrase in which the lexical knowledge is
used to provide a better initialization for EM. [24] proposed a framework of Pos-
terior Regularization to cluster aspect-phrases in which it formalizes sentiment
distribution consistency as soft constraint. This method requests a special semi-
structured customer reviews to estimate the sentiment distribution. Therefore,
our method does not compared with it.

Our work is also related to semi-supervised clustering, which uses constraints
in cluster process. First, there are two pair-wise constraints: must-link (ML) and
cannot-link (CL). [20] incorporated ML and CL constraints into K-means pro-
posed CopKmeans, in which the constraints are not allowed to violate during the
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clustering process. [1] exploited a small number of labelled samples to generate
initial centroids for K-means. [4,26,27] were considered balanced clustering (can
be seen as size constrained), they constrained the number of instance in each
cluster with a fixed size. In our method, we constrain the capacity but not size of
each cluster, in which the capacity can be seen as weight of an instance. Actually,
capacity constraint can be regarded as a combination individual characteristic
(weight) and group characteristic (capacity).

5 Conclusion

This paper studies the problem of product aspect-phrase grouping for aspect-
level sentiment analysis. For this grouping task, this paper explores a novel
concept, capacity limitation. We encode the number of sentences which has
mentioned the same aspect as capacity, and then solve the capacity limitation
clustering problem in our proposed CC-Kmeans algorithm. Experiments show
that our approach is superior to state-of-the-art baselines.
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Abstract. Traditional topic models illustrate how documents can be
modeled as mixtures of topic probability distributions, which provides a
simple method for discovering author’s research interests from a collec-
tion of documents. However, existing topic models such as the simplest
author model [1] and the author-topic model (ATM) [2] mainly detect
popular research topics and largely neglect unpopular ones. In these mod-
els, general topical words are grouped into the shared word distribution
of each topic, but the words contained in each author-specific distribution
that best describe the authors’ research interests are not included. Thus,
a novel author-topic model for discovering unpopular research interests
(URI-ATM) is proposed, which incorporates a new control variable k
that takes on different values when the words belong to different types
of research topics. In the model, each topic is associated with two classes
of word distributions: one is the popular class among all authors, and
the other is the author-specific class from which the document comes.
After the URI-ATM is explained, a variety of qualitative and quantita-
tive evaluations are performed. The results demonstrate the advantage
of our approach over comparative ones.

Keywords: Probabilistic topic model · Popular topics · Unpopular
topics

1 Introduction

Research interests analysis is very useful in many applications such as finding a
research partner or tracking hot topics. Fortunately, probabilistic topic models
can be used in analyzing research interests, e.g. Multi-label text classification
with a mixture model trained by EM (TCM) [1] and ATM. However, in these
models, each topic is represented as a probability distribution over words for
that topic, which is identical for all authors. Consequently, only popular research
interests can be addressed and unpopular ones (e.g. topics researched by just one
author) are neglected. This is undesirable in many real-world situations, where
authors do not only share interests with others, but also have their special inter-
ests. Therefore, we propose a new author-topic model URI-ATM for discovering
unpopular research interests, which combines ccMix (A cross-collection mixture
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 382–393, 2015.
DOI: 10.1007/978-3-319-25159-2 35
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model for comparative text mining) [3] with ATM. URI-ATM improves ccMix
by replacing pLSI (probabilistic latent semantic indexing) [4] framework with
ATM. Besides the advantages of ATM over pLSI such as the incorporation of
Dirichlet priors, being a natural way to deal with new documents and better
extracting authors’ interests, our model also avoids the limitations of using a
single user-defined parameter.

Unlike previous author models, in URI-ATM, each author is associated with
two classes of words: one represents the popular topics, the other represents the
unpopular ones. Therefore, URI-ATM not only can capture the common research
interests of authors as ATM, but also discover the special research interests of
authors, which can describe author preference better and cannot be discovered
by all the previous author models. In addition, URI-ATM can be used to support
a variety of interactive and exploratory queries on sets of documents and authors,
including analysis of which word is unique and which word is shared for each
topic and each author, who pays more attention on popular research interests,
and who are experts in a special academic domain. In URI-ATM, the topic-word
distributions which represent the common research interests and special research
interests of authors are learned from data in an unsupervised manner using a
Markov chain Monte Carlo algorithm.

The contributions of our work can be summarized as follows:

– We present a new author-topic model for better research interests extraction.
– We devise an inference scheme that can better generalize data and is less

reliant on user-defined parameters.
– Experimental results demonstrate that the proposed model can extract

important information on popular and unpopular research interests respec-
tively. Additionally, it can achieve higher performance than TCM and ATM.

2 Related Work

Probabilistic topic models have been widely used in many academic domains
[5,6], which can be applied to discover author’s research interests.

The most basic generative model that assumes document topicality is the
standard Naive Bayes model (NBM) [7]. But NBM is often too limited as it is a
single-topic approach. A better assumption is that each document is a mixture
of topics, probabilistic latent semantic indexing (pLSI) [4] is one of such models.

In pLSI, the probability of seeing the ith word wi in a document d is:

p (wi|d) =
∑

z∈Z

p (wi|z) p(z|d) , (1)

where z denotes a single topic, Z is the set of topics.The main criticism to pLSI
is that each document is represented as a variable d and it is not clear how to use
it to assign probability to a previously unseen document. Blei et al. addressed
this issue by proposing a more general Bayesian model called latent Dirichlet
allocation (LDA) [8]. However, LDA has no explicit information about authors,
and can not be used to discover the preferences of authors.
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TCM is the primary probabilistic topic model, which can be used to detect
author’s interests. This Bayesian model simultaneously models document content
and its authors’ interests with a 1−1 correspondence between topics and authors.
However, TCM does not provide any information about document content that
goes beyond the words that appear in the document and the authors of the
document. Such problems can be resolved by ATM, in which each author is
represented by a probability distribution over topics and each topic is represented
as a probability distribution over words for that topic. Nevertheless, in ATM,
each author is associated with one kind of topics. It doesn’t distinguish between
popular and unpopular ones for the interests of authors and only focus on the
popular research interests, which is undesirable in many real-world situations.
Because each author usually has his own research interests while sharing common
ones with others. Furthermore, author-specific interest can best describe that
authors’ interests.

URI-ATM is also inspired by the success of the application of ccMix in infor-
mation retrieval and text analysis domains. Under the ccMix model, the proba-
bility of generating a word in a document belonging to collection c is:

p (w) = (1 − λB)
∑

z∈Z

p (z) (λCp (w|z) + (1 − λC) p(w|z, c)) + λBp(w|B) , (2)

where λB is the probability of choosing a word from the background word distri-
bution. λC is the probability of drawing a word from the collection-independent
word distribution instead of the collection-specific distribution. In ccMix, both
λB and λC are defined by users. The other parameters can be estimated using
the Expectation-Maximization algorithm [9].

The proposed model, URI-ATM, drawing upon the strengths of the models
described above. It can provide a more comprehensive extraction on research
preferences by aditionally considering unpopular research interests. URI-ATM
does not require a manually predefined parameter λC , which is learned auto-
matically from the data. Furthermore, we allow the probability λC to depend
on author and topic, which is a less restrictive assumption. Besides, an obvious
structural difference between URI-ATM and ccMix is that ccMix has a special
topic for background words, whereas we simply address this by removing stop
words during preprocessing, which seems to give reasonable performance in this
respect. Removing stop words significantly reduces the number of tokens in the
data, which leads to shortening the time needed to estimate the model.

URI-ATM shares the same assumption with the LDA Collocation [10] and
Topical N-Grams [11] models that each word can come from two different word
distributions, one of which depends on another observable variable. The key dif-
ference here is that in these models, the alternative word distribution depends
on the word preceding a token, while the one in URI-ATM depends on the doc-
ument’s author. The proposed model is also related to the hierarchical Pachinko
allocation model (hPAM ) [12]. One of the main differences here is that the dis-
covered hierarchies in hPAM can be arbitrary, whereas the graphical structure
of URI-ATM is pre-determined such that each topic has exactly one “sub-topic”
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representing each author. There are many other topic models which are used in
computational linguistics, such as predicting response to political webposts [13],
analyzing Enron and academic emails [14], analyzing voting records and corre-
sponding text of resolutions from the U.S. Senate and the U.N. [15], as well as
studying the history of ideas in various research fields [16,17]. In addition to this,
Markov topic model (MTM) [18] can simultaneously learn the topic structure of
a single collection while discovering correlated topics in other collections. How-
ever, all these existing approaches do not explicitly model the popular research
interests and the unpopular research interests as we do in this research.

3 The Model for Discovering Unpopular Research
Interests

In this section, we introduce an extension to the ATM for better exploring
author’s research interests, which is denoted as an author-topic model for discov-
ering unpopular research interests (URI-ATM). URI-ATM belongs to the family
of generative text models where words are viewed as discrete random variables,
a document contains a fixed number of topics, and each word takes one value
from a predefined vocabulary set. The model is similar to ATM, but with a key
enhancement of categorizing words into two different kinds of research interests:
popular research interests and unpopular ones.

3.1 An Overview of URI-ATM

In URI-ATM, each author is associated with a multinomial distribution over
topics, represented by θ. Each topic is associated with two classes of word dis-
tributions: one is that shared among all authors, and the other is unique to the
author from which the document comes, represented by φ and ϑ respectively.
The multinomial distributions θ, φ and ϑ have corresponding Dirichlet priors
with hyperparameters α, β and δ.

When generating a document under URI-ATM, an author a is firstly sampled
uniformly from ad (ad is the set of authors), then a topic z is sampled from the
multinomial distribution θ associated with author a, and a coin k is flipped to
determine the word w whether to draw from the popular topic-word distribution
φ or the topic’s author-specific distribution ϑ. This sampling process is repeated
Nd times to form document d. The probability of k being 1 or 0 comes from a
Bernoulli distribution and depends on the author and the topic of current token.

The generative process is as following:

– Draw an author-independent multinomial word distribution φz from
Dirichlet(β) for each topic z.

– Draw an author-specific multinomial word distribution ϑz,a from
Dirichlet(δ) for each topic z and each author a.

– Choose an author a and draw a multinomial topic distribution θa from
Dirichlet(α) for each author a.
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– Draw a Bernoulli distribution μz,a from beta(λ0, λ1) for each topic z and
each author a.

– For each document d, each word ωi in d.
• Sample a topic zi from θa.
• Sample ki from μz,a.
• If ki = 0, sample a popular word ωi from φz;

If ki = 1, sample a unpopular word ωi from ϑz,a.

The graphical model corresponding to this process is shown in Fig.1.
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Fig. 1. Graphical representation of URI-ATM. A is the number of authors, T is the
number of topics, D is the number of documents, ad is the set of authors, and Nd is
the length of each document d.

3.2 Inference and Parameter Estimation

A variety of algorithms have been used to estimate the parameters of topic
models [7,19]. In this paper we utilize Gibbs sampling [19], a type of Markov
chain Monte Carlo algorithm.

In some applications, topic models are very sensitive to hyper-parameters,
and it is extremely important to set the right values for the hyper-parameters.
However, for particular applications discussed in this paper, after trying out
many different hyper-parameter settings, we find that the performance sensitiv-
ity in respect of hyper-parameter changes is not very strong. Thus, in all the
experiments described in this paper we do not estimate the hyper-parameters
α, β, δ, λ0 and λ1 − instead they are fixed to 50/T , 0.01, 0.01, 1.0 and 1.0
respectively.

In a Gibbs sampler, one iteratively samples the new assignments of the vari-
ables by drawing from the distributions conditioned on the current assignments
of all other variables in the model [20]. In each Gibbs sampling iteration we
alternately sample new assignments of a, z, and k with the following equations:

p (ai|a−i, z, α) ∝ Czi
ai

+ α

Cai
+ Tα

(3)
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p (zi|k = 0, z−i,w,a, α, β) ∝ Cwi
zi

+ β

Czi
+ Wβ

× Czi
ai

+ α

Cai
+ Tα

(4)

p (zi|k = 1, z−i,w,a, α, δ) ∝ Cwi
zi,ai

+ δ

Czi,ai
+ Wδ

× Czi
ai

+ α

Cai
+ Tα

(5)

p (ki = 0|k−i, z,w,a, λ, β) ∝ Cwi
zi

+ β

Czi
+ Wβ

× Ck=0
z,a + λ0

Cz,a + λ0 + λ1
(6)

p (ki = 1|k−i, z,w,a, λ, δ) ∝ Cwi
zi,ai

+ δ

Czi,ai
+ Wδ

× Ck =1
z,a + λ1

Cz,a + λ0 + λ1
(7)

where Cx
y denotes the number of times of topic x has been assigned to y, exclud-

ing the assignment of the current token i, Cy denotes the number of times of all
topics have been assigned to y, W is the size of the vocabulary set. Because of
the conjugacy of the Beta/Dirichlet and binomial/multinomial distributions,
we can integrate out θ, φ, ϑ and μ to obtain these equations, a technique known
as “collapsed” Gibbs sampling [21]. Meanwhile, k should be initialized as 0 for
all tokens that is, we initially assume that everything comes from the popu-
lar word distributions, otherwise the author-specific word distributions will be
formed independently.

4 Experiments

4.1 The Data

A real-world dataset was collected using Microsoft Academic Search (MAS) API,
which includes 5320 authors, 5662 abstracts of documents. We preprocessed this
dataset by removing stop words and words appearing less than five times, which
yielded a vocabulary set containing 3273 distinct words. Besides, we partitioned
the dataset into one subset of 4/5 of the data on which the models are learned
and one evaluation set of the remaining 1/5 for all following experiments.

4.2 Learning Different Types of Author-Topics

In this experiment, we try to discover popular topics and unpopular topics by
running our model on texts from the real-word dataset. We show some real
examples of the experimental results in Table 1. From the table, we can know
that Topic 1 is the common topic which is popular among Gunnar Ratsch, Pedro
Domingos and Shie Mannor etc. Topic 2 is popular among Sanda Harabagiu,
Barry Smyth and Rina Dechter etc. Meanwhile, all authors have their special
research interests. For example, the words such as model, tree, task, depth etc.
can describe the special research interest of Rina Dechter.

Table 1 demonstrates that URI-ATM does automatically discover meaning-
ful research interests of authors with a satisfying accuracy. The words which are
used to describe the popular topics and the unpopular topics are quite intuitive
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Table 1. The popular topics and the unpopular topics discovered by URI-ATM

Topic 1:
network detect logic

error model learn domain
algorithm measur stream

Topic 2:
web source information knowledge

methodology internet bayesian
terabyte posterior mobile

Gunnar Ratsch Pedro Domingos Shie Mannor Sanda Harabagiu Barry Smyth Rina Dechter

classifier relation reinforcement semantic recommend model
iteration feature empiric extract search tree
linear markov weak scenario portal task
boost combine consider topic feedback depth
regress origin policy textual collaboration algorithm

hypothesis order environment summary construct graph
infinite formula term information preference constraint

ensemble uncertainty achieve answer route translation
margin constant repeat technique access exploration

compound decompose support approach map framework

and, indeed, quite precise in the sense of conveying the research interests. How-
ever, ATM can only detect the popular topics as it assumes that the distribution
of words over topics − p(w|z, a) is identical for each user. In contrast, we adopt
an independent distribution of p(w|z, a) for each author in URI-ATM, which
seems to have reasonable performance in this respect. Because for the same topic
Topic 1, different authors such as Gunnar Ratsch and Pedro Domingos who are
researching different methods will have different distributions of p(w|z, a).

4.3 Popular and Unpopular Topics for New Documents and
Authors

In many applications, we would like to quickly obtain the topics assignments
for new documents and authors not contained in the training dataset. Since
our Monte Carlo algorithm requires significant processing time for many docu-
ments, it would be computationally inefficient to run the algorithm for every new
document added to our dataset. Consequently, we impliment the Monte Carlo
algorithm [19] that runs only on the word tokens in the new document, leading
quickly to likely assignments of words to authors and topics. An example of this
type of inference is shown in Fig.2. Five authors and their coauthored abstract.
(In fact, this abstract is coauthored by nine authors, but MAS just display five
authors).

Fig.2 shows the results after the model has classified each word according to
these coauthors. Note that URI-ATM only sees a bag of words and is not aware
of the word order that we see in the figure. Blue color (the italic words) shows the
words classified by the model for the popular topics and green color (the under-
lined words) shows the words corresponding to the unpopular topics. The super-
scripts 1, 2, 3, 4, 5 indicate words classified by the model for Sanda Harabagiu,
Dan Moldovan, Rada Mihalcea, Vasile Rus, and Mihai Surdeanu respectively.
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This paper1 presents1 an open2-domain1 textual1 Question1-Answering1

system1 that uses several1 feedback1 loops3 to enhance1 its performance1. These
feedback1 loops3 combine1 in a new way1 statistical1 results3 with syntactic1,
semantic1 or pragmatic1 information1 derived1 from texts1 and lexical1
databases2. The paper1 represents1 the contribution4 of each feedback1 loop5 to
the overall1 performance1 of 76% human2-assessed1 precise1 answers1

Fig. 2. Automated labeling of an abstract from five authors by URI-ATM (Author1=
Sanda Harabagiu; Author2= Dan Moldovan; Author3= Rada Mihal-cea; Author4=
Vasile Rus; Author5= Mihai Surdeanu )

We can learn that all of the significant content words are classified correctly.
The number of words in blue color is much more than that of the words in
green.

4.4 Examples of Topic and Author Distributions

The proposed model can detect the contributions of different authors to partic-
ular topics. Figures.3 ((a)-(d)) illustrate four examples of topics’ distributions
over different authors, which are obtained at the 200th iteration of a particular
Gibbs sampler run using URI-ATM.
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(b) Fernando Pereira
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(c) Paul Mcnamee
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Fig. 3. Topics’ distributions over different authors

In Fig.3, the blue color indicates the probability of popular words of each
topic from the authors, the red color indicates the probability of unpopular words
of each topic from the authors. Taking author Fernando Pereira and topic 1 as
an example, we compute the probability p as:
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p = the number of popular/unpopular words of topic1 from Fernando Pereira
the total number of popular/unpopular words of topic1 .

From the figures, we can learn that these four authors focus on distinct topics
and their contributions to popular and unpopular topics are various. We can
also find some other interesting differences. For example, the topic distributions
corresponding to Fernando Pereira, Sudipto Guha and Andrew Mccallum are
more extensive than the distribution corresponding to Paul Mcnamee, which
shows they contributed on more topics than Paul Mcnamee did. Meanwhile, it
is very obvious, Paul Mcnamee and Fernando Pereira are more closely related
to unpopular words than Andrew Mccallum and Sudipto Guha relatively.

4.5 Evaluating the Prediction Power

Perplexity is a standard measure for estimating the performance of a probabilis-
tic model, the lower the perplexity the better the performance of the model. We
evaluated URI-ATM in terms of perplexity to demonstrate its ability to predict
words on new unseen documents. The perplexity score of a new unseen docu-
ment d that contains words wd, and is conditioned on the known authors ad of
the document, is defined as:

Perplexity(wd |ad,D
train) = exp

(

− log p
(
wd |ad,D

train
)

Nd

)

(8)

where Nd is the number of words in the test document, Dtrain is the set of
training documents. We report the average perplexity of all test documents for
all of the data. Therein, we obtain p(wd|ad,D

train) of TCM, ATM and URI-
ATM using the following equations respectively:

TCM: P (wd|ad,D
train) ≈

Nd∏

i=1

1
Ad

∑

a∈ad

C
wi
ai

+β

Cai
+Wβ

ATM: P (wd|ad,D
train) ≈

Nd∏

i=1

1
Ad

∑

a∈ad,z

C
wi
zi,ai

+β

Czi,ai
+Wβ × C

zi
ai

+α

Cai
+Tα

URI-ATM:

P (wd|ad, D
train) ≈

Nd∏

i=1

⎡

⎣ 1

Ad

∑

a∈ad,z

(
Cwi

zi + β

Czi + Wβ
× Ck=0

z,a + λ0

Cz,a + λ0 + λ1
+

Cwi
zi,ai

+ δ

Czi,ai + Wδ
× Ck=1

z,a + λ1

Cz,a + λ0 + λ1

)

× Czi
ai

+ α

Cai + Tα

] where Ad is the

author number of document d.
In order to conduct a fair comparison, we test the performance of TCM and

ATM by varying the number of topics, and set T = 20 for TCM, ATM and
URI-ATM in the experiments since both TCM and ATM have their best per-
formances in this case. Fig.4 shows the comparison of three models. Due to the
much simpler model structure, TCM has much worse perplexity. We can also
learn that all the lower perplexities obtained by URI-ATM with different num-
bers of topics are not achieved by ATM. It means that URI-ATM can predict
words on new unseen documents well. It has significantly better predictive power
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than ATM over a large number of test documents. The main reason is as follows.
In ATM, the distribution of words over topics − p(w|z, a) is uniform, there is
no difference among different authors. However, p(w|z, a) should be various for
distinct authors in many real situations, because each user usually has his own
research interests while sharing common ones with others. ATM can discover
who are likely to have authored documents similar to an observed one, and who
produces similar work. But it neglects the special aspects of a document or an
author, some particular words may be assigned to common topics. In contrast,
URI-ATM provides a more comprehensive solution: in addition to the distribu-
tions of the common topics, it also takes into consideration the distributions
of the special topics. In URI-ATM, p(w|z, a) has an independent distribution
for each author. It can more precisely describe the documents’ content by dis-
covering both popular and unpopular topics. Therefore, it can be claimed that
URI-ATM can yield more appropriate results than ATM in predicting words on
new unseen documents, and better than the ATM in other performance metrics.
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Fig. 4. Perplexity as a function of iterations of the Gibbs sampler

4.6 Document Classification

In this subsection, we describe an illustrative experiment to classify all the doc-
uments of the test set with the generative models. We give the comparative
result of URI-ATM with TCM and ATM to evaluate the quality of our model.
The result is shown in Table 2. For these models, classification of an unlabeled
document d thus becomes the problem of choosing the author a that maximizes
p(a|d) as the following formulas respectively:

TCM: p(a|d) ∝ p (a)
∏

w∈d

p(w|a)

ATM: p(a|d) ∝ p (a)
∏

w∈d

∑

z
p(z|w)p(w|z, a)

URI-ATM:
p(a|d) ∝p (a)

∏

w∈d

∑

z

p(z|w) [p (k = 0|a, z) p (w|z, k = 0) +

p(k = 1|a, z)p (w|z, a, k = 1)]
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where p (a) = SN/D , SN is the number of documents coauthored by author a.
All probabilities in these equations are obtained when the models are learned
from the training set, except for p(z|w), which depends on the new documents,
we learn it through another sub-sampling procedure. The result of recall@m
can effectively check if a model can successfully classify unlabeled documents by
comparing the hit rate of the top m authors includes the real author. Hence,
we evaluate recall@m over all comparative models, when m = 10, 20, 30...100.
Obviously, as illustrated in Table 2, recall@m of URI-ATM are consistently
larger than the other two models. Therefore, we can conclude that URI-ATM
can better classify the unlabeled documents than TCM and ATM.

Table 2. The recall@ m of comparative models

Recall@ m 10 20 30 40 50 60 70 80 90 100

URI-ATM 0.414 0.484 0.512 0.530 0.566 0.590 0.616 0.638 0.648 0.662

ATM 0.324 0.370 0.404 0.434 0.456 0.490 0.510 0.538 0.560 0.570

TCM 0.262 0.294 0.306 0.328 0.330 0.334 0.340 0.348 0.356 0.360

5 Conclusion and Future Work

In this paper, we described a probabilistic topic model, URI-ATM, which can
better extracting research interests of authors by discovering both the popu-
lar topics and the unpopular ones. A variety of qualitative and quantitative
evaluations of URI-ATM are performed, including perplexity measurements and
performance measurements of the model used as a generative classifier. Improve-
ments over previous work are demonstrated. In the future, we may extend our
model to be a time-varying one, since the interest of authors is always changing
over time.
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Abstract. Transfer learning has been used as a machine learning method to 
make good use of available language resources for other resource-scarce lan-
guages. However, the cumulative class noise during iterations of transfer learn-
ing can lead to negative transfer which can adversely affect performance when 
more training data is used. In this paper, we propose a novel transfer learning 
method which can detect negative transfers. This approach detects high quality 
samples after certain iterations to identify class noise in new transferred training 
samples and remove them to reduce misclassifications. With the ability to 
detect bad training samples and remove them, our method can make full use of 
large unlabeled training data available in the target language. Furthermore, the 
most important contribution in this paper is the theory of class noise detection. 
Our new class noise detection method overcame the theoretic flaw of a previous 
method based on Gaussian distribution. We applied this transfer learning me-
thod with negative transfer detection to cross lingual opinion analysis. Evalua-
tion on the NLP&CC 2013 cross-lingual opinion analysis dataset shows that the 
proposed approach outperforms the state-of-the-art systems. 

Keywords: Negative transfer · Transfer learning · Class noise detection 

1 Introduction 

Transfer learning has been used as a machine learning method to make use of availa-
ble language resources for other resource-scarce languages. One research area that 
makes use of transfer learning is cross-lingual opinion analysis (CLOA)(Arnold et al., 
2007, Wang, 2009). Opinion analysis aims to identify positive and negative polarities 
of document in running text. Even though supervised learning is proven to be quite 
successful, it requires labeled samples, which are expensive and is the performance 
bottle-neck in opinion analysis especially for relatively resource scarce languages. To 
solve this problem, researchers use transfer leaning to make use of samples from a 
resource-rich source language to help the learning model of target language. 

For languages like Chinese, there is a large quantity of opinion text available from 
Blogs, microblogs, online social networks and product reviews. Yet, labelling them 
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for opinion analysis is still quite time consuming. With the availability of annotated 
resources in English, a natural question is whether we can make use of labeled data in 
English and unlabeled data in Chinese. This is exactly what transductive transfer 
learning (TTL). TTL algorithms try to select samples from unlabeled data in the target 
language with high probability. To obtain the probability of samples in the target 
language, researchers either use the conditional probability or the weighted condition-
al probability of samples in the source language. However, samples with large confi-
dence scores can still have a probability of being misclassified. During training itera-
tions,  misclassification probability will accumulate, causing gradual reduction of the 
quality of transferred samples and eventually triggering also called negative transfer 
(Pan et al., 2010) when the performance degradation when more training data are 
produced and used. A direct way to improve performance is to identify these noisy 
samples assigned with wrong labels and remove them from transferred training data. 

The existing method in practice based on this idea, such as (Gui et. al 2014) and 
(Li and Zhou, 2011) both have theoretically flawed assumption. In their class noise 
detection method, they both use the kNN graph and Gaussian distribution. They use 
kNN graph to detect the concordance rate between a sample and its neighbors. It is 
obviously the low concordance rate of a sample and the neighbors indicate the sample 
have high probability to be a noisy sample. Such that a Gaussian distribution based 
hypothesis testing method is deployed to detect if the sample is a noisy sample. How-
ever, the further one requires small k to satisfy manifold assumption and the later on 
needs large k in kNN graph to cater for Center Limit Theorem. That is the theoretical-
ly flawing in their method. 

In this paper, we propose a class noise reduction method, which use sum of Rade-
macher distribution instead of Gaussian distribution. The main contribution of our 
approach is to correct the theoretically flawing and achieves a better performance. 

The rest of the paper is organized as follows. Section 2 introduces related works in 
transfer learning, cross lingual opinion analysis, and class noise detection technology.  
Section 3 presents our algorithm. Section 4 gives performance evaluation. Section 5 
concludes this paper. 

2 Related Work 

For supervised learning, there are two basic methods for class noise detection: the classi-
fication based method (Brodley and Friedl, 1999; Zhu et al, 2003; Zhu 2004;  
Sluban et al., 2010) and the graph based method (Zighed et al, 2002; Muhlenbach et al, 
2004; Jiang and Zhou, 2004). Class noise detection can also be applied in semi-
supervised learning because noise will multiply in iterations too. Li employed Zighed’s 
cut edge weight statistic method in self-training (Li and Zhou, 2005) and co-training (Li 
and Zhou, 2011). Chao used Li’s kNN based method in tri-training (Chao et al, 2008). F. 
Fukumoto et al. used the support vectors to detect class noise in semi-supervised learning 
(Fukumoto et al, 2013). Y. Cheng has tried to use semi-supervised method (Jiang and 
Zhou, 2004) in transfer learning (Cheng and Li, 2009). His experiment shows that only 
when the source domain and the target domain share similar distributions, their approach 
will not work. 
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In TTL, noise detection methods developed for semi-supervised learning using 
classification based method cannot be used directly because semi-supervised learning 
assumes that the training and the testing samples have the same distribution. A pre-
liminary attempt was made to use graph based method in TTL with negative transfer 
detection (Gui et. al., 2014). The detection method has proven effective, but the algo-
rithm was designed based on the null hypothesis with two assumptions on the data: 
(1) the manifold assumption and (2) the central limit theorem. These assumptions are 
quite reasonable in general learning theory. But they are contradicting each other in 
class noise detection, thus the method has flaws limiting the performance.  How to 
identify the class noise in transfer learning during iterations and how to reduce nega-
tive transfer still remains a problem in transfer learning. 

3 Our Approach 

In this paper, we propose a new graph based method to detect class noise in transfer 
learning. The basic idea is to first select high quality transferred samples labeled by 
the learning algorithm after certain iterations to detect class noise. We then remove 
the class noises to obtain improved training data in the remainder of the training 
phase. This negative sample reduction process can be repeated several times during 
transfer learning. 

Let be the error boundary estimated from samples in time step t-1 and  be 
the error boundary estimated at the current time step t. Theoretically, if , the 
quality of the transferred samples are better than its previous time step and thus the 
samples at t can serve as the guide to detect class noise in samples transferred up to 
time step t-1. In this process, we must address two main issues: the first is how  
to measure the quality of labeled samples from transfer learning; the second is how to 
utilize the high quality labeled samples to identify class noise in training data such 
that they can be removed. 

3.1 Estimating Testing Error 

To determine the quality of the samples from transfer learning, we cannot use the 
training error to estimate true error because the training data and the testing data may 
have different distributions in transfer learning. Hence we employ the Probably Ap-
proximately Correct (PAC) theory to estimate the error boundary (Angluin and Laird, 
1988) similar the work by (Gui, et. Al., 2014). According to the PAC learning theory, 
the error rate boundary  is determined by the size of training set m and the class 
noise rate , defined by: 1/ 1                                                                1  

In TTL, m increases linearly and  is multiplied after each iteration. This means the 
significance of m to performance is higher at beginning of transfer learning and grad-
ually slows down in later iterations. However, class noise accumulates in the whole 
transfer learning process. It is the reason why performance increases initially until 
negative transfer occurs when noise accumulation outperforms learned information.  
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From Formula (1) with an assumed fixed probability , the least error boundary  
is given by(Angluin and Laird, 1988):  2 ln 2 ⁄ / 1                                                     2  

Here, N is a constant decided by the hypothesis space. 
In any iteration during TTL, the hypothesis space is the same and the probability  

is fixed. Thus, the error boundary is determined by the size of the transferred samples 
m and the class noise of transferred samples . According to Formula (2), we apply a 
manifold assumption based method to estimate . We set T as the number of iterations 
to serve as one period for quality estimate. Error boundary is measured over T. If the 
error boundary is reduced, it means that the transferred samples used in this period is 
improved, and the use of transferred samples can improve the performance of a clas-
sifier. Otherwise, transfer learning has fall into negative transfer and the learning 
process should be stopped. 

3.2 Estimation Class Noise 

To measure error boundary given in (2), we need to know the class noise rate  to 
calculate the error boundary. It is obvious that we cannot use the conditional probabil-
ity from the source language to estimate the class noise rate of the transferred sam-
ples. Hence we propose to use the cut edge weight statistic method of the transferred 
samples to estimate the error rate of the labels in transfer learning (Blitzer et al, 2006). 

In the first step, we build a kNN graph, which is sensitive to the class noise, on the 
transferred data using any similarity metric, for example, cosine similarity or the simi-
larity exported by Euclidean distance. Then, for any two connected vertex (xi,yi) and 
(xj,yj) in the kNN graph, the edge weight is given by: ,                                                            3  

Furthermore, a sign function Iij for the two vertices (xi,yi) and (xj,yj), is defined as: 1,  1,                                                                 4  

According to the manifold assumption, the conditional probability P(yi|xi) can be 
approximated by the frequency of P(yi=yj) which is equal to P(Iij=-1). However, in 
opinion annotations, the agreement of two annotators is often no larger than 0.8. This 
means that in the best case P(Iij=-1)=0.2. Hence  follows the Bernoulli distribution 
with p=0.2 in the best case in manual annotations.  

Let Cij={(xj,yj)} be the vertices adjacent to vertex i, the statistical magnitude Si of 
vertex i can be defined as: ∑ ·                                                                5    

Where j refers to vertex j adjacent to vertex i.  
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Notice: Many researchers assume that Si follows the normal distribution according to 
the Center Limit Theorem (Gui and Xu, 2014; Li and Zhou, 2011; Cheng and Li, 
2009). But it requires the k in kNN graph is larger than 25, the distribution of Si will 
approximate to normal distribution. Actually, in most cases, the degree of vertices in 
kNN graph is less than 10 making the Center Limit Theorem not suitable.  

Hence we hereby propose to use the sum of Rademacher distribution to estimate 
the class noise. The sum of Rademacher distribution declares that for a series of ran-
dom variates ξ={ξ1,ξ2,…ξn} where P(ξi=1) = P(ξi=-1), the weighted sum S by a series 
of real positive numbers x={x1,x2,…xn}, S=∑ξixi, for any t>0, the probability should 
follow the boundary: ·                                                               6  

where,  is the Euclidean norm of {x1,x2,…xn}, that is l2 space. Without loss of 
generality, we assume that S is positive here. According to S.J. Montgomery et 
al(Montgomery, Smith. S. J. ,1990), a more compact boundary is given by: 

, ,                                                                   7  
Where 

, , inf                                              8  
Here, x’,x’’∈l2 space and x’+x’’=x. 

(Holmstedt, T. at 1970) has first given an approximation formula of K1,2(x,t) for n
→∞ which is not directly applicable in our case. Hence we calculate K1,2(x,t) in the 
subspace of  noted as K’1,2(x,t). It is obvious that P(S>K’1,2(x,t)) < exp(-t2/2). Let 
x’=αx and x’’=βx, α, β are real number. It can be easily calculated as: 

, ,                                                       9  
Hence for any x={x1,x2,…xn}, P(ξi=1) = P(ξi=-1). For S=∑ξixi, xi>0, Formula (7) is 
rewritten using (9) as:                                                10  
Here  is the  norm of x. Experiment shows that this boundary is more com-
pact than Holmstedt’s method when n is less than 10. Our target is to use Inequality 
(10) to estimate the probability of Si. However, we cannot simply assume the proba-
bility P(Iij=-1) and P(Iij=1) equal to 1/2. Generally speaking, for a sub series 
{ξ1,ξ2,…ξi}, P(ξi=1) =p/q, where p and q are positive integers and p<q. Now, we need 
to find a transformation function to map the general p/q problem to the ½ problem. 
Let the number of -1 in the series as si and the number of 1 as ti. We define a function 
fξ(k) such that fξ(k)=ξi if and only if ti(p-q)+sip>k>ti-1(p-q)+si-1p. By this definition, 
there exists a matrix M such that: 

1 , 2 , …                                         11  
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It can be proven that in the series ξ’={ξ’1,ξ’2,…ξ’N}  defined by ξ’=ξM, P(ξ'i=1)=1/2 
if and only if P(ξ'i=1)=p/q. 

After this transformation, we can get a new series from Iij noted as I’ij and the cor-
responding w={w’ij}. Employ the (11) we can get: 

·                                     12  
We assume the S is positive at first, and the probability of 0 is 0.5 in sum of 
Rademacher distribution. This means the least class noise rate of samples (xi, yi) is: 

1 0.5 exp ∑ ·2                                        13  
We take the general significant level of 0.05 to reject the null hypothesis. It means 
that if  of (xi, yi) is larger than 0.95, the sample will be considered as a noisy  
sample.  

In experiment, the threshold calculated by our approach is more flexible and rea-
sonable than the manual threshold in kNN and the original cut weight edge statistics 
based threshold. 

Based on the equation (13), it can be easily calculate the error boundary of trans-
ferred samples after particular iteration is: 2 ln 2 ⁄ | || | ∑ 1 0.5 exp ∑ ·2  

Here,  is the candidate transfer set,  is the labeled transfer set. |·| is the size 
of a set,  is the error boundary of the classifier trained by the transfer samples in 
next iteration. 

3.3 TTL with Class Noise Detection  

Based on the class noise measures, we propose to introduce class noise detection into 
TTL to reduce cumulative noise and negative transfer. 

Assume that there are n training samples from the source language distribution 
: , . . . ~ , 1,2, … ,  , 

here  is the label of , and it comes from manual annotation so the class noise 
rate of this label is assumed to be 0. With similar definition, there are m unlabeled 
samples from the target language distribution : | . . . ~ , 1,2, … ,  
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TTL uses labeled and unlabeled data from both L and U to solve the classification 
problem in the target language. Our algorithm periodically conducts class noise detec-
tion based on an algorithm parameter T, the quality estimate period(use fixed number 
of iterations), to estimate the class noise rate of transferred samples. Based on the 
average class noise, the error boundary is used as the indication of quality. If the add-
ed samples in the current T are of high quality, they can be used to detect class noise 
in transferred training data. Otherwise, transfer learning should terminate because 
there is no point to continue if the samples with the highest confidence still lead to 
negative transfer. Below is the pseudo code of our algorithm: 
 

New Algorithm : Negative transfer detection and noise removal for transfer 
learning classifier C  
Input: C, L, U, T,  K  
Variables:  = , /* candidate transfer set 

 = , /* labeled transfer set 
p,q, /* The number of positive and negative samples added in each iteration 1, 1, /*test error bounds of previous 
                                 /* period and current periods 
G,  /* kNN Graph  
1. Iter = 1;        /* variable as iteration number 
2. While( Iter < K ) /* K is the maximum iterations 
3.     Training classifier C on L; 
4.     Use C to classify U, move p positive and q negative samples with highest 

confidence to  with assigned labels;   /*transfer learning 
5.    If i mod T = 0 then /* start the detection  
6.         built the kNN graph G; 
7.         G calculate by Equation (13); 
8.       Estimate the test error bounds on : 2 ln 2 ⁄ | || | ∑ 1 0.5 exp ∑ ·2  

9.        If > then break 
10.     Else 
11.         For   , move  to U if > 0.95; 
12.          and  = ; 
13.         ;  end; 
14.    end; /* end negative transfer detection 
15. ;    /* end while statement 
End   /* Output: Optimized classifier:  

 
It is well known the computational complexity of kNN is . Here, n is the 

size of training set of kNN graph. Such that for each round of negative transfer detec-
tion, the size of training set is | |, such that the computational complexity of 
each round of negative transfer detection is | | .  
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4 Experiment 
The proposed improved negative transfer detection method is evaluated on the 
NLP&CC 2013 dataset for cross-lingual opinion analysis (in short, NLP&CC)1. In the 
training set, there are 12,000 labeled English data, denoted by Train_ENG, from three 
categories of Amazon.com products reviews, namely DVD, BOOK, MUSIC. There 
are also 120 labeled Chinese product reviews, denoted by Train_CHN, and 94,651 
unlabeled Chinese products reviews, denoted by Dev_CHN. The testing set, denoted 
by Test_CHN), has 12,000 Chinese product reviews with 4000 reviews for each cate-
gory. Details of the dataset are given in Table 1. 

Table 1. The NLP&CC 2013 CLOA dataset 

 DVD BOOK MUSIC 
Train_CHN 40 40 40 
Train_ENG 4,000 4,000 4,000 
Dev_CHN 17,814 47,071 29,677 
Test_CHN 4,000 4,000 4,000 

 
Due to the data is product reviews, the length of each review is limited. Usually 

each document contains one or two sentences. In the experiments, ICTCLAS is used 
as the Chinese word segmentation tool and Google Translator2 is used as the transla-
tor. The monolingual opinion classifiers are based on SVMs (using SVMlight3) while 
features are word unigram and word bigram. 

4.1 Improved CLOA Experiment Result 
In this paper, the basic transfer learning algorithm, used as the baseline system, is the 
co-training method widely used in cross-lingual domain and Support Vector Ma-
chines serves at the basic classifier. The first set of experiments given in Table 2 
shows the performance of the baseline system using the same monolingual opinion 
classifier with three training datasets including Train_CHN, translated Train_ENG 
and their union, respectively. Table 2 shows that the classifier using Train_CHN are 
on avergage 20% worse than the English translated counter part. Using Train_CHN 
and translated Train_ENG, does not make much difference because if training data in 
the target language is too small, it has no impact to performance.  

Table 2. Baseline performances 

 DVD BOOK MUSIC Average 
Train_CHN 0.5515 0.5133 0.5000 0.5216 
Train_ENG(trans) 0.7290 0.7328 0.7215 0.7278 
Train_CHN+ 
Train_ENG(trans) 0.7373 0.7215 0.7423 0.7337 

                                                           
1 http://tcci.ccf.org.cn/conference/2013/dldoc/evdata03.zip 
2 https://translate.google.com 
3 http://svmlight.joachims.org/ 
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In the second set of the experiments, our algorithm(labeled as New) is compared to 
the official best in NLP&CC 2013 CLOA evaluation4 (labeled as HLT-HITSZ) and 
the state-of-the-art system(labeled as Gui) by (Gui et. al., 2014), all of them take the 
co-training approach. Table 3 shows that our algorithm achieves the best perfor-
mance, much better than HLT-HITSZ(3.53%increase), the system without using neg-
ative transfer detection.  

Table 3. Performance compared to Top Systems (p value is less than 0.01) 

Team DVD Music Book Accuracy
HLT-HITSZ 0.7773 0.7513 0.7850 0.7712 
Gui 0.8155 0.7860 0.8005 0.8007 
New 0.8225 0.7973 0.8055 0.8084 

 
Our algorithm is similar to system Gui (Gui et. al, 2014) in that both are graph 

based and have class noise detection.  That is why the performance gap is small. 
However, we differ in class noise detection methods used. The method in system Gui 
is based on theoretically flawed assumptions, and thus, its ability to detect noise class 
is more limited. This is reflected in the improved performance of our algorithm across 
the board. The p value of Wilcoxon Signed-Rank Test is less than 0.01 among 200 
experiments, which means the improvement is significant.  

The third set of experiment examines the effectiveness of negative transfer detec-
tion by comparing to co-training without negative transfer detection (labeled as CO) 
as well two other systems using negative transfer detection one is the classification 
based method (Labeled as CB) (Brodley and Friedl, 1999) and the graph based 
negative transfer method (labeled as GB) (Gui et. al, 2014). The union of Train_CHN 
and Train_ENG serve as labeled data and Dev_CHN as unlabeled data.  

The evaluation on DVD and Book data corresponding to the four CLOA algo-
rithms are shown in Fig. 1. The best performance, the average performance and the 
variance (denoted by VA) is given in Table 4. The black curves in Fig. 1 for CO are 
typical TTL curves. That is, accuracy increases quickly in the beginning of transfer 
learning. Due to the accumulation of noisy data in transferred samples, accuracy starts 
to decrease when negative transfer occurs. It should be pointed out that without the 
ability to detect when negative transfer occurs, there is no way CLOA algorithms can 
guarantee best result because they cannot pick the best termination point in the co-
training algorithm. With negative transfer detection, our algorithm shows a very dif-
ferent behavior. In any case, our algorithm has ability to detect the negative transfer 
and terminate the algorithm such that the result of algorithm is guaranteed to be in the 
top range. By looking at the variance VA (in the scale of 10-5), our algorithm also has 
the smallest value. This means that our algorithm is the most stable among all. 

                                                           
4 http://tcci.ccf.org.cn/conference/2013/dldoc/evres03.pdf 



 Improving Transfer Learning in Cross Lingual Opinion Analysis 403 

 
Fig. 1. Accuracy curves of CLOA for  DVD and Book 

Table 4. CLOA performances on DVD and Book data(p value is less than 0.01) 

 DVD Book 
Best Mean VA Best Mean VA 

CO 0.804 0.797 6.451 0.783 0.777 0.956 
GB 0.816 0.805 3.281 0.786 0.78 0.395 
CB 0.806 0.802 0.622 0.784 0.775 1.713 
New 0.823 0.814 3.033 0.805 0.799 0.377 

 
The accuracy curves for BOOK shown in the right diagram in Fig. 1 are similar to 

that of the DVD subset. An interesting note is that the curve of CB is worse than CO 
for quite some iterations. It means that a wrong strategy for negative transfer detec-
tion can overfit the bias of the basic classifier to get worse performance.  

 

 
Fig. 2. Accuracy curves of CLOA approaches (MUSIC) 

Fig. 2 shows the accuracy curves for the MUSIC dataset with corresponding best, 
average and variance data given in Table 5. The curve is comparatively different from 
DVD and BOOK data because there is no obviously negative transfer in this data set.  
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Table 5. CLOA performances on MUSIC subset (p value is less than 0.01) 

 Best Mean Variance(10-5) 
CO 0.783 0.777 0.956 
GB 0.786 0.780 0.395 
CB 0.784 0.775 1.713 
New 0.797 0.788 0.377 

 
To further examine the ability of the noise detection ability, the 4th set of experi-

ments is conducted on the methods, CB, CB, and our algorithm. In this experiment, 
we take the labeled English and Chinese data in NLP&CC 2013 to train the three 
models 10%, 20%, and 30% levels of noise artificially injected with no transfer learn-
ing involved. Then, we conduct the negative transfer detection after training is com-
pleted to check the error rate, the lower the error is, the better the algorithm is.  

Table 6. Training error with manually class noise 

Language Method 10% noise 20% noise 30% noise 

ENG 
CB 0.173 0.201 0.240 
GB 0.172 0.207 0.254 
New 0.123 0.172 0.258 

CHN 
CB 0.162 0.178 0.209 
GB 0.164 0.184 0.223 
New 0.137 0.160 0.210 

 
Table 6 shows the evaluation results. Results show that our method has obvious 

advantage when noise level is in 10% and 20%. In fact, our noise detection method 
shows a much lower performance reduction than both CB and GB for both Chinese 
and English data. As we pointed out before, GB’s noise reduction ability is much 
limited due to the flaws in its design. However, when the noise level reaches 30%, 
classification based method outperforms graphic based methods although only by a 
small margin. This is because the advantage of CB is in its recall, not in its precision.  
When the class noise rate is low, CB will classify non-class noise data as class noise 
data and delete them. When noise rate increases, the mis-classification data are less, 
and the advantage of high recall makes the performance degrade slower. In practice, it 
is more reasonable to have noise rate between 10% to 20%. 30% noise rate for train-
ing data basically will not work for most of the learning algorithms in the first place. 

To compare the performance of our proposed TTL with supervised learning, the 5th 
set of experiments is conducted. Here, we use 2/3 of Test_CHN with answers as train-
ing data and the rest as testing data. The performance of 3-fold cross validation is 
given in Table 7. The accuracy of our approach is only 0.4% lower than the super-
vised learning method using 2/3 of Test_CHN. In the BOOK dataset, our approach 
achieves even better result. The performance gap in different subsets shows positive 
correlation to the size of Dev_CHN. The more samples are given in Dev_CHN, a 
higher precision is achieved even though these samples are unlabeled. According to 
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the PAC theory, we know that the accuracy of a classifier training from a large train-
ing set with confined class noise rate will approximate the accuracy of classifier train-
ing from a non-class noise training set. This experiment shows that our proposed neg-
ative transfer detection controls the class noise rate in a very limited boundary.  

Table 7. Performance comparison with supervised learning 

 DVD BOOK MUSIC Average 
Supervised 0.833 0.800 0.801 0.811 

New 0.823 0.806 0.797 0.808 

5 Conclusion 

In this paper, we proposed a negative transfer detection approach for transductive 
transfer learning method in order to handle cumulative class noise and reduce the 
negative transfer in process of transfer learning. The basic idea is to utilize high quali-
ty samples after transfer learning to detect the class noise in transferred samples. Our 
new class noise detection method overcame the theoretic flaw of a previous method. 
Experiments using CLOA data show that our proposed approach obtains stable per-
formance improvement by reducing negative transfer. The accuracy of our approach 
is better than the top system by 3.72% on NLP&CC 2013 CLOA evaluation dataset. It 
is also more stable and achieves a better performance than state-of-the-art system on 
this dataset. In future work, we plan to extend this method into other language/domain 
resources to identify more transferred samples. 
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Abstract. Much attention has been paid to web search personalization
and query optimization over the past decade. With the prevalence of
smart phones, the mobile search results for the same query may vary
in regard to the user’s location. In order to provide more precise results
for users, it’s essential to take geographic location into account along
with the user’s input query. In this paper, we try to identify queries
that have location intentions. For example, query “weather forecast” has
a location intention of local city while “The Statue of Liberty” has a
location intention of “New York city”. To identify the location intention
behind a query, we propose a novel method to extract a set of features
and use neural network to classify queries. In the classification of queries
without explicit location names, our experiment shows that our approach
achieves 82.5% at F1 measure and outperforms baselines by 4.2%.

Keywords: Feature selection · Location intention · Query classification

1 Introduction

With the prevalence of smart phones and intelligent personal assistant such as
Siri, the market share of mobile search has occupied half of the whole search
market1. Thus, it becomes crucial to have an eye on the mobile search field.
Conventional web search engines characterized by “one size fits all” provide the
same results for the same keyword queries even though these queries from dif-
ferent users may contain different intentions. According to Welch’s research [1],
about 50% of web search queries with an intention of requesting local informa-
tion, do not have explicit location names. If we can automatically identify queries
that have a location intention, we can provide better user experience by saving
user’s time and reducing interaction times.

Here is a toy example. Some queries, such as “bus terminal” and “house
price”, have location intentions, but some other queries, such as “funny videos”
1 http://ir.baidu.com/phoenix.zhtml?c=188488&p=irol-reportsAnnual
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and “jokes” do not. If a supplementary location name is added to the front
ones, it might help the search engine to understand the user’s intention and
thus return more precise results. We term these two kinds of queries “location
sensitive query” and “ordinary query” respectively in order to make consistency
throughout this paper. Besides these two kinds of queries, there is also another
scenario which is termed “fixed collocation query”. When a user keys in “The
Statue of Liberty”, he most probably means the statue in New York city. This
usually happens when users search for scenic spots, famous universities and other
well-known places of interest.

In real life, if we can know a query is a “fixed collocation query” before search-
ing, we can refine the query by adding a corresponding place name to it, if we
can know the query is a “location sensitive query”, we can utilize the locate func-
tion embbeded in cellphones and get location information to improve searching
results. However, to classify queries according to its location intention is not a triv-
ial problem. To achieve these goals, we face two challenges. Firstly, queries submit-
ted to the search engine usually contain very short keywords. These keywords are
insufficient to reveal user’s real intention [2]. Secondly, in text classification, the
demension of the feature space is very high. In this paper, we regard the problem
of identifying the user’s location intention as a classification problem, and we use
our novel feature selection method and neural network classifier to achieve a high
accuracy in the classification of “fixed collocation queries” and “location sensitive
queries”, which are two tasks we aim to address in this paper.

We conduct extensive experiments on a real-world dataset of mobile search
log in comparison with five baseline methods. The results show the superiority
of our method. In summary, we make the following contributions:

1) We propose a novel feature selection method in the classification of “loca-
tion sensitive queries”.

2) We devise a score function to measure the relevance between a word and
a place name and this function is used to identify “fixed collocation queries”.

3) The experiments on a real world dataset of mobile search log show that
our approach outperforms the baseline methods.

The paper is organized as follows: Section 2 reviews some related works.
Section 3 and Section 4 present our approaches to identify fixed collocation
queries and location sensitive queries respectively. Section 5 describes our exper-
iment results along with discussion. In the last section we conclude our work and
point out possible directions for future work.

2 Related Work

In this section, we review the related work in personalized web search and user’s
intention recognition.

Personalized Web Search. Considerable work has been done in the field of
personalized web search. Bennett et. al [3] investigated how short-term and
long-term user behavior interact, and how they can be used to personalize
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search results. Matthijs and Randlinski [4] collected user’s browsing history via
a browser add-on and used the language model to analyze the captured pages for
personalizing search results. Xiang et. al [5] analyzed the user’s context and used
those contextual features to rank the results of subsequent queries. Kharitonov
and Serdyukov [6] used user’s age and gender for re-ranking and personaliz-
ing search results. Teevan et. al [7] analyzed the re-visitation pattern of users
and classified at least 15% of all clicks as personal navigation in which the user
repeatedly searches for the same page. In the field of query refining or sugges-
tion, Bhatia et. al [8] mined frequently occurring phrases and n-grams from text
collections and deployed them for generating and ranking auto-completion can-
didates. Santos et. al [9] extracted queries that frequently co-appeared in the
same sessions to generate query suggestions. Ozertem et. al [10] presented a
learning-to-rank framework for ranking query suggestions. What differentiates
our work from the previous ones is that we mine “the wisdom of the crowd”
from the mobile search logs. It does not require a particular user’s behavior
data or contextual information to be collected. After the identification of fixed
collocation queries and classification of location sensitive queries, the benefits
can be enjoyed by all users even if we do not know any of a particular user’s
information.

User’s Intention Recognition. Different classification schemes have been pro-
posed to categorize user’s intention behind his search. Lee et. al [11] presented
a set of features to automatically classify user’s intention as either navigational
or informational. Yi [12] and Kamvar [13] categorized the mobile queries into a
taxonomy with a total of 23 top-level predefined categories which covers most
of the areas in the information space. Chuklin [14] proposed a way to model
user’s intention distribution and bias due to different document presentation
types. Dhar [15] utilized semi-supervised learning and user’s previous search log
to classify query intentions.

Welch [1], Vadrevu [16] and Gravano [17] exploited classification techniques
to categorize queries according to their geographic intentions, which are much
related to our work. In Vadrevu’s work [16], they relied on query term co-
occurrence in query logs and built three classifiers to identify regional sensi-
tive queries. However, their regional sensitive queries is coarse-grained, such
as “U.S.A.”, “Japan” and “India”. In contrast, our location sensitive queries
have a hierarchy of three levels: provinces, cities, and counties, which is more
practical. Gravano [17] defined a categorization scheme for queries where they
represented queries by features and used several classifiers to determine query’s
location intention. In Welch’s work [1], a tagging technique and different features
extracted from query logs are combined to classify queries. Several supervised
classifiers were tested. Both of their experiments get a precision at 90% with a
recall less than 50%. Ourdia [18] classified queries into three classes using Kurto-
sis and Kullback-Leibler Divergence measures, and their experiment on a dataset
containing 200 queries achieved the F1 measure of 0.800. Different from their
works, we propose our novel method to extract a set of features and use neural
network to identify the location intention of a query and our experiments on a
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real world dataset which contains 1,000 queries get the F1 measure of 0.825. We
also implement methods proposed by Welch [1] and Ourdia [18] as baselines and
classification results show that our method outperforms theirs.

3 Identify Fixed Collocation Queries

Fixed collocation queries always occur with a corresponding place name. In this
section, we will illustrate how to identify such kind of queries.

3.1 Data and Preprocess

The mobile search log containing 1,402,744 mobile search queries in Chinese
character is provided by IFLYTEK company 2. As Chinese characters do not
have tense or any other form variation, there is no need of stemming or normal-
izing. When implementing word segmentation and stop words elimination, we
adopt two open source packages, i.e., Lucene 3 and IKAnalyzer 4.

3.2 Fixed Collocation Queries Identification

We build a dictionary of 3,223 names of places in China, including all 34 province
names, all 333 city names, and all 2,856 county names. We consider co-occurrence
frequency and term frequency as factors and devise a score function to identify
fixed collocation queries.

Here is an example to show how our approach works. We plot two figures in
Fig. 1, where Fig. 1 (a) represents the co-occurrence frequency distribution of
keyword “Tian’an men” over a set of province names and Fig. 1 (b) represents
the co-occurrence frequency distribution of keyword “sight spot” over a set of
province names as well.

From Fig. 1 (a), there are a total of 1,334 queries that “Tian’anmen” co-
occurred with a province name, and within which 1,317 queries have the word
“Beijing”. From Fig. 1 (b), there are 712 times that “sight spot” co-occurred with
a province name, and we can see that the distribution is much more uniform.

There are many metrics that can represent a distribution, such as variance
and Kurtosis measure. We use co-occurrence frequency as criterion because in
variance and Kurtosis measures, there is a precondition that the results have
a center point. These two criterions are used to measure how much data is
gathered to the center point or how far the numbers are spread out. They are
more suitable for continuous number distribution. In this problem, there is no
center point. Thus, we propose a function including term frequency and co-
occurrence frequency to find out fixed collocation queries.

f(Termi) = max
1<j<Ni

{Pij

Ni
}. (1)

Scorei = (TFi − α) × f(Termi). (2)
2 http://iflytek.com/
3 http://lucene.apache.org/
4 https://code.google.com/p/ik-analyzer/

http://iflytek.com/
http://lucene.apache.org/
https://code.google.com/p/ik-analyzer/
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Fig. 1. Distribution of keywords “Tian’an men” and “sight spot”.

To each word Termi, TFi is its occurrence times. Ni is the times Termi

occurs with a place name. Pij represents the times Termi occurs with a place
name j. Function f(Termi) measures the max proportion of a term with a
place name. To ensure accuracy, we empirically choose 0.9 as the threshold of
f(Termi). We preserve those words whose f(Termi) is larger than 0.9 and
judge whether its occurrence times is larger than a threshold α. Only when the
both conditions are satisfied, we regard it as a fixed collocation query. In the
experiment, we will futher discuss the effect of threshold α.

4 Classify Location Sensitive Queries

We adopt conventional classification techniques to classify location sensitive
queries upon which we propose our feature selection method.

4.1 Feature Selection Methods

In text classification, there will be a large number of features in training and
testing within which there is only a small proportion that is essential. Thus,
how to select the best features becomes a key issue. We propose our novel fea-
ture selection method and use five baselines for comparison. These baselines are
Document Frequency (DF ), Information Gain (IG), Chi-Square Test (CHI ),
Expected Cross Entropy (ECE ) and Mutual Information (MI ).

Document Frequency is the number of documents in which a term occurs.
The assumption is that rare terms are non-informative for category prediction
and will not influence global performance. It is the simplest method and in our
experiment, we select top K words as features in terms of the DF value.

Information Gain is frequently employed as a term goodness criterion in the
field of machine learning [19,20]. It measures the number of bits of information
obtained for category prediction by knowing the presence or absence of a term
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in a document. For term t and class ci, M is the number of classes:

IG(t) = −
M∑

i=1

P (ci)logP (ci) + P (t)
M∑

i=1

P (t|ci)logP (t|ci) + P (t)
M∑

i=1

P (t|ci)logP (t|ci).

In our experiment, we select top K words in terms of the IG value.

Mutual Information is a criterion commonly used in statistical language mod-
elling of word associations [21,22]. If we considers the two way contingency table
of a term t and a category c, where A is the number of times t and c occur, B is
the number of times t occurs without c, C is the number of times c occurs with-
out t, and N is the total number of documents. Then the mutual information
criterion between t and c is defined to be:

MI(t, c) = log
P (t ∧ c)

P (t) × P (c)
≈ log

A × N

(A + C) × (A + B)
.

MI(t,c) has a natural value of zero if t and c are independent. In our experi-
ment, we select top K words in terms of the MI value.

λ2 Statistic (CHI ) measures the lack of independence between t and c and
can be compared to the λ2 distribution with one degree of freedom to judge
extremeness. All the notations have the same definitions as before and D is the
number of times both t and c do not occur. The λ2 measure is defined as:

λ2 =
N × (AD − CB)2

(A + C) × (B + D) × (A + B) × (C + D)
.

The λ2 statistic has a value of zero if t and c are independent. The weakness of
the λ2 statics is not to be reliable for low-frequency terms [23]. In our experiment,
we select top K words in terms of the λ2 value.

Expected Cross Entropy between two probability distributions over the same
underlying set of events measures the average number of bits needed to identify
an event drawn from the set [24]. In information theory, for term t and class ci,
the calculation is as follows:

ECE(t) = p(t)
M∑

i=1

p(t|ci) × log
p(t|ci)
p(ci)

.

In our experiment, we select top K words in terms of the ECE value.
In summary, apparently the DF measure is in favor of common terms over

rare terms. It is not necessarily true in IG or CHI by definition. In theory, a
common term can have a zero-valued IG or λ2 score. It is proved by researches
in past decades that the top three methods that get the best accuracy are λ2

statistic, DF, and IG. However, they all have their own weaknesses.
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4.2 Our Feature Selection Method

Our method is based on fuzzy set theory. Fuzzy sets are those whose elements
have degrees of membership, which are introduced by Lotfi A. Zadeh [25] in 1965
as an extension of the classical notion of set. We mainly devise the membership
function and the final score function.

Fuzzy Entropy. Information theory is concerned with quantification of infor-
mation which is defined as the amount of information conveyed in an event and
depends on the probability of the event. The definition is as follows:

I(A) = −logP (A).

The average information over all events is called the entropy. It is usually
called Shannon entropy if it refers to the classical information entropy:

H(X) = −
n∑

k=1

PklogPk,

where X is a set of random variables and Pk is the set of all probabilities for the
variables in X. Pk = P [X = Xk], where k = 1, 2, ..., n.

The fuzzy entropy proposed by De Luca and Terminal [26] is shown in equa-
tion below. It is defined based on the concept of membership function where
there are n membership functions (μi).

HA = −K

n∑

i=1

{μilog(μi) + (1 − μi)log(1 − μi)}.

Membership Function Design. The design of membership function is the key
point in calculation of fuzzy entropy. In short text classification, we consider two
occasions as follows:

1) If one term occurs in one class frequently and seldom occurs in other
classes, apparently it is a good feature.

2) In a given class, if one term spreads widely in many sentences or instances,
it is a better feature than the one that only occurs in several instances.

The membership function is designed as follows:

μci(t) = 4 × (
tfit
tft

− 0.5) × (
dit
Ci

− dt
N

), (3)

where tfit represents the number of times term t occurs in class ci, tft represents
the number of times t occurs in all classes, Ci is the total number of documents
that belong to class ci, dt is the number of documents that contain t, dit is the
number of documents that contain t in class ci and N is the total number of
documents.

If a term follows the uniform distribution, the two parts in brackets both get
a zero. From the definition, we can see tfit

tft
≤ 0.5, and dit

Ci
− dt

N ≤ 0.5. In order
to make the maximum value equal to 1, we multiply them by 4.
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Fuzzy Entropy Calculation. In regard to the definition of fuzzy entropy, we
calculate our fuzzy entropy as:

FE(t) = − 1
m

m∑

i=1

[μci(t)logμci(t) + (1 − μci(t))log(1 − μci(t))]. (4)

FE(t) means the fuzzy entropy of term t, μci(t) is the membership between
term t and class ci, and m is the number of classes.

Final Score Function. As we know, different feature selection methods have
different emphases and drawbacks. CHI method does not take the term fre-
quency into account and has a preference to low term frequency words. In order
to overcome this weakness, we use tfit/tft to represent the term frequency. In
binary classification, tf0 means the term frequency in negative class and tf1
means the term frequency in positive class. tft is the sum of them. We use

ICHI(t) = Max{tf0/tft, tf1/tft} × CHI(t), (5)

as the improved CHI results. After calculation, we get the results sets of ICHI(t)
and FE(t) and normalize each result set to [0, 1]. Then, we combine normalized
FE(t) with ICHI(t) by a parameter β as the final score function:

FEICHI(t) = β × Norm{ICHI(t)} + (1 − β) × Norm{FE(t)}, (6)

where 0 ≤ β ≤ 1.
The description of our algorithm is shown in algorithm 1:

Algorithm 1. FEICHI feature selection method
Input: a) D={ q1, q2, ..., qN } be a set of N training set queries
b) Two predefined classes, C= {c1, c2 }
c) T= { t1, t2, ..., tn } is the set of n terms in the vocabulary
d) K is a threshold on the number of terms to be selected, β ∈ [0,1]
Output: A set of reduced terms TR

Steps:

1: TR ← ∅
2: for each ti ∈ T do
3: Calculate FEICHI(ti) according to equation (6)
4: end for
5: Sort FEICHI(ti), ∀ ti ∈ T in descending order and the corresponding order of

terms are tr1, tr2, ..., trn
6: for i ← 1 to K do
7: TR ← TR ∪ tri
8: end for
9: return TR
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4.3 Classification Schema

Many classifiers can be chosen such as naive bayes, linear regression, support
vector machine, decision tree and neural network [27]. After feature selection,
we test all these classifiers on various datasets and the results of neural network
are more stable and reliable, so we choose neural network as our classifier.

5 Experiment Results

We evaluate the effectiveness of our feature selection method on a real world
mobile search log provided by IFLYTEK 5. Our experiments are five-fold.

1) The identification of fixed collocation queries is shown in Exp. 1.
2) We evaluate the performance of our novel feature selection method in

comparison with five baseline methods, which will be analyzed in Exp. 2.
3) The performance of our method to identify location sensitive queries, along

with the comparison to two state-of-the-art methods, is illustrated in Exp. 3
4) The influence of feature set size K is explored in Exp. 4.
5) We also analyze the effect of training set data size to the performance of

our method, which is shown in Exp. 5.

5.1 Description of Dataset

Our dataset is approximately 950 MegaBytes and contains 1,402,744 mobile
search queries which are in Chinese character, where 92,438 queries contain an
explicit place name. In Exp. 1, we use these 92,438 queries as training set. In the
next four experiments, we select 3,000 queries which contain an explicit place
name as positive training set and adopt filter method to get negative training set.
We build a dictionary that contains words related to location sensitive queries
such as “where”, “nearby” and “nearest”. After filteration and selection, we ask
10 persons who are in master degree to examine the negative training set and
pick out the false ones. Eventually we get a negative training set and a positive
training set, each containing 3,000 queries. We randomly select 3,000 balanced
queries as dataset 1 and split the remaining data into dataset 2 which contains
2,000 balanced queries and dataset 3 which contains 1,000 balanced queries. We
public our datasets which can be downloaded from this link 6.

5.2 Evaluation Metrics

In order to evaluate the effectiveness of class assignments, we use the standard
precision, recall and F1 measure. The definitions are as follows:

precison =
number of correct positive predictions

number of positive predictions
5 http://iflytek.com/
6 http://pan.baidu.com/s/1mgmV3cs

http://iflytek.com/
http://pan.baidu.com/s/1mgmV3cs
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recall =
number of correct positive predictions

number of positive examples

F1 measure =
2 × recall × precision
recall + precision

These scores are computed for the binary decisions on each individual class
and then are aggregately averaged over all classes. A good algorithm should
produce as high a recall value as possible without sacrificing precision. The
closer the values of precision and recall are, the higher the F1 measure is. The
value of F1 measure lies between 0 and 1 and a high value of F1 measure is
desirable for good classification.

5.3 Exp. 1: Identify Fixed Collocation Queries

We use the 92,438 queries as the training data and function Scorei proposed in
section 3 as the criterion. As the value of threshold α changes, the number of
fixed collocation queries as well as the classification accuracy, changes too, which
is shown as Fig. 2.

When the term frequency is less than 5, we can see that there are many
incorrect pairs. A word with a very low frequency happens to co-occur with a
place name. As α increases, the reliability of the results increases as well. When
α surpasses 80, accuracy begins to decline because more true fixed collocation
queries are ignored than false ones. We manually check the results in terms of
the accuracy and choose 80 as the threshold. Thus, we get an accuracy of 91%.
We list several fixed collocation queries in Table 1.

Table 1. Queries and correspond-
ing place names

Query Place name

Guiyuan temple Wuhan city

Yu Opera Henan province

Lanzhou Gansu province

Zhuizi Henan province

Greeting Pine Huangshan city

Panfu Road Guangzhou city

The Classical Gardens Suzhou city

Roast duck Beijing city

The Captial Beijing city

Chongqing University Chongqing city

Guangzhou Daily Guangzhou city

Bangzi Hebei province

Daqing Oil Field Daqing city

Fig. 2. The relation among threshold α,
number of pairs left, and classification
accuracy
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Table 2. Feature selection methods and
classifiers of F1 measure with top 1,000 fea-
tures

NB a Liblinear b SVM RBFNetwork Tree

DF 0.692 0.730 0.544 0.704 0.695

IG 0.498 0.485 0.486 0.484 0.486

CHI 0.700 0.753 0.539 0.711 0.695

MI 0.537 0.572 0.486 0.581 0.494

ECE 0.499 0.485 0.480 0.484 0.486

FEICHI 0.703 0.767 0.54 0.757 0.696

a Naive Bayes Classifier
b Linear Regression Classifier

Table 3. Classification results of
1,000 queries

Method Precision Recall F1

Ourdia et. al 0.805 0.797 0.783

Welch et. al 0.911 0.592 0.718

Our work 0.849 0.828 0.825

5.4 Exp. 2: Comparison of Feature Selection Methods

Dataset 1 is used in this experiment. Firstly, we tag the sentences in positive
training set with 1 and negative training set with 0 as the class label. Secondly,
we get the segmentation form of each sentence and remove the place names from
each sentence. Thirdly, we utilize different feature selection methods to get top
1,000 features and then use multiple classifiers to get the results. We implement
six feature selection methods and use classification tool Weka 7 to get the results.
The value of β is set to 0.8 through cross validation. The results are shown in
Table 2, in which the first column represents the feature selection methods and
the first row represents the classifiers.

From Table 2, CHI method gets the best F1 score of 0.753 among baselines
and DF method gets 0.73 at F1 score. When using CHI and DF methods,
the linear regression and neural network classification methods outperform the
others. Our method gets the highest score of 0.767 due to the reason that we take
the weakness of CHI into account and combine fuzzy entropy method to help
improve the performance. Both IG and ECE methods do not perform well, which
indicate that these two methods are not suitable for short text classification.

By comparing the classifiers only, both SVM and Tree models never get the
best classification results. Linear regression model gets three best results, which
follows our intuitions. Sentence is the linear combination of words, each making a
different contribution to the sentence, so it is appropriate to use linear regression
in text classification. On the contrary, SVM and Tree models can not describe
the characteristics or the structure of sentences, which leads to their poor F1
results in query classification.

5.5 Exp. 3: Comparison of Location Sensitive Queries Classification

In the detection of location sensitive queries, Ourdia [18] uses Kurtosis and
Kullback-Leibler Divergence to measure the relevance between a query and a
place names while utilizing SVM model for classification on a dataset containing

7 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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(a) Precision (b) Recall (c) F1 measure

Fig. 3. Precison, Recall and F1 measure of three feature selection methods with dif-
ferent feature set size K.

200 queries. F1 score reported is 0.8. Welch [1] proposes “base queries” concept
and utilizes clustering method to find base queries. Welch’s experiment on 102
queries gets a precision of 0.94, however, the recall is 0.46. In summary, both of
their F1 scores are less than 80%.

We evaluate our method along with their methods on dataset 3 with K set
to 1,600. β is set to 0.5 through cross validation. The experiment results are
shown in Table 3. We can see that our method achieves 82.5% at F1 score which
outperforms the aforementioned two methods.

5.6 Exp. 4: Influence of Feature Set Size K

We vary feature set size from 50 to 2,000 and implement our method and two
baseline methods on dataset 2. Results show that under any circumstances our
method performs the best. We use neural network classifier on dataset 2 by
setting β to 0.8 gained from Exp. 2 and show the precision, recall and F1 value
in Fig. 3.

As the feature set size K increases from 100 to 2,000, all of the curves first
rise and then fall. It agrees with our expected results and priori knowledge. In
the rising stage, more and more good features are selected for classification and
in the falling stage, more and more irrelevant features are selected which make
the classification result worse.

From Fig. 3, it is clearly shown that our method continuously outperforms
the baselines. When the size of feature set is small, the improvement is not
apparent. However, when K rises between 800 and 1,600, there is a significant
improvement of 3% in precision.

5.7 Exp. 5: Influence of Training Set Proportion

To find the influence of the split percentage of training set and testing set, we
evaluate our method and baseline methods on dataset 2. We still choose β = 0.8
and neural network as classifier, the results are shown in Fig. 4.

When the proportion of training set decreases, the precision, recall and F1
measure tend to decline. Our method still outperforms the others when the
training set proportion varies from 0.9 to 0.5. In summary, our FEICHI feature
selection method does have an improvement over baselines.
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(a) Precision (b) Recall (c) F1 measure

Fig. 4. Precison, Recall and F1 measure of three feature selection methods with dif-
ferent training set proportion.

6 Conclusion

In this paper, we propose an approach for identifying fixed collocation queries
via “the wisdom of the crowd” and location sensitive queries via FEICHI and
neural network. Specifically, we devise a score function to identify queries with
a fixed corresponding place name. We propose our FEICHI feature selection
method and get a better performance than the five baseline methods. We utilize
neural network classifier and achieve 82.5% at F1 measure on the queries that
have implicit location intentions. All the experiments are conducted on a real-
world mobile search log. In future we plan to study how to identify the intentions
of ambiguous search queries.
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Abstract. Course Similarity Calculation aims at quantitatively com-
puting the cross degree of the knowledge points two courses contain.
However, the polysemy and synonym of various knowledge points lead
to the main challenge for calculation effectiveness. Existing course sim-
ilarity calculation methods are mainly based on the traditional text
mining approaches such as Latent Semantic Indexing (LSI) and Term
Frequency-Inverse Document Frequency (TFIDF). However, these meth-
ods calculate the similarity between two courses simply by their abso-
lute pairwise distance, which significantly limits the effectiveness of
capturing the semantic relevance among all the courses. In this paper, we
propose a novel course similarity calculation method using Efficient Man-
ifold Ranking (EMR), which improves the traditional methods by mea-
suring course similarities considering the underlying intrinsic manifold
structure on the whole dataset. Experimental results on a real world
course database demonstrate the outstanding performance of our pro-
posed method. Furthermore, we extend the proposed method to major
similarity calculation.

Keywords: Course similarity calculation · Text mining · EMR · Major
similarity calculation

1 Introduction

Course Similarity of two courses refers to the cross degree of the knowledge
points they contain. Course Similarity Calculation aims at calculating the sim-
ilarity among different courses. In many cases, we have an urgent need to find
out similarities among different majors. For example, when freshmen are faced
with choosing majors, students pursue interdisciplinary studies, and graduates
make sure of the fields of employment during hunting a job, all of them need
a reference of the similarities among various majors. However, two majors with
similar names may have completely different study contents (e.g., Geographic
Sciences and Geographic Information Science). Therefore, we cannot identify
the same or not of two majors simply by their names. A quantified measure
need to be proposed to calculate the similarity of different majors. One basis is
the curriculum of a major.

c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 421–432, 2015.
DOI: 10.1007/978-3-319-25159-2 38
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While calculating the similarity of curriculums of two majors, we face a new
vital issue: the similarity among different courses. Likewise, we need to quantita-
tively compute the cross degree of the knowledge points that two courses contain
as the measure of their similarity. The challenge for course similarity calculation
mainly exists in the polysemy and synonym of the extracted knowledge points.
Thus, finding a method which can effectively narrow the semantic gap has a
significant meaning for course similarity calculation.

Existing methods of calculating course similarity are mainly based on the
traditional text similarity methods such as LSI [6,7] and TFIDF [3–6]. In these
methods, a vector space model (VSM) [2] is constructed according to the knowl-
edge points set each course contains, and the similarity between two courses is
measured by the absolute pairwise distance of their feature vectors. However,
these methods have a common drawback of neglecting the global intrinsic struc-
ture of the courses, leading to the inadequate mining of semantic relevance over
the whole data set.

Methods that rank the relevant courses to a query based on the universal
manifold structure of whole data set seem very promising to make up this defect.
Actually, to a very large extent, the course similarity calculation problem is
equivalent to a ranking problem that ranks a list of courses according to their
relevance to a query. An efficient method should make sure that a course with
higher relevance to the query has a higher ranking score. Therefore, in this paper,
we propose a novel method based on EMR [16,17] to solve this problem.

Manifold Ranking (MR) [8] algorithm is a universal ranking algorithm, which
ranks the data with respect to the intrinsic structure collectively revealed by the
whole data set. By spreading the relevant ranking score via the global manifold
structure, MR algorithm is superior to the traditional methods for its mining
the semantic relevance among courses in the whole data set, thereby improving
the overall accuracy performance of course similarity calculation.

Considering the computation efficiency on a large data set, in the proposed
method, we use EMR to replace the original MR. The core idea of EMR is exactly
the same as MR, except for the EMR algorithm altering the graph construction
process of MR. According to Xu [16,17], EMR has a comparable performance
but short computational time than the original MR algorithm.

In this paper, we propose a novel course similarity calculation method based
on EMR. In the proposed method, we firstly use word segmentation component
to extract the knowledge points from each course in the data set and get the
whole knowledge points collection. Next we compute a TFIDF-weight feature
vector of each course according to the knowledge points it contains, and feature
vectors of all courses construct the VSM over the whole data set. Finally, EMR
algorithm is used based on the VSM to calculate the similarity among different
courses. In addition, in the end of the paper, we make a brief discussion about
how to extend the proposed method to major similarity calculation. The main
contributions of this paper are as follows:
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1. We propose a novel course similarity calculation method using EMR, and
experimental results demonstrate that the proposed method significantly
outperforms the traditional text mining methods LSI and TFIDF.

2. We extend the proposed method to the calculation of major similarities,
succeeding in providing a quantitative reference for those who are confused
with the similarities among various majors.

The rest of the paper is organized as follows. Sect. 2 briefly discusses related
work. The proposed method for course similarity calculation is described in detail
in Sect. 3. Sect. 4 presents the experiment results on a real world course database.
Finally we extend the proposed method in major similarity calculation in Sect. 5
and Sect. 6 concludes this paper.

2 Related Work

Text mining is an important part of natural language processing (NLP) with
many potential applications, e.g., information retrieval, text categorization,
text clustering, and text summarization. To the best of our knowledge, exist-
ing course similarity calculation methods are mainly based on the traditional
text similarity calculation approaches. Gomaa et al. [1] make a survey of text
similarity approaches. In text similarity calculation, VSM [2] is one of the
mostly used models to represent the set of documents. Each document is iden-
tified by a set of terms that are collectively used to represent its contents:
Dj = {d1,j , d2,j , · · · , dt,j}, where di,j represent the weight of the i-th term in
document j. TFIDF [3–6] is one of the most popular term weighting methods,
which has an outstanding statistical quality that provides a good discrimina-
tive power of the index terms to identify the category of a document. However,
a major drawback of TFIDF is the high dimensionality of the feature space,
and most of the terms are redundant to the similarity calculation task. Then
LSI [6,7] is proposed based on the need of reducing dimensions of the feature
space without sacrificing similarity calculation performance, in which Singular
Value Decomposition (SVD) is used to filter out some noise and get a low-
dimensional reduced rank approximation of the original feature space. Zhang
et al. [6] made a comparative study of TFIDF, LSI and multi-words for text
classification, which demonstrates that LSI has both favorable semantic and
statistical quality which come from good discriminative power. However, when
reducing dimensions, LSI may lose a part of structural information, which defi-
ciency can affect the calculation accuracy of partial data set. What’s more, both
the TFIDF and LSI calculate the similarity between two courses simply by their
absolute pairwise distance, which ignore the underlying intrinsic global structure
of the whole data set, thereby significantly limits the effectiveness of capturing
the semantic relevance among all the courses.

Zhou et al. [8] propose MR algorithm for ranking problems in information
retrieval. The core idea of MR method is to rank the data with respect to the
intrinsic manifold structure collectively revealed by a great amount of data.
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Fig. 1. The process of the proposed method. Note that we construct an anchor graph
in process three, where the set of anchors is calculated using k-means algorithm based
on VSM. Then EMR is applied based on the graph to calculate the similarities among
different courses.

The MR’s making full use of the underlying global structure advances captur-
ing the semantic relevance among the whole data set. MR algorithm has been
successfully applied in document similarity search [9] and many computer vision
fields such as image retrieval [10–12], saliency detection [13] and person identi-
fication [14], and all achieve outstanding performance. Given the computational
cost of MR is very expensive especially on large data sets, He et al. [15] propose
the Fast Manifold Ranking(FMR) and Xu et al. [16,17] propose EMR to speed
up the original MR algorithm. Experimental results demonstrate that EMR algo-
rithm achieves better tradeoff between the accuracy and efficiency than FMR
and MR. Zhou et al. [18] apply EMR in visual tracking and achieve excellent
performance. Inspired by the above discussion, we propose a novel method based
on EMR for course similarity calculation.

3 Overview of Method

In this section, we make a detailed description of how to calculate course similar-
ity using EMR algorithm. Our proposed method mainly consists of the following
three parts: Word Segmentation, VSM Construction, and Similarity Calculation
Process Using EMR Algorithm. The process of the proposed method is described
as Fig. 1.

3.1 Word Segmentation

Course Similarity Calculation aims at quantitatively computing the cross degree
of the knowledge points that two courses contain. Thus above all, for each course,
we need to extract the knowledge points from its course content, such as course
description, catalog etc. In our experiment, we use JE-analysis word segmen-
tation component to conduct word segmentation on the catalog of each course
in the data set. After removing stop words and stemming process, we get the
knowledge points collection T for all courses in the data set.

3.2 VSM Construction

Suppose the total course number in the dataset is n, the total number of the
knowledge points in T we get in Sect. 3.1 is m. Then we construct the VSM as
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X = {x1, . . . , xn}, where xi (1 ≤ i ≤ n) represent the i-th course in the data
set. In this model, each course xi can be represented by a feature vector in m
knowledge points dimensions, xi = [ki,1ki,2 · · · ki,m], where ki,j (1 ≤ i ≤ n, 1 ≤
j ≤ m) represent the weight of j-th knowledge point in i-th course. In our work,
we use TFIDF measure to evaluate weight k. That is, ki,j = tfi,j ∗ idfj , where
tfi,j represent the term frequency of knowledge point j in course i, idfj represent
the inverse document frequency of knowledge point j. Finally X is represented
as Eq. 1.

X =

⎡

⎢
⎢
⎢
⎣

k1,1 k1,2 · · · k1,m

k2,1 k2,2 · · · k2,m

...
...

. . .
...

kn,1 kn,2 · · · kn,m

⎤

⎥
⎥
⎥
⎦

(1)

3.3 Similarity Calculation Process Using EMR Algorithm

Considering the computation efficiency of MR, we use EMR rather than MR in
our work. In this part, we make a detailed description of the calculation process
using EMR.

In Sect. 3.2 we construct the VSM X as Eq. 1 with n courses and m knowledge
points. To do the calculation using EMR algorithm, we need first use k-means
algorithm to calculate d centers of X as a set of anchors sharing the same space
with the data set, that is, U = {u1, · · · , ud} ⊂ Rm. Suppose the q-th (1 ≤ q ≤ n)
course xq is the query course and the rest are the courses that we want to rank
according to their relevance to the query course xq. Let f : X → R denote a
ranking function which assigns to each course xi (1 ≤ i ≤ n) a ranking value fi.
Finally, we define the initial vector y = [y1, · · · , yn]T ,in which yq = 1 because
course xq is the query and all the other yi = 0 (1 ≤ i ≤ n and i �= q). Then the
EMR algorithm goes as follows:

1. Calculate the weight matrix Z ∈ Rd∗n, in which zk,i represent the weight
between data point xi and anchor uk. e. g., calculate zk,i by the Nadaraya-
Watson kernel regression (as Eq. 2) with the Epanechnikov quadratic kernel
as Eq. 3.

zk,i =
K( |xi−uk|

λ )
∑d

l=1 K( |xi−ul|
λ )

(2)

Kλ(t) =
{

3
4 (1 − t2) if |t| ≤ 1
0 otherwise.

(3)

where λ(xi) = |xi − u[s]|,u[s] is the s-th closest anchor of xi;
2. Build the anchor graph by connecting each data point to its s nearest anchors

and then assign weights to each connection by Eq. 2 and Eq. 3;
3. Form the adjacency matrix W defined by W = ZT Z, which means that if

two data points xi and xj are correlative (wi,j > 0, 1 ≤ i, j ≤ n), they share
at least one common anchor point, otherwise wi,j = 0;
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Algorithm 1. The EMR algorithm for course similarity calculation

Input: The VSM of the course data set X, the initial query vector y = [y1, · · · , yn]T ;
Output: Ranking score f∗

i ;
1: Compute anchors set U = {u1, · · · , ud} ⊂ Rm using k-means algorithm;

2: Calculate the weight matrix Z ∈ Rd∗n by Eq. 2 and Eq. 3;
3: Form the adjacency matrix W by W = ZTZ;

4: Symmetrically normalize W by S = D−1/2WD−1/2 and Eq. 4;
5: Iterate Eq. 5 until convergence and get the final ranking score f∗

i .

4. Symmetrically normalize W by S = D−1/2WD−1/2, in which D is the diag-
onal matrix with Eq. 4,

Di,i =
n∑

j=1

wi,j =
n∑

j=1

zT
i zj = zT

i ν (4)

where zi is the i-th column of Z and ν =
∑n

j=1 zj .
5. Iterate Eq. 5 until convergence, where α is a parameter in [0, 1);

f(t + 1) = αSf(t) + (1 − α)y (5)

6. Let f∗
i denote the limit of the sequence fi(t). Rank each course xi (1 ≤ i ≤ n)

according to its ranking score f∗
i (largest points are ranked first).

A brief description of EMR algorithm for course similarity calculation is
shown in Alg.1.

4 Experimental Results

4.1 Dataset

To perform the experiment, we choose from the available course database 3306
specialty courses about science and engineering as our dataset. After the word
segmentation process to the catalog of each course, we finally get 8044 knowledge
points in total.

As for the relevance rate among these courses, we classify each course in
the data set into one or more correspondingly specific disciplines according to
the knowledge points it contains. e. g. , course A “Advanced Computer Net-
work” should be classified into “Computer Science and Technology- Computer
Architecture- Computer Network”(first level discipline-second level discipline-
third level discipline),whereas course B “Data Communication and Computer
Network” should be classified into both “Computer Science and Technology-
Computer Architecture- Computer Network” and “Electronics, Communications
and Automatic Control Technology- Communications Technology” (first level
discipline-second level discipline without third level discipline). Finally, all the
courses in the dataset have been classified into eighteen first level disciplines
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Table 1. The relevance rate between two courses

Graded Relevance Score

Exactly same knowledge points 4

Common third level discipline 3

Common second level discipline 2

Common first level discipline 1

Different first level discipline 0

with their sub disciplines. Based on the most common discipline levels each two
courses classified (e. g., we consider course A and course B above have common
second level discipline “Computer Science and Technology- Computer Architec-
ture”), we define the relevance rate between two courses as Tab. 1.

The definition of Tab. 1 indicates that, the two courses which gains score
greater than zero are considered relevant. What’s more, the higher score the two
courses gain, the more similarity they have.

4.2 Evaluation Metric Discussion

In our work, we use Precision, Recall, F1-measure, Mean Average Precision
(MAP) and NDCG [19] five evaluation metrics to evaluate the retrieval perfor-
mance of our method.

For course similarity calculation, we consider these following two criteria are
extremely important:

1. The more relevant courses existing in top k courses of the result list, the
better performance the method gains.

2. The higher rank that the highly relevant course locates, the better perfor-
mance the method gains.

Precision, Recall and F1-measure provide three evaluation metrics for the first
criteria. MAP provides a single-value metric considering the order in which the
retrieved items are presented. MAP for a set of queries is the mean of the Average
Precision scores for each query. For a single query, Average Precision computes
the average value of precision over every position in the ranked sequence of
retrieved items:

AveP =
∑n

k=1(P (k) × rel(k))
number of relevant items

(6)

where k is the rank in the sequence of retrieved items, n is the number of retrieved
items, P (k) is the precision at cut-off k in the list, and rel(k) is 0 if the relevance
score of item ranking at k is 0 as we defined in Tab. 1, 1 otherwise. Finally, if
the number of queries is Q, then

MAP =

∑Q
q=1 AveP (q)

Q
(7)
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NDCG provides a different metric of ranking quality in the retrieved items.
For each query, the NDCG at a particular rank position p is defined as:

NDCGp =
DCGp

IDCGp
=

1
IDCGp

×
p∑

i=1

2reli−1

log2(i + 1)
(8)

where reli is the score of the result at position i as we defined in Tab. 1 accord-
ing to its graded relevance to the query item. IDCGp is the maximum possible
DCGp so that the perfect ranking will produce an NDCG of 1.0. Finally, the
averaged NDCG value for all queries is used for measuring the ranking perfor-
mance of our methods.

4.3 Method Comparison

In order to show the good retrieval performance of the proposed method, we use
several other methods in the experiments for comparison: the original MR, LSI,
and TFIDF (baseline).Based on our selection of EMR only for its computation
efficiency to the original MR, we focus our attention mainly on the comparison
of manifold ranking methods (EMR and MR) to the traditional text mining
methods (LSI and TFIDF).

In MR method, we construct a traditional k-nearest neighbor graph, rather
than the altered anchor graph in the proposed method, based on the VSM matrix
X we get in Sect. 3.2. The size of k-nearest neighbor and tradeoff parameter α
in MR algorithm are 11 and 0.77 respectively.

In LSI method, SVD is used to decompose the original VSM matrix X =
U

∑
V T ,where

∑
is the singular values matrix, each column of U is the left

singular vector of X, and each column of V is the right singular vector of X.
In our work, we retain 5000 singular values in

∑
to produce the approximation

matrix X ′ for similarity calculation.
TFIDF method is the baseline method in which we use the original VSM

matrix X for similarity calculation.
Each course in the data set is chosen as a query respectively, and we calculate

the average Precision, Recall, F1 score, NDCG and the MAP value over all the
queries to compare the performance of different methods. The parameters in the
proposed method are set as follows: d = 450, α = 0.3 and s = 5.

Tab. 2 shows the average Precision, Recall (at 5 to 25) and MAP value of
each method, and Fig. 2 prints the average F1 score (at 5 to 25) of each method.
We find that comparing with the original MR method, although the proposed
method loses little precision at top 5 to 25 (as Tab. 2 shows), when comprehen-
sively considering Presicion and Recall performance (as F1 scores represented in
Fig. 2), it gains overall higher F1 scores than the original MR method. What’s
more, the MAP values represented in Tab. 2 demonstrate that the the proposed
method has an overall higher precision than MR. In any case, both the pro-
posed method and MR method show better performance than the traditional
text mining methods LSI and TFIDF.
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Table 2. The average values of Precision, Recall on top 5 to 25, and MAP

MR EMR LSI TFIDF

P@5 0.9257 0.9177 0.9090 0.9087
P@10 0.8542 0.8513 0.8380 0.8429
P@15 0.8022 0.7994 0.7828 0.7932
P@20 0.7648 0.7647 0.7425 0.7469
P@25 0.7402 0.7360 0.7141 0.7151
R@5 0.0274 0.0272 0.0264 0.0263
R@10 0.0437 0.0447 0.0422 0.0416
R@15 0.0569 0.0572 0.0541 0.0538
R@20 0.0689 0.0691 0.0652 0.0647
R@25 0.0799 0.0802 0.0763 0.0753
MAP 0.4635 0.4664 0.4571 0.4603
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Fig. 2. The average F1 score at top 5 to
25 returned by MR (left),EMR,LSI and
TFIDF (baseline)
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Fig. 3. The average NDCG value at top
5 to 25 returned by EMR, MR, LSI and
TFIDF (baseline) methods

Fig. 3 shows the average NDCG value (at 5 to 25) of each method. It is easy to
find that the proposed method has the best ranking quality in the result list. Both
manifold methods (EMR and MR) perform far better than LSI and the baseline
algorithm TFIDF. Further, we give in Tab. 3 the statistics about average timing
per similarity calculation among one course and others. We implemented our
scheme in matlab language. Running our implementation on a laptop computer
with an Intel Core(TM)2 Duo T6400 2.10GHz CPU and 2 GB memory.

The outstanding performance of the proposed method mainly benefits from
that, rather than measuring the similarity between two courses simply by their
absolute pairwise similarity, the manifold ranking algorithm makes full use of
the inter-relationship of all the courses in the dataset, thereby effectively mining
the semantic relevance among all the courses.

4.4 Parameter Tuning

When we use EMR algorithm to calculate the course similarity, parameter tuning
plays an extremely important role in our work, for different parameter can signif-
icantly impact the performance of EMR algorithm. In order to make our method
achieve the best performance, we conduct the following three experiments respec-
tively to determine the optimal three parameters in EMR algorithm: d, α, and
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Fig. 4. The NDCG value of the propo-
sed method versus different number of
anchors d when α = 0.3 and s = 5
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Fig. 5. The NDCG value of the proposed
method versus different tradeoff parameter
α when d = 450 and s = 5
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Fig. 6. The NDCG value of the proposed
method versus different neighborhood size
s when d = 450 and α = 0.3

Table 3. The average timing per similarity
calculation among one course and others

Method Time/Calculation

TFIDF 0.0345sec.
LSI 0.0360sec.
EMR 0.3430sec.
MR 0.5623sec.

s, where d is the number of anchor points, α is the tradeoff parameter in EMR
and MR, and parameter s is the neighborhood size in the anchor graph.

Fig. 4 demonstrates the performance of the proposed method (NDCG5,
NDCG10,NDCG15,NDCG20 and NDCG25) versus different number of anchors
d in the whole data set when α = 0.3 and s = 5. It is observed that the per-
formance of the proposed method continuously increases until the number of
anchors reaches 450, and after which number sharply declines. Therefore, we
choose d = 450 in our method.

Fig. 5 demonstrates the performance of the proposed method (NDCG5,ND−
CG10,NDCG15,NDCG20 and NDCG25) versus the tradeoff parameter α when
d = 450 and s = 5. We can see that the performance of our method is not
sensitive to α when α ranges from 0.05 to 0.7. When α > 0.7, the performance
shows decline trend. Finally, we choose the overall optimal value α = 0.3 in our
work.

Fig. 6 demonstrates the performance of the proposed method (NDCG5,ND−
CG10,NDCG15,NDCG20 and NDCG25) versus the neighborhood size in the
anchor graph s when d = 450 and α = 0.3.

We find that the performance of our method changes little when the neighbor-
hood size is larger than 4. In our work, we choose s = 5 for it provide the overall
best performance. On the other side, small s is helpful to efficient computation.
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5 Major Similarity Calculation Using The Proposed
Method

In this section, we briefly discuss how to extend our proposed method to
major similarity calculation. Suppose the curriculum of major A is CA =
{ca1 , · · · , can

}, the curriculum of major B is CB = {cb1 , · · · , cbm}, where
cai

(1 ≤ i ≤ n, 1 ≤ ai ≤ N) represent the ai-th course in the data set,
cbj (1 ≤ j ≤ m, 1 ≤ bj ≤ N) represent the bj-th course in the data set, N
represent the total course number in the data set. Our goal is to firstly use our
proposed course similarity calculation method to retrieve the top k(threshold)
courses ϕ that are most relevant to the whole curriculum of major A. Next we
compute the percentage of curriculum of major B in ϕ as SimBA to denote the
relevance of major B to A. Then in the same way we compute the relevance of
major A to B as SimAB . Finally, we use the mean value Sim to measure the
similarity between major A and major B as:

Sim =
SimBA + SimAB

2
(9)

The way of using our method to calculate the top k(threshold) courses ϕ
that are most relevant to major A is as follows: for major A, each course cai

has a weight wai
(1 ≤ i ≤ n, 1 ≤ ai ≤ N) which denotes the importance of cai

to major A. All the weights of the curriculum of major A need to satisfy the
following conditions: 0 ≤ wai

≤ 1,and
∑n

i=1 wai
= 1 (1 ≤ i ≤ n, 1 ≤ ai ≤ N).

Next we define the initial vector y in Alg.1 as yA = [y1, · · · , yN ]T ,in which
yai

= wai
because the ai-th course cai

is existing in major A and its weight wai

should be used as one of the combined retrieval conditions, and all the other
yk = 0 (1 ≤ k ≤ N and k �= ai). Then yA is used in EMR algorithm to get the
ranking score list. Courses which gain top k ranking score make up ϕ.

6 Conclusion and Future Work

In this paper, we propose a novel method for course similarity calculation using
EMR algorithm. The proposed method tries to improve the existing methods by
calculating the relevance among different courses considering the global intrinsic
manifold structure of the whole dataset. Experimental results demonstrate the
outstanding performance of the proposed method.

In our future work, we will use machine learning methods to automatically
select the optimal parameters in the proposed method. Furthermore, we will
extend the proposed method to solve more problems associated to course sim-
ilarity calculation, such as calculate the similarity among different cultivation
schemes of different student types under a same major.
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Abstract. Currently the collaborative filtering based recommender sys-
tem has become more and more indispensable due to its capability in pro-
viding users with personalised suggestions. Despite its advances in term
of efficiency, easy implementation and robustness, traditional collabora-
tive filtering techniques suffer from several challenges such as cold-start
and data sparsity. To overcome these limitations, external information
is expected to help improve the overall effectiveness. Among the diverse
context information, trust relationships is a widely utilised mechanism.
Meanwhile, researchers also found distrust relationships is unavoidable in
social network and recommender systems can benefit from distrust infor-
mation. However, most existed distrusted oriented methods do not take
the property of multi-facets in distrust relationships into consideration.
In this paper, we exploit distrust relationships in a multi-faceted perspec-
tive and proposed a matrix factorization based model with integration
of different distrust relationship of quality user between different people.
Experimental study on well-known dataset has shown promising result
and it is expected that this work could provide insight for researchers in
this domain to further discuss the distrust in recommender systems.

Keywords: Recommender system · Distrust · Multi-faceted · Matrix
factorisation

1 Introduction

As an important branch of the research field of personalized service, the recom-
mender systems have become increasingly indispensable since they can help users
to deals with information overload and find interesting items (e.g., movies, books,
music, news, Web pages, images, etc.) by excavating binary relation between
users and items. Due to its potential commercial value and research challenges,
recommender systems have drawn a lot of attention in many communities such
as data mining [10], information retrieval [16] and machine learning [20].

One of the most important recommendation techniques is collaborative fil-
tering (CF), which has developed for many years and achieved great success in
both academic and industry aspects [13]. Though the advantages of collabora-
tive filtering is well documented, there still exists some intrinsic challenges, such
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 435–446, 2015.
DOI: 10.1007/978-3-319-25159-2 39
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as cold-start and sparsity [21], because of the property that it only utilise users
historical behaviour and user-item matrix for recommendation.

One of the possible solutions to overcome these limitations is to use external
available information (e.g., time, location, mood, weather, and etc) to remedy the
lack of information in rating matrix [28]. Currently, with the fast growth of online
social network, researchers find that users choices and ideas are significantly
influenced by their social context. Therefore, information accumulated in social
network, such as user’s preferences, item’s general acceptance and social friends,
would be rich side information to enhance recommender systems [6]. Among
these potential external information, trust-based recommender systems, which
utilise trust relationships among users, have been attached much attention and
achieved appealing results [5,9,17,19].

While in the social networks, distrust relationships are also unavoidable
besides trust relations [23]. Actually, if a user’s review keeps offensive or out
of fact persistently, he/she should be excluded in the recommendation process.
Compared with trust-based recommender systems which have been greatly stud-
ied, recommender systems which utilise distrust relationships are less explored.
Recently, researchers have corroborated that recommender systems can benefit
from incorporating with distrust relationship properly [18,24,25]. Whilst most
exist work which utilis distrust information just integrates this kind of relations
singly and homogeneously, which means distrust relationships among users in
these methods are all the same. However, just as trust relationships reported in
[22], user’s multi-faceted interests and expertise of different areas suggest that
distrust relationships must be treated differently to different user.

In this paper, aiming at incorporating distrust relationships in multi-faceted
way and making prediction more accurately, a recommendation model Multi-
Faceted Distrust Aware Recommendation (MFDAR) is proposed. Its main intu-
ition is that distrust relations among users do reflect the dissimilarity if the
distrusted user is not a “bad” user. For instance, user uj is distrusted by user
ui while he/she is trusted by others, we can consider that user ui and user uj

may just have dissimilarity in some concrete facets. But if user uk is distrusted
by user ui and he/she is also distrusted by many others, we could conclude that
user uk is not a high quality user and he/she should probably be ignored in pre-
dicting the recommendation. The main contributions in this paper is two folder:
1) we investigated the possibility to find out quality user whose information is
reliable in distrust network and put the user in use to recommender system;
and 2) we proposed a framework to treat distrust relationships between users in
multi-facets perspective which means we place distrust information differently
when meet different user. The promising experimental study on commonly used
dataset has shown its potential for multi-faceted distrust aware recommendation.

The remainder of this paper is organised as follows. In Section 2, we put
attention to the recommendation techniques and recent work on social recom-
mender systems. Section 3 will focus on the proposed model with distrust rela-
tions. Section 4 will elaborate the experiment study and Section 5 will conclude
this paper and point out some potential future work.
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2 Related Work

Generally speaking, recommender systems can be classified into three categories
[1], i.e., 1) content-based recommendation, which depends on the external infor-
mation such user profile, item description to make prediction; 2) collaborative
filtering recommendation, which relies on the user’s historical behavior for rec-
ommendation; 3) hybrid method, which attempts to fusion content-based and
collaborative filtering models [2]. Among these methods, collaborative filtering
has been intensively studied due to its simpleness and robustness and has proven
its success in real applications.

Traditional collaborative filtering can be further divided into memory-based
and model-based methods. Memory-based methods, known as neighborhood-
based methods, focus on calculating the similarity between users (user-oriented
CF) [7], items (item-oriented CF) [13], or fusion of them together [16]. Though
memory-based is effectiveness and gains a lot of success, it suffers form the
problems of cold-start. As a result model-based method is proposed to over-
come the limitation to some extent [15]. As an important model-based method,
matrix factorisation has been attached much attention and there are two main
approaches to apply matrix factorisation. The first one is optimisation based
methods [3,11,14] and the another one is probabilistic based methods [20].

No matter how traditional collaborative filtering techniques developed, they
are based on the hypothesis that users are independent and ignore the inter-
relationship among users. In fact, with the development of social network ser-
vices, it is found that people’s social context has significant influence in helping
users make decision [6]. Accordingly a lot of approaches which use different
social relationship among social networks have been proposed and among them
trust-aware recommendation is becoming an promising direction [5,9,17,19].
Currently, recommendation from trust’s perspective has been intensively stud-
ied. However, researchers also found that distrust also play an important role
in social network [12,23,26]. Therefore it is argued that recommender systems
could benefit from proper incorporation of distrust relationships [4,18,24,25].

Guha et al. first put forward to incorporate distrust in recommender sys-
tem and demonstrates that recommendation benefit from this information [4].
Ma et al. further proposed an approach based on the assumption that latent
feature between two user would be large if there exists distrust relationships
between these two users [18]. Similarly, Victor et al. introduced a distrust-
enhanced recommendation algorithm which employed distrust information to
revise the user’s trust propagation [25]. These above mentioned methods treat
distrust relationships between users as homogeneous. However, as suggested in
[22,27], trust is not single and homogeneous. As a social concept, trust should
have many facets and indicate multiple and heterogeneous relationship between
users, which means we should place trust differently to different people. As
reported in [23], distrust relationships have many in common with trust rela-
tionship in recommendation. Since the multi-faceted trust relationships boost the
accuracy of prediction in [22], it is also believed that multi-faceted distrust could
also have positive effect on improvement of accuracy. As a result in this paper,
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we studied this intuition and proposed a Multi-Faceted Distrust-based Recom-
mender framework.

3 Multi-faceted Distrust Aware Recommendation

In this paper, a recommendation model Multi-Faceted Distrust Aware Rec-
ommendation (MFDAR) is proposed, as shown in Fig. 1. In this model, a
optimisation-based matrix factorization method is employed and distrust infor-
mation is integrated in the process of making recommendation prediction.

User-item Rating
Matrix

Optimisation-Based Matrix Factorisation

Prediction Result

...

…… 

…… 

…… 
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Fig. 1. Multi-faceted Distrust Aware Recommender Framework

3.1 Optimisation-Based Matrix Factorisation

Assume that we have a set of users U = {u1, · · · , um} and a set of items I =
{i1, · · · , in}, the rating information is represented in an m × n matrix R ∈ R

m×n,
where m represent the numbers of users and n represent the number of items.
We use i, j to specify user and item in the set respectively, where 1 ≤ i ≤ m and
1 ≤ j ≤ n. The matrix factorisation methods is to factorises the user-item rating
matrix R and employs a l-rank matrix X = U TV to fit it, where U ∈ R

l×m and
V ∈ R

l×n, thereby making further missing data prediction. In this paper, we use
the optimisation based framework for matrix factorisation and then incorporate
with distrust relations.
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Let NR be the indicator whether rating values have already been observed
in user-item rating matrix R,

NR
i,j =

{
1 if Ri,j is observed
0 if Ri,j is not observed

Hence, we can learn latent matrices U and V by solving the following opti-
misation problem[18]:

min
U,V

L(U,V) =
1
2

m∑

i=1

n∑

j=1

NR
i,j(Ri,j − g(UT

i Vj))2 +
λU

2
‖U‖2F +

λV

2
‖V‖2F (1)

where ‖ • ‖F is the Frobenius norm of matrix, i.e, ‖U‖F =
√∑m

i=1

∑n
j=1 |Ui,j |2.

Same as many other traditional recommender systems, approach mentioned
in Eq. 1 only utilises user-item rating matrix for recommendation. As discussed in
previous section, utilising the distrust relationship among users could be promis-
ing as such we will integrated the distrust information into the matrix factori-
sation in multi-faceted perspective.

3.2 Integration with Multi-faceted Distrust

In this paper, the intuition of utilising distrust information is depicted as follow.
Firstly, it is important to distinguish whether a user who is distrusted by other
user is a “good” (reliable) user or not. If a user is not distrusted by most of other
users, it is believed that his/her opinions are not offensive or with low quality
and this user could be marked as reliable user. Imagine a scenario where user
ui finds that user uj gives positive judgement of “Titanic” and “2012”, while
ui cannot agree after watching these movies, he/she may place uj in his/her
distrust list. However, we cannot deem ui’s taste is totally different from uj if uj
is a reliable user. Based on this assumption, we can use the distrust information
to further improve the prediction in recommendation. Before doing this, some
notations and concepts need to be explained.

Facet: Facet is proposed to represent a set of products which are similar to each
other. Here we can define the probability that a user i’s interest in facet k as
follow:

fi(k) =
ni(k)

ni
(2)

where ni is the total number of products that user ui rated, and ni(k) is the
number of products in facet k that user ui rated.

Tensor Representation: Multi-faceted distrust relations between users can
be represented as a quadruple < user, user, facet, strength > which is beyond



440 Y. Zheng et al.

n users

n users
n users

n users

K facets

Fig. 2. Matrix Representation and Tensor Representation

the ability adjacency matrix can handle. Matrix must be extended to a tensor
by adding extra dimension facet facets, which is demonstrated in Fig. 2.

In this paper, A(i, j, k) ∈ R
m×m×K is used to represent the weight of distrust

score, or distrust strength in other way between user ui and uj in facet K. The
higher the value is, the more user ui distrust uj in facet K, as shown in Fig. 2.

Quality User: To utilise distrust relations properly, we must exclude users
who are offensive or provide low quality ratings. In other words, we should find
high quality users who are really useful in dissimilarity measure. We determine
whether a user is high quality or not by calculating the proportion he/she is
distrusted by others. More specifically, we can define the quality measurement
as follow:

h(x) =
m∑

i

T(i)/(
m∑

i

T(i) +
m∑

i

D(i)) (3)

where T(i) = 1 when user ui trusts ux, otherwise T(i) = 0. D(i) = 1 when user
ui distrusts ux, otherwise D(i) = 0.

Based on the above interpretation, for all user in the user space, we can
summarise the optimisation function as follow:

max
U

1
2

m∑

i

∑

d∈D(i)

K∑

k

h(d)A(i, d, k)‖fi(k) · Ui − fj(d) · Ud‖ (4)

where D(i) is the set of users to whom user ui distrusts. Based on Eqs. 1 and 4,
the proposed recommendation model with integration of distrust relations can
be defined as the follow optimisation function:

min
U,V

LD(U,V) =
1
2

m∑

i=1

n∑

j=1

NR
i,j(Ri,j − g(UT

i Vj))2 +
λU

2
‖U‖2F +

λV

2
‖V‖2F

− λD

2

m∑

i

∑

d∈D(i)

K∑

k

h(d)A(i, d, k)‖fi(k) · Ui − fj(d) · Ud‖
(5)
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where LD(U,V) is not jointly convex in both U and V, but it is convex in each
of them. Therefore, local minimum solution can be found by standard gradient
descent in U , V,

Ux+1 ← Ux − η∇ULD(U,V)|U=Ux,V=Vx

Vx+1 ← Vx − η∇V LD(U,V)|U=Ux,V=Vx

where η represents the step size, and ∇ represents the partial derivative.

3.3 Prediction

When latent feature U and V are learned, we can predict the rating for the
users. The value predicted can be defined as follow:

R̂ij = UT
i Vj (6)

4 Experimental Study

4.1 Dataset Description

In this paper Epinions1 is used in our experimental study. Epinions is a popular e-
commerce and consumer review website where consumer can browse reviews and
make comments. It enables user to review products by adding text comments and
making integer rating range from 1 to 5. These ratings and review will influence
future user when they decide whether the certain products are worth buying
or not. Furthermore, based on the quality of rating and reviews of other users,
user can also explicitly specify other users as trust (to trust list) or distrust (to
the block list) if the content is consistently valuable or useless for the user. Due
to the explicit trust and distrust relations, Epinions is really appropriate to be
studied in trust and distrust enhance recommender systems.

More specially, in this experimental study we adopt a dataset from Epinions
available at [23], where the trust/distrust is indicated as bivalent value. Trust
is labelled as 1 and distrust is labelled as −1. It consists of n = 138106 users
who have rated at least one of the total m = 200952 different items that can
be divide into different categories which we adopt as facets in our experiment in
total number of 326978 users. The number of ratings observed is 703190. The
density of the user-item matrix is 0.003%. As for user trust and distrust relations,
total number of trust statement is 717667 and total number of distrust statement
is 123705. The statistics of Epinions dataset is shown in Table 1.

1 http://www.epinions.com

http://www.epinions.com
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Table 1. Statistics of Dataset from Epinions

Statistics Max Min Average

Trust per user 2070 0 2.195
Be trusted per user 3338 0 2.195
Distrust per user 1562 0 0.378

Be distrusted per user 540 0 0.378
Number of users 138106
Number of items 200952

Number of ratings 703190
Number of trust relations 717667

Number of distrust relations 123705

4.2 Evaluation Metrics and Baselines

Two well-known evaluation criteria, the Mean Absolute Error (MAE) and the
Root Mean Squared Error (RMSE), are employed to test the prediction quality
of the proposed model [8].

MAE is defined as:

MAE =

∑
i,j |Ri,j − R̂i,j |

N
(7)

where Ri,j represents the rating user i gives to item j, R̂i,j denotes the rating
user i gives to item j, and N is number of test dataset.

RMSE is defined as:

RMSE =

√∑
i,j((Ri,j) − R̂i,j)2

N
(8)

where Ri,j represents the rating user i gives to item j, R̂i,j denotes the rating
user i gives to item j, and N is number of test dataset.

To better evaluate the effect of the proposed model and overcome the impact
of randomness, we have selected four training set amount, i.e., 60%, 70%, 80%,
90% respectively, where 60% means we randomly choose 60% rating record as
training data and the rest 40% remaining as test data. In each setting, we ran-
domly employ 5 pieces of the data source, then compare the average result to
have a fair comparison. As for λU and λV , we set λU = λV = 0.001 to keep it
consistent with methods we want to compare with.

In this paper we employ three methods to compare against the proposed
method, i.e., traditional recommender techniques which only utilise user-item
rating matrix, trust-aware recommender systems, recommender systems which
only integrate distrust relations in single facet, as listed below:

1. Probabilistic Matrix Factorization, which is a basic matrix factorization
proposed in [20], and uses only user-item rating matrix and does not take any
social information into account.
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2. Recommendation With Trust (RWT), which is proposed in [18] and is a
matrix factorisation based method by combining trust network though minimize
the distance between the users’ latent feature vectors.

3. Recommendation With Distrust (RWD), which is proposed in [18] and is
based on matrix factorisation and incorporates with distrust constraints though
the maximum the distance between the user’s feature vectors. RWD consid-
ers relationships of distrust in different users as single and homogeneous which
means put the distrust relationships in one facet.

4.3 Results and Discussion

From Eq. 5 it can be seen that parameter λD is important since it controls the
proportion of distrust information we will exploit in the proposed model. If the
λD is extremely small, the model will degenerate into traditional optimization
based matrix factorization which utilises rating matrix only. While on the other
hand, if the λD is extremely large, the model will ignore the users preferences
information in rating matrix. As to the parameter k, the number of latent fea-
tures, it also plays an import role in factorisation process. As such it is essential
to discuss the impact of value of λD and parameter k in the recommendation
process.

In order to investigate the relationship between recommendation accuracy
and λD and parameter k, we first plot the change of RMSE and MAE according
to λD and parameter k, as shown in Fig. 3, where the training set is set to 90%.
It is observed that no matter how the k varies, RMSE and MAE keep decreas-
ing (which means the improvement of accuracy of prediction), along with the
decrease of λD, while when λD reaches a certain value, they increase according
to the increase of λD. According to the discussion above, we set λD = 0.0004
and the number of latent features k = 25 in rest of our experiment respect to
the best performance of RMSE.
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The result of the experimental study is shown in Table. 2, where we set
parameter λD = 0.0004 and the number of latent features k = 25. From the
result it is concluded:

Table 2. Comparison Result against Baselines in Term of MAE and RMSE

Training Set Measure PMF RWT RWD MFDAR

60%
MAE 0.938 0.881 0.910 0.893
RMSE 1.500 1.261 1.342 1.267

70%
MAE 0.917 0.853 0.876 0.860
RMSE 1.436 1.169 1.205 1.185

80%
MAE 0.902 0.826 0.847 0.824
RMSE 1.292 1.146 1.194 1.137

90%
MAE 0.896 0.816 0.841 0.813
RMSE 1.217 1.108 1.128 1.102

1. As expected, recommender systems incorporating with social relationships
generate better accuracy than traditional matrix factorization indeed, typically
when the training set is small, which demonstrates the advantage of social-
enhanced recommendation.

2. The proposed model MFDAR performs better than traditional RWD in all
settings, which demonstrates the advantage considering distrust in multi-faceted
way.

3. The proposed model MFDAR is a little inferior compared to RWT when
the training data set is not small. We think it is due to the huger number of
trust relationships in our data set compared with distrust relationships. While
when the training set increases, MFDAR shows better perform than RWT at a
disadvantage lower average number per user, which led to believe that distrust
relationship does play a role as important as trust relationships at least and
should be investigated more carefully. Meanwhile, it reflects the differences in
nature between trust and distrust relationships and demonstrates that distrust
relationships require more further research.

5 Conclusion and Future Work

In this paper, we thoroughly study how the recommender systems can integrate
with distrust relationships effectively and proposed a model based on matrix
factorization and incorporate with distrust information in multi-faceted way.
Experimental study on Epinions dataset shows that the proposed model per-
forms better compared with traditional approaches. Furthermore, experimental
result indicates that distrust relationships is helpful indeed in boosting the accu-
racy of recommendation and recommender systems integrate distrust informa-
tion require deeper investigation.

Although we find a way to utilise distrust relationships in tradition recom-
mender systems more effectively, there exists several challenges which deserve
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future research. Firstly, how to integrate trust and distrust information in same
way and fuse them into one objective function and decrease the complexity
simultaneously is a possible research direction in the future; Secondly, distrust
relationship used in this paper is just binary and it is not enough to reflect the
relations between users. Therefore, it is interesting to find a way to normalize
the relationships between users and evaluate the strength of distrust. What’s
more, it is necessary to discuss the situation that all the set of items degenerate
to one facet in later work.
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Abstract. This paper presents a recommendation algorithm based on matrix op-
erations (RAMO), which integrates collaborative filtering algorithm with in-
formation network-based approach. RAMO exploits information from different 
objects to increase the recommendation accuracy. Furthermore, a distributed 
recommendation algorithm DRAMD is proposed based on matrix decomposi-
tion using the framework MapReduce. DRAMD can be run across multiple 
cluster nodes to reduce the computation time. Test results on MovieLens dataset 
show that the algorithms not only have better recommendation effectiveness but 
improve the efficiency of the computation. 

Keywords: Recommender system · Matrix decomposition · Distributed compu-
ting · Mapreduce 

1 Introduction 

With the development of the Internet, the problem of information overload has be-
come increasingly serious. Recommendation system is considered as an effective 
means to resolve the information overload problem. Many researchers have proposed 
lots of recommendation algorithms. Collaborative filtering [1] is a classical recom-
mendation method which recommends items to users according to other users’ rat-
ings. However, the user-based collaborative filtering algorithm has large time com-
plexity and space complexity when the number of users is large. Amazon proposes an 
item-based collaborative filtering [2], which computes the similarity between items 
with the historical track of the users’ activities. There are also some researches on 
recommendation based on information networks such as bipartite graph [3] and hete-
rogeneous information networks [4]. A path-constraint measure named HeteSim [5] 
can measure the relatedness of objects in heterogeneous networks. And based on He-
teSim, a recommendation system called HeteRecom was designed [6]. However, 
these algorithms mainly focused on recommendation accuracy rather than computing 
time which are unsuitable when dealing with large datasets. 



448 S. Wu et al. 

Distributed computing is an effective way to reduce the computing time, and Ma-
pReduce [7] is a popular framework for distributed computing on Hadoop platform. 
Pessemier et al. proposed a content-based recommendation algorithm on MapReduce 
framework [8]. Jiang et al. designed an item-based collaborative filtering recommen-
dation algorithm on MapReduce framework which shows that computing time of 
algorithm on MapReduce is obviously less than traditional algorithms with the in-
crease of the size of dataset [9]. 

To improve the recommendation performance, RAMO proposed in this paper 
combines the collaborative filtering algorithm and information network-based ap-
proach based on matrix operation which is decomposable and can be run in distri-
buted environment. Then a distributed recommendation algorithm DRAMD is de-
signed on MapReduce framework on the basis of RAMO to improve the efficiency of 
the computation. 

2 Recommendation Algorithm Based on Matrix Operations 

In this section, we introduce a recommendation algorithm based on matrix operations. 
Since the need for response time in recommendation system is different, the Recom-
mendation Algorithm based on Matrix Operations (RAMO) is designed as online 
algorithm and offline algorithm. 

2.1 Problem Definition 

Definition 1. Adjacency Matrix. In the recommendation system, an adjacency matrix 
is defined as a matrix which characterizes the relationship between nodes of networks. 
Given ( , )G V E  is a graph, where ( )V G  is the set of vertices and ( )E G  is the set of 
edges. G is usually a bipartite graph or a heterogeneous information network which 
can be split into multiple bipartite graphs, means ( )V G  is composed of two kinds of 
entity types such as 

1 2{ , ,..., }mU u u u  and 
1 2{ , ,..., }nI i i i . The adjacency matrix A  of 

graph G  is defined as: , ( ( ))
, {

0, ( ( ))
pq p q

pq pq
p q

w u i E G
a A a

u i E G


 


, pqw  is the weight of 

, ( )p q p qu i u i E G . Then the bipartite graph composed of entity U  and entity I  has 
an adjacency matrix UIA  which is m n  order matrix. 

Definition 2. Self-adjacency Matrix. Given a recommendation system where 
1 2{ , ,..., }mR r r r  is an entity. The similarity between each two entity elements is de-

fined as   what can be calculated by algorithms such as collaborative filtering. Then 
the entity R  has a self-adjacency matrix S  which is defined as: ,

i jij ij r rs S s   . 

Through the above definition, we can deduce two corollaries: 

Corollary 1. Self-adjacency matrix is symmetric. 

Corollary 2. The diagonal elements of self-adjacency matrix are all 1. 



 Distributed Recommendation Algorithm Based on Matrix Decomposition 449 

Definition 3. Initial Matrix. A given recommendation system has an entity set 
1 2{ , ,..., }tR R R  . For each pair related entities ,k lR R  , we can get three matrices 

through definition 1 and definition 2 which include self-adjacency matrices 
kRS , 

lRS
and adjacency matrix 

k lR RA . These self-adjacency matrices and adjacency matrix are 

initial matrices. 
1 2 1 2 1 3 1 2 3 10 { , ,..., , , ,..., , ,..., }

t t t tR R R R R R R R R R R R RM S S S A A A A A


 is the 
initial matrix set. 

Definition 4. Target Matrix. A given recommendation system has an entity set 
1 2{ , ,..., }tR R R  . Then there is a pair of entities ,k lR R   meaning to recommend 

one element or multiple elements in entity lR  to an element in entity kR . The target 

matrix klM  is defined as: ,
k lpq kl pq R Rm M m   . 

k lR R  is the lR’s prediction score 
given by kR  which can be calculated by initial matrices’ operation illustrated in detail 
in Algorithm 1. 

Definition 5. Matrix Path. There are entity set 1 2{ , ,..., }tR R R   and initial matrix 
set   in a given recommendation system. Then we can find one matrix path or multiple 
matrix paths 

1 2k b b lP R R R R    …  which can get the target matrix 

11 2 11
( ) ( ) ... ( )

k b k b b b l l lkl R R R R R R R R RM A S A S A S


    . Then the P  is called matrix 

path. If there is only one kind of relationship between any two kinds of entities in 
matrix path, the matrix path can be represented by ordered entities such as 

1 2k b b lP R R R R … . 

Given two matrix paths 
1 21 k b b lP R R R R    … and 

1 22 ' ' ' 'k b b lP R R R R    … , the two paths is joinable only when 'l kR R . The 

matrix path becomes 
1 2 1 21 2 ' ' ' 'k b b l k b b lP PP R R R R R R R R  … …  after connected. 

Example. In the collaborative filtering recommendation algorithm, U  represents the 
user entity and I  represents the item entity. U and I  have the relationship of 

rating similarU I I  , then the matrix path of this relationship is P UII . 

2.2 The Offline RAMO 

The offline RAMO calculates the target matrix offline and saves the results in the 
backroom and returns the results to the users when needed. The overall algorithm 
process is depicted in Tab.1. 

In a real recommendation system such as a movie recommendation system with 
users 

1 2{ , ,..., }mU u u u  and movies 1 2{ , ,..., }nI i i i , the elements 
p qu ia  of adjacency 

matrix 
UIA  is equal to the movie qi ’s rating given by user pu . The elements in  

self-adjacency matrix IS  represent the similarity between movies. The elements in 
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self-adjacency matrix US  represent the similarity between users. In this paper, the 
similarity between movies is given as: 

 ( ) ( )
( , )

( ) ( )
p q

p q

p q

N i N i
sim i i

N i N i


  (1) 

( )pN i  is the set of users which have made positive feedback to movie 
pi  and 

( )qN i  is the set of users which have made positive feedback to movie qi . 

The similarity between users is given as: 

 ( ) ( )
( , )

( ) ( )
p q

p q

p q

N u N u
sim u u

N u N u


  (2) 

( )pN u  is the set of movies which the user pu  has made positive feedback to and 

( )qN u  is the set of movies which the user 
qu  has made positive feedback to. 

Table 1. The process of the offline RAMO 

Algorithm 1. RAMO(offline) 
Input: Matrix path P  

Step 1: Initialize the target matrix with identity matrix klM I  and the initial  
  matrix set 

0M  

Step 2: Take two entities in matrix path 
1

,k bR R P  in turn from left.  

Step 3: If 1k b , *kl kM S  

Else 
1kl kbM A  

kP P R   

Step 4: If
1bR is the last entity in P , execute Output, else goto Step 2. 

Output: Return target Matrix klM  

 
The above algorithm can get the target matrix klM , which is the recommended  

entity’s prediction score matrix given by the recommending entity. In the recommen-
dation system, the i-th recommended element can get the recommend elements by 
sorting [ ]klM i  and taking the first k maximum elements. 
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2.3 The Online RAMO 

The online RAMO calculates and returns the results when a user is visiting the sys-
tem. The overall algorithm process is depicted in Tab.2. 

Table 2. The process of the online RAMO 

Algorithm 2. RAMO(online) 
Input: Matrix path P and the index I of the recommended element 
Step 1:Initialize the initial matrix set 

0M  and take two entities in matrix path 

1
,k bR R P in turn from left.  

Step 2: Initialize the target matrix klM  
  If 1k b , * [ ]kl kM S i  
     Else 

1
[ ]kl kbM A i  

kP P R   
Step 3: Take two entities in matrix path

1 2
,b bR R P  in turn from left.  

Step 4: If
1 2b b , 

1
*kl bM S  

     Else 
1 2

*kl b bM A  
Step 5: If 

2bR  is the last entity in P , execute Output, else goto Step 3. 

Output: Return target Matrix klM  

2.4 The Algorithm Complexity Analysis 

The offline RAMO will cost 2( )O n m  to calculate the inner product while the online 
RAMO will only cost ( )O nm . Thus it can be seen that the online algorithm reduces 
the operation time dramatically. However, in the recommendation system, it is still 
necessary to adopt the offline algorithm to cut down the computing workloads from 
the online computing request. 

3 Distributed Recommendation Algorithm Based on Matrix 
Decomposition 

Since the real recommendation system needs to handle massive amounts of data  
in a short time, this paper improves the RAMO and designs a distributed recommen-
dation algorithm based on matrix decomposition (DRAMD) on MapReduce frame-
work. 
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3.1 The Matrix Decomposition 

The Matrix Decomposition is splitting matrix into sums or products of several matric-
es. The RAMO is based on matrix multiplication and matrix addition which can be 
decomposed and calculated on distributed framework.  

Sun et al. proposed an approach to calculate the large matrix multiplication based 
on Hadoop [10]. The approach decomposes the left matrix by rows 

1 2( , ,..., )T T T
mA a a a  where T

ia  is the i-th row in matrix A  and decomposes the right 
matrix by columns 1 2( , ,..., )nB b b b where jb  is the j-th column in matrix B . The 

computing process is shown as Fig.1. 
This paper improved the approach in [10] to fit for computing sparse matrix by de-

leting the zeros in T
ia and jb . Then we can get 

1 2
~ ( , ,..., )

k

T
i s s sa e e e , e is the value of 

each element in T
ia , 1 2( , ,..., )ks s s  are the order of columns in T

ia  where  is nonzero 
value. In a similar way, we can get 

1 2
~ ( , ,..., )

lj t t tb e e e , where 
1 2( , ,..., )lt t t  are the order 

of columns in jb  where  is nonzero value. Then the computing process is simplified 

into: 

 
,

1, 1
,

0,
x y

x k y l
s t x yx y

ij

x y

e e s t
c

s t

 

 
   



  (3) 

Then, the algorithm reduces both time complexity and space complexity. 
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Fig. 1. The Computing Process of Matrix Multiplication 

3.2 Algorithm 

The DRAMD overall process is depicted in Tab.3. 
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Table 3. The process of DRAMD 

Algorithm 3. DRAMD 
Input: Matrix path P  and initial matrix set 

0M  
Step 1: Initialize the target matrix with identity matrix klM I  
Step 2: Take two entities in matrix path

1
,k bR R P  in turn from left.  

Step 3: If 1k b ,Map: Change the format of matrix ( )klM m n  and ( )kS n l  to 
key/value pairs [ , ], ( , , )iji p M j a   ( 1, 2,...p l , 

ija  is the element of 

( )klM m n ) and [ , ], ( , , )jtq t S j b   ( 1,2,...,q m ,
jtb  is the element of 

( )kS n l ). 
 Else: Map: Change the format of matrix ( )klM m n  and ( )kmA n l  to key/value pairs 

[ , ], ( , , )iji p M j a   ( 1, 2,...p l ,
ija  is the element of ( )klM m n ) and

[ , ], ( , , )jtq t S j b   ( 1,2,...,q m ,
jtb  is the element of ( )kmA n l ). 

Step 4: Reduce: Calculate the matrix multiplication according to (3) and get the 
key/value pairs , ( , )i j result   of the matrix klM . 

kP P R   
Step 5: If 

1bR  is the last entity in P , execute Output, else goto Step 2. 

Output: Arrange the key/value pairs of the matrix klM  to final target matrix klM  and  
return target Matrix klM  

3.3 The Algorithm Complexity Analysis 

Given two matrix ( )A m k  and ( )B k n  where the sparseness is (0 1)d d   and 
N is the number of Hadoop clusters. The DRAMD will cost 2( / )O n md N  to calculate 
the inner product and will store ( )m n kd  elements in memory. The degree of paral-
lelism is n m . 

4 Experimental Results 

In this section, we conduct a number of experiments with the proposed algorithms to 
illustrate the effectiveness. 

4.1 Experimental Environment 

The single mode experiments are on a single Windows 7 personal computer. The 
computer has a 2.53GHz Inter Core i3 CPU, 2GB of memory, and 500G of disks. 

The distribution experiments are on a cluster of 4 computers. Each computer has a 
3.00GHz Inter Pentium 4 CPU, 1GB of memory, and 160G of disks. The experiments 
are on the VMware CentOS6.0 virtual machine, which has 512MB of memory. The 
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master acts as NameNode and JobTracker while the slave1~slave3 act as DataNode 
and TaskTracker. 

4.2 Data Preparation 

The experimental dataset MovieLensconsists of 1682 movies and 943 users. And to 
test the recommendation algorithm, the dataset is randomly divided into two parts: 
The training set contains 75% of the data, and the remaining 25% of data constitutes 
the testing set. 

4.3 Effective Experiments 

To evaluate the proposed algorithms, this paper selects four evaluation parameters 
including precision, recall, coverage and computing time. 

We adopt precision as accuracy index and recall as recall index. For a user in the 
recommendation system user set , ( )u U R u  is the recommended item list obtained 
from the recommendation algorithm, and ( )T u  is the real item list according to users’ 
activities (In a movie recommendation system, it means users’ rating to a movie is 
larger than threshold. The value is 2 in this paper). The precision and recall of the 
whole system is given as: 

 ( ) ( )
( )

u U

u U

R u T u
Precision

R u




 


  (4) 

 ( ) ( )
( )

u U

u U

R u T u
Recall

T u




 


  (5) 

We adopt coverage to evaluate the ability of discovering the potential items. For a 
user in the recommendation system user set u U , I  is the whole items in the rec-
ommendation system item set, and ( )R u  is the recommended item list obtained from 
the recommendation algorithm. The coverage of the whole system is given as: 

 ( )u U R u
Coverage

I


  (6) 

The results of the effective experiments with the matrix path UII are shown as 
Tab.4. 

The results of the effective experiments with the matrix path UIUI are shown  
as Tab.5. 
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Table 4. The results of the effective experiments with UII 

k   Precision Recall Coverage Computing time(s) 
5 0.475 0.058 0.115 4354 
10 0.426 0.104 0.153 4371 
20 0.358 0.175 0.206 4403 
40 0.285 0.279 0.272 4468 

Table 5. The results of the effective experiments with UIUI 

k   Precision Recall Coverage Computing time(s) 
5 0.435 0.053 0.050 52 
10 0.371 0.090 0.067 69 
20 0.318 0.155 0.102 101 
40 0.257 0.251 0.149 166 

 
For precision, recall and coverage, the matrix path UII is better than UIUI. This is 

because the matrix path UII not only include the relationship between users and mov-
ies, but also include the relationship between movies, while the matrix path UIUI only 
include the relationship between users and movies. However, the computing time of 
UIUI is much less than UII. This is because calculating the adjacency matrix UIA  cost 
too much time. In the recommendation system, different matrix paths can be selected 
to balance the recommendation results and computing time. 

The computing time of multiplying matrices is shown as Table 6 to compare offline 
RAMO and online RAMO. 

Table 6. The computing time of multiplying matrices 

The Matrix Path The Offline RAMO The Online RAMO 
UII 1.422 0.005 
UIUI 19.150 0.021 

 
The computing time of once multiplying matrices cost by the offline algorithm is 

much less than by the online algorithm. And with the growth of the number of users 
and the times for multiplication, the gap is much wider. 

4.4 Distributed Experiments 

The distributed experiments are on the MovieLens100K dataset with 1682 movies and 
943 users (1933KB) and the MovieLens1M dataset consisting of 3900 movies and 
6040 users (24018KB). The speedup of the parallel computing time of multiplying 
matrices in Hadoop clusters is shown as Fig. 2. 
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Fig. 2. The speedup of the parallel computing time of multiplying matrices in Hadoop clusters 

The distributed experiments show that the speedup is more significant on large da-
tasets. However, the speedup doesn’t improve linearly because the cost of the com-
munication between clusters offset the optimization. While in larger datasets, the 
speedup improves much rapidly. 

5 Conclusions 

In this paper, we fuse the classical recommendation algorithms and propose the Rec-
ommendation Algorithm based on Matrix Operations (RAMO) which is designed 
both offline and online. Then we present a distributed recommendation algorithm 
based on matrix decomposition (DRAMD) on MapReduce framework which can 
achieve the parallel computing to reduce the computing time. The experiments on 
MovieLens datasets show that the RAMO is effective and the DRAMD can enhance 
the computing efficiency. 
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Abstract. Location-based social networks have been increasingly used
to experience users new possibilities, including personalized point-of-
interest (POI) recommendation services which leverages on the over-
lapping of user trajectories to recommend POI collaboratively. POI rec-
ommendation is challenging as it does not just suffers from the problems
known for collaborative filtering such as data sparsity and cold-start, but
to a much greater extent. Most of the related works apply the conven-
tional recommendation approaches to POI recommendation while over-
looking the personalized time-variant human behavioral tendency. In this
paper, we put forward a tensor factorization-based ranking methodology
to recommend users their interested locations by considering their time-
varying behavioral trends. We also propose to categorize the locations to
address data sparsity and cold-start issues, and accordingly new locations
the user have not been visited can thus be bubbled up during ranking
the location candidates. The tensor factorization is carefully studied to
prune the irrelevant factors to the ranking results to achieve efficient
POI recommendation. The experimental results validate the effective-
ness of our proposed mechanism which outperforms the state-of-the-art
approaches by over 8% for precision.

Keywords: POI recommendation · Tensor · Markov chain

1 Introduction

Thanks to smart GPS-enabled phones and other GPS-enabled mobile devices,
the number of people who use location-based social networks (LBSNs) to share
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information is ever increasing [4]. Many LBSN systems, e.g., Foursquare and
Gowalla have popped up to allow users to share their interests and obtain infor-
mation anywhere and anytime. Its major difference from the conventional social
networks lies in that what the users shared via the networks are now all related
to locations.

In the literature, a bunch of location-aware data mining methods have been
proposed which makes use of users’ digital trajectories to predict the user behav-
ior. For example, interesting locations and travel sequences can be detected from
users’ GPS trajectories [15]. However, LBSN data are different from GPS trajec-
tories collected by system automatically. LBSN data contain only the spare infor-
mation of check-in status which is posted to the network by the user voluntarily.
Sometimes the users just do not update their status while they are on the spot,
which intensifies the sparsity issue. Furthermore, the time gap between two suc-
cessive check-in records can be long, which poses another challenge for POI rec-
ommendation. Fortunately, LBSN data also carry rich information related to the
social structures (e.g. user’s residence, friendship) like other information networks
so that one can make best use of the contextual cues to address the challenges.

POI recommendation as a specialization of item recommendation [9,10] has
attracted much attention of both academia and industry recently. Conventional
recommendation methods such as collaborative filtering (CF)[7] and matrix fac-
torization (MF)[2,6] have been adopted to solve this problem by considering
new features, e.g., the relation of the two successive locations or the travel-
ing restrictions (e.g. distance between two locations). Other machine learning
approaches such as hidden Markov model(HMM) have also been adopted for
location prediction[12]. FPMC-LR [3] considers successive POI recommendation
by taking into account the temporal information and utilizes the distance limit
to reduce the number of feasible locations. Although the authors claim that the
temporal relation of locations is considered, the relations which are extracted via
a Markov chain only captures the consecutive ordering relations instead of the
behavior tendency over varying time explicitly. For example, most people prefer
to go outside in the morning and go to nightClub at night. This trend can be
observed clearly from Fig. 1.

LBSNs have some unique characteristics different from the other types of
social networks or e-commerce websites. And we have considered these charac-
teristics here to further boost the recommendation: (1) The visits of venues are
highly related to varying time period as shown in Fig. 1. We can observe that
the numbers of check-in different categories appear different patterns in one day;
(2) The number of location candidates is large (there are thousands of POI per
square kilometer) which makes the recommendation time-consuming and results
in an inaccurate prediction; (3) The next type of visiting location is strongly
correlated with the type of current location which is referred to as short-term
preference in our paper. For example, people more likely check in a hotel after
they step off a plane; (4) The visiting venues are also strongly affected by individ-
uals’ preference which is referred to as long-term preference. For example, people
prefer those locations which they visit frequently; (5) In order to enhance user
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(a) Category Check-in Patterns of LA (b) Category Check-in Patterns of NYC

Fig. 1. An illustration of the correlation between the time period and the number of
check-in records over different location categories

experience and increase brand awareness of new venues, we need to recommend
venues users have not visited yet.

The conventional item-based recommender systems recommend the items
(music, movie, followship) which might of interest (listened, watched or accepted)
to users at a later time which can be days, weeks, and even months. A good POI
recommender system must have a real-time response, for example, it should be
able to recommend the hotels instead of the nightspots or cinema if a user just
gets off an airplane even though he enjoys nightlife and watches movies very
often. And such a POI recommendation would soon be expired when she arrives
at hotel. Then nightspots might be on top of the recommendation list during
night.

Considering all these aforementioned characteristics, we propose a two-step
personalized location recommendation methodology to enhance the recommen-
dation performance. The system is supposed to recommend different places of
interests to users with the change of time and current location. A a fourth rank
tensor factorization is proposed to integrate user’s short-term influence, long-
term influence and time variant preference to effectively predict the category of
next location, which can greatly alleviate the sparsity and cold-start issues for
POI recommendation. Then the final location ranking list will be obtained based
on the recommend action categories and our proposed metric on locations. We
conducted extensive experiments to demonstrate the effectiveness of our pro-
posed methodology. The prediction precision of category and location are 20%
higher and 8% higher than that of the existing methods. The main contributions
of this paper are as follows.

– We devise a two-step method to recommend user’s most interested locations
to users with higher accuracy efficiently. Firstly we predict user’s preferred
categories. Secondly we recommend the users most interested locations fil-
tered with the distance restriction, given the preferred categories.
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– We propose a fourth-rank tensor for modeling the category prediction which
is capable of capturing user’s personalized long-term preference, short-term
preference, and the time-varying behaviors simultaneously.

– Category recommendation proposed in this paper allows the capturing of
behavior pattern much easier. For example, traveling from Google’s office
to KFC and from Twitter’s office to McDonalds should make not much
a difference and grouping them as traveling from an office to a fast food
restaurant can then be interpreted as a clear pattern that programmer likes
going to a fast food restaurant after they get off work.

– The complexity has been sharply reduced due to the fact that the dimen-
sionality of the problem has been reduced from the number of locations to
the number of categories. Besides, category recommendation enables user to
explore venues which they might be interested in but never visited before.

The rest of the paper is organized as follows. In Section 2, we review the
related work to POI recommendation. The problem formulation and the pro-
posed methodology are introduced in detail in Section 3. In Section 4 we evalu-
ate the proposed method with comparative experiments on real LBSN data and
analyze the performances. Finally, we conclude the paper in Section 5.

2 Related Work

POI recommendations based on LBSN data are much like trajectory-based loca-
tion prediction or item recommendation but has its own characteristics.

In the literature, there are many works based on GPS trajectories mining for
location prediction. A HITS (Hypertext Induced Topic Search)-based inference
model[15] regards an individual’s access to a location as a directed link from
the user to the location for mining interesting locations and travel sequences
from GPS trajectories. Compared with GPS data, the LBSN data are differ-
ent as LBSN carries more social information, i.e., check-in tips, residence, and
comments on the particular locations. However, with the rich information of
LBSN social structure, LBSN data is still considered very sparse as the check-in
data is updated by the user themselves unlike the GPS trajectory data which is
collected by the system automatically. The physical distance between two suc-
cessive check-in records is typically much larger than that of GPS data which
makes the POI recommendation more challenging.

Collaborative Filtering(CF) is the most popular approach for item recom-
mendation [7] and has been well studied for many years with real applications.
CF-based models have also been adapted for POI recommendation. A collec-
tive matrix factorization method has been proposed to extract the interesting
locations and activities [13]. In [14], the user related data are pulled together so
as to apply collaborative filtering to find like-minded users and like-patterned
activities at different locations. The idea behind the two approaches are to utilize
the CF model to perceive the similarity between users or between locations, and
then to recommend the user with the locations visited by their similar users.
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However, the context-sensitive nature of POI recommendation cannot be
well addressed by conventional collaborative filtering methods. For instance, the
successive POI recommendation can be very different from the overall POI rec-
ommendation. A novel matrix factorization model named FPMC-LR has been
proposed where a personalized Markov chain has been embedded to take into
account user’s movement restriction to predict user’s next interested location.

All of the aforementioned models did not fully explore the characteristics of
POI recommendation we have discussed in Section 1. In this paper, we develop
our personalized time-aware FPMC (TA-FPMC) model which incorporate user’s
long-term preference, short-term preference and temporal information.

3 Problem Formulation

In this section, we introduce the details of our proposed methodology. We start
with the notations and symbols used throughout the paper.

3.1 Notations and Symbols

Let ui be the ith user and U = {u1, u2, u3, ..., u|U |} denote the set of the LBSN
users. L denotes the set of the locations. lt ∈ L denotes user’s current location
and lt+1 ∈ L the next location which is the output of related recommender
system. C denotes the set of the location categories (e.g., school, restaurant,
shopping mall and so on). We allow one location to possibly belong to multiple
categories where Ct ⊆ C denotes the set of user’s current location categories and
Ct+1 ⊆ C denote the set of next location categories. Ti ∈ T = {T1, T2, T3, T4, T5}
is the time intervals within a day where the user location is interested. In this
paper, we divide a day into 5 time intervals according to the observation from
Fig. 1 that there are roughly five different patterns in one day. And Δt indicates
the time interval between the check-in time of the current location and that of
the next location.

3.2 Time-Aware FPMC for POI Recommendation

In our time-aware FPMC (TA-FPMC), we consider only the transitions among
the categories over time. Thus, the TA-FPMC yields a transition tensor χ ∈
[0, 1]|U|×|T |×|C|×|C| And we will show how the fourth-rank tensor is constructed
by integrating the aforementioned characteristics step by step.

Category Information Incorporation. A first-order Markov chain model is
used here to express the impact from the current categories to next categories.
Compared with FPMC and FPMC-LR, our TA-FPMC can largely save the time
cost due to the reduced dimensionality from the number of users to the number of
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categories. And the one-step transition probability is the probability of transiting
from the current set of categories to the next set of categories.

p(ct+1|Ct) =
1

|Ct|
|Ct|∑

i=1

p(ct+1|ci ∈ Ct) (1)

where the probability of transiting to one of the location categories in the next
step ct+1 is independent of each other given the current category set Ct. Eq.(1) is
a natural way to define the transition probability. However, for POI recommen-
dation, the intensity of relation between the two successive check-in locations is
assumed to be decaying with the time passing by. For example, if two succes-
sive check-in records span a year, we hardly expect much can be learned from
the training data. Thus, we introduce an attenuation factor D(Δt) to Eq.(1)
to indicate the decay of the probability over time. With D(Δt) = e−αΔt where
α ∈ [0, 1], Eq.(1) can be rewritten as:

p(ct+1|Ct) ∝ 1
|Ct|

|Ct|∑

i=1

D(Δt)p(ct+1|ci ∈ Ct) ∝ 1
|Ct|

|Ct|∑

i=1

e−αΔtp(ct+1|ci ∈ Ct)

(2)
Fig. 2(a) gives a graphic illustration of the transitions between the two successive
location categories. The transition probability between two categories is labeled
as ”1” if we observe a transition between the two categories, and otherwise
labeled as ”?”. Our objective is to somehow utilize Eq. (2) to train the model from
the observed transitions and then estimate the transition probability between the
unobserved category pair.

Temporal Information Incorporation. As shown from Fig. 1, we observed
that the visiting trend of location categories shows different patterns over time.
And we argue that the transition probability between the categories pair is also
highly related to the specific time period. Thus we integrate the temporal infor-
mation into the previous matrix to form a third-rank tensor. In our experiments,
we divided the whole day into 5 different time periods to characterize the pat-
tern. They are T1 = {2, 3, 4, 5}, T2 = {6, 7, 8, 9}, T3 = {10, 11, 12, 13, 14}, T4 =
{15, 16, 17, 18}, T5 = {19, 20, 21, 22, 23, 0, 1} respectively. Fig. 2(b) shows our
evolved third-rank tensor incorporating the temporal information.

Personalization. All user have their own preferences which lead to different
patterns of daily activities. Thus we further extend the previous third-rank tensor
by incorporating user preferences. Fig. 2(c) shows an example of our finally
achieved fourth-rank tensor.

3.3 Partially Observed Fourth-Rank Tensor Recovery

There are many approximate approaches to recover a tensor with missing values
e.g., Tucker Decomposition [11] and Parallel Factors [5], etc. Here we adopt a
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(a) A Matrix indicating the relation between
current category and next category

(b) A Third-rank Time-aware Tensor

(c) A Fourth-rank Personalized Time-aware Tensor

Fig. 2. A fourth-rank Tensor Construction

special typed of Tucker Decomposition, PITF [10] to model the pairwise inter-
action between the four modes (i.e. user, time, the set of current categories and
the set of next categories) for our proposed tensor:

p̂u,T,ct,ct+1 =uT · T u + uct · ctu + uct+1 · ct+1
u+

T ct · ctT + T ct+1 · ct+1
T + ct

ct+1 · ct+1
ct

(3)

– For the interaction between user and time period: uT modeling the user
features and T u for the time period.

– For the interaction between user and current location’s categories: uct mod-
eling the user features and ct

u for current location’s categories.
– For the interaction between user and next location’s categories: uct+1 mod-

eling the user features and ct+1
u for next location’s categories.

– For the interaction between time period and current location’s categories:
T ct modeling the time period features and ct

T for next location’s categories.
– For the interaction between time period and next location’s categories: T ct+1

modeling the time period features and ct+1
T for next location’s categories.

– For the interaction between current location’s categories and next loca-
tion’s categories: cct+1 modeling the current location’s categories features
and ct+1

ct for next location’s categories.

Eq.(2) is further revised with the personalized preference and temporal informa-
tion incorporated into the first-order Markov chain model. And we substitute
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p(ct+1|ci ∈ Ct) with Eq.(3):

p̂u,T,Ct,ct+1 =
1

|Ct|
∑

ct∈Ct

e−αΔtp̂u,T,ct,ct+1 =
1

|Ct|
∑

ct∈Ct

e−αΔt(uT · T u+

uct · ctu + uct+1 · ct+1
u + T ct · ctT + T ct+1 · ct+1

T + ct
ct+1 · ct+1

ct)

(4)

As the pairwise interactions of uT · T u, uct+1 · ct+1
u and T ct+1 · ct+1

T are
independent of ct, Eq.(4) can be rewritten as:

p̂u,T,Ct,ct+1 = uT · T u + uct+1 · ct+1
u + T ct+1 · ct+1

T +
1

|Ct|
∑

ct∈Ct

e−αΔt(uct · ctu + T ct · ctT + ct
ct+1 · ct+1

ct) (5)

BPR for TA-FPMC. Due to the sparsity of the dataset, we adopt a ranking
approach as suggested in [8] to achieve the top-k list of categories that the user is
most likely to visit. In dealing with the learning problem, here we adapt Bayesian
Personalized Ranking (BPR) for ranking >u,T,ct over all categories:

ci >u,T,Ct
cj ⇐⇒ p̂u,T,Ct,ct+1=ci > p̂u,T,Ct,ct+1=cj (6)

The problem of finding the best top-k ranking >u,T,ct can be formalized as a
problem maximizing the following posterior:

p(Θ| >u,T,Ct
) ∝ p(>u,T,Ct

|Θ)p(Θ) (7)

where Θ are the model parameters. We also assume that the users’s behaviors
are independent which means that they have independent active time periods
and independent preferred location categories. The likelihood p(>u,T,ct |Θ) is
formalized by using the logistic function σ(x) = 1

1+e−x . By maximizing the
posterior, we estimate the model parameters, given as:

arg max
Θ

∏

(u,T,Ct,ci)∈D,(u,T,Ct,cj) �∈D

p(>u,T,ct |Θ)p(Θ)

= arg max
Θ

∏

(u,T,Ct,ci)∈D,(u,T,Ct,cj) �∈D

p(p̂u,T,Ct,ct+1=ci − p̂u,T,Ct,ct+1=cj > 0|Θ)p(Θ)

= arg max
Θ

∏

(u,T,Ct,ci)∈D,(u,T,Ct,cj) �∈D

σ(p̂u,T,Ct,ct+1=ci − p̂u,T,Ct,ct+1=cj )p(Θ)

(8)

where D denotes the training set. By assuming that the prior p(Θ) follows a
Gaussian distribution, i.e., Θ ∼ N (0, σθI), an alternating maximum a posteriori
estimation in logarithmic scale is given as:

arg max
Θ

ln
∏

(u,T,Ct,ci)∈D,(u,T,Ct,cj) �∈D

p(>u,T,ct |Θ)p(Θ)

= arg max
Θ

∑

(u,T,ct,ci)∈D,(u,T,Ct,cj) �∈D

ln σ(p̂u,T,Ct,ct+1=ci − p̂u,T,Ct,ct+1=cj ) − λθ||Θ||2F

(9)
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where λθ is the regularization constant corresponding to σθ. By replacing
p̂u,T,ct,ct+1=ci − p̂u,T,ct,ct+1=cj with Eq.(5), uT · T u, uct · ctu and T ct · ctT will
vanish with no effect on the recommendation results. Then we update Eq.(5) as
follows:

p̂u,T,Ct,ct+1 = uct+1 · ct+1
u + T ct+1 · ct+1

T +
1

|Ct|
∑

ct∈Ct

e−αΔtct
ct+1 · ct+1

ct

(10)
By adapting stochastic gradient descent, the objective function is optimized.
Algorithm 1 details how our time decaying FPMC(TAD-FPMC) is trained, the
complexity of the algorithm is O(Numneg×Numf ),where Numneg is the number
of neg-samples and Numf is the number of features we used.

Algorithm 1. Learning Algorithm for TAD-FPMC

1: draw uct+1 ,ct+1
u,T ct+1 ,ct+1

T ,ct
ct+1 ,ct+1

ct from N (0, σθI)
2: repeat
3: δ ← (1 − σ(p̂u,T,ct,ct+1=ci − p̂u,T,ct,ct+1=cj ))
4: for f = 1 to the number of features do
5: u

ct+1
f ← u

ct+1
f + α(δ(cu

t+1,i,f − cu
t+1,j,f ) − λθu

ct+1
f )

6: T
ct+1
f ← T

ct+1
f + α(δ(cT

t+1,i,f − cT
t+1,j,f ) − λθT

ct+1
f )

7: cu
t+1,i,f ← cu

t+1,i,f + αδu
ct+1
f − λθcu

t+1,i,f

8: cT
t+1,i,f ← cT

t+1,i,f + αδT
ct+1
f − λθcT

t+1,i,f

9: cu
t+1,j,f ← cu

t+1,j,f + α(−δu
ct+1
f − cu

t+1,j,f ) − λθcu
t+1,j,f

10: cT
t+1,j,f ← cT

t+1,j,f + α(−δT
ct+1
f − cT

t+1,j,f ) − λθcT
t+1,j,f

11: for c ∈ Ct do
12: c

ct+1
t,f ← c

ct+1
t,f + α(δ 1

|Ct|
∑

ct∈Ct
e−αΔt(cct

t+1,i,f − cct
t+1,j,f ) − λθu

ct+1
f )

13: c
ct+1
t+1,i,f ← c

ct+1
t+1,i,f + α(δ 1

|Ct|
∑

ct∈Ct
e−αΔtc

ct+1
t+1,f − λθc

ct+1
t+1,i,f )

14: c
ct+1
t+1,j,f ← c

ct+1
t+1,j,f + α(−δ 1

|Ct|
∑

ct∈Ct
e−αΔtc

ct+1
t+1,f − λθc

ct+1
t+1,j,f )

15: end for
16: end for
17: until convergence or reach the maximal number of iterations
18: return uct+1 ,ct+1

u,T ct+1 ,ct+1
T ,ct

ct+1 ,ct+1
ct

3.4 From Categories to Locations

In this section, we show how to achieve the top-k location list given the category
recommendation results Cp. Based on the analyses of the spatial property versus
the frequency of the visits, we can find that most of the successive check-ins are
distributed within 5 kilometers. Here we propose a metric scorel,u to evaluate the
location ranks by considering the distance from the candidate of next locations
to current location, the visiting frequency over the location candidate etc., with
respective to user and location, given as:

scorel,u =

(
∑

τ

Hu(τ, l)

) (
ψ

Dist(lt, l)

)|Cl∩Cp|2
(11)
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where Hu is a |T | × |L| matrix, which describes the visiting history of user u.
And H(τ, l) is the number of check-in records on location l during τ . Cl ⊂ C
is the subset of categories which the location l belongs to. Distlt,lt+1 indicates
the distance from l to the current location lt. ψ is the threshold indicating the
importance of the distance.

4 Experiments

In our evaluation, we investigate the operating efficiency and prediction quality of
our proposed methodology. We take the matrix factorization algorithm, FPMC,
FPMC-LR as baselines for the performance comparison.

4.1 Datasets

We evaluate our model on the data collected from Foursquare [1] during January,
2010 to June, 2011 for users living in Los Angels. The dataset contains 762
users, 144088 locations and 71880 checkins. The check-in data is very sparse
(the average number of check-in is 5 for per user and only 75 percentage of the
locations have the check-in status updated in Foursquare). So we filter out the
inactive users. And we use the catalog Foursquare provided to infer the mapping
from thousands of locations to 241 categories. 80% of the data are used as the
training set and 20% of the data are used as the test set.

4.2 Category Prediction

Different from the conventional recommendation, our recommendation task
only focus on the rightness of the next location(category) predication, which
makes the upper-bound of the precision less than 1/|Recommendation Set|. For
instance, if we provide the recommendation list including 10 location(category)
candidates for one user per round, the precision can either be 0.1 or 0 in conven-
tional definition. Thus we propose the precision metric for our task to evaluate
the accuracy as well as make a fair comparison with other approaches, given as:

Pu@N =
the number of locations(categories) which user u visited in training set

the number of recommendation rounds for user u
(12)

P@N =
1

|U |
∑

u∈U

Pu@N (13)

The category predication experimental results are shown in Fig. 4(a). The com-
pared approaches areRandomRecommendation, FPMC, our proposedTA-FPMC
without considering the time decaying influence, TA-FPMC with considering the
time decaying influence(TAD-FPMC). It is obvious that both TA-FPMC and
TAD-FPMC outperform FPMC and Random Recommendation by a large mar-
gin. It implies the incorporation of the time varying tendency is crucial for POI rec-
ommendation. Furthermore, TAD-FPMC performs better than TA-FPMC, which
verifies that the timedecay function can further reducenoisy informationandboost
the performance.
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(a) Category Prediction (b) Location Prediction

Fig. 3. Experimental Results Comparison for Category and Location Prediction

4.3 Location Prediction

Fig. 4(b) shows the experimental results of the location prediction. Similar to
Fig. 4(a), the comparison are among the Random Recommendation, MF, FPMC,
FPMC-LR, TAD-FPMC. The results are also consistent with the analysis we
made in Sec. 4.2. It’s obvious that TAD-FPMC outperform the other approaches
by a large margin. When the size of the recommendation list is increasing, the
performance curves of FPMC-LR and TAD-FPMC are approaching as they both
provide a richer liable choices. However, our proposed TAD-FPMC outperforms
FPMC-LR by a even larger margin given a shorter list of recommendation can-
didates. More specifically, TAD-FPMC improves FPMC-LR at least 8%. And
the enhancement accounts to the effectiveness of the category prediction. And
an effective short recommendation list conforms to the requirement of real rec-
ommender system.

We ran all our experiments on a machine with a Duel Xeon CPU 2.4GHz
16HT and the memory size of 24GB. Compared with the other models, TAD-
FPMC is found to be the most efficient one. The running time of TAD-FPMC
is around 1.3hr, while FPMC and FPMC-LR consumes over 35hrs. The effi-
ciency benefits from the reduced dimensionality from the number of locations to
the number of categories. More specifically, FPMC and FPMC-LR repeated its
training process over C2

|L| pairs of the training data, while TAD-FPMC works
towards C2

|C| pairs.
We observe that one location which belongs to multi categories has bet-

ter chance to be next visiting location. For example, There is one test tips:
user : 1, T ime : 5, categories : 207 in our dataset. Our obtained candidate loca-
tion list is l58797 and l11994. l11994 belongs to two categories: 207 and 123, while
l58797 only belongs to one category:207. The location l11994 is the observed target
venue although l58797 is much nearer to the current location. This is reasonable
as people intuitively tend to go to some centers providing high availability for
multiple types of services and products just for convenience. The observation
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further validates the effectiveness of the category incorporation for POI recom-
mendation.

5 Conclusion

In this paper, we take a two-step approach to tackle POI recommendation:
(i) predicting the next location category set and (ii) recommending locations
according to the predicted set of categories and a proposed metric. To recom-
mend location categories, we propose a fourth-rank tensor model by considering
the influence of the time-variant user preference, temporal information and the
spanning time period between two successive check-in records. Then, we use the
category prediction results together with some distance information to recom-
mend locations as the potential POIs. Our experimental results obtained from
the Foursquare dataset shows that a higher accuracy rate can be achieved and
at the same time with a higher efficiency when compared with some existing
methods.
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Abstract. In this paper, we propose two novel approaches for recom-
mendation in large shopping mall scenario. For matrix factorization app-
roach, we construct a bias matrix utilizing graph computing which fuses
user’s long-term and short-term preferences. We exploit user trajectories
to mine user’s frequent paths and adopt to revamping rules to update
ratings from the result of matrix factorization, thus solving the problem
of re-predicting customer’s preference to all shops in a new time win-
dow. For tensor decomposition approach, we add time dimension and
construct a customer-shop-time three dimensional tensor, predict rat-
ings are from the slice of the approximate tensor. We evaluate the result
by top N recall and precision rate. Our data set is made on JoyCity
which is a real shopping mall in Shanghai, the result is encouraging and
it shows that our approach is applicative.

Keywords: Matrix factorization · RFID · Trajectories · Tensor decom-
position

1 Introduction

Recommender systems have been successfully applied to help large websites such
as Amazon.com to predict user’s preference. Customers are more and more enjoy-
ing the process of online shopping. Compared with online websites, real shopping
malls still have unique advantages that can never be replaced by online stores.
Shopping malls provide real things instead of pictures of things, furthermore, a
modern shopping mall is no longer a place for choosing goods, it has become
a comprehensive large-scale shopping center integrating entertainment, leisure,
shopping and dining functions. From another point of view, with the mature
application in radio frequency identification devices (RFID), more and more
large shopping malls have deployed RFID system, a customer’s trajectory data
can be captured by RFID readers, providing a new dimension to analyze a cus-
tomer’s preference. How to recommend shops that a customer may have interest
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 471–482, 2015.
DOI: 10.1007/978-3-319-25159-2 42
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and how to attract customers hanging out for more time? Solving these problems
makes a great deal of sense.

Neighborhood-based collaborative filtering methods are basic algorithms in
recommender systems. Neighborhood methods include user-based and item-
based collaborative filtering. The essence of user-based and item-based approach
is to find similar users and items for recommendation. Since the Netflix compe-
tition, latent factor model (LFM) has been a hot research topic in recommender
system. The core concepts of LFM is to connect user and item by latent factors.
On the other hand, graph-based models use bipartite graph to describe user’s
behavior. Recent years, researches on social networks for personalized recom-
mendation prove to improve recommender system’s performance [4]. The exist-
ing approaches are not applicable for shopping mall recommendation because
we have to face the problem that how to re-predict a customer’s preference to a
shop if he has consumed in this shop. We define this as repetitive recommenda-
tion problem. Since a customer’s preference is drifting and a shop’s popularity
is changing, the key point is to predict the customer’s interest to all the shops
in a new time window.

In this paper, we propose two approaches. The key point of matrix fac-
torization approach is to construct the customer preference bias matrix fused
customer’s long-term and short-term preferences, we solve the repetitive recom-
mendation problem by adding positive and negative factors. We exploit frequent
paths mined from RFID trajectories as positive factors and revamp the ratings
that the customer has consumed in a specific shop. The tensor decomposition
approach is based on nonnegative Tucker decomposition, we predict the rat-
ings by achieving the predict slice of the approximate tensor. Finally, evaluation
is made on Top N recall and precision value. By top 10 recommendation, we
achieve the best result of 23.56% recall rate and 9.62% precision rate by matrix
factorization method and the result of 17.62% recall rate and 7.375% precision
rate by tensor decomposition respectively.

The key contributions of the paper are:
(1) Matrix factorization combining bias matrix.
(2) Revising results utilizing positive and negative factors.
(3) Three dimensional tensor decomposition approach for rating prediction.

The rest of the paper is structured as follows. Section 2 presents related work.
In Section 3, we describe the data set used in the paper. Section 4 expounds
the algorithms and Section 5 is the experiment part. We make conclusion in
Section 6.

2 Related Work

Collaborative Filtering (CF) includes user-based and item-based filtering. Latent
factor model has been a popular approach these years and most successful appli-
cations are based on Matrix Factorization (MF). MF approaches construct two
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low-dimensional matrices M×D and D×N and approximate the observed matrix
R under the given loss function, while R is M ×N matrix. Koren [9] summarizes
MF technology for recommender system and proposes improved MF models by
adding biases and temporal dynamics to enhance accuracy. Based on basic MF,
M. Andriy and S. Ruslan [13] present the Probabilistic Matrix Factorization
(PMF) model and extend to include an adaptive prior on the model parameters.
Josef [1] extends MF from normal distribution assumption to general probabilis-
tic distributions. Liang Zhang [23] generalizes arbitrary regression models like
LASSO, boosting, decision tree, etc. to incorporate features on factor estimates
instead of linear regression.

Temporal dynamic is a challenging problem in recommender systems.
Y. Ding [2] designs an algorithm that computes time weight for items by decreas-
ing weight to old data. Koren [8] models the evolving behavior by adding time
changing baseline predictors, capturing user biases and item biases and single day
effect. Dawei [21] proposes a user-tag-specific temporal interests model to track
users’ interests in tagging systems. Approaches [14][16] to solve time-evolving
models are built on graphic or tensor analysis. Instead of treating time as a
universal dimension shared by all users, Liang [19] models user behavior fusing
long term and short term preferences by dividing time into different sessions.

Personalized recommendation based on social networks has gradually been a
hot topic these years. Researches on combining social factors including personal
interest, interpersonal interest similarity and interpersonal influence show bet-
ter performances than existing recommendation algorithms [12]. The emerging
location-based and event-based social network services provide a new platform
to understand users’ preference [22]. Location and activity recommendations by
mobile devices using history positioning data are increasingly popular [17][11].
Vincent [24] uses GPS history data and user comments to mine knowledge such
as location features and activity-activity correlation and apply MF to discover
interesting places and possible activities for recommendation. Yu [20] extends
the probabilistic matrix factorization to apply explicit and implicit feedback
data for IP-TV recommendation. Gideon [5] builds a session-based temporal
dynamic model for Yahoo! Music recommendation with item taxonomy.

The tensor model can nicely represent high dimensional data without break-
ing its eigen structure. Decomposition of higher-order tensors(i.e.,N -way arrays
with N�3) have applications in data mining [15], graph analysis [7], com-
puter vision [18], etc. CANDECOMP/PARAFAC(CP) [3] and Tucker decom-
position [10] are two main approaches for tensor decomposition, based on that,
there are many other approaches such as INDSCAL, PARAFAC2, CANDEL-
ING, DEDICOM, PARATUCK2 and nonnegative decomposition [6].

To the best of our knowledge, we have not seen any work focusing on shopping
mall scenario recommendations. To formulize our task, given user set U , shop
set I, user consumption set C and user RFID trajectory set F , we predict user
ratings Rui utilizing matrix factorization and tensor decomposition approaches.
We evaluate the result by top N recall and precision rate.
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3 Data Set Description

The test data set is made on Joycity RFID trajectories and purchasing history
spanning 16 consecutive months. The tracking dataset has 150,858 disparate
records. The total amount of consumption reaches 1,826,028 RMB. Joycity is a
large-scale shopping center in downtown Shanghai, it has deployed RFID readers
on different floors covering every indoor corner. Joycity issues membership cards
to its registered members, once a member enters the shopping center, his tracking
history will be recorded.

Table 1 describes the fields of RFID trajectories in database.

Table 1. Fields of RFID trajectories

Fields Data type in Database Description

TagID Varchar Member’s ID

ReaderID Int The ID of RFID reader

RangeID Int RFID reader’s Correspondent area

TimeStamp Datetime Sampling interval is 0.001 second

4 The Approaches

In this section, we present two recommendation approaches. The first approach
is based on matrix factorization. We generate the original rating matrix convert-
ing from customer’s consumption history, then we construct customer-shop bias
matrix using session-based graph computing. We optimize the objective function
implementing stochastic gradient descent and solve the repetitive recommenda-
tion by revising the rating value by adding positive and negative feedbacks. The
second approach is based on Tucker nonnegative decomposition. We divide time
dimension by months and construct a three dimensional tensor with 12 frontal
training slices and one predict slice. We randomly set values to a small proportion
of elements by using mean value and by values subject to Gaussian distribution.
Prediction is made on the slice of approximate tensor.

4.1 Matrix Factorization Based Approach

Generate Rating Matrix. Let U and I be the customer and item set respec-
tively. In our case, an item represents a specific store which may contain many
kinds of products. Our purpose is to recommend stores that a customer may
have interest. R is the rating matrix and R ∈ (0, 5) |U | × |I|, Rui = 5 indicates
the highest preference and Rui = 0 represents no preference on a given item.

In our dataset, a user’s preference on a certain item is implicitly reflected
by his sum of consumption. So we use a mapping function to convert all user’s
consumption to a rating matrix.
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Rui = F (Sui) (1)

Sui =
∑

t∈Time A(ui), A(ui)is the amount that user u
consumes on item i on time t.u ∈ U and i ∈ I.

(2)

F (x) = 10 ×
((

1

1+exp(− 1
1000x)

)
− 0.5

)
(3)

The mapping function comes from the sigmoid function, since the sigmoid
function can map any value x to value interval (0, 1), we revise the factors to
convert all positive value x to value interval (0, 5)

Customer-item Interest Bias Matrix Fused Customer’s Long-term and
Short-term Preference. In recommender systems, a customer’s interest may
drift over time and an item’s popularity may also changing. Koren[8] proposes
different time sensitive predictors to capture user’s preference over time, but
the RMSE improvement is not obvious since linear baseline predictors are not
accurate models.

Liang Xiang[19] proposes Session-based Temporal Graph(STG) model and
Injected Preference Fusion(IPF) algorithm. This approach fuses user’s long term
and shot term preference over time. Inspired by this approach, we referred similar
steps. Instead of making top N recommendation from graph computing, we use
the result to construct user-item bias matrix for further computing. In STG,
time is divided into bins and binds with corresponding users, so data is formed
of < user, item > and < session, item > tuples. Here a session represents a
period of time, we set 3 months as a session. STG is a directed bipartite graph
G(U, S, I, E, ω), U denotes the set of user nodes, S denotes the set of session
nodes, I denotes the set of item nodes, E is the edge and ω denotes a non-
negative weight value for edges. A simple example of STG can be shown as the
following figure:

I 3
S2 ( U2, 

T2)

U2

U1
I 1

I 2

S1 (U1, T1)

Fig. 1. A simple example of STG
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The edge weights of G are defined as:

ω(v, v′) =

⎧
⎨

⎩

1, if v ∈ U ∪ S, v′ ∈ I
ηu, if v ∈ I, v′ ∈ U
ηs, if v ∈ I, v′ ∈ S

(4)

P represents paths from source node v0 ∈ {vu, vut}, P = { v0, v1, ......vn }.
The final preference value propagated to vn is defined as:

Φ(P ) =
∏

νk∈P,0≤k<n

Ψ(vk, vk+1)Υ (v0) (5)

Υ (v0) is the value of injected preferences on the source node.

Υ (v0) =
{

β, v0 = vu

1 − β, v0 = vut
(6)

β is the parameter controls the ratio of injected preference. Ψ(vk, vk+1) is the
the propagation function calculating the preference from node vk to its succeed
node vk+1.

Ψ(vk, vk+1) =

⎧
⎪⎪⎨

⎪⎪⎩

1
|out(vk)|ρ vk ∈ U ∪ S, vk+1 ∈ I
(

η
η|out(vk)∩U |+|out(vk)∩S|

)ρ

vk ∈ I, vk+1 ∈ U
(

1
η|out(vk)∩U |+|out(vk)∩S|

)ρ

vk ∈ I, vk+1 ∈ S

(7)

Where out(vk) denotes the out-degree of node vk, it is clear that if node vk

has larger out-degree, then vk+1 will have lower incoming preference. Parameter
ρ is the impact factor with the value in range of zero and one. Parameter η = ηu

/ ηs, ηu and ηs are defined in Equation (4). In STG, only shortest paths from
user or session nodes to unknown item nodes should be considered, the shortest
paths can be obtained by Bread-First-Search. Finally, the estimated preference
pui of users u on item i can be measured as Equation (8):

pui =
∑

P∈P(u,i)

Φ(P ) (8)

Objective Function Optimization. We set low rank matrix qi and pu to
represent the latent factor matrices for item and user respectively. We generate
the bias matrix as presented above. Thus, the prediction of unknown item i by
user u can be estimated by

r′
ui = τ · bias + qT

i pu (9)

τ is the parameter to adjust bias’s weight. The objective function is:

Ψ = min
q�,p�

∑
(u,i)∈k(rui − τ · bias − qT

i pu)2

+β
2

(∣
∣|qi|

∣
∣2 +

∣
∣|pu|∣∣2

)
+ γ

2

(∣
∣|bias|∣∣2

) (10)
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The regularized constrains are β
2

(∣
∣|qi|

∣
∣2 +

∣
∣|pu|∣∣2

)
+ γ

2

(∣
∣|bias|∣∣2

)
. We minimize

the loss function by using a stochastic gradient descent algorithm.

∂Ψ

∂qi
= −2eui · pu + β · qi (11)

∂Ψ

∂pu
= −2eui · qi + β · pu (12)

Here eui represents error between real rating value rui and estimated rating value
r′
ui. The update rules for qi and pu are:

qi ← qi + α(2eui · pu − β · qi) (13)

pu ← pu + α(2eui · qi − β · pu) (14)

α is the learning rate. If the value of α is too large, the algorithm may con-
verge rapidly and miss possible local optimum. If α is too small, the speed of
convergence will be slow.

Result Revamp Rules. To deal with the repetitive recommendation problem
and accurately predict a customer’s preference in a new time window, we design
update rules to revamp the result from matrix factorization. The main idea is to
add positive and negative feedbacks to analyze customer behavior more precisely.
{r′} is the revised rating set.

{r′} = {IujR(r′
uj)} ∪ {Iukλr′

uk} ∪ {r′
ul}

Iuj and Iuk are the indicator function. r′
uj contains items that user u has

consumed, R(r′
uj) revises ratings, δ and ξ are parameters controlling output

result. μ is the average amount of customer consumption.

R(r′
uj) = r′

uj + δ · sign(μ − r′
uj) · |μ − r′

uj |ξ (15)

r′
uk contains shops from customer’s personal maximum frequent paths. We

divide every customer’s tracking data by different days, we mine maximum
frequent paths by applying classic Apriori Algorithm. Once the algorithm is
done, we obtain shops from customer’s maximum frequent paths and accord-
ingly increase ratings of these shops as positive factor. λ is the weight factor. r′

ul

is the set containing elements that are not revised.

4.2 Nonnegative Tucker Decomposition Approach

Notation and Preliminaries. A tensor is a multidimensional array, the order
of a tensor is the number of dimensions, or known as ways or modes. A first-
order tensor is a vector, a second-order tensor is a matrix, a tensor with three
or higher orders is a higher-order tensor. In this paper, vectors are denoted
by boldface lowercase letters, e.g., a. Matrices are denoted by boldface capital
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letters, e.g., A. Higher-order tensors are denoted by boldface Euler script letters,
e.g., χ. A tensor’s Slices are two-dimensional sections presented by two indices
while fixing all the other indices. The horizontal and lateral and frontal slices
of a three-dimensional tensor are normally denoted by Xi::, X:j: and X::k, see
figure 2.

(a) Horizontal slices:Xi:: (b) Lateral slices:X:j: (c) Frontal slices:X::k

Fig. 2. Slices of a three-dimensional tensor

Tuck Decomposition. Tensor n-mode product is a tensor multiplies a matrix
or a vector in mode n. For example, a tensor χ ∈ R

I1×I2×...×IN multiplies a
matrix U ∈ R

J×In in mode n is denoted by χ×nU . Tucker decomposition can be
summarized as higher-order Principal Component Analysis(PCA). A tensor can
be decomposed into a core tensor and matrices along each mode. For example,
a three-dimensional tensor χ ∈ R

I×J×K can be decomposed as

χ ≈ � ×1 A ×2 B ×3 C (16)

Here, tensor � ∈ R
P×Q×R is the core tensor, factor matrices A ∈ R

I×P and
B ∈ R

J×Q and C ∈ R
K×R are principal components in each mode and they are

normally orthogonal. The HOOI(higher-order orthogonal iteration) algorithm is
en efficient algorithm solving tucker decomposition based on ALS(alternating
least square) [6].

Rating Prediction Calculating Procedure. Here are the steps we adopt for
rating prediction:

Step 1. Divide the training set by months, thus construct 12 matrices or
called “frontal slices” of a tensor.

Step 2. Assign some values for the initial predict matrix or called “predict
slice”. We adopt two ways of assigning values. One is to assign mean value got by
training set to random elements of predict slice. Another way is to assign values
subject to Gaussian distribution with expectation and standard deviation got
from training set.

Step 3. Merge training slices and predict slice together and run nonnegative
tucker decomposition.

Step 4. Utilize Equation(16) to calculate the approximate tensor and get the
13th slice as the predict matrix.
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5 Experimental Evaluation

In this section, we present the experimental result we obtained. We separate
data set into training set spanning 12 consecutive months and test set spanning
4 consecutive months respectively.

For Matrix Factorization Approach. The evaluation is formed of two parts.
In the first part, we train parameters related to matrix factorization. The eval-
uation criterion is the root mean squared error ( RMSE ) between predicted
ratings and true ones:

RMSE =

√∑
(u,i)∈TEST (rui − r′

ui)2

|TEST |
In objective function Ψ , see formula (10), we test parameters τ , β and γ

iteratively under feature number of 10, gradient descent factor α is equal to
0.002. Results are presented in table 2, table 3 and table 4. We achieve best
RMSE value of 0.8358 when τ is equal to 3 and β is equal to 0.9 and γ is equal
to 0.7.

Table 2. RMSE results when τ = 1

γ = 0.1 γ = 0.2 γ = 0.3 γ = 0.4 γ = 0.5 γ = 0.6 γ = 0.7 γ = 0.8 γ = 0.9

β = 0.1 1.2611 1.2611 1.2633 1.2566 1.2618 1.2602 1.2592 1.2640 1.2535

β = 0.2 1.2194 1.2249 1.2216 1.2247 1.2238 1.2254 1.2219 1.2248 1.2190

β = 0.3 1.1913 1.1990 1.1958 1.1918 1.2001 1.1911 1.1946 1.1919 1.1929

β = 0.4 1.1688 1.1647 1.1657 1.1623 1.1643 1.1712 1.1645 1.1722 1.1718

β = 0.5 1.1320 1.1268 1.1323 1.1291 1.1419 1.1380 1.1255 1.1319 1.1365

β = 0.6 1.0996 1.0971 1.1033 1.1019 1.1025 1.1038 1.1067 1.1022 1.0980

β = 0.7 1.0699 1.0706 1.0694 1.0694 1.0655 1.0650 1.0698 1.0671 1.0640

β = 0.8 1.0429 1.0415 1.0352 1.0421 1.0380 1.0402 1.0383 1.0396 1.0343

β = 0.9 1.0049 1.0022 1.0080 1.0097 1.0032 1.0048 1.0093 1.0067 1.0052

In the second part, evaluation is made on recall and precision rate(equation 17
and 18). We adopt top 10 recommendation. As approximate matrix is generated
by production of latent factor matrices qT

i and pu under best value of parameters
τ , β and γ as tested above, we use similar iterative steps to test parameters ξ,
δ and λ. The best recall rate is 23.56% and best precision rate 9.962% both if ξ
is equal to 0.3 and δ is equal to 0.5 and λ is equal to 1.2. Compared with non-
revise output with best recall rate of 16.76% and best precision rate of 7.625%,
the improvement is 40.6% and 30.6% respectively.

Precision =
|PredictionSet ∩ ReferenceSet|

|PredictionSet| (17)

Recall =
|PredictionSet ∩ ReferenceSet|

|ReferenceSet| (18)



480 Y. Ding et al.

Table 3. RMSE results when τ = 2

γ = 0.1 γ = 0.2 γ = 0.3 γ = 0.4 γ = 0.5 γ = 0.6 γ = 0.7 γ = 0.8 γ = 0.9

β = 0.1 1.1498 1.1480 1.1554 1.1576 1.1510 1.1530 1.1465 1.1490 1.1552

β = 0.2 1.1229 1.1192 1.1189 1.1143 1.1162 1.1172 1.1129 1.1198 1.1155

β = 0.3 1.0808 1.0846 1.0895 1.0904 1.0785 1.0819 1.0803 1.0807 1.0799

β = 0.4 1.0571 1.0551 1.0619 1.0571 1.0506 1.0554 1.0517 1.0611 1.0589

β = 0.5 1.0301 1.0221 1.0219 1.0260 1.0246 1.0218 1.0254 1.0196 1.0238

β = 0.6 0.9999 0.9896 0.9985 0.9950 0.9962 0.9938 0.9928 0.9971 0.9954

β = 0.7 0.9658 0.9648 0.9630 0.9668 0.9686 0.9682 0.9700 0.9657 0.9653

β = 0.8 0.9372 0.9354 0.9317 0.9356 0.9314 0.9349 0.9317 0.9329 0.9358

β = 0.9 0.9093 0.9104 0.9033 0.9068 0.9071 0.9046 0.9055 0.9047 0.9062

Table 4. RMSE results when τ = 3

γ = 0.1 γ = 0.2 γ = 0.3 γ = 0.4 γ = 0.5 γ = 0.6 γ = 0.7 γ = 0.8 γ = 0.9

β = 0.1 1.0710 1.0710 1.0766 1.0642 1.0750 1.0655 1.0678 1.0696 1.0628

β = 0.2 1.0314 1.0330 1.0391 1.0286 1.0286 1.0332 1.0357 1.0363 1.0396

β = 0.3 1.0007 1.0084 1.0096 1.0025 1.0013 0.9975 0.9971 1.0063 1.0039

β = 0.4 0.9841 0.9795 0.9762 0.9812 0.9800 0.9748 0.9749 0.9788 0.9861

β = 0.5 0.9487 0.9480 0.9468 0.9537 0.9528 0.9462 0.9486 0.9468 0.9515

β = 0.6 0.9173 0.9185 0.9176 0.9177 0.9270 0.9248 0.9196 0.9250 0.9178

β = 0.7 0.8921 0.8940 0.8994 0.8914 0.8899 0.8905 0.8932 0.8995 0.8953

β = 0.8 0.8693 0.8662 0.8630 0.8661 0.8627 0.8682 0.8589 0.8659 0.8615

β = 0.9 0.8367 0.8401 0.8364 0.8379 0.8397 0.8360 0.8358 0.8370 0.8358
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For Nonnegative Tucker Decomposition. We adopt two different tactics to
assign values on random position for the rating matrix that we need to predict.
The number of assigned elements ranges from 50 to 1000. In figure 3, for elements
assigned mean values got from training set, the result of tensor decomposition
achieves best recall rate of 13.87% and precision rate of 7.125% if we use 1000
random elements. For assigned elements subject to Gaussian distribution with
expectation and standard deviation got from training set, the best recall rate is
17.62% and precision rate is 7.375% when use 200 random elements.

6 Conclusion and Discussion

In this paper, we propose two approaches for shop recommendation in large
shopping mall scenario. We construct the bias matrix based on graph comput-
ing and train the objective function by adding bias regularization. We solve the
repetitive recommendation problem by revising results for adding positive and
negative feedbacks. For tensor decomposition approach, we assign values to ele-
ments randomly and construct the initial predict matrix, after the nonnegative
tucker decomposition, we do not revise any value and the result is still encour-
aging. Although the matrix factorization approach achieves better result, there
is possible improvement can be made for tensor decomposition and future work
may focus on it.
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Abstract. In this paper, we present a microblog recommendation algorithm based 
on multi-tag correlation. Firstly, a tag retrieval strategy is designed to add tags for 
unlabeled users, the initial user-tag matrix is then constructed and user-tag weights 
are set. In order to represent user interests accurately, we fully investigate the asso-
ciations between the tags. Both inner and outer correlation between tags are defined 
to conquer the problem of sparsity of user-tag matrix. The user interests can then be 
decided and microblogs can be recommended to users. Experimental results show 
that the algorithm is effective for microblog recommendation. 

Keywords: Microblog recommendation · Tag retrieval · User-Tag weight · Tag 
correlation 

1 Introduction 
As a typical representative application of web 2.0, microblog has attracted a great 
number of users and rapidly developed in recent years. It is necessary to develop new 
algorithms to provide the personalized service for these users. And high quality in-
formation should be accurately pushed based on the user's interest[3].  

In this paper, we present a microblog recommendation algorithm based on multi-
tag correlation.  First, a novel user tag retrieval strategy is developed to select the 
tags for unlabeled users and a user-tag matrix is created to represent the initial weight 
of users’ tags. Second, we construct a correlation matrix of multi-tag by investigating 
inner and outer correlation between tags. Third, the original user-tag matrix is updated 
by correlation matrix of multi-tag to obtain the final weight.  

The basic outline of this paper is as follows: Section 2 presents user method. The 
experiments and results are demonstrated in Section 3. Lastly, we conclude our paper 
in Section 4.  

2 Our Approach 
2.1 User Tag Retrieval and User-Tag Matrix Construction 

If the tagging service is provided by microblog system, the built-in tags can be direct-
ly used. Otherwise, a tag retrieval method is adopted to acquire the personal tags from 
the microblog posted by that user. 
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Table 1. Notions in tag retrieval 

notion definition 
 1 2, , , ,i NU u u u u    The microblog user dataset 

N The number of users 
 1 2, , ,

ii i i iMD d d d   The microblog collection for ui  
Mi,  i=(1,2,…,N) The number of microblog for ui 

1

N
ii

D D


  The microblog dataset of all users 
 1 2, , ,

ii i i imT t t t   The terms set for microblog dataset Di 
mi, i im M  The number of terms  

 1 2, , ,
ii i i inL l l l   The tag set for ui 

ni The number of tags for ui 
1

N
ii

L L


  The collection for all tags 
n The total number of tags in tag collection L 

 
The most critical step for tag retrieval is to select most representative words from 

users previously posted microblog as query words. Ideally, the query words should be 
(i) well represent the main content of the microblog, and (ii) be topically indicative. 
The clarity score[1] is used to measure the topical-specificity of a certain term. Let the 
j-th term lij be a candidate word for selection, we use lij as a single-term query to re-
trieve its top-gi most relevant microblogs, denoted by Qlij. We use equation (1) to 
calculate the clarity score of term lij. 

      
 

|
| log

|
ij

ij

ij i

ij l

ij ij l
l T ij i

P l Q
Clarity l P l Q

P l D

   (1) 

Then the score of the j-th word is computed as the equation below: 

  j j ijs tf clarity l   (2) 

ni words with the highest weight are chosen as user ui’s tags, and each tag is as-
signed a normalized weight: 

  
1

j

ij n
xx

s
normalized s

s





 (3) 

The tag weight vector  1 2, ,i i i inw w wV   is created for user ui to represent the 
initial weights of tags[4]. If the tags are obtained from the above tag retrieval scheme, 
we use Eq. (3) to generate the initial weights for these tags. Otherwise, if the tags are 
provided by the tagging service, each tag is treated as of equal importance. Assuming 
that ui has Zi tags, the initial user’s tag weight wij are defined as follows: 
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Based on users’ weight vectors, we create a N*n matrix Mul, which is defined as: 

 

1 11 12 1
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 (5) 

Where N denotes the total number of users, n is the number of tags and wij is the 
weight of the j-th tag for the i-th user in matrix. 

2.2 Multi-tag Correlation and the Recommendation Algorithm  

Sun et al[2] have considered associations between terms for microblog hot topic de-
tection, inspired by this, we investigate correlations between tags to update the origi-
nal user-tag matrix. 

If both tags are marked by one particular user, an inner correlation between two 
tags is established. Based on Jaccard similarity, the inner correlation between tags lj 
and lk can be quantified as: 

   1, ij ik
j k

y H ij ik ij ik

w w
LIR l l

H w w w w

 
   (6) 

|H| represents the number of elements in H={y|(wij≠0)&(wik≠0)}, We normalize  
LIR(lj,lk) to [0,1], and the normalized inner correlation of tags li and lk are defined as: 

    
 

1,

1,                             

,, ,    
,

j k
j k n

j k
j j k

j k

LIR l lN LIR l l j k
LIR l l

 



   




 (7) 

If two users u1 and u2 are simultaneously marked by the same tag, an outer correla-
tion between two tags is established. Where tag lq is a linked tag which links lj and lk. The 
outer correlation between two tags lj and lk linked by term lq can be formalized as: 

       , | min , , ,j k q j q k qLOR l l l N LIR l l N LIR l l    (8) 
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We then define the outer correlation between two tags lj and lk with all the linked 
terms and normalize the values to [0,1] as:  

    
0,                                 

, |,
,    q

j k qj k t E

j k

LOR l l lN LOR l l
j k
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  (9) 

Where |E| denotes the number of link tags in E={lq|(N-LIR(lj,lq)>0)&(N-
LIR(lk,lq)>0)}. 

Given a pair of tags lj and lk, the tag correlation between them can be defined as: 

        
1

,
, 1 ,j jk k

j kLR
j k

l l
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Where  (  0,1 ) determines the importance of inner correlation and outer cor-

relation between multi-tags. Then we create a n×n multi-tag relationship matrix Mlr, 
and LR(lj,lk) are elements in this matrix, which not only includes inner correlation 
between tags but also consider outer correlations between multi-tags. The final user-
tag matrix Mre can be defined: 

 re ul lrM M M   (11) 

Given a microblog dp, the ranking function f (ui,dp) for a user ui, is defined as[4]:  

    ',i p iP
f u d


 E V  (12) 

Which denotes the similarity between microblog dp and user ui. Each microblog dp 
is represented as  1 2, , ,p p pnw w w

p
E  , if dp contains tag lj then wpj=1, wpj=0 other-

wise. The vector  ' ' ' '
1 2, , ,i i i inw w wV   is the updated tag weight vector for user ui. We 

predefine a threshold γi, if f (ui,dp)>γi, then the microblog dp will be recommended to 
the user ui. 

3 Experiments and Results  

In this section, we show the experimental results on the dataset collected from Sina 
microblog platform. Our dataset includes 532 users who posted a large number of 
microblog from March 21th to March 25th, 2014. We preprocess a series of experi-
mental data, and then the final experimental dataset is constructed. The dataset con-
sists of 39,886 train and 9,100test datain14 categories, as shown in Table 2. 
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Table 2. Number of training/test data in the 14 categories 

Category #Train #Test Category #Train #Test 
Sports 3481 800 Military 1880 300 

Technology 2860 600 Parenting 2400 600 
Estate 2650 600 Environmental protection 2880 600 
Stock 2200 600 Health 2650 600 

Emotion 3550 800 Travel 3260 800 
Entertainment 4562 800 Medicine 2403 600 

Political 1880 300 Commodity 3230 800 
 
The experiments include two parts: 1) Comparison with that of 4 other algorithm 

on tag retrieval; 2) The impact analysis on the parameter to examine the overall re-
commending performance of our model. 

Our method is denoted as TF*Clarity to demonstrate the effectiveness of our pro-
posed approach, we compare it against the following four methods: TF, TF*IDF, 
TF*Clarity, TF*IDF*Clarity. For each scheme, we select top {1, 3, 5, 7, 9, 11} words 
with the highest scores as users’ tags.  
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        Fig. 1. Accuracy on F1 scores 

 
  

Fig. 2. Different α for our algorithm accuracy 

From Figure 1 we can make the following observations. First, more tags (from 1 
tag to7 tags) lead to better recommendation algorithm accuracy. When more than 
7tags are chosen the improvement becomes minor. Second, among all tag selection 
methods, our method outperforms the others in most runs with three tags or more 
labels are marked by user. For one tag, TF*IDF*Clarity is the best scheme. However, 
if only one tag is obtained, the recommendation accuracy is very poor. Therefore, TF 
* Clarity is chosen as our method for tag retrieval. 
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Parameters α is the most important parameter in our method. It is used to balance 
the effects of inner and outer tag correlations. Figure 2 reveals that the experimental 
results match favorably with our hypotheses and encourage us to further explore the 
reasons. First, the performance of our algorithm is greater than that of either consider-
ing inner or outer correlation in isolation, indicating that that an optimal performance 
comes from an appropriate combination of both the inner and outer correlation among 
tags. Second, when parameter α is 0.5, our recommendation algorithm shows best 
performance, which means multi-tag inner correlation is as important as outer rela-
tionship. Third, when parameter α is 1, the performance of our algorithm is better than 
the value of parameter α is 0. 

4 Conclusions and Future Work 

In this paper, we explore the performance of a multi-tag correlation based approach 
for recommending microblog posts. Given the short nature of the posts and no back-
ground knowledge source, both inner and outer correlations among tags are investi-
gated. Nevertheless, microblogs (and possibly other short texts as well) offer several 
other information that we have not yet discussed or explored. Future work aims at 
finding proper ways of adding different information. 
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Abstract. Personalized recommendation system (PRS) is an effective tool to 
automatically extract meaningful information from the big data of the users. 
Collaborative filtering is one of the most widely used personalized recommen-
dation techniques to recommend the personalized products for users. In this pa-
per, a PRS model based on the support vector machine (SVM) is proposed. The 
proposed model not only considers the items’ content information, but also the 
users’ demographic and behavior information to fully capture the users’ inter-
ests and preferences. Meanwhile, an improved particle swarm optimization 
(PSO) algorithm is applied to optimize the SVM’s learning parameters. The  
efficiency of the proposed method is verified by multiple benchmark datasets. 

Keywords: Personalized recommendation · Support Vector Machine · Particle 
Swarm Optimization · User’s demographic information 

1 Introduction 

In recent years, with the advances in information technology, people have entered the 
“information overload” era, which imposes significant challenges on the provision of 
accurate and timely information to the users. PRS provides a promising solution for 
this problem. By analyzing the historical data, PRS automatically provides users with 
the suggestions based on their preferences. The core techniques used in the state-of-
the-art PRSs can be classified as content-based recommendation (CBR) and collabor-
ative filtering (CF). CBR selects the most relevant items to an active user by  
comparing the representations of the item’s content and the user interest model [1]. 
The major limitation of CBR is that it is purely based on the item’s textual informa-
tion. Typically, a profile is formed for an individual user by analyzing the item’s con-
tent in which they are interested, and the additional items can be inferred from this 
profile. However, in many cases, the contents of the items are difficult to analyze. 

CF draws explicit or implicit rating from the users to recommend items to a specif-
ic user [2]. It can be further classified as memory-based and model-based techniques. 
The former methods firstly find neighbors of an active user, and then use the  
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neighbors’ preferences to predict the preferences of the active user. But it has some 
shortcomings, such as the inflexible similarity calculation, high computational com-
plexity, etc. The latter methods firstly develop a model based on the historical data, 
and then use it to predict the preferences for an active user. Currently, many machine 
learning techniques have employed the model-based CF, such as backward propaga-
tion (BP) neural network [3], Adaptive learning [4], and Linear Classifier [5]. Mean-
while, CF algorithms have been applied in many real-applications, such as music 
recommendation, news recommendation, product recommendation, and so on. 

Compared with other machine learning approaches, SVM has some advantages. 
For example, it can ensure the global optimality of the find solution. Since the fore-
casting accuracy of SVM is parameter sensitive, it is important to choose a good ker-
nel function and tune the kernel parameters to achieve the optimal performance [6]. 
Currently, many heuristic methods have been used for the parameter optimization of 
SVM [7], such as grid search (GS), genetic algorithms (GA), and PSO. Among them, 
PSO has been proved to be easy to implement and have the strong global optimization 
capability [7]. But the standard PSO has some demerits, such as pre-matured into the 
local optimum and slow convergence. To overcome above defects, we proposed an 
improved PSO with the contraction factor and self-adaptively inertia weight (CF-IWA 
PSO). It is embedded with a self-adaptively parameter adjustment mechanism to en-
hance the algorithm’s global search ability and convergence speed. 

The major contribution of this paper is that we propose a PRS based on the SVM 
and CF-IWA PSO. There are two key features of the proposed model. Firstly, we 
propose the CF-IWA PSO to optimize parameters of SVM. In each iteration, the iner-
tia weight of the CF-IWA PSO is self-adaptively updated based on the instant search-
ing performance. This makes it have better performance than the standard PSO. Se-
condly, the proposed PRS overcomes the limitations of the traditional CF methods. 
Compared with the traditional CF methods which only use historical score data to 
calculate similarity, the proposed system not only utilizes the user’s demographic 
information, but also their rating information. In addition, these two kinds of informa-
tion can well reflect the user’s preferences. 

2 Introduction of the CF-IWA PSO Algorithm 

2.1 Principles of the CF-IWA PSO Algorithm 

PSO is a heuristic optimization algorithm proposed by Kennedy and Eberhart [8], and 
has been applied in many industrial applications [9, 10]. But the widely adopted linear 
weighting decreasing strategy has some disadvantages such as premature, decrease of 
the global search ability in later iterations, and slow convergence speed. These limita-
tions affect the optimization performance of the algorithm. To improve the PSO’s 
performance, we propose the self-adaptively update strategy for the inertia weight w. 
Specifically, in the algorithm’s early iterations, w maintains a larger value to make the 
algorithm have strong global search ability and accelerate the convergence speed; in 
the later iterations, w maintains a smaller value, to improve the algorithm’s local 
search ability and search accuracy. The update criterion is shown as below. 
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where    0.4, 0.9w k  ; k is the current iteration index. 
To further improve the convergence speed of the PSO, this paper also introduces 

the contraction factor χ, and the velocity formula is converted into the following form: 

    1
1 1 2 2

l l l l l l l l
id id ij ij gj ijv w v c rd p x c rd p x           .       (2) 

where the expression of χ is shown as, 

2
1 21 2- - -4 , , 4c c         .                  (3) 

We called this improved PSO algorithm with contraction factor adaptively dynamic 
inertia weight as CF-IWA PSO. 

2.2 Principles of the SVM Based on CF-IWA PSO Algorithm 

The procedures of the SVM classification model integrated with the CF-IWA PSO are 
shown in Table 1. 
 

Table 1. The description of CF-IWA PSO–SVM 

Step 1：Read the sample data; prepare the training set and the testing set; pre-process the 
sample data. 
Step 2：PSO Population Initialization. Initialize the velocity and position vectors of each 
particle; set the values of the control parameters.   
Step 3：Set the values of iP and gP . Set the current optimal position of the particle i as

 1 2, , ,i i i idX x x x  , that is  1, ,i iP X i n    and the optimal individual in group as the cur-
rent gP . 

Step 4：Define and evaluate fitness function. Use the classification accuracy as the fitness 
function value, which is shown as the following formula. At the same time, the 5-fold cross 
validation is used to evaluate fitness. 

The number of correctly classified samples
The total number of samples

Acc  . 

Step 5：Update velocity and position of each particle. Search for the better c, σ and ε 
according to the velocity formal (2) and position formal  1 +1l l l

id id idx v x   . 
Step 6：Update the number of iteration. Let t = t+1. 
Step 7：Judge the stop condition. If maxt T  or jAcc acc , then stop the iteration and gP  

is the optimal solution which represents the best parameters for SVM. Otherwise, go to  
step 4. 
Step 8：Decoding the obtained optimal solution, get the optimized parameters. 



492 X. Wang et al. 

 

3 Experimental R

3.1 Verify the Validity 

To test the efficiency of th
set [11]. For PSO and CF-
0.9, wend = 0.4; the initial sp
size is set to be 20; the ma
diction model, we choose th

Fig. 1 shows the fitness p
the Wine data set. From Fi
searching ability than PSO.
under the CF-IWA PSO ar
the CF-IWA PSO adjusted
parameter combinations.  

Fig. 1. The classification a

3.2 Personalized Recom

We test the performance o
movie recommendations. T
tal data set [12], which inclu

In this study, the persona
cation problem. The item-b
ative filtering (UserCF), P
tested for the comparison pu

3.2.1   The PRS Model B
We select 2,000 users’ scor
domly select 10 data as test
data are used as the training

Results and Analysis 

of the CF-IWA PSO Algorithm 

he proposed CF-IWA PSO algorithm, we adopt Wine d
-IWA PSO, the parameter settings are: c1 =c2 = 1.5, wst

peed range of the particles is set to be  5,5 ; populat
aximum iteration number is set to be 100. In the SVM p
he Gaussian kernel. 
profiles (classification accuracies) of the two algorithms
ig. 1, it can be seen the CF-IWA PSO has stronger glo
 The results show that the optimal parameter combinati
re more accurate than PSO. Specifically, after 20 iteratio
d search strategy, making the algorithm search the be

 

accuracy of CF-IWA PSO and PSO algorithm on Wine dataset

mmendation Results and Analysis 

of the proposed PRS model in terms of the personali
The MovieLens 1M data set was selected as the experim
udes usr.dat, movie.dat, and ratings.dat.  
alized recommendation is converted into a binary class
based collaborative filtering (ItemCF), user-based collab
PSO-SVM, GA-SVM, GS-SVM, and the BP model 
urpose. 

Based on CF-IWA PSO-SVM Model 
re data as the experimental data set. For each user, we r
ting data, and add them to the test data set. The remain

g set.  

data 
tart = 
tion 
pre-

s on 
obal 
ions 
ons, 
etter 

 
t 

ized 
men-

sifi-
bor-
are 

ran-
ning 



 Personalized Reco

 

To some extent, taking i
viate the ‘cold start’ proble
information, user’s behavio
tion are used to construct a
based on the correlation ma
classification results, the PR
of the similarity calculation
sification model, the movie
ings: “like” (recommended)
correspond to the movies w
the movies with 1, 2 or 3 st

3.2.2   Recommended Re
A good recommendation sy
index F-Score can measure
interested in several or doz
in our study the accuracy an

Fig. 2 (a) illustrates the
higher classification accura
90% of the entire training
reached 74.9%, higher tha
(74.5%), BP (70.1%), Use
evaluation results of the d
method provides better re
number of training sample
reached the highest among
Top-10 classification accu
other methods. When train
classification accuracy of C
tained 73.5%, GA-SVM o
66.3%, UserCF obtained 5
encouraging results prove t
icantly improve the predicti

 

Fig. 2. 

ommendation System Based on Support Vector Machine 

into account the user’s demographic information can a
em. Therefore, in our experiment, the user’s demograp
oral information (‘ratings’), and movie’s content inform
a ‘user-movie’ correlation matrix. We then train the mo
atrix, and finally the movies are classified. According to
RS provides a list of recommended movies to users, inst
n of the traditional CF methods. Before establishing a c
es are divided into two categories based on the users’ 
) and “dislike” (not recommended). Let the “like” categ
with 4 or 5 stars, and the “dislike” category correspond
tars.  

esults and Analysis 
ystem has not only high precision, but also high recall. T
e this performance. Besides, in many cases, users are m

zens of items on top of the recommendation list. Theref
nalysis is restricted to the top 10 recommended movies. 
e proposed PRS model based on CF-IWA PSO-SVM 
acy than the other methods. When training samples reac
g set, the classification accuracy of the proposed mo
an the POS-SVM (73.7%), GA-SVM (72.2%), GS-SV
erCF (68.6%), and ItemCF (68.9%). Fig. 2 (b) shows 
different methods in terms of the F-Score. The propo
sults than the other six methods. Specifically, when 

es up to 90% of the entire training set, its F-Score va
g all the seven methods. Fig. 2 (c) demonstrates that 
uracy of the proposed method is significantly higher t
ning samples reached 90% of the entire training set, 
CF-IWA PSO-SVM reached 79.6%, while POS-SVM 
obtained 69.2%, GS-SVM obtained 75.5%, BP obtai
51.7%, and ItemCF obtained 52.8%, respectively. Th
that the well-designed machine learning method can sig
ion accuracy of the recommendation system. 

The comparative results of seven methods 

493 

alle-
phic 
ma-
odel 
o the 
tead 
clas-
rat-

gory 
d to 

The 
more 
fore, 

has 
ched 
odel 
VM 
the 

osed 
the 

alue 
the 

than 
the 
ob-

ined 
hese 
gnif-

 



494 X. Wang et al. 

 

4 Conclusions 

In this paper, to overcome the limitations of the traditional CF, a personalized rec-
ommendation model based on SVM is proposed. The proposed method not only uses 
the item’s content information, but also uses the user’s demographic information and 
behavior information to establish the “user-item” correlation matrix to capture the 
user’s interests and preferences. To further improve the performance of the classifica-
tion model, an improved PSO algorithm with contraction factor and dynamic adap-
tively inertia weight (CF-IWA PSO) is also proposed to optimize the parameters of 
the model. Experimental results on Wine data set show that the proposed CF-IWA 
PSO not only has stronger global search ability, but also has higher local search accu-
racy. Moreover, the MovieLens data set is also used to verify the effects of the pro-
posed PRS. Experimental results indict that the proposed model can provide better 
recommendation results than other methods. 
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Abstract. Transfer learning has emerged as a new learning technique
facilitating an improved learning result of one task by integrating the
well learnt knowledge from another related task. While much research
has been devoted to develop the transfer learning algorithms in the field
of long text analysis, the development of the transfer learning techniques
over the short texts still remains challenging. The challenge of short
text data analysis arises due to its sparse nature, noise words, syntacti-
cal structure and colloquial terminologies used. In this paper, we propose
AutoTL(Automatic Transfer Learning), a transfer learning framework in
short text analysis with automatic training data selection and no require-
ment of data priori probability distribution. In addition, AutoTL enables
an accurate and effective learning by transferring the knowledge auto-
matically learnt from the online information. Our experimental results
confirm the effectiveness and efficiency of our proposed technique.

Keywords: Transfer learning · Long text analysis · Short text analysis ·
Latent semantic analysis

1 Introduction

Transfer learning is a new approach of improving the data learning result by uti-
lizing the knowledge from different tasks and domains. The traditional machine
learning or data mining approaches require the training and test data to be
under the same feature space and the same distribution. Transfer learning, in
contrast, allows the domains, tasks and distribution used in training and test-
ing to be different. Specifically, when the training data in the target task are
insufficient for a good data modeling, it transfers the useful knowledge from
the related auxiliary data from another task to enrich the data features. In this
case, more data characteristics are integrated into the data learning facilitating
an improved learning results [1,2].

Much research has been devoted into the transfer learning in the domain of
analyzing the long text data. To name a few, [3] proposed source free transfer
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 499–511, 2015.
DOI: 10.1007/978-3-319-25159-2 45
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learning to transfer knowledge from long texts to the long and [4] proposed
latent dirichlet allocation to analyze two sets of topics on short and long texts.
As the rapid development of Internet, more and more blog-sphere and social
networking applications come into being, such as Microblog, Twitter, QQ news
and online advertising. These applications exhibit two important features that
differs themselves from traditional applications. First, data generated from these
applications contain a lot of short texts, which contains rich useful information.
Second, the text data vary dramatically every day, in terms of data size and
data distribution. On one hand, these new features eventually challenge the
traditional data mining and machine learning approaches, as the assumptions
made do not hold in these new applications.On the other hand, the existing
transfer learning algorithms tailored for long text analysis can not be directly
applied in these application as well. The long text data analysis aims to analyze
the long text data by utilizing the knowledge learnt from other long text datasets.
The techniques are designed to handle the data that is well labeled, naturally
compact and structured. However, the short text differs from the long text due to
the sparse nature, noise words, syntactical structure and colloquial terminologies
used, which result in unsatisfactory analysis results by directly using the transfer
learning algorithms in the long text analysis domain.

In order to better utilize the short text data, it is essential to develop new
transfer learning techniques in short text analysis. Given the fact that the result
learnt from the long text analysis is enriched, one promising approach is to
transfer the long text knowledge into the short text analysis. Several algorithms
have been proposed under the similar methodology of utilizing the long text
information to help the short text analysis. In their work, a major assumption
is that source data are provided by the problem designers. This, however, would
reduce the usability of these algorithms, as it requires the designers to have a well
understanding of the source data. In addition, the prior probability distribution
is required. In the big data era, it is significantly difficult to obtain such a data
prior probability distribution. Therefore, this calls for the new algorithms that
can release the dependency of specific source data and data prior probability
distribution knowledge.

In this paper, we propose a novel framework, called AutoTL (Automatic
Transfer Learning), which enables an automatic knowledge transferring. AutoTL
differs itself by utilizing the informative online information to strengthen the
short text analysis without the need of specifying the source training data,
when the short text is not well labeled and without knowing the priori prob-
ability distribution. Specifically, using the latent semantic analysis techniques, it
first extracts the semantic related keywords as the seed feature set between the
online web (long text) data and the target data. This can be done by employ-
ing the online search engine via inputting the tags extracted from the target
data to obtain the most relevant web data. It then builds one undirected graph
for the online web data where the nodes represent the tags/labels. Within this
graph, it further extracts one subgraph which is able to cover all the seed fea-
ture set. In addition, an improved Laplacian Eigenmaps is adopted to map the
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high-dimensional feature representation to a low-dimensional one. Finally, it clas-
sifies the target data through one constraint function of minimizing the mutual
information between the instance and feature representation.

Our major contributions are summarized as follows:

– We propose AutoTL, an transfer learning algorithm of effective short text
analysis. AutoTL is superior to other algorithms, as it automatically iden-
tifies the related source data from the rich online information and does not
require the system to know the priori probability distribution of the data in
advance.

– We provide the techniques to integrate the latent semantic analysis into the
short text analysis which facilitates an effective learning.

– We conduct extensive experimental evaluations and experimental result indi-
cate that our proposed technique is effective, efficient and practical.

The reminder of the paper is organized as follows. Section 2 introduces the
automatic transfer learning algorithm. In Section3, we provide experimental eval-
uation. Section4 presents the existing work. In Section 5, we conclude the paper.

2 Automatic Transfer Learning Based on Latent
Semantic Analysis

In this section, we introduce the proposed transfer learning framework for short
text analysis. We will first define the short text analysis problem, then introduce
the solution of constructing the feature representation for the target data based
on the latent semantic analysis followed by the introduction of the classifier
generation.

2.1 Problem Definition

The target domain or target data is referred to a large amount of short texts
data X = {X1,X2, ...,Xn}, where Xi is one short text instance. Among the
target domain, the known label space is referred to L = {l1, l2, ..., lm} related
to X. In the short text analysis, the label space is normally very small and not
sufficient to conduct an accurate classifying. In addition, no specific source data
are given to the learning, in which case the traditional data mining and machine
learning approaches are unable to be applied here. Furthermore, the data priori
probability distribution is unknown as well. The problem that we study is given
the target domain and limited labels, how to provide an accurate classification
over the target domain.

To tackle this problem, in this paper, we propose AutoTL (automatic transfer
learning) to increase the short text classification performance by automatically
transferring the knowledge obtained from other online long text resources, also
called source domain (e.g. the web information or social media). Intuitively,
AutoTL adopts the latent semantic analysis approach to dig the semantics to
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both the target domain and source domain. Based on this semantic meaning, it
formalizes the important features and make the connection between these two
different type of data. It tries to find the best feature representation in order
to keep the text semantics for a good classification. The key techniques are
introduced in below.

2.2 Keyword Extraction

As the related source data are not provided, we have to figure out which online
resources are most related to the target data first. In order to do so, a set of
keywords are extracted from the target domain and are supplied to a search
engine to search the related source data. For instance, a simple way is to utilize
the top k related web pages as the source data. Therefore, the first step that
AutoTL is to extract the representative keywords. It is insufficient to simply use
the labels as the keywords, as this would lead the topic distillation. To overcome
this, we adopt the mutual information to help for the source data selection.
The mutual information captures the degree of mutual information between two
objects which is defined as follows:

I(P ;Q) =
∑

x∈P

∑

y∈Q

p(x, y)log
p(x|y)
p(x)

=
∑

x∈P

∑

y∈Q

p(x, y)log
p(x, y)

p(x)p(y)
(1)

A bigger mutual information indicates a higher correlation between two
objects. Using the mutual information as the measure, the target domain is
preprocessed to calculate the target feature seed sets which share the biggest
mutual information with the target label space. Specifically, the mutual infor-
mation is calculated as I(x,c), where I is the feature seed and c is the label.
When I(xi, cj) > ε where ε is the threshold, it indicates that the feature xi is
highly related to cj . We can choose the xi as the keywords.

2.3 Feature Weight Calculation

After selecting the source data, the next step is to identify the useful
labels/features from the source data, which can be used to strengthen the tar-
get data classification. To do so, a naive approach is to calculate the similarity
between different set of the features between the target domain and the source
domain. According to the similarity among the words, the useful features can be
selected. However, this approach treats each word as an individual, which ignores
the relations between the text and the semantic relationship hidden in the con-
text keywords. Hence, we utilize the latent semantic analysis approach instead [5].
Semantic analysis shows its superiority on this as it organizes the text into a space
semantic structure that keeps the relation between the text and words.

Text matrix is used in the latent semantic analysis. It does not only capture
the word frequency in the text and also the capability of distinguishing the
texts. Typically, in latent semantic analysis, the feature weight is calculated as
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the multiplication between the local weight (LW(i,j) indicating the weight of
word i in text j ) and the global weight (GW(i) indicate the weight of word i in
all the texts). Particularly, the feature weight can be calculated as follows:

W (i, j) = LW (i, j) ∗ GW (i) = log(tf(i, j) + 1) ∗ (1 −
∑

j

pij log(Pij)
logN

) (2)

where Pij = lf(i,j)
gf(i) , lf(i, j) is the frequency of word i in text j, and gf(i) is the

frequency of word i in the all the texts.
This traditional method works well in the context where the target and source

domains belong to the same type of data with the same data distribution. Unfor-
tunately, the above method can not be directly applied to our context where the
target and source data are completely different data types and most likely have
different data distribution. The reason is the traditional method does not con-
sider the difference between the source and target domains which may result
in poor classification performance. Therefore, in this paper, we propose a new
latent semantic analysis approach to enable an accurate classification by utilizing
the word frequency and the entropy.

Word Frequency Weight. The word frequency weight is referred to the fre-
quency of the feature appearing in different labels, which captures the capabil-
ity of distinguishing the labels using the feature. In other words, if one feature
appears frequently in one text, it indicates that this feature play an important
role in this text. Meanwhile, if this feature has high frequency in other texts as
well, we shall reduce its weight as it can not distinguish the texts much. Assume
the labels we obtained from the source data represent the categories based on
the keywords. So the word frequency weight can be calculated as below:

FW (Ci, j) = logcf(Ci, j) × 1

log(
∑cf(Ck,j)

k �=i )

= log

∑m
j,t=1 tf(t, j)

m
× n(c − 1)

log(
∑c−1

k �=i

∑n
s=1 tf(s, j))

(3)

where, cf(Ci, j) is the frequency of feature j appearing in category Ci,∑
k �=i cf(Ck, j) is frequency of feature j appearing in other categories,∑m
j,t=1 tf(t, j) is the frequency of feature j appearing in all the documents

belonging to the category Ci, m is the number of documents in Ci and c − 1 is
the number of labels of the documents.

Entropy Weight. In this paper, we use the entropy to represent the weight
of the classification labels which is defined as CW (c|i). The entropy weight
represents degree of the importance of one feature to the classification labels.
The entropy (H(X)) is the degree of the uncertainty to one signal X, which is
calculated as:

H(X) = −
∑

p(xi)logp(xi) (4)
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The conditional entropy (H(X|Y )) is the uncertainty degree of X when Y
is confirmed, which is calculated as follows:

H(X|Y ) = −
∑

p(xi|Y )logp(xi|Y ) = −
∑

p(xi, Y )log(xi, Y ) (5)

Hence, the entropy weight can be calculated as the certainty degree of X
when Y is confirmed, such as:

CW (Ci|j) = H(Ci) − H(Ci|j) (6)

Normally, H(Ci) is hard to calculate and satisfies the following condition:
H(Ci|j) ≤ H(Ci) ≤ log(c). So when the source documents contain similar
length, H(Ci) is close to log(c). Thus, the entropy weight can be adjusted as
follows:

CW (Ci|j) = H(Ci) − H(Ci|j) = log(c) +
∑

p(t, j)log(t, j)

= log(c) +
∑ tf(t, j)

gf(j)
log(

tf(t, j)
gf(j)

) (7)

To this end, the weight in our proposed approach is calculated as follows:

W (i) = FW (Ci, j) × CW (Ci|j) (8)

Different to the traditional latent semantic analysis that builds the feature-
document weight matrix, AutoTL builds the feature-classification labels weight
matrix. In the matrix, the weight wij in the ith row and jth column represents
the correlation between the feature and the classification labels. Assume the
matrix obtained from the documents is M. After the SVD decomposition, we
can get matrix Mk. In addition, via the feature similarity MkM

T
k , we can obtain

the features that are not labeled in the target domain, but highly related to the
classification. So the best features are chosen as the feature seed set.

2.4 New Feature Space Construction

Consider that the features may contain many relations in a real life. In order to
improve the classification quality, we try to capture the relations among these
features. To do so, the approach we propose is to construct the source domain
labels as one undirected graph, where the nodes capture the labels and the edges
are their relations. To build the relation from the feature seed sets, we try to
extract the subgraph that contains all feature seed sets from it. This eventually
build the connections between the labels in the source domain and target domain.

Since the label graph is normally high-dimensional, we adopt the the Lapla-
cian Eigenmaps algorithm [6] to map all the nodes in the sub-graph into one
low-dimensional space. This effectively alleviates many problems (e.g. data over
fitting, low efficiency and so on), which are caused by the high-dimension. The
Laplacian Eigenmaps algorithm assumes that if the points are close in the high-
dimensional space, the distances between them should be short when embedded
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into a low-dimensional space. As in the algorithm, it does not consider the cate-
gory information of the samples when calculate the neighbor distance. No matter
the point inside or outside the category, it gives the points same weight if the
distances are the same. This, however, is not preferred for the target domain
containing both labeled data and unlabeled data. In the paper, we improve the
Laplacian Eigenmaps algorithm, using different methods to calculate the weight
of labeled data and unlabeled data. Intuitively, we make point distance inside
the category be less than the distance whose points are outside the category.

To construct a relative neighborhood graph, we use the unsupervised learning
approach (e.g. Euclidean distance) to calculate the distance between the unla-
beled data. Meanwhile, we use the supervised learning to calculate the distance
between the labeled data, which is provided as follows:

D(xi, xj) =

{√
1 − exp(−d2(xi, xj)/β ci = cj√
exp(d2(xi, xj))/β ci �= cj

(9)

where, ci and cj are categories of the samples xi and xj , d(xi, xj) is the Euclidean
distance between xi and xj . Parameter β can prevent D(xi, xj) too large when
d(xi, xj) become larger which can effectively control the noises. If the distance
between sample points xi and xj is smaller than the threshold ε, the two points
are neighbor points.

Furthermore, the weight matrix W can be calculated, where if xi and xj

are neighbor points, Wij = 1, otherwise, Wij = 0. The Laplacian generalized
eigenvectors can be simply calculated by solving the following problem:

{
min

∑
i,j ‖Yi − Yj‖wij

s.t. YTDY = I
(10)

where, D is a diagonal matrix. With the improved Laplacian Eigenmaps algo-
rithm, we can map each high-dimensional node into a low-dimensional space. To
this end, the data can get a new feature representation.

2.5 The Target Domain Classification

After getting the new feature representations of the target data, we can classify
the target domain using the mutual information as what has been discussed
in section 2.2. This can be done based on the existing classifier, such as SVM
classifier. For the space limitation, we omit the details here. To better appreciate
the framework, Figure 1 provides the main steps of the entire AutoTL framework.

3 Experiments

This section provides the experimental evaluation. All the experiments are con-
ducted on a machine with Dual Core E5300 and 1.86GHz CPU and 16GB mem-
ory running in Windows 7. In order to evaluate the efficiency of the AutoTL, we
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Train the target data D to extract the keywords

Use the keywords to automatically extract the most related 
long text data. (e.g. extracting the top-k related web pages 

via search engine)

Extract the labels from the selected long texts

 Calculate the feature weight matrix 
 Calculate the feature-classification labels matrix 

Calculate the seed feature sets 

Build the feature graph over the selected source data

Extract the sub-graph covering the seed feature set 
Build the relation between the seed features 

Construct the new feature representation

Data Training based on SVM and obtain the classifier 

Use the classifier to classify the target data 

Fig. 1. AutoTL Framework.

use 20Newsgroups, SRAA (Simulated Real Auto Aviation) and Reuter-21578 as
three main document classification tasks in the experiments. The 20Newsgroups
includes 18774 news reports, which consists of 7 big categories, 20 small cate-
gories and 61188 vocabularies. SRAA includes more than 700,00 UseNet articles,
which consists of 2 big categories and 4 small categories. Reuter-21578 includes
22 files, which consists of 5 categories. From these three tasks, we extract 7
different datasets/categories including: comp, sci, talk, rec, aviation, auto and
topics. Meanwhile, we compare our framework with three classical algorithms:
TrAdaboost[7], DATAT[8], TrSVM[9].

3.1 Analysis of Experimental Results

There are two important factors that would impact the algorithm performance:
the mutual information threshold ε of determining whether two features are
correlated and the number of web pages selected as the source data. Hence,
we first run two sets of experiments to study how these two factors impact
the performance and then figure out the right one as the default setting in the
following experiments.
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Impact of Mutual Information Threshold. First, we study how the mutual
information threshold impacts the performance. This set of experiments is con-
ducted using four different datasets: comp, talk, aviation and topics. Figure 2
presents the result of AutoTL when we vary the threshold from 0.2 to 0.8.
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Fig. 2. Impact of the mutual information threshold.

From the result, we obtain two insights. First, selecting different mutual infor-
mation threshold to determine whether two features are correlated impacts the
performance. Second, AutoTL achieves a better performance when the threshold
is set around 0.7. The performance decreases when the threshold is set too small
or too large. For example, the performance of point 0.2 and 0.8 is worse than
that of 0.7. This is within expectation, as a small or large threshold would either
result in too many unrelated features or too less correlated features which all
lead a worse learning result.

Impact of the Number of Web Pages. Next, we study how the number of
web pages selected as the source data impacts the AutoTL performance. This
set of experiments is conducted using four different datasets: sci, rec, auto and
topics. Figure 3 provides the accuracy of AutoTL, when we vary the number of
selected web pages as the source data from 5 to 20.

From the result, we observe that AutoTL performs better when the num-
ber is around 10. When the number of selected web pages is too small or too
large, the performance decreases. This is reasonable. Since when the number
of selected web pages is too small, the source data can not get enough feature
information in the training which may decrease the performance. On the other
hand, when the number of selected web pages is too large, the source data may
involve more noises that may also decreases the performance. So according to
the source data quality, choosing the right number of selected pages does impact
the performance.

Based on these study, in the following experiments, we use 0.7 as the mutual
information threshold and 10 web pages as the source data for AutoTL by
default.
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Fig. 3. Impact of the number of web pages.

Performance Comparison on Different Datasets. Furthermore, we com-
pare the performance among four different algorithms: AutoTL, TrAdaBoost,
DRDAT and TrSVM. The experiment is conducted based on seven datasets:
comp, sci, talk, rec, aviation, auto and topics. Figure 4 shows the compari-
son results over different datasets. From the result, we can see that different
algorithms perform different over different datasets. AutoTL outperforms other
algorithms among the different datasets. This confirms the efficiency and effec-
tiveness of AutoTL.
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Fig. 4. Performance comparison over different datasets.

Performance Comparison Under Different Amount of Source Data.
Finally, as an complete study, we also study the performance comparison among
the four algorithms when we choose different number of web pages as the source
data. Figure 5 (a) and (b) provides the comparison over comp and sci datasets
while varying the number of selected web pages from 5 to 20 respectively. From
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the results, we can see that the number of selected web pages impact the algo-
rithm performance. We can further obtain another two insights. The first one
is all the algorithms follow the pattern that the algorithm performance would
decrease when the number is too small or too large. The second one is when
the number is set around 10, the algorithms achieve a better performance. The
third one is that when in some of other settings, AutoTL may perform a little
bit worse than other algorithms. For example, in Figure 5 (a), TrAdaBoost per-
forms a little bit better than AutoTL. This could be because when the number
is large, AutoTL affects by the noise more than TrAdaBoost.
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(a) comp dataset.
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Fig. 5. Performance comparison over comp and sci datasets, when the number of web
pages changes.

4 Related Work

Transfer learning has been widely used in long text analysis domain. To name a
few, Dai et al. [7] proposed TrAdaboost, which improved the boosting technology
in order to create an automatic weight adjustment mechanism. It filters out most
of the data similar to the target areas from the source field so that it can enrich
the training data to improve the accuracy of the classifier. Mei et al. [14] proposed
WTLME which is based on maximum entropy model, using instance weighted
technology. The algorithm transfers model parameters studied from the original
field to the target domain and reduces the time of re-collection. Hong et al. [9]
proposed TrSVM which requires weak similarity. All of these algorithms perform
well when the source data and target data are in a very similar domain.

Dai et al. [10] proposed a CoCC algorithm, in which the co-occurrence of
words in the source domain and the target domain were used as a bridge. The
tag structures of the source field and the target domain were collaboratively
clustering at the same time. By minimizing the mutual information between
words and samples, it can achieve the goal that transfer the tag structure of
the source domain to the target domain. Xue et al. [11] proposed a TPLSA
algorithm which tried to bridge the relations between two related domains. Long
et al. [12] proposed a GTL algorithm, which extracted the potential common
themes between source and target domains and optimize maximum likelihood
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function to maintain the geometric structure of the documents. These algorithms
are mainly used in the same language of the text files. Ling et al. [13] proposed
an algorithm to handle the text analysis when they were in different languages
by using the information bottleneck model. However, all these above mentioned
algorithms are developed for analyzing the long text data.

Recently, some research has been conducted on the short text analysis by
transferring the knowledge from the long texts. For example, Jin et al. [4] pro-
posed a DLDA model, which extracts two sets of topics from the source and
target domains and uses a binary switch variable to control the forming process
of the documents. However, the algorithm requires the source data and the pri-
ori probability distribution to be known in advance. AutoTL differs itself from
this algorithm by an automatic source data selection and no priori probability
distribution requirement.

5 Conclusions

Transfer learning is a technique that finds useful knowledge and skills in the
previous tasks and applies them to new tasks or domains. In this paper, we
proposed AutoTL, an automatic transfer learning framework to analyze the short
text data by utilizing the long text knowledge such as web data. AutoTL shows
its superiority than other algorithms from different perspectives. First, it does
not enforce the user to provide a specific source data for training, but conducts
an automatic source data selection. Second, no priori probability distribution is
required in advance. Third, AutoTL integrates the rich online information and
latent semantic analysis in the short text learning task, which highly increases
the learning accuracy. Extensive experimental evaluation indicates that AutoTL
is practical, efficient and effective.
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Abstract. How to model the influence propagation accurately in social network 
is a critical and challenge task. Although numerous attempts have been made 
for this topic, few of them consider the user’s negative influence. Positive influ-
ence will encourage people to perform some action while the negative one will 
degrade the probability. Thus, it is meaningful to model the influence propaga-
tion by considering both the positive and negative influence. What’s more, pre-
vious research is mostly based on the assumption that the influence probabilities 
between users are known, however, they are typically unknown in real-world 
social networks. To address these problems, a novel Multipolar Factors aware 
Independent Cascade model (MFIC) is proposed to outline the information dif-
fusion in social network. Then, the user-to-user influence probability is learnt 
with the users’ behavior logs based on the EM algorithm. We also apply the 
discovered influence probabilities to user behavior prediction. Experiments are 
conducted over real data sets, Flixster and Digg, validating the effectiveness of 
our methods. 

Keywords: Social network · Multipolar influence · Influence probabilities 

1 Introduction 

The social networks such as Twitter, Digg and Flixster, providing platforms for 
people to share information and express their ideas, play an important role in informa-
tion diffusion. Much attention has been paid to the research on social influence and 
influence-driven information diffusion in social network, which have been applied in 
many areas, such as viral marketing [1], product recommendation [2, 3] and user be-
havior prediction [4]. For example, in viral marketing application, if a seller wants to 
promote a new product under a limited budget, he will choose some users with high 
influence in the social network and give them free products to use, and then, by the 
cascade effects produced by word-of-mouth, more people will be driven to buy this 
product. 

So far, a substantial research effort has been dedicated to develop more accurate 
propagation model [5,6] based on the Independent Cascade mode(IC) and Linear 
Thread model(LT) . However, these work only consider the positive influence  
between users. In addition to the positive influence, there is also negative influence 
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between users. For example, in Flixster1, the users will rate the movies they have 
seen, as shown in Fig.1. Given a movie i, the u1 ’ neighbors u2, u3, u4  gave high 
scores (4.5, 4.8, 4.7), while the neighbors u5, u6, u7 gave low scores (2.5, 2.3, 1.5). 
When u1 makes a decision to see the movie or not, he may see the rating scores of his 
friends. It can be plausibly concluded that u2, u3, u4 have a positive influence to u1, 
because their high ratings tend to promote u1 to see the movie and u5, u6, u7 have a 
negative influence to u1, because their low ratings tend to decrease the probability of 
u1 seeing the movie. So it is important to model the influence propagation by consi-
dering both the positive and the negative factors. 

Moreover, some conventional studies in social influence [1, 7, 8] arbitrarily assume 
the social network has edges labeled with the probability that a user’s action will be 
influenced by his neighbor’s behaviors. However, the influence probabilities are typi-
cally unknown in real-world social network. Despite previous work [9, 10] have  
studied how to estimate the influence probabilities in social network, a key limitation 
is their ignoring of negative influence aforementioned above.  
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Fig. 1. An example of positive influence and 
negative influence 

Fig. 2. An application of our work. 

In this research, our goal is to address the issues above: we propose a novel model 
that modeling the information diffusion through analyzing the multipolar influence. 
And then, based on our proposed model, we learn the influence probabilities. We also 
introduce the application of user behavior prediction based on the learnt influence 
probability. For example, as depicted in Fig.2, in the time-step t, u4’s neighbors u1, u5 
gave high rating scores on the movie “Avatar”, while the neighbors u2, u3 gave low 
rating scores, and then we can predict whether u4 will see the movie in the time-step 
t+1 based on the influence probabilities computed by our method. To summarize, this 
work contributes on the following aspects: 

1. A novel Multipolar Factors aware Independent Cascade model (MFIC) is proposed 
to model the influence propagation in social network. In MFIC, we analyze the be-
haviors of users by considering both the neighbors’ positive and negative influence 
on him. 

                                                           
1 http://www.flixster.com/ 
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2. We design a method based on the EM algorithm to learn the parameters in our 
model. In our method, we use the social relationship and the users’ past behavior 
logs to learn the influence probabilities between users based our MFIC model. We 
also apply the discovered influence probabilities to user behavior prediction. 

3. Experiments are conducted on two real data sets: Flixster and Digg. Experimental 
results show that the learnt influence probabilities based on our MFIC model can 
greatly improve the accuracy of user behavior prediction. 

 

The rest of the paper are organized as follows: Section 2 formally formulates the 
foundations for our problem. Section 3 explains the proposed model MFIC and Sec-
tion 4 introduces the method of parameter learning in detail. In Section 5, we intro-
duce the application of user behavior prediction. In Section 6, we experimentally 
compare and evaluate our model with other models. Finally, Section 7 discusses the 
related work and Section 8 concludes the work. 

2 Preliminaries 

2.1 Independent Cascade (IC) Model 

Independent Cascade (IC) model [1] is one of the widely used representative influ-
ence diffusion model. In the IC model, given a network G (V, E), for each directed 
link e= (u, v )  E, we specify a value , (0< , 1). Here ,  is the influence 
propagation probability from u to v. The diffusion process starts with some initial 
active nodes (called “seeds”) and proceeds in the following way: when a node u first 
becomes active at time-step t, it has only one chance to activate its each current inac-
tive out-neighbor v and the attempt succeeds with the probability , . If the attempt 
succeeds, v becomes active at time t+1. The attempt is performed only at time-step t, 
whether or not u succeeds and u will not make any further attempts to activate v in the 
subsequent rounds. The process terminates until no more nodes can be activated. 

2.2 Problem Formulation 

Definition 1 (Social Network). A social network can be represented as G= (V, E), 
where V denotes the set of users, E is the set of edges. A directed / undirected edge 
(u,v) E represents a social link between user u and user v. In some social networks 
like Twitter and Digg the edge is directed which represents v has followed u and u 
will influence v while in Flixster and Facebook the edge is undirected which 
represents they are friends for each other and they will influence each other.  

Definition 2 (User Behavior Log).  The user behavior log  is a set of actions (Us-
er, Item, Time), which a tuple (u, i, tu)  indicates that user u performs an action for 
item i at time tu. We assume that no user performs the same action more than once. 
The projection of  on User is contained in the set of nodes V of the social network.  
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Definition 3 (Positive Neighbor and Negative Neighbor). For an edge (u,v) E, if u 
is active on item i at time t, we denote as  1, that is to say, u performs the action 
on item i at time t. If u has a positive opinion on the product, such as giving a high 
rating score to the movie, we think u is a positive user as well as a positive neighbor 
of v, u  and u will have a positive influence to v. Otherwise, if u has a 
negative opinion on the product, such as giving a low rating score to the movie, we 
think u is a negative user as well as a negative neighbor of v, u  and u will 
have a negative influnce to v. 

3 MFIC: Multipolar Factors Aware Independent Cascade 
Model 

In the proposed MFIC model, the working principle is similar to Independent Cascade 
model [1]. The diffusion process unfolds in discrete time-steps t and begins from a 
given initial active user set. When a user v observes a piece of information at time t, 
he makes his decision depending on his neighbor’s status. If he adopts the informa-
tion, his status becomes active at time t+1, otherwise inactive. For example, we can 
imagine the information is a movie in Flixster and user adopts a movie means he saw 
the movie. In time t, some of his neighbors saw the movie, which we think whether 
the user (u1, as shown in Fig.1) will see the movie is influenced by both his positive 
neighbors(u2,u3,u4) and negative neighbors(u5,u6,u7). If u1 sees the movie, we regard 
u1 as influenced successfully by the positive neighbors or failure influenced by his 
negative neighbors and becoming active. Otherwise, if u1 doesn’t see the movie, we 
regard u1 as influenced successfully by the negative neighbors or failure influenced by 
his positive neighbors and become inactive.  

In each time-step t+1, the user v receives two kinds of influence, one is the positive 
influence effected by the positive neighbors , (v) in time-step t, and another 
is the negative influence effected by the negative neighbors , (v) in time-step 
t. We also assume that the probabilities of different neighbors influencing the user are 
independent, each neighbor has a probability to trigger the user to perform the action 
or not. In time-step t+1, the influence that user v receives from the positive neighbors 
denotes as 1  and the influence that user v receives from the negative 
ones denotes as 1  . Their calculation formula are follows: 

    ( 1) u,v
,

1 1
( )

positiv
v

e
t

u N positive t

P p
v





                       (1) 

    ( 1) u,v
,

1 1
( )

negativ
v

e
t

u N negative t

P p
v





                        (2) 

For example, in Flixster, if user u sees the movie i, we denote (u)=1 and (u) 
represents the rating score that user u give to the movie i. We use (t) represent the 
users that saw the movie at time t. In reality, if the user very like the movie, he will 
give a high rating score to it, and if he dislike, he will give a low rating score. We use 
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the avg(i) denotes the average score of the movie i. If u sees the movie i and the rating 
score (u) >avg(i), we think u is a positive user at time t, u (t), and u is a 
positive neighbor of v, i.e., u , (v). Otherwise, u gives a low rating score, 
i.e., (u) <avg(i), we think u is a negative user at time t, u (t) , and u is a 
negative neighbor of v, u , (v). 

In time-step t+1, user v will become active if the positive neighbors successfully 
influence v or the negative neighbors failure in influence v, and the probability that 
user v becomes active can be computed as follows. 

   ( 1) ( 1) 1 ( 1) ( 1) * 1 ( 1)
positive positiveactive negative negative

v vv v vp t P t P t P t P t                

                  ( 1) ( 1) * ( 1)1 negative positive negative
t t tv v vp p p                     

(3)
 

Equally, when the negative neighbors successfully influence v or the positive 
neighbors failure in influence v, user v will become inactive, and the probability of 
being inactive as following Eq.(4).  

   ( 1) ( 1) 1 ( 1) ( 1) * 1 ( 1)
negative negativeinactive positive positivep t Pv v vv vt P t P t P t                              

( 1) ( 1) * ( 1)1 positive positive negative
t t tv v vp p p                      (4)  

To unified comparison, we normalize the ( 1)active tvp  , ( 1)inactive tvp   as follows. 

( 1)
( 1)

( 1) ( 1)

pv
v pv

active tactive
P t active inactivet vp t


 

  
  

The equation of  ( 1)inactive tpv   is similar to ( 1)active tp v  . 
Following Saito el al. [9], we also assume the input propagation have the same shape 

as they were generated by the MFIC model itself. This means that the propagation trace 
of an item i must be a sequence of sets of users (0),…,  (n), corresponding to  
the discrete time steps of the MFIC propagation. Moreover for each node v (t+1), 
there exists at least a neighbor u of v such that u (t). Next, let (t) denote a set of 
users having become active by time-step t, (t)= . Let use C(u) denotes the  
child nodes of u:C(u)={v|(u,v) , F(v) denotes the parent nodes of v: F(v)={u|(u,v) 

. We use  denote the propagation trace of item i, for an propagation trace  we 
can define the following likelihood function as a joint probability of every observed user 
status on item i on every timestamps with respect to ,  in Equation (5). 
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           (5) 

There are many items propagation in the network, so we let { 1, … , } be a 
set of independent information diffusion episodes. Then we can define the following 
object function with respect to θ.                                                     
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where , 1 , , 1  represent the probability of v become active 
or inactive about item i at time-step t+1. , 1 , , 1  stand 
for the probability that user v was affected by the positive influence or negative influ-
ence successfully at time-step t+1 about movie i, and their computational formulas as 
given in Eq.(1)-Eq.(4). Then our problem is to obtain the set of influence probabilities 
between users,  , , which maximizes Eq.(6).  In the next section we will 
illustrate how to obtain the parameters. 

4 Learning the Parameters of MFIC  

Directly maximizing Equation (6) is rather not tractable, so we apply the Expectation 
Maximization(EM) algorithm [13] to obtain the parameters , . In the rest of 
the paper, following the standard EM notation,  .  will represent the current esti-
mate of the influence probability of user u to user v.   

v v v v

(a) (b) (c) (d)

u u u u

:v is active：u∈Npositive(v)

u

u

：u∈Nnegative(v)

v

v :v is inactive

 
Fig. 3. The cases among link (u, v) for item i. 

For a link (u, v) in the propagation trace Di of item i where u (t), we know that 
the user u will attempt to influence v with the probability  p . . There are four cases 
existing among link (u, v), as shown in Fig. 3. For case (a), user u is a positive neigh-
bor of user v, and user v became active at time step t+1, which means user v was suc-
cessfully influenced by the positive influence or failure influenced by the negative 
influence, so the probability that user v was activated by user u is  p .  p ,⁄  and 
v was activated not because of u with the probability (1-   p .  p ,⁄ ), 
where  p ,  is calculated by using Eq.(3). On the  other hand, as is shown in case 
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(b), user v is not  active at time step t+1, so we can be surely think the attempt that 
user u try to activate user v failed. Similar, for case (c), user u is a negative neighbor 
of user v and user v is active at time step t+1, and we can be surely think the attempt 
that user u try to make user v inactive failed. For case(d), user v is inactive at time 
step t+1, so the probability that user v was inactivated by user u is   p .  p ,⁄  
and v was inactivated not because of user v with the probability (1-   p .  p ,⁄ ), 
where  p ,  is calculated by using Eq.(4). Considering these case, we have the 
following Q-function describe users’ status for all propagation traces | 1, … , } 
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Let  u,v 0Q p   , obtaining the new estimate of ,  , the update equation is follow-
ing:  

u,v u,v

u,v u,v
u,v , ,

u,v u,v u,v u,v

p p1
| | |

 
| | | | | p p
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    (8) 

Here ,  denotes the items that u successfully influence v by positive influence, which 
satisfies both u Di ,positive t  and v (t+1).  ,  denotes the items that u failure influ-
ence v by positive influence, which satisfies both u Di,positive t  and v (t+1). ,  
denotes the items that u successfully influence v by negative influence, which satisfies 
both  u Di, negative t  and v (t+1).  ,  denotes the items that u failure influence v 
by negative influence, which satisfies both u Di, negative t  and v (t+1).  Moreover, | , |, | , |, | , |, | , | denote the number of items in them .  

Our Expectation-Maximization method for learning the parameters of MFIC is given 
in Algorithm 1. The learning algorithm takes input the social graph G=(V,E) and a log of 
past propagations. The output is the set of all parameters : those are ,  for all the 
edge (u,v) . The learning method starts with a random initialization of the probabili-
ties of all the edges with value  ,  0 1  (line1). We know that the EM algorithm is 
related with the initial value, that is different initial parameters will bring different locally 
optimal solution, so we set various values in our experiments, and we find that the initial 
values set between 0.6 and 0.9 could get the best effects. Then for each edge (u,v)  
finding the items that u influenced v successfully by positive influence or negative influ-
ence, and we compute the probability of user v becomes active or inactive in these items 
(line3-line18), which equals the E-step in EM. And then, for each edge (u,v) , update 
the probability ,  of user u influence user v using the Equations(8) (line19-line 21), 
which equals the M-step in EM. Finally, the process will end until the change of the 
probabilities between two times converge to a threshold. The EM is an iterative updating 
algorithm, which will update every parameter in every iteration. So when there are a lot 
of arguments, the running time will become longer.  
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Algorithm 1. EM method of learning the parameters of MFIC 
Input: Social graph G= (V, E), User behavior log Ω. 
Output:The set of all parameters of MFIC , that is: (u,v) : ,  

1. init { , } 
2. repeat 
3. For all the (u,v)  do 
4.    For every item i  in Ω 
5.         If(u  , (v)) 

6.               If (  is active)    
7.                    , = ,  {i} 
8.                    Compute   , (t+1)  
9.                Else  
10.                                           , = , i} 
11.         If(u  , (v)) 
12.               If (  is active)    
13.                    , = ,  {i} 

14.               Else 
15.                                       , = , i} 
16.                     Compute  , (t+1) 
17.          End For 
18.   End  For                                    
19.   For  every  the (u,v)   do 
20.    ,  = , , , , ∑  . ,, ∑  . ,,   

21.    End For 
22.    until convergence; 

5 User Behavior Prediction 

The learned influence probabilities among users can be used to help with many appli-
cations. Here we illustrate one application on user behavior prediction, i.e., how the 
learned influence can improve the performance of user behavior prediction. 

Based on the MFIC model proposed in Section 3, we present the Algorithm 2 for 
predicting the user behavior. This algorithm focuses on the question of whether a user 
will perform a behavior at time-step t+1, given the behaviors of his neighbors at time-
step t. For example, in Flixster, the behavior is defined as whether a user rates a mov-
ie and in Digg, the behavior is defined as whether a user digs a story. For a user u, if 
he performed the behavior, we think that user u is active. Otherwise, we think that u is 
inactive. For each item i and inactive user v in the testing dataset, we find his positive 
and negative neighbors in time-step t and calculate the user’s the positive and nega-
tive influence receives from his positive and negative neighbors (line 3- line 6). Then 
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we compute the probability that user be active and inactive (line 8-line 9). If the prob-
ability that user be active is larger than user be inactive, we think the user become 
active, otherwise, inactive (line 10- line 12). 
 
Algorithm 2. User Behavior Prediction 
Input:  Social network G=(V,E), User behavior log Ω, influence probabilities {Pu,v} 
Output: The user’s state for the item i in the testing dataset 

1. For each item i  in the testing dataset          
2.       For each inactive  user v  
3.               Find positive neighbors of v:  (v) 
4.                     =  1-  ∏ 1 ,  
5.               Find  negative neighbors of v:  (v) 
6.                     =  1-  ∏ 1 ,             
7.       End  For 
8.              = 1 ) + *  
9.              = 1 ) + *  
10.             If     ≥    
11.             Then v is active; 
12.             Else v is inactive; 
13.    End For 

6 Experiments 

In this section, we report our results on two real datasets and we compare our MFIC 
model to the state-of-the-art models. Our goal is to validate whether our proposed 
model can help to describe real-world influence cascade. 

6.1 Datasets 

The datasets in our experiments are Flixster2 and Digg3. They are publicly available, 
both containing a social graph G=(V,E) and a set of past propagation log Ω ={(User, 
Item ,Time)}. Next we describe the data sets in the following:  Table 1. Details of the Flixster, Digg datasets 

Statistics Flixster Digg 
Training  Test Training Test 

#Users 15,675 5,104 27,488 18,664 
#Items 8,105 4613 3553 2786 
#Actions 1,433,768 480,000 2,517,067 414,620 
#Friendship 1,084,895 250,096 683,160 492,138 

                                                           
2 http://www.cs.sfu.ca/~sja25/personal/datasets/ 
3 http://www.isi.edu/~lerman/downloads/digg2009.html 
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Flixster. Flixster is one of the main players in the mobile and social movie rating 
business. In this context, the action is defined as user rate the movie, if user u gives a 
high score on the movie, we think a positive influence will happen between user u and 
user v. otherwise, we think a negative influence will happen between u and v.  

Digg. Digg is a social network website, where users vote stories. In this context, if 
user u votes a story, we think u have a positive influence on v. If u didn’t vote the 
story, but at least one of his neighbors did, we think u will impose negative influence 
on v. 

We preformed some standard consistency cleaning on the two datasets. We remove 
those items that appear in the log Ω less than 20 times. We also remove those users 
that not appear in the log Ω and have no friends. Moreover, for the experiment we 
perform a chronological split of log Ω in both datasets into training (80%) and testing 
(20%). Details of datasets are shown in Table 1.                                                                   

6.2 Experimental Setup  

For different datasets, the life span of information is various, as shown in Fig. 4, in 
Digg (the left part), most behaviors occurred in the first 40 hours, so we set the time-
step interval at 5, 10, 15, 20, 25, 30 hours respectively that divide the users in the 
dataset into different time-step. In Flixster (the right part), most behaviors occurred 
within the first 36 months, so we set the time-step interval at 4, 8, 12, 16, 20, 24 
months. 

 
Fig. 4. The information diffusion quantity over time delay in Digg and Flixster. 

We apply the learned influence probabilities for user behavior prediction as de-
scribed in Section 5. We compare the following methods to our proposed PNIC model 
and evaluate its performance in terms of Precision, Recall and F1-Measure. 

 PIC. The PNIC model which only consider the positive factor without the negative 
factor, the influence probabilities among users also are learnt. 

 Static Model. Static model is the method proposed in [10], since we don’t focus on 
the time-dependent influence propagation in this paper, so we only compare our 
method with the Static Model. The influence probability ,  is computed by Equ-
ation (9), where | , | is the number of actions that v has influenced u and | | is 
the number of actions performed by v. 
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                         , =  | , | | |                                    （9） 

 IC. The influence probability for each edge (u, v) is assigned as 0.01, which is 
widely adopted by previous studies with the IC model. 

6.3 Prediction Performance Analysis 

Fig. 5 and Fig. 6 show the prediction performances of all the tested approaches under 
different measurements at different time-step interval on Digg and Flixster dataset. 
We can see that the proposed PNIC model can consistently achieve better perfor-
mance comparing with baseline methods, the IC model worst. Notably, both PNIC 
and PIC all perform better than Static Model (with an improvement 2-6%). Because 
in Static Model, the influence probability pu,v is computed only based the number of 
information diffusions from u to v. And in IC model, the influence probabilities 
among users are random assigned. Therefore, the predicting performances of Static 
Model and IC model are uncompetitive. In contrast, in PNIC and PIC model, the in-
fluence probabilities are learnt by the user behavior log and considering all the  
interacting users, so improve the performance significantly. The experiment results 
confirm that our model considering both positive and negative influence will better 
describe real-world.  
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Fig. 5. Prediction performances on Digg dataset. 
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Fig. 6. Prediction performances on Flixster dataset. 

Furthermore, we also can see the performance of our PNIC model outperforms the 
PIC in Flixster, significantly improvements (3-10%). While in Digg they perform 
similar, but still has an improvement 1.6% in some case. Our explanation is that in 
Flixster, when a user wants to see a movie, the opinion of his friends are very impor-
tant. If the most friends gave a low rate, he may don’t see the movie. So the negative 
influence plays an important role in user behavior. But in Digg, vote or not is a very 
easy action, so when he see his friends vote the story he may possible to vote it even 
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though other friends didn’t vote. We can conclusion that the importance of negative 
influence in Flixster is larger than in Digg. It is very useful when analyze the user 
behavior in different social network. 

7 Related Work 

The problem of influence propagation in social network has been widely studied [1, 7, 
8]. While pervious works on influence maximization typically assume a social graph 
G with edges labeled with influence probabilities. Very few works focus on estimat-
ing the influence probabilities without the characteristic of items (such as the contents 
of Twitter). The most relevant works with us are [9, 10]. Satio et al. [9] focus on the 
IC model and defined the likelihood for multiple episodes. They present a method for 
predicting diffusion probabilities from a log of past propagations by using the EM 
algorithm. Bonchi et al. [10] devise various probabilistic models of influence and 
develop algorithms for learning the influence probabilities. However, none of them 
pay attention to the influence probabilities calculation by considering the negative 
influence. 

To the best of our knowledge only few papers have analyzed social influence con-
sidering the negative factor [11, 12]. Li et al. [11] quantifies the influence and con-
formity of each individual in a network by utilizing the positive and negative relation-
ships between individuals. However, they don’t propose any propagation model, nor 
study the user-to-user influence probability. Chen et al.[12] discuss the influence 
diffusion considering the negative influence,  but their focus is design efficient heu-
ristic for influence maximization in social network rather than learning the influence 
probability. 

8 Conclusion and Future Work 

In this paper, a novel influence propagation model MFIC is proposed to model the 
information diffusion incorporating the positive and negative influence. We model the 
user’s behavior consider the multipolar factors. Then, we design method to learn the 
influence probabilities based on the history behavior logs of users and we also apply 
the discovered influence probabilities to user behavior prediction. We conduct expe-
riments to test the effectiveness of our model in real datasets. In future work, we will 
take advantage of the influence probabilities to design more accurate model to predict 
user’s behaviors considering other factors, such as the user preference. 
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Abstract. As a representative deep learning model, Convolutional Neural Net-
works (CNNs) can provide good features to represent the objects in image, and 
has made a great achievement in image classification and object detection. 
However, CNNs requires resizing the input images to a fixed size, which may 
affect the performance of the model due to information loss and distortion. To 
overcome the limitation, we replace the last pooling layer with topic model-LDA 
(Latent Dirichlet Allocation) to get a fixed-size output without resizing the input 
images, and we call it Topic Network. With Topic Network, the input images can 
be images of an arbitrary size and ratio without resizing, but the output is a 
k-dimension vector which represents the distribution of topics in image (k is the 
number of topics). Topic Network performs well in image classification task on 
Caltech101 and VOC2007 datasets. 

Keywords: Deep learning · CNN · Topic model · LDA · Image classification 

1 Introduction 

Recently, deep learning makes a great progress in image classification [1-3] and object 
detection [2, 4]. Many approaches extended from deep learning achieve state-of-the-art 
classification task. Deep learning provides good representations of objects with mul-
ti-layers by forward and backward propagation algorithms. The representative deep 
learning algorithm is Convolutional Neural Networks (CNNs). However, the prevalent 
CNNs algorithms require all the images to be resized to a fixed input size (e.g., 
224×224). To get fixed-size of images, cropping and warping are two important me-
thods. Cropping always only contains the center of the image, which loses the infor-
mation of the objects in the margin, and even some parts of the objects or small-scale 
objects. Wrapping makes the objects distorted, which will affect the representation of 
objects. These limitations of cropping and wrapping will reduce the accuracy of clas-
sification and detection dramatically. 

According to [2], the fixed-size inputs are needed by fully-connected layer, but not 
by convolution layers. It means the inputs of convolution layers can be full images 
without wrapping and cropping, which will not lose any information of objects. Whe-
reas the sizes of input images are different, the outputs of convolutional layers are 
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different, which is unacceptable to fully-connected layers and classifiers. To resolve the 
problem, He et al. [2] replaces the last pooling layer with a spatial pyramid pooling 
layer, which converts the output with different sizes of the last convolutional layer to 
an input with fixed size of the fully-connected layer. The structures of CNNs and 
SPP_net are shown in Fig.1 (top and middle). No matter what the sizes of input im-
ages are, the outputs of SPP_net are kM-dimensional vectors (M is the total bin of 
spatial pyramid and k is the number of kernels in the last convolutional layer). [2] gets 
a good performance on classification and detection. However, SPP_net uses the 
maximum kernel to represent the regions of SPM and it may lose some other repre-
sentative features. Meanwhile, the number of kernels of the last convolutional layer 
may affect the performance of SPP_net. In fact, there are some other algorithms to get 
a fixed dimension, such as Bag of Words (BOW) and topic model.  

 
 
 

Fig. 1. Top: structure of CNNs. Middle: structure of SPP_net. Bottom: structure of Topic  
Network 

Being inspired by [2], we replace the last pooling layer with topic model (LDA, 
Latent Dirichlet Allocation [5]) and we call it Topic Network. Fig.1 (bottom) shows 
the structure of Topic Network. The main contribution of Topic Network is that it is 
another effective method to overcome the limitations of resizing the input images of 
CNNs. Different from SPP_net [2], Topic Network learns visual words from the out-
puts of the last convolutional layer by means of clustering. All kernels are the element 
of vectors which represent visual words. Therefore, all kernels are considered rather 
than the maximum kernel and the number of kernels will not affect the outputs of 
Topic Network. Meanwhile, Topic Network shows the characteristic of images in the 
whole image set, which benefit from the co-occurrence of visual words. More impor-
tantly, both the distributions of topics in image and those in region can be computed 
and taken as the inputs of fully-connected layers and features of classifiers. In this 
paper, Topic Network performs well in image classification on Caltech101 [6] and 
Pascal VOC 2007 [7]. 

The rest of this paper is organized as follows. In Section 2, we introduce LDA 
briefly. Section 3 introduces Topic Network. Section 4 shows experimental results and 
related discussions. Finally, Section 5 summarizes the work. 
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2 Latent Dirichlet Allocation (LDA) 

Latent Dirichlet Allocation (LDA) was proposed by Blei in 2003 [5] and has been 
widely used in natural language processing. A latent layer (topic layer) is the interme-
diate between words and documents. A topic is a cluster of words with different 
probabilities and a document is consisted of topics with different probabilities. Based 
on the co-occurrence of words in documents, the outputs of LDA are the distributions 
of topics in each document without considering the number of words in documents.  

Fig. 2 shows the graphical model of LDA. The corpus is consisted of M documents 
and each document is made up of N words. α and β are Dirichlet prior in order to 
avoid over-fitting. θ and φ are the distributions of topics in one document and the 
distributions of words in each topic, respectively. The number of topics is K. Each 
word is assigned a topic in one document.  

 

 
Fig. 2. Graphical model of LDA 

The generative process of LDA is as follows: 

(1) For a document, the distribution of topics, θ, is sampled from Dirichlet prior, θ~Dir α ; 
(2) For a topic, the distribution of words,  φ , is sampled from Dirichlet prior, φ~Dir β ; 
(3) In a document, sampling a topic, z ~Multi θ ; 
(4) Sampling a word w  from p w φ . 

The distributions of topics in documents and the distributions of words in topics 
are multinomial distributions with Dirichlet prior. The parameters, θ and φ, can be 
computed via the number of each topic in one document and that of each word in one 
topic. Although the posterior, p z | , is not inferred exactly, it is sampled by Gibbs 
sampling which integers out θ and φ [8]. p z |Z , W, α, β W,ZW ,Z W,ZW ,Z ,∑ ,V · ,∑K  (1) 

where Z  is the topics assigned to the words excluding the current topic z . n ,  is 
the number of words in corpus to which topic k is assigned excluding the current word 
i. V is the size of the codebook. n ,  is the number of topic k in the document ex-
cluding being assigned to the current word i. The distribution of topic k in document m 
(θ , ) and that of word t in topic k (φ , ) can be computed by equation (2) and (3), 
respectively. 

N M

φ
Kβ 

α θ Z W
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θ ,  ∑K                             (2) 

φ ,  ∑V                              (3) 

The distributions of topics are effective features in document classification task. 
Similar to natural language processing, topic model also performs well in image 
processing by regarding local features (e.g. SIFT [9]) as visual words, images as 
documents and topics as parts of objects. LDA and its extended models perform well 
in image understanding [10-13]. 

3 Topic Network 

The popular CNNs have 7 layers: 5 convolutional layers and 2 fully-connected layers. 
In convolutional layers, the convolutional kernels are similar to sliding windows and 
can slide in any size and any ratio of images. It means that the input images are not 
required to be a fixed size, and the outputs of different images will be different sizes. 
However, the fully-connected layers require a fixed input size by their definition. For 
this reason, it requires resizing the input images to a fixed size. Nevertheless, resized 
images will affect the performances of models in classification and detection. As pre-
viously described, the outputs of LDA are the fixed-size vectors with different size of 
input. Hence, we can replace the last pooling layer with LDA to get a fixed output size, 
and we call it Topic Network. Fig.3 shows the structure of Topic Network. For Topic 
Network, the inputs of are full images with any size and ratio and the outputs of Topic 
layer are fixed-size vectors (the distribution of topics) which are fit to be taken as the 
inputs of fully-connected layers or the effective features of classifiers. 

In convolutional layers, Topic Network extracts the features of input images and the 
outputs of the last convolutional layer (e.g. conv5) are the nM-dimension vectors (n is  
the number of kernels in the last convolutional layer and M is the number of patches in 
the last convolutional layer). We cluster all the vectors to learn the codebook of visual 
words via k-means algorithm. Hence, as for the input of Topic layer, the vectors are 
represented by visual words via the nearest neighbor method. In LDA model, words are 
generated from topics. To get the assignment of topics, Gibbs sampling is used to infer 
the posterior p z | . After a certain number of iterations, the posterior p z |  will 
be stable, and each of visual word will be assigned one topic. Therefore, with the as-
signment of topics, the distributions of topics can be computed by equation (2).   

The size of codebook and the number of topics play important roles in Topic Net-
work and affect the performance of the model dramatically. Visual words reflect the 
attributes of objects. Too few visual words can’t reflect and distinguish the characte-
ristic of objects well, while too many visual words make many synonyms which make 
the influence on the assignments of topics. Topics are the cluster of visual words and 
represent the parts of objects. Too few topics will confuse the parts of different ob-
jects, while too many topics can’t cluster visual words to meaningful parts. Hence, the 
size of codebook and number of topics determines the representation of the objects 
and the accuracy of image classification. 



 Topic Network: Topic Model with Deep Learning for Image Classification 529 

 

 

 

 

 

 

 

 

Fig. 3. Structure of Topic Network. Conv5 is the last convolutional layer.  k is the number of 
topics. 

Just as the size of codebook determines the representation of objects, the number of 
visual words in one image affects the representation of the images. In one image, it 
can’t reflect the attributes of the objects and the characteristics of the image with too 
few visual words, whereas it will increase the consumptions of resource and time with 
too many visual words. To avoid the problems, we resize the short side of the image 
to a fixed length (e.g., 224) and the images to a proper size with the original ratio.  

The distributions of topics are the global parameter of the image. Besides them, the 
regional distributions of topics are also fit to be the inputs of fully-connected layers 
and the features of classifiers. Because topics are assigned to visual words, the re-
gional distributions of topics are computed similar with SPM [14] to avoid losing the 
information of small parts of objects, and get a kM-dimensional feature (k is the 
number of topics and M is the total bin of spatial pyramid). However, it is different 
from SPP_net. In each scale of pyramid, SPP_net uses max-pooling to represent the 
regions by the maximal kernel. Topic Network computes the distributions of topics, 
which are similar to the histogram of topics and represent the regions by all topics. 

There are also some other factors which affect the performance of LDA, such as 
the hyper-parameters and the numbers of visual words and topics. In this paper, we 
mainly discuss the feasibility of LDA on deep network to overcome the limitation of 
resizing input images, but we do not discuss how to get the optimal parameters. 

4 Experiments 

In this paper, we replace the last pooling layer by LDA to get a fixed-size vector for 
fully-connected layers or classifiers, and the experimental results in this section only 
show the performance of Topic Network with the cursory parameters of LDA and 
classifier. To improve the performance, more effective parameters for Topic Network 
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need researching in the future. We also compare some results under different parame-
ters to show the influences of parameters. 

In all experiments, we use Caltech101 [6] and Pascal VOC2007 [7] as benchmarks, 
and use the pre-trained model (ZF-5 model [3]) on ImageNet to extract the features of 
the 5th convolutional layer and learn the codebook. 

4.1 Image Classification on Caltech101 

Caltech101 dataset [6] contains 9,144 images which are represented by102 categories 
(101 object categories and one background). We repeat 10 random splits (randomly 
sample 30 images per category for training and the rest for testing) and evaluate the 
performance by average accuracy. In these experiments, we compare the performances 
of Topic Network in different numbers of visual words and topics. The distributions of 
topics are the global parameter of the image and are effective features for classification 
task. However, to avoid losing the information of small parts of objects, the regional 
distributions of topics are computed by SPM [14], and get a kM-dimensional feature  
(k is the number of topics and M is the total bin of spatial pyramid).  

In this paper, we train a linear SVM (liblinear [15]) and compare the affection of 
distributions of topics in image and in region with two different sizes of codebooks 
and six different numbers of topics. VW1000 and VW5000 indicate the codebooks 
which contain 1000 visual words and 5000 visual words, respectively. Theta and SPM 
indicate the distribution of topics in image and in region, respectively. A 3-level py-
ramid (1×1, 2×2, and 4×4) is used in SPM, which gets the distributions of topics in 21 
regions. Fig.4 shows the results of comparisons. It shows VW5000 performs better 
 

 
Fig. 4. Comparisons of different numbers of visual words and topics in Caltech101 (average 
accuracy) 
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VW5000_SPM 69.18 73.48 77.24 79.98 78.91 78.12
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than VW1000 and it performs best when the number of topics is 500. 5000 visual 
words can represent more attributes of the objects than 1000 visual words and 500 
topics represent the shared parts of objects more effectively. To some extent, the ac-
curacy of classification is influenced by the numbers of visual words and topics. 
Meanwhile, SPM performs better than theta due to the characteristic of the images. In 
Caltech101 dataset, one image mainly contains one object which occupies the center 
of the image. The same objects are always in the same direction and on similar scales. 
For these reasons, the features of SPM reflect more effective attribution of images and 
represent more accurate attributes of objects than those of theta.  

4.2 Image Classification on VOC2007 

VOC2007 [7] contains 9963 images which are mainly consisted of 20 object catego-
ries. There are 5011 images in train-val dataset to train the parameters of models, and 
4952 images in test dataset to evaluate the performance of models. MAP (mean Av-
erage Precision) is used to evaluate the performance of the models. 

With the same setting of the experiments in image classification on Caltech101, we 
also compare the performances of distributions of topics in image and in region with 
two different sizes of codebooks and six different numbers of topics. Fig.5 shows the 
results. As for the images of VOC2007, there are many objects in one image and the 
objects are at different positions with different scales and directions. Although SPM can 
get the regional attributes of images, the same region may reflect different attributes of 
images in VOC2007 dataset, and similar features of SPM may represent different object 
categories. Nevertheless, theta is the global feature of one image and isn’t affected by 
the positions and the directions of objects. Hence, theta performs better than SPM when 
they are regarded as the features of classifier. Similar to Caltech101, enough number of 
visual words and topics can represent objects better and Topic Network performs best 
with 5000 visual words and 500 topics in these experiments. 

 

 
Fig. 5. Comparisons of different numbers of visual words and topics in VOC2007 (mAP) 
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Fig.4 and Fig.5 show Topic Network can performs well in image classification 
without resizing the input images. Although the results in this paper are not the best 
performances of Topic Network with the default parameters of LDA and linear SVM, 
they are better than some traditional algorithms, such as VQ [14], LCC [16], and FK 
[17] and are close to SPP_net [2]. Table 1 shows the comparisons of these models. In 
this table, the results of VQ [14], LCC [16], and FK [17] are reported by[18] and [2]. 
The results of SPP_net [2] are the accuracy of classification without the ful-
ly-connected layers. The level of pyramid also affects the accuracy. Deeper levels of 
pyramid can get more effective features. SPP_net uses 4-level pyramid (1×1, 2×2, 
3×3, and 6×6), and our Topic Network uses 3-level pyramid (1×1, 2×2, and 4×4). 
With the same pyramid and without fully-connected layers, the mAP of SPP_net is 
67.6 on VOC2007, which is close to that of Topic Network.  

Table 1. Comparisons with other models 

Models Caltech101 VOC2007 
VQ [14] 74.41 56.07 

LCC [16] 76.95 57.66 
FK[17] 77.78 61.69 

SPP_net [2] 91.44 70.82 
Ours 79.98 65.13 

4.3 The Effect of Parameters of Topic Network 

The parameters of Topic Network, such as the numbers of visual words and topics 
and the setting of hyper-parameters, affect the accuracy of classification dramatically. 
Fig.4 and Fig.5 show the influence of the numbers of visual words and topics. In this 
section, we compare the performances of Topic Network with different hy-
per-parameters (α and β). Our experiments are based on 5000 visual words and 500 
topics and then the distributions of topics in image are taken as features of classifier. 
Table 2 shows the results of classification on Caltech101 and VOC2007. α and β 
affect the distributions of topics in one image and the distributions of words in one 
topic, respectively. Different settings lead to different performances. In these experi-
ments, α 0.5 and β 0.01, are the best results on Caltech101; while α 0.1 
and β 0.01 are the best results on VOC2007. Hence, on the basis of the characte-
ristics of images, different datasets need different parameters. 

Table 2. Some results of classification with different hyper-parameters 

 0.1 0.1 0.1 0.1 0.5 0.5 0.5 0.5 1 
 0.01 0.1 0.5 1.0 0.01 0.1 0.5 1.0 1 

Caltech101 73.00 71.45 68.02 68.33 74.53 74.11 68.74 61.41 52.91 
VOC2007 65.13 61.65 56.24 51.73 62.97 61.14 52.12 48.74 47.48 
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5 Conclusions 

Replacing the last pooling layer with LDA, Topic Network is an effective algorithm 
to overcome the limitations of resizing the input images. The input images of Topic 
Network can be full images in any size and ratio without resizing. Topic Network 
uses LDA to convert the different sizes of outputs of the last convolutional layer into 
a fixed-size feature for fully-connected layers and classifiers. Regarding both the 
global and the regional distributions of topics as the features of classifier, Topic Net-
work performs well in image classification. With effective algorithms of parameters 
learning, the accuracies of image classification will be improved and even get the 
state of the art in image classification. 
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Abstract. Multi-label learning (MLL) copes with the classification problems 
where each in-stance can be tagged with multiple labels simultaneously. During 
the last several years, many MLL algorithms were proposed and they achieved 
excellent performance in multiple applications. However, these approaches are 
usually time-consuming and cannot handle large-scale data. In this paper, we 
propose a fast multi-label learning algorithm HashMLL based on hashing 
schemes. The approach HashMLL takes advantage of a Locality Sensitive 
Hashing (LSH) to identify its neighboring instances for each unseen instance, 
and exploits label correlation by estimating the similarity of labels through a 
minwise independent permutations locality sensitive hashing (MinHash). After 
that, relied on statistical information attained from all related labels of the 
neighboring instances, maxi-mum a posteriori (MAP) principle is used to de-
termine the label set for each unseen instance. Experiments show that the per-
formance of HashMLL is highly competitive to state-of-the-art techniques, 
whereas its time cost is much less. Particularly, on the dataset NUS-WIDE with 
269,648 instances and the dataset Flickr with 565,444 instances where none of 
existing methods can return results in 24 hours, HashMLL takes only 90 secs and 
23266 secs respectively. 

Keywords: Multi-label Learning · Fast · Hashing · Label dependency 

1 Introduction 

Traditional supervised learning algorithms work under the single-label scenario, i.e. 
one real-world object is associated with one label to show its property. However, in 
many real learning problems, each object is associated with multiple labels simulta-
neously. For example, in text categorization tasks, a document may be owned by sev-
eral themes, such as “government” and “health”; in bioinformatics, a gene can have 
multiple functions, such as “transcription” and “protein synthesis”, and so on. In all 
these tasks, each instance in the training set is related with a set of labels, and the task is 
to output a label set whose size is unknown without a priori for each unseen instance.  
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During the past decade, a number of MLL algorithms were proposed and applied in 
multiple applications. These approaches can be classified into two main groups: 
problem transformation methods and algorithm adaptation methods [1]. Program 
transformation methods are to transform a multi-label classification task into multiple 
single-label classification tasks or regression tasks [2,3,4,5,6]. Algorithm adaptation 
methods extend traditional single-label classification methods for handling multi-label 
classification problems directly [7,8,9,10,11]. These approaches achieved great per-
formances and promoted the superiority of Multi-label learning framework in many 
applications. However, along with the improvement of expressive power, the hypo-
thesis space of MLL expands exponentially, leading to the high complexity and low 
efficiency of existing approaches. Thus, these approaches are usually time-consuming, 
and are hard to handle large-scale data, resulting in a strong limitation of the application 
of multi-label learning. 

In this paper, we propose a novel approach HashMLL to learn on multi-label data 
fast. As its name implied, through hashing schemes are employed for efficiency, 
HashMLL offers an effective approximation solution of the original MLL tasks. Spe-
cifically, for each unseen instance, a LSH scheme is adopted to identify its neighboring 
instances. Moreover, to utilize the relations among multiple labels, it is exploited by 
estimating the similarity between labels through a MinHash scheme.  After that, MAP 
principle is used to determine the label set for each unseen instance based on the sta-
tistical information which derives from all related label sets of its neighboring  
instances.  

Experiments indicate that the performance of HashMLL is highly competitive to 
state-of-the-art methods, whereas its time cost is much less. Particularly, on the dataset 
NUS-WIDE with 269,648 instances and the dataset Flickr with 565,444 instances 
where none of existing methods can return results in 24 hours, HashMLL takes only 90 
secs and 23266 secs. Experimental results demon-state that the time complexity of our 
model present approximately linear correlation with the sample size. 

The rest of the paper is organized as follows. We propose the HashMLL approach in 
Section 2, and then present the experiments in Section 3. Section 4 concludes this work 
along with future work discussion. 

2 The HashMLL Approach 

The multi-label learning problem can be formulated as follows. Let  denotes 
the d-dimensional instance space and 1,2, … ,  denotes the label space with Q 
labels. Given a multi-label training set D , , … , ,  of m training exam-
ples, where is a d-dimensional feature vector and  is the set of labels 
associated with  , the goal of multi-label learning is to output a multi-label  
classifier : 2  from the multi-label training set D. In most cases, the learning 
system will produce a ranking real-valued function :  with the interpreta-
tion that, where ,  can be regarded as the confidence of   being 
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the proper label of . Given an instance  and its associated label set , then a suc-
cessful multi-label classifier will tend to rank labels in  higher than those not in , 
i.e. , ,  for any  and . The corresponding multi-label 
classifier ·  can be conveniently derived from the ranking function ·,·  via: 

 | , ,  (1) 

where ·  is the threshold function. 
In multi-label learning problem, instances with similar feature spaces usually tend to 

share common labels with a greater probability. That is to say, similar instances would 
be more likely to have the same labels. Therefore, the basic idea of this algorithm is to 
adapt k-nearest neighbor techniques to deal with multi-label data, where MAP rule is 
utilized to make prediction by reasoning with the labeling information embodied in the 
neighbors [8]. It can be formulated as follows: given the multi-label training set D, , … , , , for each label, let  be the event that the instance x has label j 
and  be the event that the instance x does not have label j, based on the above no-
tations, the label vector  of the instance x is determined using the following MAP 
principle: 

 max , | ,  (2) 

where |  is the posterior probability of  conditioned on x. Using the 
Bayesian rule and adopting the assumption of label conditional independence among 
features as classic Naive Bayes classifiers do, Eq. (2) can be rewritten as: 

 max , | max , |  (3) 

where  is the prior probability of , |  is the conditional probability 
of x conditioned on  and  is the prior probability of x. The probability  
and |  can be estimated from the given data. Bayesian theorem is useful in that it 
provides a way of calculating the posterior probability.  

Since the computational power required for finding the k-nearest neighbors using 
linear search approach is prohibitively large, in this work we use the LSH [12,13,14] 
approach to accelerate find the k-nearest neighbors of the instance. For each instance x 
in the dataset, let (x) denote the index set of the k-nearest neighbors of x identified in 
the training set using LSH approach. Thus, based on the label sets of these neighbors, a 
membership counting vector can be defined as: 

 ∑   (4) 
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where  counts how many neighbors of x belong to the label j. Therefore, |  
and |  can be rewritten as |  and | . Thus, 

 max , |  (5) 

Many real-world applications involve multi-label classification, in which the labels 
can have strong inter dependencies. Recently, a number of label relationship learning 
schemes have been proposed. However, most of them usually are time-consuming. To 
alleviate this problem, the MinHash [15] is used to capture label dependencies without 
increasing computational burden. MinHash is a technique for quickly estimating set 
similarities by Jaccard similarity. Here, for each label j, the label vector  is formu-
lated as an m-dimensional vector: 

 
1,                 0,          , 1,2, … ,  (6) 

Suppose  is a k-dimensional integer vector of the label j which is obtained 
by using the MinHash scheme on the label vector . Let  as the similarity coeffi-
cient which represents the dependence level between each pair of labels in the given 
multi-label data set. The larger the value of , the most dependency between label j 
and label i.  can be calculated as follows: 

 ,  (7) 

In this paper, we exploit label dependency by using the k-nearest neighbors of label j 
instead of all labels when predicting the label vector of the instance. Let  denote 
the index set of the k-nearest neighbors of label j identified in the training set. Then, the 
classifiers function can be rewritten as: 

 max , ∑ |  (8) 

Fig.1 shows the pseudo code of the HashMLL algorithm. The input arguments D is 
dataset, t is test instance,  is the number of nearest neighbors of t,  is the number 
of nearest neighbors of each label, and the output argument  is the predict label 
vector of t. While the input argument s is a smoothing parameter. Throughout the 
experiments, the Laplace smoothing is used which means that s is set to 1. K and L are 
the width parameter of the hash functions and the number of hash tables of LSH re-
spectively.  is a real valued vector calculated for ranking labels in . 
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Fig. 1. Pseudo code of HashMLL  
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3 Experiments Results and Discussions 

3.1 Experimental Configuration 

We perform the experiments on 2 moderate-sized data sets and 3 large data sets which 
are commonly used in existing MLL works. Yeast [9] is gene functional data which 
consists of 2417 genes and is associated with 14 possible labels. Corel5K [16] contains 
5000 segmented images and 374 labels, and each image is represented by 9 instances 
on average. The 3 large data sets are Mediamill, NUS-WIDE and Flickr. Mediamill 
[17] is a multimedia database recordings at the 2005 TRECVID corpus which consists 
of 43907 videos and 101 semantic concepts. NUS-WIDE [18] is a web image dataset 
created by Lab for Media Search in National University of Singapore which is com-
prising over 269,648 images and ground-truth of 81 concepts for the entire dataset. 
Flickr [19] is a network data set crawled from Flickr which consists of 565,444 in-
stances and 1000 labels. Both the contact network and selected group membership 
information are included. The detailed characteristics of these data sets are summarized 
in Table 1. 

The performances of the compared approaches are evaluated with five commonly 
used MLL criteria: Hamming loss (Hloss), OneError, Coverage, Ranking loss (Rloss) 
and Average Precision (AP).  For AP, a larger value implies a better performance, 
while for the other four criteria, the smaller, the better. The definition of these criteria 
can be found in [23]. All experiments are conducted on a DELL workstation equipped 
with Intel eight-core CPU (frequency: 1.8 GHz) and 64G bytes physical memory. 

Table 1. Characteristics of the Data Sets 

name domain instances nominal numeric labels cardinality 

Yeast biology 2417 0 103 14 2.402 

Corel5k images 5000 499 0 374 3.522 

Mediamill video 43907 0 120 101 4.376 

NUS-WIDE images 269648 0 128 81 1.869 

Flick network 565444 0 297 1000 10.35 

3.2 Performances of Models 

We compare the HashMLL algorithms with five state-of-the-art MLL algorithms, i.e., 
RAkEL [3], ECC [6], MLkNN [8], IBLR-ML [20], and MetaLabeler (ML) [21]. The 
codes of compared MLL algorithms are shared by their authors in the Mulan package, 
and these algorithms are set to the best parameters reported in the papers. Mulan [22] is 
an open-source Java library for learning from multi-label datasets which is written in 
Java and is built on top of Weka. For our proposed algorithm HashMLL, the following 
hyper-parameters settings were used: (a) for the sake of fairness, we use the same 
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neighborhood size of MLkNN and IBLR-ML, in conjunction with the kNN kernel, 
i.e. 10; (b) the two main parameters of LSH, we set K=6 and L=45; (c) the third 
parameter is the number of nearest neighbors of labels, which is set to 4, i.e. 4.  

We repeat three-fold cross validation for 10 times on the first four datasets and 1 
times on the Flickr dataset. The mean ±std. performances are recorded for the proposed 
and compared methods. Table 2 - Table 6 summarize the experimental results of each 
compared algorithm on five datasets. For each evaluation criterion, “↓” indicates “the 
smaller the better” while “↑” indicates “the bigger the better”. N/A indicates that no 
result is obtained in 24 hours. The experimental results show that the performance of 
HashMLL is highly competitive to state-of-the-art techniques, whereas its time cost is 
much less (Table 2 - Table 6). Particularly, on the dataset NUS-WIDE with 269,648 
instances and 81 labels (Table 5), and the dataset Flickr with 565,444 instances and 
1000 labels (Table 6) where none of existing methods can return results in 24 hours, 
HashMLL takes only 94 secs and 23266 secs respectively. 

Table 2. Comparison Results (mean ± std.) with five baseline MLL Methods on Yeast  

Yeast Training 
time /s 

Testing 
time /s Hloss↓ OneError↓ Coverage↓ Rloss↓ AP↑ 

RAKEL 19.77 0.06 0.2500±  
0.0085 

0.2694± 
0.0216 

9.5983± 
0.2523 

0.3397± 
0.0129 

0.6381± 
0.0126 

IBLR-ML 5.07 0.56 0.1932± 
0.0075 

0.2296± 
0.0225 

6.1982± 
0.2188 

0.1638± 
0.0104 

0.7684± 
0.0131 

ML 8.8 0.02 0.2731± 
0.0096 

0.3868± 
0.0470 

9.4105± 
0.2859 

0.3219± 
0.0144 

0.6181± 
0.0136 

ECC 29.25 0.04 0.2075± 
0.0070 

0.2553± 
0.0302 

6.6212± 
0.2670 

0.1852± 
0.0152 

0.7439± 
0.0173 

MLkNN 5.05 0.72 0.1926± 
0.0075 

0.2276± 
0.0198 

6.2032± 
0.2317 

0.1644± 
0.0108 

0.7675± 
0.0122 

HashMLL 13.9 1.21 0.2246± 
0.0058 

0.2487± 
0.0245 

6.6417± 
0.2396 

0.1883± 
0.0125 

0.7338± 
0.0154 

Table 3. Comparison Results (mean ± std.) with five baseline MLL Methods on Core5k  

Core5k Training 
time /s 

Testing 
time /s Hloss↓ OneError↓ Coverage↓ Rloss↓ AP↑ 

RAKEL N/A N/A N/A N/A N/A N/A N/A 

IBLR-ML 764.21  24.98 0.0228± 
0.0010 

0.9356± 
0.0116 

239.8414± 
25.7953 

0.3414± 
0.0559 

0.1084± 
0.0136 

ML 1230.20  26.39 0.0164± 
0.0004 

0.7576± 
0.0179 

178.0430± 
11.9325 

0.2201± 
0.0229 

0.1984± 
0.0159 

ECC 5917.62 21.52 0.0096± 
0.0003 

0.7594± 
0.0214 

173.2818± 
10.3356 

0.2128± 
0.0209 

0.1974± 
0.0184 

MLkNN 100.17 39.70 0.0095± 
0.0002 

0.7804± 
0.0322 

173.0076± 
12.7277 

0.2160± 
0.0236 

0.1932± 
0.0209 

HashMLL 39.70 19.01 0.0094± 
0.0002 

0.8000± 
0.0140 

184.1848± 
15.2215 

0.2447± 
0.0257 

0.1764± 
0.0108 
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Table 4. Comparison Results (mean ± std.) with five baseline MLL Methods on Mediamill 

Mediamill Training 
time /s 

Testing 
time /s Hloss↓ OneError↓ Coverage↓ Rloss↓ AP↑ 

RAKEL N/A N/A N/A N/A N/A N/A N/A 

IBLR-ML 959.58 194.22 0.0314± 
0.0012 

0.1743± 
0.0057 

18.0373± 
0.3333 

0.0504± 
0.0007 

0.7072± 
0.0009 

ML 2381.61 313.71 0.0441± 
0.0028 

0.4706± 
0.0053 

55.2502± 
0.7985 

0.1964± 
0.0029 

0.5203± 
0.0023 

ECC 13239.88 411.14 0.0305± 
0.0009 

0.1631± 
0.0064 

19.5700± 
0.5440 

0.0548± 
0.0012 

0.7098± 
0.0029 

MLkNN 275.35 146.82 0.0311± 
0.0010 

0.1749± 
0.0059 

18.6808± 
0.3068 

0.0526± 
0.0008 

0.7028± 
0.0011 

HashMLL 323.22 246.33 0.0343± 
0.0014 

0.2311± 
0.0197 

22.6811± 
0.8423 

0.0714± 
0.0033 

0.6425± 
0.0097 

Table 5. Comparison Results (mean ± std.) with five baseline MLL Methods on NUS-WIDE 

NUS-WIDE Training 
time /s 

Testing 
time /s Hloss↓ OneError↓ Coverage↓ Rloss↓ AP↑ 

RAKEL N/A N/A N/A N/A N/A N/A N/A 

IBLR-ML N/A N/A N/A N/A N/A N/A N/A 

ML N/A N/A N/A N/A N/A N/A N/A 

ECC N/A N/A N/A N/A N/A N/A N/A 

MLkNN N/A N/A N/A N/A N/A N/A N/A 

HashMLL 53.95 39.25 0.0228± 
0.0002 

0.7075± 
0.0088 

21.0761± 
1.5469 

0.1209± 
0.0078 

0.3741± 
0.0044 

Table 6. Comparison Results  with five baseline MLL Methods on Flickr  

Flickr Training 
time /s 

Testing 
time /s Hloss↓ OneError↓ Coverage↓ Rloss↓ AP↑ 

RAKEL N/A N/A N/A N/A N/A N/A N/A 

IBLR-ML N/A N/A N/A N/A N/A N/A N/A 

ML N/A N/A N/A N/A N/A N/A N/A 

ECC N/A N/A N/A N/A N/A N/A N/A 

MLkNN N/A N/A N/A N/A N/A N/A N/A 

HashMLL 10060 13206 0.0114 0.8922 905.2195 0.3798 0.0713 

3.3 Efficiency Comparison 

In Table 2 - Table 6, it can be seen that HashMLL outperforms the five baseline algo-
rithms in terms of time either in the training or in the testing, except the smallest data 
set Yeast. On the other hand, the three algorithms IBLR-ML, ML and ECC which 
exploit label dependency takes more time than the two algorithms without using label 
dependency, RAkEL and MLkNN, both in training and in testing. Our proposed algo-
rithm HashMLL costs the least time despite exploiting label dependency.  
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   (a) Training time (sec)                    (b) Testing time (sec) 

Fig. 4. Comparison of training and testing time on the Flickr dataset with varying instances 

         
  (a) Training time (sec)                     (b) Testing time (sec) 

Fig. 5. Training and testing time of HashMLL on the Flickr dataset with varying neighbor size of 
labels  

4 Conclusions  

In this paper we propose a Fast Multi-label Learning approach HashMLL based on 
hashing schemes.  The approach HashMLL relies on a LSH to identify its neighboring 
instances for each test instance, and considers label correlation by estimating the si-
milarity between labels using MinHash. Then, based on statistical information attained 
from all related label sets of these neighboring instances, MAP principle is applied to 
determine the label set for each test instance. Experiments show that the performance of 
HashMLL is highly competitive to state-of-the-art techniques, whereas its time cost is 
much less. Particularly, on two large data set over 200K instances where none of ex-
isting methods can return results in 24 hours, HashMLL takes only 94 secs and 23266 
secs. In the future, we will try to study larger scale problems and automatically learn 
and exploit multi-label correlations. 
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Abstract. Deep learning has made significant breakthroughs in various
fields of artificial intelligence. However, it is still virtually impossible to
use deep learning to analyze programs since deep architectures cannot be
trained effectively with pure back propagation. In this pioneering paper,
we propose the “coding criterion” to build program vector representa-
tions, which are the premise of deep learning for program analysis. We
evaluate the learned vector representations both qualitatively and quan-
titatively. We conclude, based on the experiments, the coding criterion is
successful in building program representations. To evaluate whether deep
learning is beneficial for program analysis, we feed the representations to
deep neural networks, and achieve higher accuracy in the program classi-
fication task than “shallow” methods. This result confirms the feasibility
of deep learning to analyze programs.

1 Introduction

Machine learning-based program analysis has been studied long in the literature
[14,3]. Hindle et al. compare programming languages to natural languages and
conclude that programs have rich statistical properties [10]. These properties are
difficult for human to capture, but they justify using learning-based approaches
to analyze programs.

The deep neural network has become one of the prevailing machine learning
approaches since 2006 [11]. It has made significant breakthroughs in a variety of
fields, such as natural language processing [6,19], image processing [12,4], speech
recognition [7,15], etc. Such striking results raise the interest of its applications
in the field of program analysis. Using deep learning to automatically capture
program features is an interesting and prospective research area.

Unfortunately, it has been practically infeasible for deep learning to analyze
programs up till now. Since no proper “pretraining” method is proposed for
programs, deep neural networks cannot be trained effectively with pure back
propagation [2,8].
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In this paper, we propose novel “coding criterion” to build program vector
representations based on abstract syntax trees (ASTs). In such vector repre-
sentations, each node in ASTs (e.g. ID, Constant) is mapped to a real-valued
vector. They can emerge high-level abstract features, and thus benefit ultimate
tasks. We analyze the learned representations both qualitatively and quantita-
tively. We conclude from the experiments that the coding criterion is successful
in building program vector representations.

In the rest of this paper, we first we explain our approach in detail in Section
2. Then we give experimental results in Section 3. Last, we draw our conclusion
in Section 4.

2 Coding Criterion for Program Representation Learning

In this section, we first discuss the granularities of program representation. We
settle for the granularity of nodes in abstract syntax trees (ASTs). In Subsection
2.2, we formalize our approach and give the learning objective. In Subsection 2.3,
we present the stochastic gradient descent algorithm for training.

2.1 The Granularity

Vector representations map a symbol to a real-valued vector. Possible granular-
ities of the symbol include character-level, token-level, etc.

– Character-level. Treating each character as a symol. Although some
research explore character-level modeling for NLP [20], it is improper for
programming languages. For example, the token double in a C code refers
to a data type. But if one writes doubles, it is an identifier (e.g., a function
name).

– Token-level. Learning the representations of all tokens, including types and
identifiers etc. Since programmers can declare their own identifiers in their
source codes, e.g., func1, func2, many of the identifiers may appear only a
few times, resulting in the undesired data sparseness. Hence, it is improper
for representation learning at this level.

– Nodes in ASTs. Learning the representations for nodes in ASTs, e.g.,
FuncDef, ID, Constant. The AST is more compressed compared with token-
level representation. Furthermore, there are only finite many types of nodes
in ASTs. The tree structural nature of ASTs also provides opportunities
to capture structural information of programs. This level is also used in
traditional program analysis like code clone detection [1,13], vulnerability
extrapolation [21], etc.

– Statement-level, function-level or higher. Theoretically, a statement,
a function or even a program can also be mapped to a real-valued vector.
However, such representations cannot be trained directly. A possible app-
roach of modeling such complex stuff is by composition. Such researches in
NLP is often referred to as compositional semantics [18]. It is very hard to
capture the precise semantics; the “semantic barrier” is still not overcome.
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2.2 Formalization

The basic criterion of representation learning is that similar symbols should have
similar representations. Further, symbols that are similar in some aspects should
have similar values in corresponding feature dimensions.

In our scenario, similarity is defined based on the following intuition: similar
symbols have similar usages: both ID and Constant can be an operand of a
binary operator; both For and While are a block of codes, etc.

We denote the vector of node x as vec(x). vec(·) ∈ R
Nf , where Nf is the

dimension of features. For each non-leaf node p in ASTs and its direct chil-
dren c1, · · · , cn, their representations are vec(p), vec(c1), · · · , vec(cn). The pri-
mary objective is that

vec(p) ≈ tanh

(
n∑

i=1

liWi · vec(ci) + b

)

(1)

where Wi ∈ R
Nf×Nf is the weight matrix for node ci; b ∈ R

Nf is the bias
term. The weights (Wi’s) are weighted by the number of leaves under ci and the
coefficients are

li =
#leaves under ci
#leaves under p

(2)

Since different nodes in ASTs may have different numbers of children, the
number of Wi’s is hard to determine. To solve this problem, we propose continu-
ous binary tree, where there are two weight matrices as parameters, namely Wl

and Wr. Any weight Wi is a linear combination of the two matrices. That is,
regardless the number of children, we treat it as a “binary” tree. Formally, if p
has n (n ≥ 2) children, then for child ci,

Wi =
n − i

n − 1
Wl +

i − 1
n − 1

Wr (3)

Now that we are able to calculate the weight Wi for each node, we measure
closeness by the square of Euclidean distance, as below:

d =

∥
∥
∥
∥
∥
vec(p) − tanh

(
n∑

i=1

liWi · vec(ci) + b

)∥
∥
∥
∥
∥

2

2

(4)

We applied negative sampling [5,18,17]: for each data sample x, a new nega-
tive sample xc is generated. We randomly select a symbol in each training sample
and substitute it with a different random symbol. The objective is that dc should
be at least as large as d+Δ, where Δ is the margin and often set to 1. The error
function of training sample x(i) and its negative sample x

(i)
c is then

J(d(i), d(i)c ) = max
{

0,Δ + d(i) − d(i)c

}
(5)
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To prevent our model from over-fitting, we can add �2 regularization to
weights (Wl and Wr). The overall training objective is then

minimize
Wl,Wr,b

1
2N

N∑

i=1

J(d(i), d(i)c ) +
λ

2M
(‖Wl ‖2F + ‖Wr ‖2F

)
(6)

where N is the number of training samples; M = 2N2
f denotes the number of

weights; ‖ · ‖F refers to Frobenius norm; λ is the hyperparameter that strikes
the balance between coding error and �2 penalty.

2.3 Training

The numerical optimization algorithm we use is stochastic gradient descent with
momentum. The model parameters Θ =

(
vec(·),Wl,Wr, b

)
are first initial-

ized randomly. Then, for each data sample x(i) and its negative sample x
(i)
c ,

we compute the cost function according to Formula 6. Back propagation algo-
rithm is then applied to compute the partial derivatives and the parameters
are updated accordingly. This process is looped until convergence. The coding
criterion of vector representation learning—as a pretraining phase for neural
program analysis—is “shallow,” through which error can back propagate. Thus,
useful features are learned for AST nodes.

To speed up training, we adopt the momentum method, where the partial
derivatives of the last iteration is added to the current ones with decay ε.

3 Experiments

We first evaluate our learned representations by k-means clustering. We then
perform supervised learning in the program classification task. The experimental
results show that meaningful representations, as a means of pretraining, make
the network much easier to train in deep architectures. We also achieve higher
accuracy with the deep, tree-based convolutional neural network compared with
baseline methods.

3.1 Qualitative Evaluation: k-means Clustering

As we have stated, similar nodes in ASTs (like ID, Constant) should have similar
representations. To evaluate whether our coding criterion has accomplished this
goal, we perform k-means clustering, where k is set to 3. The result is shown
in Table 1. As we see, almost all the symbols in Cluster 1 are related to data
reference/manipulating. Cluster 2 is mainly about declarations. Cluster 3 con-
tains more symbols, the majority of which are related to control flow. This result
confirms our conjecture that similar symbols can be clustered into groups with
the distributed vector representations that are learned by our approach.
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Table 1. The result of k-means clustering. k is set to 3.

Cluster Sybmols

1
UnaryOp, FuncCall, Assignment, ExprList,

StructRef, BinaryOp, ID, Constant, ArrayRef

2
FuncDef, TypeDecl, FuncDecl, Compound,

ArrayDecl, PtrDecl, Decl, Root

3

Typedef, Struct, For, Union, CompoundLiteral,
TernaryOp, Label, InitList, IdentifierType,

Return, Enum, Break, DoWhile, Case,
DeclList, Default, While, Continue,

ParamList, Enumerator, Typename, Goto,
Cast, Switch, EmptyStatement,

EnumeratorList, If

Fig. 1. Learning curves of training (A) and CV (B). The learned program vector rep-
resentations improve supervised learning in terms of both generalization and optimiza-
tion.

3.2 Quantitative Evaluation: Improvement for Supervised Learning

We now evaluate whether building program vector representations is beneficial
for real-world tasks, i.e., whether they will improve optimization and/or gener-
alization for supervised learning of interest.

The dataset comes from an online Open Judge system1, which contains a
large number of programming problems for students. We select four problems
for our program classification task. Source codes (in C programming language)
of the four problems are downloaded along with their labels (problem IDs). We
split the dataset by 3 : 1 : 1 for training, cross-validating (CV) and testing.

Since no effective program representation existed before, the TBCNN [16]
model is not trained efficiently, as the blue curve demonstrates in Part A of
Figure 1.

If the vector representations and the coding parameters, namely vec(·), Wl,
Wr and b, are initialized as are learned by our coding criterion, the training and
CV errors decrease drastically (the red and magenta curves) after a plateaux of
about 15 epochs, which leads to the high performance of TBCNN.

To evaluate whether deep learning may be helpful for program analysis, we
compare TBCNN to baseline methods in the program classification task. In
these baseline methods, we adopt the bag-of-words model, which is a widely-used
approach in text classification [9]. As shown in Table 2, logistic regression, as a

1 http://programming.grids.cn/

http://programming.grids.cn/
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Table 2. Accuracy of Program Classification.

Method Accuracy

Random guess 25.00%
Logistic regression 81.16%

SVM with RBF kernel 91.14%
TBCNN (a deep learning approach) 95.33%

linear classifier, achieves 81.16% accuracy. The support vector machine (SVM)
with radial basis function (RBF) kernel explores non-linearity, and improves the
result by 10%. By automatically exploring the underlying features and patterns
of programs, TBCNN further improves the accuracy by more than 4%. This
experiment suggests the promising future of deep leaning approaches in the field
of program analysis.

4 Conclusion

In this paper, we study deep learning and representation learning in the field of
program analysis. We propose a novel “coding criterion” to build vector repre-
sentations of nodes in ASTs. We also feed the learned representations to a deep
neural network to classify programs. The experimental results show that our rep-
resentations successfully capture the similarity and relationships among different
nodes in ASTs. We conclude that the coding criterion is successful in building
program vector representations. The experiments also confirm the feasibility of
deep learning to analyze programs.
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Abstract. The kernel method is well known for its success in solving the
curse of dimension of linearly inseparable problems. But as an instance-
based learning algorithm it suffers from high memory requirement and
low efficiency in that it needs to store all of the training instances. And
when there are noisy instances classification accuracy can suffer. In this
paper we present an approach to alleviate both of the problems men-
tioned above by using k-means algorithm to select only k representative-
ness instances of the training data. And we view the selected k instances
as the new data set, where the choice of the value of k is influenced by the
size and the character of the data set. It turn out that with a carefully
selected k we can still get a good performance while the number of the
instances stored are greatly decreased.

Keywords: k-means · Instance selection · Kernel method

1 Introduction

There are mainly two kinds of problems in supervised learning: regression prob-
lem and classification problem, and until now we have many successful algorithms
to solve different kinds of problems [1]. These algorithms can be classified into
two kinds, one of which is parameter-based learning algorithm and the other is
instance-based learning algorithm.

For the parameter-based learning algorithm, we use the training instances to
train our model, usually by applying some methods (such as gradient descent)
to change the parameter of the model until reaching a local or global minima
of the cost function, and then we get the target parameter of the model. After
that we don not need the instance any more so the model is light and of lower
cost in predicting the value or the class of a new instance. And by now, most of
the supervised learning algorithm is parameter-based (such as logistic regression,
decision tree and so on).

However, there are some algorithms that are instance-based which means that
the algorithm need to store all of the training instances and use these instances
to predict a new input. Unfortunately these algorithms are limited by its high
requirement for memory and low speed in computation especially in large scale
problem [5]. And the kernel method is one of the instance-based approach.
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 554–559, 2015.
DOI: 10.1007/978-3-319-25159-2 50
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The kernel method is successfully used in some learning algorithms such as
SVM, however it also suffers from the problems mentioned above. Motivated by
that we study how to improve the kernel method and in this paper we provide
a simple way to achieve this goal. We use the k-means algorithm to select just
a small part of the instances to train the model. We run the k-means algorithm
on our training set and separate the training set into k parts, then we make
a statistic on the label of the instances in every part individually and use the
cluster centroid as a new instance and the most appeared label in that cluster as
its label, then we get the new training set with only k instances. And since the
new training set is much smaller, the algorithm do not need as much memory
as before and can also run much faster. While running the k-means we have
ignored the noisy instances in choosing the new label and the new instance thus
this approach will also increase the robustness of the kernel method.

There is still a problem before we can run the k-means algorithm, that is
the choice of k. Intuitively, the larger the k is the more accuracy the result is
but the more memory and time the algorithm needs, because in running the k-
means algorithm we will lose some information of the data set which will result
in the decrease of the accuracy. So we need to get a compromise between the
accuracy and the cost of the algorithm. In practice (just as how we choose a
proper dimension when we use PCA to decrease the dimension of our data), we
can choose a k that decrease the accuracy within our tolerance (for example 1%
loss of the accuracy or even 5% loss of the accuracy).

2 Problem Formalism

In supervised learning problem, we are given a set of labeled training data of m
instances {(x(i), y(i))|i = 1, 2, 3, ...,m}. Here each x(i) ∈ Rn is an n dimensional
feature vector, for classification problem, y(i) ∈ {1, 2, ..., C} is the corresponding
class label (for regression problem y(i) ∈ R). In general kernel method algorithm
we need all of the m instance, but here we will use the k-means algorithm to select
only k new instances {(x(i)

n , y
(i)
n )|i = 1, 2, 3, ..., k} (the subscript n indicates that

it is a instance from the new data set) to replace the m original set and here k
should be smaller than m. Finally we use this new data set to train our model.

3 Algorithm

Kernel method can be used in many different models, such as SVM, logistic
regression, etc.in this paper we describe just one example of how to use the algo-
rithm. We will use the Gaussian kernel SVM as our training model to demon-
strate our method.

3.1 Instance Selection

In this section, we will give the detail steps of how to get the labeled data set
{(x(i)

n , y
(i)
n )|i = 1, 2, 3, ..., k} from the larger original data set {(x(i), y(i))|i =

1, 2, 3, ...,m}. We will apply k-means to finish this task, and we will use the



556 L. Wang

Euclidian distance to describe the similarity between two instances. Before
we run the k-means algorithm we need to choose different value of k. And
then we need to randomly choose k instances from the original data set
{x(1), x(2), ..., x(m)} (here we temporally ignore the label of each x(i)) as the
initial value of the k centroids {x

(1)
n , x

(2)
n , ..., x

(k)
n }. After that we run the k-

means algorithm until the partition of the data set dose not change. After that,
we got k clusters of instances and k centroids {x

(1)
n , x

(2)
n , ..., x

(k)
n }. Then use the

label appears most in a cluster as the label for the corresponding centroid, and
view the k centroids and its label as the new training set of the problem.

3.2 Training the Model

Kernel SVM is a variation of SVM. SVM is well known for its good property: it
can create a hyperplane with a maximum margin between different labeled data
set. In some cases when the data set is linearly inseparable we need to project
the input feature to a higher dimensional feature in Hilbert space. However
as the dimension of the input feature increases the dimension of the projected
feature will increase exponentially. Under this case, we can use the kernel SVM to
solve this problem. Generally, kernel SVM is a linear combination of the kernel
function σ(x, x(i)) for each input x(i). It successfully solved the dimensional
explosion, but there also exist some drawbacks as we have already mentioned. In
our previous work we get a training set with much smaller number of instances
than the original big one, and use it to train our kernel SVM. Now we will give
the following algorithm to illustrate the whole process.

Algorithm: instance selection and model training

Input: The original data set x[1]...x[n], y[1]...y[n] and k.
1. Running the k-means algorithm to get k clusters from

the original training set.
2. Label each cluster with the mostly appeared label

in that cluster.
3. Construct a new instance set nx[1]...nx[k],

ny[1]...ny[k], use the k clusters centroid and its label.
4. Use the new instance to train a kernel SVM.
Output: A improved kernel SVM.

3.3 Experiments

In our experiments we trained a SVM with Gaussion kernel:

K(x, z) = exp(−‖x − z‖2
2σ2

)
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Table 1. The description of the data set used for the experiment.

data set attributes training set size test set size classes

A small data set 2 2589 500 2
Skin Segmentation Data Set 3 24500 4500 2

Table 2. The result of the first experiment when k = m, k = 0.2m, k = 0.1m and
k = 0.05m.

the value of k k = m k = 0.2 ∗ m k = 0.1 ∗ m k = 0.05 ∗ m

accuracy of test set 96.93% 95.92% 95.85% 93.93%
training time 37.82s 3.46s 2.09s 0.74s

memory requirements 60.68kb 12.14kb 6.07kb 3.05kb

and we set the standard SVM regularization parameter C = 1, and σ = 0.1.
We apply the model to two learning tasks: A small data set 1 and The Skin
Segmentation Data Set 2 which was shown in Table 1. We did the experiments
in a computer with a 2.5GHz Intel Core i5 CPU, a 4GB 1600 MHz memory and
the operation system is MacOS.

In the following two experiments we use the Gaussian kernel SVM as our
classifier (the detail of the parameters are mentioned above), and to make the
result more intuitionist, we choose the small data set as our first task which has
only two attributes and two classes. We choose different k (k = m,k = 0.2m,
k = 0.1m and k = 0.05m) when we running the k-means algorithm to get our
new instances, and we plotted the new data sets for different k as well as the
original dataset in Fig.1. According to the result, we can find that the k-means
algorithm works with good performance in generating the new data set, and
intuitively we can find that the distribution of the new data set is almost the
same with the original data set, thus we can assume that the new data set
can also work well in training our model as the original data set. To prove this
hypothesis we trained a Gaussian kernel SVM for each new data set as well as
the original data set and the result was shown in Table 2. We can learning from
the result that we can still get a accuracy of 95.85% with only 10 percent of the
size of the original data set when we choose k = 0.1m.

In our second experiment we will use a larger data set: The Skin Segmen-
tation Data Set, which contains much more instances than the previous one. In
this experiment we will choose different k (k = m,k = 0.1m, k = 0.01m and
k = 0.005m) then we running the k-means algorithm to get our new instances
individually. After that we got 4 different data sets and we use these data sets to
train a Gaussian kernel SVM the same as the first experiment individually and
use the test set to get the accuracy for each SVM. The experiment result was
shown in Table 3. As the first experiment, the result is also acceptable. Here we

1 This data set comes from the experiment of Andrew Ngs Machine learning class.
2 This data set comes from: archive.ics.uci.edu/ml/datasets/Skin+Segmentation but

we only use a part of it

archive.ics.uci.edu/ ml/datasets/Skin+Segmentation
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Fig. 1. The 2 pictures in the first row is the result of the first experiment where k = m
and k = 0.2m, and the 2 pictures in the second row is the result of the first experiment
where k = 0.1m and k = 0.05m.

Table 3. The result of the second experiment when k = m, k = 0.1m, k = 0.01m and
k = 0.005m.

the value of k k = m k = 0.1 ∗ m k = 0.01 ∗ m k = 0.005 ∗ m

accuracy of test set 99.47% 97.25% 85.56% 82.11%
training time 1543.8s 7.2s 0.62s 0.27s

memory requirements 765.81kb 76.59kb 7.69kb 3.84kb

can also choose k = 0.1 ∗ m to get the accuracy of 97.25% which is only 2.22%
lower than the result of the original data set.

3.4 Discussion

In this paper we provide a method that can alleviate the problem caused by
the kernel method when the training instances are too many. We use k-means
algorithm to divide the training set into k different clusters and label each cluster
according to the instances of the cluster. We use kernel SVM to test our algorithm
and the result turns to be fairly good. From the Fig.1 we can see that the
instance selection process works and it generate a new data set that have a
similar distribution with the original data set. In our experiments we choose
different k to get different data set, and in both experiment we can get a good
result if we choose k = 0.1m. Generally we can not say that for every data set
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k = 0.1∗m will always get a good result, because k is influenced by the characters
of the data set. Therefore we need to choose different k and use the test set to
get the perfomance of the corresponding classifier, and as we can see from the
result of the experiments, we will lose some of the accuracy if k is lower than
m, and the smaller the k is the lower the accuracy is. That is easy to explain:
during the instance selection we loss some of the information of data set. So one
of the most important thing we need to think about when use this method in
practice is to make a balance between the lose of accuracy and the size of the
new data set.

However there are still two problems need to be solved: the high cost of the
k-means and how to generate good clusters. For the first problem we can solve
it by setting a max iteration times instead of repeating until converging. For the
second problem we can repeat the k-means several times (for example 10 times),
and each time select k random instances to initialize the centroids and use the
Distortion function3:

D(x(1), x(2), ..., x(m)) =
m∑

i=1

∥
∥
∥x(i) − x(ci)

n

∥
∥
∥
2

to compute the total distance between each instance and its centroid, after that
select the clusters with the minima value of the distortion function so that we
can greatly reduce the possibility of bad clusters.

At last, to generalize our approach we may need to use different distance (in
this paper we use Euclidian distance) to calculate the similarity in the k-means
algorithm and different kernel function for different problem.
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Abstract. The rapid growth of data makes it possible for us to study
human behavior patterns. Knowing the patterns of human behavior is
of great use to help us detect the unusual fraud human behavior. Exist-
ing fraud detection methods can be divided into two categories: pattern
based and outlier detection based methods. However, because of the spar-
sity and complex granularity of big data, these methods have high false
positive in fraud detection. In this paper, we propose an effective hybrid
fraud detection method. We propose SSIsomap which improves isomap
to cluster behaviors into behavior classes and propose SimLOF which
improves LOF to conduct outlier detection, then we use Dempster-Shafer
evidence Theory for combining behavior pattern evidence and outlier evi-
dence, which yields a degree of belief of fraud to the new coming claim.
The experiment result shows our method has significantly higher accu-
racy than exsiting methods in medical insurance fraud detection.

Keywords: Fraud detection · Dempster-Shafer evidence Theory

1 Introduction

Recent years we have witnessed the rapid growth of big data, which makes it pos-
sible for us to study human behavior patterns.Knowing the patterns of human
behavior is of great use to help us detect the unusual fraud human behavior.
Fraud detection methods available can be divided into two categories: behav-
ior pattern based fraud detection and outlier detection[7]. The behavior pattern
based fraud detection devotes to find unusual behavior according to the discov-
ered patterns. The outlier detection based fraud detection aims to find unusual
records according to statistical information. However, there are challenges which
disrupt the accuracy of the existing fraud detection methods.
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Complex granularity is the biggest challenge for behavior pattern recogni-
tion, which results in the curse of cardinality. Complex granularity means that
behaviors can be described by a large number of symbols. The granularity of
symbols is so fine that some behaviors represented by different symbols may
belong to the same class in a more coarse-grained granularity. Due to the curse
of cardinality, traditional pattern recognition methods can’t find latent patterns
that can be found at a more coarse-grained granularity of data and can’t be
found from the original granularity of data. In general, the support of a specific
pattern decreases significantly with the growing cardinality. In other words, the
higher the cardinality, the rarer the patterns are.

Example 1. Given three applicants’ medical insurance claim records during a
hospital stay:

A1:(a,d,f); A2:(b,e,h); A3:(c,g,i)

For the three sequences above, if we apply pattern mining on the original
level of symbols, we can’t find any frequent pattern.However, if we can group
the symbols in the following way:

A={a,b,c}; B={d,e,g}; C={f,h,i}
Recode the sequences with the group A,B,C,we can find that (A,B,C) is a fre-
quent (class) pattern with support of 100%.

Data sparsity is the biggest challenge for outlier detection.The outlier detec-
tion methods cant work very well and have high false positive rate in big data. So
we propose carrying out outlier detection by peer group comparison combined
with self comparison for further analysis.

In this paper, we propose an effective hybrid fraud detection method. We
combine behavior pattern evidence in a more coarse-grained granularity and
outlier evidence in a finer granularity using Dempster-Shafer evidence Theory.
The experiment shows that our method has significantly higher accuracy than
exsiting fraud detection methods.

Rest of the paper is organized as follows. Section 2 reviews the related work
in the problem of fraud detection. Section 3 presents a behavior pattern based
fraud detection method. Section 4 introduces an outlier based fraud detection
method. Section 5 combines the identified two evidences using Dempster-Shafer
evidence Theory. Section 6 provides an empirical study of our algorithm with
real medical insurance data. Section 7 concludes our work and discusses several
interesting directions.

2 Related Work

Fraud and abuse has resulted in billions of dollars loss every year and posed a
major threat to fund security and hampers the implementation of national policy
in many countries. Therefore, fraud has become a social problem. Scholars also
carried thorough research on fraud detection.
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In recent years, numerous statistical methods and systems are proposed to
detect fraud. The proposed statistical methods can be classified into two groups:
supervised methods and unsupervised methods. Supervised methods require a
training dataset in which all cases are labeled by domain experts. Several super-
vised methods have served to fraud detection, including neural networks (NNs),
decision trees, fuzzy logic, and Bayesian networks. Unsupervised methods do not
need labeled training set and aims to find outliers in all cases. LOF[14] is a repre-
sentative density-based algorithm for outlier detection. However, the time com-
plexity of LOF is too high. Supervised methods may be more accurate than
unsupervised methods because additional information on dependent variable is
employed in the training sample. But the major limitations of supervised meth-
ods are as follows: On one hand, it may be difficult or costly to obtain accurate
labels for training sample, incorrect labels may lead to misclassification problem;
On the other hand, the unbalanced data (fraudulent cases number is too few com-
paring with legitimate ones) is almost inevitable and requires specific treatment.

Fraud pattern recognition is an important part in fraud detection. Musal [8]
proposed use of cluster analysis for geographical analysis of potential fraud.
W.-S. Yang and S.-Y. Hwang[9] proposes a data-mining framework that utilizes
the concept of clinical pathways to facilitate automatic and systematic construc-
tion of an adaptable and extensible detection model, the proposed approaches
have been evaluated objectively by a real world data set gathered from the
National Health Insurance (NHI) program in Taiwan. Nonetheless, due to the
complexity of data, pattern recognition methods cannot find latent patterns
which can be found in a more coarse-grained granularity. Manifold learning is
proposed for clustering of high dimensional data. Nowadays, there are numerous
advanced algorithms for manifold learning, in which many approaches rely on
the similarity matrix eigenvalue decomposition to obtain the manifold embed-
ding. For instance, Isomap[15] is a popular method that embed a graph into an
Euclidean space. However, isomap is an unsupervised method so that it ignores
some existing category information. As a consequence, its clustering effect is not
ideal enough in most situations.

As mentioned above, existing fraud detection methods are not adaptive in
big data. So we focus on overcoming the challenges of data sparsity and complex
granularity in fraud detection of big data.

3 Behavior Pattern Based Fraud Detection

3.1 Problem Formalization

Definition 1 (Behavior) the way a person acts or behaves at some point.
Behavior can be represented as a triple b={subject, action, time}. subject is
the person who conducts the behavior, action depicts the content of the behavior
such as taking a drug or treatment, time represents the time when the behavior
happened. Behavior set can be represented as B={b1,b2,. . . ,bn}, where
b1,b2,. . . ,bn represent different behaviors.
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Definition 2 (Behavior Sequence) a sequence of behaviors carried out by the
same subject during a specific time period in accordance with the time ascend-
ing, which can be represent as bs= (bi,bj,. . . ,bm), bi,bj,. . . ,bm ∈ B. Behavior
Sequence set can be represented as BS={bs1,bs2,. . . ,bsn}.
Definition 3 (Behavior Sequence Graph) a weighted graph G(V,E,W) with
vertex set V=B defined in Definition 1 and edges E, weight W. Node i corre-
sponds to bi and node j corresponds to bj in behavior set B. The weight of edge
between node i and j is defined as an |B| × |B| matrix W

Wij =
∑

1≤i≤N
bi,bj∈B

1
N

f(d(i, j)) (1)

where N is the number of behavior sequences in behavior sequence set BS, bi and
bj are behavior pairs co-occurrence in the same behavior sequence BSn, n is the
mark number of behavior sequence BS.And d(i,j) presents the distance between
i and j in the behavior sequence BSn.

d(i, j) = loc(j, BSn) − loc(i, BSn) (2)

where loc(j,BSn) and loc(i,BSn) represent the corresponding location of j and i
in behavior sequence BSn.

f(d(i, j)) =

{
0 d(i, j) > r

1 d(i, j) ≤ r
(3)

where r is a predefined integer parameter that controls the range that neighbors
relevant.

However, the number of behavior symbols is too enormous to conduct effective
behavior pattern recognition. In other word, two different behaviors in original
granularity may belong to the same behavior class in a more coarse-grained gran-
ularity. Behavior class can be achieved by the clustering of behavior sequences
according to the actions of behaviors. Behaviors in the same class have actions
which have similarities as larger as possible, behaviors in different classes have
actions which have similarities as smaller as possible.

Definition 4 (Behavior Class) the cluster of action in behavior, which repre-
sents categories of actions in behaviors. It can be represented as C:( bo,bp,. . . ,bt),
bo,bp,. . . ,bt∈ B. In behavior class, we pay attention to the action of behavior
merely, so the behavior bo,bp,. . . ,bt here can be represented with corresponding
actions.

Definition 5 (Behavior Pattern) the latent patterns can be found at a more
coarse-grained granularity of data(recoding the original behavior sequences with
behavior class) and cant be found from the original granularity of data. Behavior
pattern can be represented as a sequence of behavior class bp = C1 → C2 →
. . . → Cn, where C1,C2,. . . ,Cn represent different behavior classes sorted in
time ascending.
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3.2 Behavior Pattern Based Fraud Detection

Behavior pattern based fraud detection can be divided into three steps: Firstly,
transform the data records to behavior sequences and cluster the behaviors using
SSIsomap method to get behavior class; Secondly, recoding the original behavior
sequences using behavior class and conduct behavior pattern mining; Thirdly,
calculate the fraud probability of new claim according to discovered behavior
patterns.

Algorithm 1. Behavior pattern based fraud detection
input: new claim Claim,history records R
output: fraud probability of each c in Claim
1: Transform(R)and get B,BS
2: for all bi, bj ∈ B do
3: CaculateWeight(bi, bj)
4: if LCS(bi, bj) < l then
5: label bi, bj) with same category label
6: end if
7: end for
8: Construct behavior sequence graph G
9: D=Compute shortest path(G)

10: if label(bi) = label(bj) then
11: Δ = 0
12: else
13: Δ = 1
14: end if
15: D′ = D − min(D)Δ
16: Cluster by KNN and obtain Behavior class C
17: Recoding(BS) and mining BP
18: cluster BP
19: for all c ∈ Claim do
20: p(c) = 1 − COS(c, BP )
21: return p(c)
22: end for

3.2.1 Behavior Cluster. Transform the given records to behavior set B
and obtain behavior sequence set BS. Behavior set B contains unique behav-
ior appeared in records. Each behavior sequence in BS represents behaviors of
the same entity during a specified period sorting by time ascending. Construct
behavior sequence graph G according to definition 3.

From Eq.(1),we know that the weight of edge represent the closeness of the
nodes with each other. The larger the wij is, the more often bi and bj appear
close to each other in the behavior sequences.

To cluster the behavior into behavior class, first of all, we need to embed
the behavior in a lower dimension in which the behavior can be clustered using
traditional clustering methods such as KNN (K Nearest Neighbor). Manifold
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learning is the process of estimating a low-dimensional structure which under-
lies a collection of high-dimensional data. To carry on the embedding, we take
advantage of the manifold embedding of the graph. If two behavior bi and bj

are temporally more related, their distance in embedded space will be small as
well.

Isomap [15] is a popular method that embed a graph into an Euclidean space.
However, isomap is an unsupervised method so that it ignores some existing
category information. So we propose SSIsomap which improves isomap to semi-
supervised method to cluster the behavior. Firstly, we label some points with
their category information using LCS[13]–a classical algorithm for calculating
the similarity between character strings. For each behavior pair bi and bj , if
LCS(bi,bj) is longer than the empirical threshold l, we label bi and bj with
the same category label. Secondly, we calculate the distance between points in
Euclidean space with the formulation:

D′ = D − min(D)Δ (4)

where D is the shortest path matrix of graph G,Δ = 1 if two points belong to
the same category, otherwise, Δ = 0.

We find that it can provide spatially more unfolded embedding which can
help us to cluster the behavior into behavior class. Meanwhile, we utilize domain
language to adjust the adjacency parameter k. More specifically, we adjust k so
that drugs or treatment in the same category in pharmacopeia can be clustered
into the same class.

3.2.2 Behavior Pattern Mining. Recoding the original behavior sequences
using the obtained behavior class, and cluster the obtained behavior sequences
which are composed of behavior class. For the original behavior sequences, it
is hard to define distances between sequences or extract features. If we can
represent the behavior sequences with behavior class, the difficulty will be tack-
led. More importantly, we re-summarizes the behavior in the form of behavior
class, therefore we can obtain more repeated subsequences and more meaningful
sequential features.

When the behavior sequences are represented by only a reasonably small
number of behavior, we can extract some useful features, such as the counts
of each behavior sequence composed of behavior class. It turns out that such a
straightforward approach can effectively cluster the behavior sequences. Combine
the discovered frequent behavior sequences with domain knowledge and we can
cluster the behavior patterns.

3.2.3 Fraud Probability Evaluation. According to the behavior patterns
we obtain from the historical data, for a new coming medical insurance claim, we
can measure its Cosine similarity compared with the behavior patterns and get
the probability of fraud of the claim. The fraud probability p can be calculated
as

p = 1 − Cos(c,BP ) (5)
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where c is the behavior sequence composed of behavior class corresponding the
new coming medical claim, BP is the behavior pattern set we obtain from behav-
ior pattern mining, Cos(c,BP ) represent the similarity between c and BP.

From Eq.(5)The larger the Cos(c,BP ) is, the less probability that the new
coming claim exists fraud; the smaller the Cos(c,BP ) is , the more probability
that the new coming claim exists fraud.

4 Outlier Detection Based Fraud Detection

Traditional outlier detection methods focus on self comparison.Howerver, the
data of each individual applicant are so sparse that it is not sufficient enough to
find the outliers. Therefore, we propose to first get distribution of many appli-
cants. Then single applicant may exist fraud if its distance from group distribu-
tion is too far.

4.1 Feature Selection

To get the distribution of group applicants, we first need to divide the appli-
cants into groups. Traditional group is divided by some coarse granularity such
as the applicants can be divided into young people, middle aged people and elder
people according to the age range. However, the group is too coarse-grained to
do outliers detection effectively.We find features which have great influence to
fraud detection and the group can be represented by a tuple gp= (feature1,
feature2,. . . , featuren), where feature1, feature2,. . . , featuren represent the fea-
tures chosen to group the applicants. For given fraud factor(factors which can
depict the probability of fraud), we compare the fraud factor distribution P(x)
of total data and the fraud factor distribution Q(x) in subsets of data divided
by featurei. Then we calculate the Kullback-Leibler divergence between P(x)
and Q(x).If DKL(P‖Q) of featurei is greater than the predefined threshold β(an
empirical value), featurei will be chosen to group the applicants.

4.2 Group Distribution

For each group gp, the distribution of this group can be represented by discon-
tinuous variable distribution law:

p(X = xk) = pk, k = 1, 2, . . . , n (6)

where X represents the fraud factor, x1,x2,. . . ,xn represent the values of
fraud factor which can depict fraud. p1,p2,. . . ,pn represent the probability of
x1,x2,. . . ,xn respectively.
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4.3 Outlier Detection

We propose SimLOF which reduces the number of objects and simplifies the
density of object to conduct outlier detection.As a consequence,SimLOF reduces
the time complexity of LOF.The density of object a refers to the probability of
xi which contain a.

p(a) = p(x = xi), a ∈ xi (7)

density(c) =
1
K

n∑

i=1

p(xi) (8)

The outlier based fraud probability p of a new coming claim c can be obtained by
the density of xi which contain c. x1,x2,. . . ,xk represents the k nearest neighbors
of c.

p′ = 1 − density(c) (9)

where p’ indicates the probability that c is an outlier. The larger the probability
p’ is, the more probability the claim existing fraud.

5 Dempster-Shafer Evidence Theory

We can obtain two kinds of evidences( behavior pattern based evidence and
outlier detection based evidence) through the above process expounded in
Section 3 and 4. For a new claim c,Behavior pattern based evidence and outlier
based evidence can give a probability of fraud respectively. Simple vote rules
are not adaptive when the two evidence give conflict conclusion.To combine the
identified two evidences, we employ the Dempster-shafer evidence theory [12],
which aims to combines evidences from different sources and obtains a degree of
belief that takes all the available evidences into account. This indeed aligns well
with our goal that is to determine the unusual fraudulent behavior by combining
the two kinds of evidences.Dempster-shafer evidence theory combines behavior
pattern evidence with outlier evidence and yields a more robust degree of belief
of fraud to the new coming claim.

6 Experiment

In this section, we evaluate the performance of the proposed approach for fraud
detection.The data set used in this experiment is collected from the medical
insurance system in Zibo, Shandong province. The data set consists of more
than 40 million records of medical insurance claims of 40000 applicants.
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6.1 Behavior Pattern Based Fraud Detection

Here, we conduct fraud detection by our behavior pattern based fraud detection
and our goal is to estimate the probability of existing fraud in each record.

The number of behavior is so enormous that we cant find any pattern using
traditional pattern recognition methods. We embed the behavior into European
space using SSIsomap and cluster the behaviors into behavior class. In choos-
ing the embedding dimensions, we typically choose two or three dimensions. We
investigate the residual variance in the SSIsomap with regard to the number
of selected embedding dimensions. As shown in Figure 1, in real-world medical
insurance data sets, the residual variance drops most significantly with the first
few dimensions. Finally, we choose two dimensions. Figure 1(a) shows the behav-
ior embedded in European space using isomap Figure 1(b) shows the behavior
embedded in European space using our SSIsomap. As we can see, our method has
a high clustering accuracy than the original isomap method. Table 1 shows exam-
ple of the behavior class we achieve according to the embedded result. We recode
the original behavior sequences with behavior class, we obtain new behavior
sequences. Then we perform clustering on the transformed sequences using the
frequent patterns detected to extract features as discussed in Section 3.2.2. We
focus on a few dominant clusters in which the applicants have relatively longer

(a) Isomap (b) SSIsomap

Fig. 1. Behavior embedded in European space using Isomap and SSIsomap

Table 1. Example of behavior class

behavior class behavior class name behavior behavior size
C1 Heart related inspection cardiac monitoring Holographic

dynamic electrocardiogram (ecg)
SAHRV,. . .

8

C2 purchase cardiovascular drugs heartprotect musk pill,
WSHX,. . .

32

C3 injection disposable syringe, intravenous
injection,. . .

17

C4 purchase cold medication Compound ganmaoling granules,
brown mixture,. . .

65

C5 purchase anti-inflammatory drugs Chuanbei Pipa Gao (CPG),
penicillin,. . .

98
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behavior sequences. The behavior sequences corresponding to some dominant
clusters covering 2089 applicants, by connecting each behavior of the sequence
embedded in the two dimensional plane. Here, each cluster corresponds to one
type of applicants with a unique admitting diagnosis. Combined with domain
knowledge, we summarized some of the mined behavior patterns in Table 2.
BP-Growth[3] examines typical optimizing strategies for association rule mining

Table 2. Example of behavior pattern

class behavior pattern size

coronary heart disease(CHD)
C1 → C2 256

C1 → C3 → C4 → C2 689

upper respiratory infection ( URI )
C5 → C3 → C4 541

C5 → C4 → C3 → C2 603

and study the feasibility of applying them to behavior pattern mining. How-
ever, because of the curse of cardinality, BP-Growth can hardly mine frequent
itemsets which compose of more than two behaviors.

6.2 Outlier Detection Based Fraud Detection

Fig. 2. Time cost of LOF and SimLOF

Given the fraud factor daily cost in hospital, we first choose features that
have significant influence to fraud detection.According to statistical result,age
and admitting diagnosis are the two features chosen to group applicants.
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Then we group the applicants according to their age and admitting diagnosis.
Group applicants in a finer granularity according to the features chosen can help
us to find outlier more accurately. Figure 2 shows the time cost of our SimLOF
compared with LOF. The result shows that SimLOF reduces the time complexity
obviously than LOF.

6.3 Dempster-Shafer Evidence Theory

The experimental dataset is labeled with “normal” or “fraud” in medical insur-
ance system. We sample N records in which 2% is labeled as fraud each time.
N is set to 1000,10000,100000 and 1000000 respectively. Figure 3 shows that
our method has significantly higher accuracy than baseline methods in medical
insurance fraud detection.

Fig. 3. Accuracy of methods in different sizes of dataset

7 Conclusion

In this paper, we propose an effective hybrid method for fraud detection. To
obtain behavior pattern based evidence, we propose SSIsomap to cluster the
behavior whose number is enormous into behavior classes which represent the
behavior in a more coarse-grained. As a result, it can tackle the challenge of curse
of cardinality. For better outlier detection performance, we propose SimLOF
which reduces the time complexity of LOF to detect the outliers in a finer gran-
ularity.To obtain more robust evidences for fraud detection, we combine the two
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evidence using Dempster-shafer Evidence Theory.Finally, we conduct compre-
hensive experiments with real-world medical insurance claims data to demon-
strate the effectiveness of our method. The experimental results show that the
proposed approach could achieve higher accuracy than existing fraud detection
methods.
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Abstract. In this work we investigate the use of a fuzzy inspired app-
roach for anomaly detection in different electromagnetic sequential time
series datasets. The method proposed consists of simple component
methods that are aggregated in a serialized way to achieve anomaly
detection. Each of the component methods adds an element towards
anomaly detection, i.e. a smoothing filter removes any unwanted noise,
an automated peak finding with Fast Fourier Transformation and corre-
lation, reduces the dimensionality of the signal, a fuzzy inference system
encodes the signal before the final comparison and its respective out-
put. This method is evaluated on 6 benchmark datasets with promising
results in terms of F-measure accuracy. The method is also evaluated
over real datasets gathered from the SWARM satellites for the detec-
tion of possible anomalies in relation to seismic events. The preliminary
experimental results also prove to be promising for the proposed method
for the detection of anomalies in electromagnetic sequential time series
datasets.

Keywords: Anomaly detection · Fuzzy inference system · Time series ·
Fast fourier transformation · Electromagnetic signal · Swarm satellites

1 Introduction

Today’s rapid data accumulation growth is the stimulant behind the creation of
novel approaches. Data abundance can provide new ways to understand, identify
patterns and solve problems that were previously hard to consider due to the
limited data available. Because of the amount of data available, the anomaly
detection (AD) problem is especially relevant in sequential time series data. For
that reason it has become an important field in data analysis. Some of the meth-
ods employed draw knowledge from statistics, data mining, artificial intelligence,
machine learning and pattern recognition. Time series data are collected every-
day for medical applications, financial market analytics, network traffic and can
extend to a variety of different observable effects that need investigation such
c© Springer International Publishing Switzerland 2015
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as the one that is investigated in the current work, the earth’s magnetic field
intensity (MFI).

Various approaches from different settings have been developed and applied
into time series AD settings. For instance, a frequently used approach in a time
series AD setting is the use of a sliding window method. The Ionospheric Total
Electron Content (TEC) property was used in [11] and is one of the most stud-
ied. By defining anomaly boundaries by quartile and standard deviation statis-
tics for the windows the authors indicate that they also detected anomalies prior
to seismic events. There is no limit in the variety of methods evaluated under
time series AD. Specifically in connection to this work, a number of studies have
investigated the possible precursory connection between variations in the earth’s
indicators and seismic activities over a specific region. In [10] temperature data
are investigated with the use of simple statistical methods. The methods were
able to detect anomalous occurrences prior to the seismic events. A more intelli-
gent statistical method, called Geometric Moving Average Martingale (GMAM)
was used in [13] for detecting anomalies in long-wave radiation data. The pro-
posed method can effectively identify anomalies which could be possibly related
to seismic activities.

As seen, a range statistical methods has been used to address the AD prob-
lem. With the recent convergence of statistics in conjunction with machine learn-
ing, there has been a different direction to more intelligent, but more compu-
tationally expensive methods. An intelligent method in the form of One-Class
Support Vector Machines (OCSVM) was used in [8]. The method proposed,
incorporates kernels for detecting changes and classifying observations and had
succesful results. HOT-SAX [9] is also a widely used method to detect anomalies
and is widely used in a lot of applications because it only needs one parameter
tuning, the length of the anomalous subsequence. It has shown very promising
results in a range of different time series signals. The different machine learning
methods for TEC variations are compared in [6] , with a Genetic Algorithm (GA)
having the best results. A wavelet based method was used in [15] for the anal-
ysis of electromagnetic (EM) variations from earthquake regions. The analysis
proved successful for detecting possible anomalous variations.

In this work we consider another intelligent approach, the use of a fuzzy
inspired approach for AD. Fuzzy systems have been used for AD in terms of
clustering and classifying normal and anomalous subsequences. A fuzzy-c-means
clustering algorithm optimized by intelligent methods was used in [4], [5]. All
these kind of approaches are evaluated in terms of clustering anomalies and the
number of optimal clusters created. To date, a fuzzy approach for AD in time
series satellite EM data has not been explored. In this work a Fuzzy Inference
System (FIS) is proposed as the core of our approach to detect the anomalies in
EM sequential time series data. A FIS is appropriate for use in an AD setting
as there is not always a clear boundary between an anomalous and a normal
subsequence. It is believed that a FIS will help in this kind of distinction. As
mentioned earlier the FIS is used as a component of the whole system to process
the dataset. In this work it acts as a means to encode the original EM signal.
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A number of equally important processing components are also implemented to
achieve the final form of the output and the AD.

The outline of this work is as follows: Section 2 includes the description of
the methodology and the explanation of the proposed method, in Section 3 the
experimental results on the benchmark and real datasets for the earthquakes are
presented and analyzed. Furthermore, in Sections 4 and 5 the work is discussed
and concluded respectively.

2 Methodology

2.1 Notation

Time Series: T of length n is a successive set of real numbers of length n that
belong to the sequence t1, t2...tn

Subsequence: Given a time series T of length n, a subsequence C of T is a subset
of length m ≤ n that starts from an observation p so that C = tp, ..., tp+n−1 for
1 ≤ p ≤ m − n + 1

Expanding Window : Given a time series T of length n, an expanding window,
W is an automatically selected subsequence of variable length m ≤ n that is
a subset of and slides accross a time series T of length n and can extract all
possible subsequences C.

Minimum Distance Window : Given an expanding window,W of length m, the
minimum distance window, denoted as t+i , is a window of length l = m that is the
result of the cross-correlation between the Fast Fourier Transformation (FFT)
of the Time Series T and the FFT of the expanding window, W, calculated for
each tn+m.

Anomaly : An observation xi at point i, of a subsequence C, is considered an
anomaly when xi ≥ h, where h is the pre-defined defined threshold.

2.2 Data

The benchmark datasets were downloaded from the UCR Time Series Archive1

and consist of electrocardiographs (ECG) and satellite datasets. The label vec-
tor used for the evaluation of the algorithm was created by the use of expert
knowledge given in [9], indicating where the anomalies should be labelled in the
dataset. For this purpose, the labels have a window length of 100 data points
that are used for the evaluation of the algorithm.

The real datasets used consist of observations gathered by two identical satel-
lites, SWARM A and SWARM B. Data from SWARM C satellite were not
available because as of 5th November the Absolute Scalar Magnetometer (ASM)
stopped responding and it is likely to not work again2. The datasets acquired
1 http://www.cs.ucr.edu/∼eamonn/discords/
2 https://earth.esa.int/web/guest/missions/esa-operational-eo-missions/swarm/

news/-/article/asm-anomaly-on-swarm-c-satellite

http://www.cs.ucr.edu/~eamonn/discords/
https://earth.esa.int/web/guest/missions/esa-operational-eo-missions/swarm/news/-/article/asm-anomaly-on-swarm-c-satellite 
https://earth.esa.int/web/guest/missions/esa-operational-eo-missions/swarm/news/-/article/asm-anomaly-on-swarm-c-satellite 
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by the ESA website3 are in the common data format (CDF) format. The data
used are captured by the satellites’ ASM over a time period of 72 days of the
earth’s MFI. More specifically, the data range from 21st November to 31st Jan-
uary. Therefore, the total data from the two satellites, consist of 2x86400x72
arrays. Figure 1 refers to the data extracted and their relation to the epicenter
at [23.3oN, 100.3o E] of the two 6th December seismic events in the Yunnan
region of China. Both events are located in the same middle cell. Data were
also missing in the 21st and 22nd of December for both satellites, as well as,
in the 11th January for SWARM A. The interpolated values were computed by
MATLAB’s TriScatteredInterp function.

0 50

Fig. 1. Area and location of the epicenter of the Yunnan seismic events

2.3 Preprocessing

As previously mentioned, each day consists of a total of 22 parameter fields
and 86400 records. We are interested in the area around the vicinity of the
earthquakes. As such, we extract the data that cover the area from [13oN-33oN,
80oE-110oE] which includes the everyday observations near the epicenter from
the satellites’ swath. The parameter field extracted was the earth’s MFI obser-
vations by the ASM instrument. The objective of the preprocessing is to reduce
the dimensionality in a more manageable processing size and also achieve it with
a minimal loss of meaningful information. For that reason, each segment was fur-
ther segmented into 10 smaller segments and the mean value of each segment
was computed. The final result is a 1-D vector of the 720 mean values from 21st

November to 31st January. The process followed can be seen in Algorithm 1.
3 https://earth.esa.int/web/guest/swarm/data-access

https://earth.esa.int/web/guest/swarm/data-access
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Input: Raw Swarm Dataset
Result: Reduced Output from Raw Swarm Dataset
begin

Segment Data into ten equal segments, s
foreach s do

compute mean value (s);
end

end
Output: Reduced and Segmented Output from Raw Swarm Signal

Algorithm 1. Pseudocode for the Preprocessing step

2.4 The Anomaly Detection Process

In this section the whole AD process is presented step by step and explained
thoroughly. Each component works as an input to the next and has its own
distinct role. How the process works can be seen in Algorithm 2.

Input: RawData
Output: Array of Anomalous Data

Points
foreach User Selected N, M do

SG Smoothing;
end
for i ← MinPeakDistance to
MaxPeakDistance do

find peaks
end
foreach PeakDistIteration do

compute FFT and xcorrelate with
original signal;
if xcorr(Orig.,Reduced(i));
==max(xcorr(Orig.,Reduced(i)) ;
then

go to FIS;
else

go back to the start of current
method

end

end
foreach Peak do

Compute the gradient
end
Compute Fuzzy Output
Encode Fuzzy Output
foreach Encoded Subsequence do

Compute Euclidean Distance
between subsequences
if IntensityBasedEuclid >
ShapeBasedEuclid;
then

IntensityBasedEncoding
else

ShapeBasedEncoding
end

end
Compare Normal vs anomalous
subsequences and identify anomalies
Return Output

Algorithm 2. Pseudocode of the Algorithm

Smoothing. An important step towards the AD process is the smoothing.
Smoothing is pertinent to the AD problem as noise is an aspect that has always
led to problems in carrying out an AD. A smoothing and denoising function
allows the algorithm to perform better peak detection. A Savitzky-Golay (SG)
smoothing filter is used in this work. It has been found that it is appropriate for
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specific types of signals [1] and has been also tested in satellite datasets. While
it is known that it is not the best filter to remove noise, thanks to its attractive
property to minimize signal distortion and preserve any vital information that
are needed, the SG filter was selected. In every case the smoothing and the peak
finding algorithms lead to loss of information. In order to keep it at a minimal
level, there is an attempt to preserve the meaningful information of each dataset.
An SG filter uses convolution to achieve smoothing. In short, it replaces the value
of the signal with a new value which is obtained by a polynomial fit to 2N + 1
polynomial points. The variable, N has to be greater or equal to the order of
the polynomial, M . Therefore, the parameters to be selected are the order of
the polynomial and the data points, N, to be fitted.

The general SG filter formula is given below for a set of N data points
tp, p = 1, ..., N

Wn =
nR∑

j=−nL

cjtk+j (1)

where nL, nR are the number of samples left and right of the center index
k and cn = 1/(nL + nR + 1), is the coefficient vector. The process can also be
regarded as the discrete version of the convolution between the coefficient, cn

and the function tp.

Peak Finding. Peak detection efficiently reduces the amount of data gathered
and makes AD faster and more effective. The aim in this component method
is to preserve the important variations and the peaks within the data, thereby
reducing the raw dataset’s dimensions but without resulting in too much of a
different output. This method has been proven to be useful in detecting anoma-
lies in signals and seismic activities [2]. The problem faced here is the selection of
what is the most appropriate minimum window length between peaks. Moreover,
a starting point window length has to be set. The user does not need to choose
this parameter. We try to keep the dimensionality reduction proportionate to
all datasets. Therefore the algorithm works down on a reduction rate similar to
all datasets. The algorithm uses the basic calculation of comparing a data point
with its two neighboring points. The final minimum window distance between
two peaks is decided by the algorithm implemented, using the FFT.

Fast Fourier Transformation (FFT). In this case the FFT is used a guidance
of which minimum window length between two peaks is appropriate to select and
does not result in a totally unrelated signal to the original. For this reason, a
cross correlation between the original and the compressed signal by the peak
finding algorithm is computed by the FFT. The algorithm iterates between the
different peak window lengths and compares each time all the possible outputs
from the peak finding method with the original. The maximum correlation is
then used to find the most closely similar signal with the original. This ensures
that the reduced signal keeps its similarity to the original, since it has to be used
as an input to the fuzzy system. Overall, an automatic selection of the minimum
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window length between detected peaks is achieved and produces the most similar
to the original dataset based on the cross correlation similarity measurement.

For the cross-correlation of the signals the inbuilt MATLAB function xcorr2
was used. It simply works out the product of the two complex, after the FFT,
vectors. A higher output means higher similarity.

The FFT is a faster discrete fourier transformation algorithm that reduces
the computations needed by N points from 2N2 to 2Nlog2N and is defined by
the equation:

Let y0, ....., yN−1 be complex numbers

Ck =
N−1∑

n=0

yne
−i2πk(n/N) (2)

where k is a real number and can take values between [0,N − 1]

Fuzzy Inference System (FIS) and Encoding. The fuzzy system has two
inputs. The first one is the amplitude of each peak. The second input is derived
by computing the gradient of each peak with the consecutive one. Therefore,
the output of the system is a function of both inputs. In Fig. 2 the output from
the fuzzy system for SWARM A is shown and how the algorithm encodes the
signal. A point worth mentioning is that loss of information is caused during the
encoding. For example here, the angle of each shape is not taken into account.
The notion of approximate similarity or self-similarity is employed here. At this
point we are mostly concerned about describing the most important character-
istics of the signal, something that is achieved. In this example the subsequence
with the most occurrences is the subsequence ‘BABABAD’.
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Fig. 2. SWARM A encoding (left) and how the encoding is decided (right)

The second kind of symbolic representation is based on intensity, shown in
Fig. 3. The fuzzy output space is segmented in 5 equal segments with ‘A’ denot-
ing the highest and ‘E’ the smallest possible case. The algorithm uses both
representations at first. The final decision is made after the calculation of the
euclidean distance between the normality measure of each encoding with each
subsequence. As a normality measure the subsequence with the most occur-
rences in the encoded sequence is considered. Here it is the subsequence ‘CCCD’.
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The representation with the largest euclidean distance between the normal sub-
sequence and the anomalous is finally selected. The length of the most similar
subsequences is calculated by the algorithm. Finally, for identifying the location
of the anomaly a simple logical operation between the normal and the anomalous
subsequences is used.

0 20 40 60
0

0.2

0.4

0.6

0.8

1

Fig. 3. Swarm B encoding process. A=[1, 0.8], B=(0.8, 0.6], C=(0.6, 0.4], D=(0.4, 0.2],
E=(0.2, 0]

3 Performance Evaluation

3.1 Benchmark Datasets

The six benchmark datasets used were specifically chosen in order to evaluate
the algorithm in different kinds of anomalies. Both chfdb275 and chf13 consist of
small and high intensity cases respectively. The mitdb100 datasets consist of fre-
quency related changes and the TEK16 and TEK17 are shape related. Some of
the datasets and the location of the anomaly that is found by the algorithm are
shown in Fig. 4. Different SG parameters were chosen after experimenting man-
ually with different levels of smoothing. The TEK17 dataset AD did not work
as expected and although it produces some results the algorithm is not basing
its AD on the shape but rather coincidentally the anomaly detected has also the
highest amplitude. The AD process therefore is based under wrong premises as
the FFT is driven away from a possible similar to the original dataset solution.
The fault originates from the peak finding component method. A different min-
imum distance between peaks selected could provide a solution. The minimum
peak distance window length starting point for each FFT iteration was selected
based on the period of each signal.

Table 1 shows that the algorithm can work very well on different types of
anomalies. A user selected threshold, h, of ten equal segments is used to evaluate
the algorithm. As seen the method can achieve very good results on all occasions.
It is noted that the single most important step is the first step. The smoothing
applied can change the original signal and it is very probable that in small
anomalies it smooths the signal to the point of normality. This is alleviated by
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Fig. 4. Anomaly Detection, left to right: Chfdb275 feat2, TEK16, mitdb100 feat1

Table 1. The Performance of the Algorithm

Dataset SG parameters FFT Best F-Score Mean F-Score

mitdb100feat1 (2,61) 1 100 76.4
mitdb100 feat 2 (2,61) 1 100 77.2
TEK16 (3,9) 1 100 85
TEK17 (3,9) 21 100 66.4
chf13 feat 1 (2,61) 1 100 89.3
chf13 feat 2 (2,61) 1 100 87.4
chfdb275 feat 1 (2,61) 1 100 92.5
chfdb275 feat 2 (2,61) 1 100 93.1

the use of the SG filter but the problem always persists because of the loss of
information due to smoothing.

3.2 SWARM satellites’ datasets

The proposed method detects anomalous subsequences close to and after the date
of the seismic events . Although it is difficult to associate the identified anomalies
with the seismic events the results are interesting from a detection perspective.
Fig. 5 shows the peak finding component and the anomalies detected by the
algorithm from the data gathered from SWARM A. The date of the anomaly
is shown by the vertical line. There are anomalous variations detected a week
before until the date of the event. Anomalies are detected even after 15 days of
the event. In Fig. 5, the SWARM B data show similar variations after the seismic
event although the lack of anomalies before the date of the seismic event fails to
provide more confidence to the results. The SG filter parameters selected for the
smoothing were the same for both datasets: 3 for the order of the polynomial, M,
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and 9 for the number of data points, N. The FFT selected a window of 5 peaks
as the best minimum distance between peaks and the AD process was finalized
by the rest of the components. Overall, the identification is based on the best
symbolic representation selected by the algorithm and the comparison between
the normal subsequence and the other subsequences.
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Fig. 5. Anomalous subsequences detected from SWARM A data
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Fig. 6. Anomalous subsequences detected from SWARM B data

4 Discussion

The experimental results on the benchmark datasets show that the algorithm is
capable of working in diverse settings with minimal prior knowledge. A worthy
point is that the smoothing plays a major part in the outcome and should be
tested beforehand. It can easily alter the properties of the original signal. Diffi-
culties might also appear with the selection of the fuzzy membership functions
(MF) which depend a lot on the form of the input signals. Even small changes
produce very different results. Moreover, the minimum starting window length
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to be selected by the peak finding algorithm which is based on the FFT should
be based proportionately on the total length of the signal, as done throughout
this work. Overall all the components work in a straightforward manner without
any other user input. As expected the smoothing factor plays a deal-breaker role,
as in the case of TEK17 the input was smoothed too much and the algorithm
was confused.

The SWARM satellite datasets proved to be ideal for the evaluation of the
algorithm. The detection prior to the seismic events is useful as a possible earth-
quake precursor but the datasets proved to be especially challenging for the
algorithm as they produced some conflicting results.

5 Conclusion

In this work we have proposed a fuzzy inspired algorithm that incorporates
four simple component methods towards the final AD. Each component works
towards the narrowing down of possible anomalous subsequences. Although each
step on its own has a lot of parametrization, the algorithm itself works on a
mostly automated fashion. The only parameters the user has to select are the
order, M and length, N of the SG smoothing. Although the smoothing itself
can be automated at this stage it is preferable to see the results beforehand.
It is also shown that the FFT is able to work on the reduced version of the
dataset based on its similarity with the original. A main issue of the algorithm
is that if the parameters are not selected after careful consideration the loss of
valuable information will become a certainty. The use of the algorithm then can
be counter-productive.

The proposed algorithm showed it performs very well in the benchmark
datasets used in a variety of anomalies. This alone is a promising result. Further
work is needed in possibly a better selection method for the minimum window
length between the peaks. Appropriate statistical metrics can also be incorpo-
rated into the system because as shown in TEK17 dataset the system might get
confused. The fuzzy system offers an easy and appropriate method to model the
fuzziness of the anomalies but it is also very dependent on the user selection of
the MFs. An adaptive method can be used. In general, keeping MFs simple is
helpful to avoid complex results that may lead to wrong interpretations. Over-
all, while a downside might be the many parameters of the system, they can be
easily automated as proposed in this work. Further evaluation with real datasets
and possible improvements in the selection of the best reduced signal is needed
to produce results with higher accuracy.

Another important point that needs investigation is the method used for sym-
bolic representation. Future work is needed to identify more appropriate repre-
sentations without losing meaningful information. The concept of self-similarity
is worthy of further work.

Regarding the real datasets the algorithm successfully detected anomalies in
both datasets. It is difficult though to see if there is any possible connection
between seismic events and anomalies in the MFI without any further work.



586 V. Christodoulou et al.

Another aspect left little explored is the similar patterns appearing due to sea-
sonality in the same time period in different months. This is an aspect worth
exploring that might help in the understanding of the anomalies and the patterns
behind them.
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Abstract. Event causality is indispensable for knowledge-driven intelli-
gent systems. In this paper, we propose a supervised method of extract-
ing event causalities such as forest is cut down→forest is destroyed from
web text. While relation identification using lexico-syntactic patterns
(LSPs) is not novel, it is still challenging to extract the event expres-
sions with necessary arguments from identified causality mentions. To
address this issue, our method divides event-pair extraction into two
phases: event boundary identification and missing argument identifica-
tion. In the first phase, we propose a Naive Baysian probability method
to identify the boundary of causal events, and extract the correspond-
ing text fragments as event expressions. Secondly, we learn a multi-class
decision tree (LADTree) to identify the missing argument for each incom-
plete event. Experimental results showed the good effectiveness of our
approach on a large-scale open corpus.

Keywords: Event causality · Causal relation · Boundary identification ·
Argument recognition

1 Introduction

Causality refers to the relation between two events when the occurrence of one
event (the cause) leads to the occurrence of the other one (the effect). Recently,
the growing interest in practical Natural Language Procession (NLP) applica-
tions places increasing demands on the processing of causal relations between
textual fragments. For example, several researchers used causal knowledge to
improve the performance of Question Answering (QA) systems in answering
‘why’ question [1–3]. In general NLP tasks, some reference must be resolved by
recourse to causality knowledge. To meet the demands, a crucial issue is how to
automatically acquire causal relations between events from a large-scale corpus.

Motivated by this issue, several research groups have made attempts at
causality acquisition. They generally utilized lexico-syntactic co-occurrence pat-
terns (LSPs) [1,3,4] or heuristic statitical scores based on distributional charac-
teristics [5,8–10] to discover related events. In these works, the event expression
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 588–599, 2015.
DOI: 10.1007/978-3-319-25159-2 53
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is usually a word, typically noun or verb, rather than a phrase including event
arguments; if so, event-argument analysis is based on the manual annotated cor-
pus [4] or deep natural language process technology, such as dependency parsing
and Semantic Role Labeling [5,6]. In [7], we proposed an unsupervised method
to acquire causal events with arguments, and this work is based on well extracted
event expressions which will be discussed below.

In this paper, we aim to extract the cause event e1 and the corresponding
effect event e2 constituting a causal relation e1 → e2 from the web text. First of
all, we identify causality mentions from the web text using pairs of connective
marker (such as “because...so”, which is usually used in Chinese). And then,
we extract related event expressions from the causality mentions, which involves
two subtasks : event boundary identification and missing argument identifica-
tion. During the first phase, we proposed a Naive Bayesian probability method
to identify the boundary of effect event, and extract the corresponding text frag-
ments as event expressions. The identified event boundaries partition a sentence
into several chunks, which may induce missing argument problems. To address
this issue, we provided a multi-class decision tree to identify the missing argu-
ment and judge its argument-value. Experimental results demonstrated that the
precision of our approach achieved around 85%. Even though the corpus for
experiments is Chinese, our method is applicable to many other languages since
most of our ideas are language-independent.

2 Related Work

For event causality extraction, previous methods can roughly be categorized
as lexico-syntactic pattern based [1,2,4] method and statistic based method
[5,8–10,15]). Most of these works used specific words (such as noun, verb, etc.)
as causality event, and focused on effective linguistic clues or distributional char-
acteristics to mine the target relationship.

In the pioneering LSP based works, [1] automatically discovered the pattern
< NP1 Verb NP2 >, where the verb is a synonym of cause (such as “product” )
reflecting the causal relationship between events expressed by noun phrases. [2]
also used the lexical NP pairs as LSPs, and exploited the probability distribution
of NP1 and NP2 to quantify the co-occurrence preferences of both phrases in
a large corpus. More researches focused on causal events triggered by verbs.
Typically, [4] used explicit connective marker tame, such as “because”, “since”,
“as the result”, etc., to discover causal relation between verbs from two adjacent
sentences. To ensure the accuracy of acquired knowledge, these works usually
introduced a classifier to prune extracted relations and achieved around 60-80%
accuracy. However, these supervised methods are weak in knowledge coverage
and the applicability to new fields or new data sets.

Existing statistical methods for causality acquisition used one or more dis-
tribution characteristics of two events in the text. These major features are: (1)
Co-Occurrence feature: the cause event and effect one may co-occur frequently;
(2) Object-Sharing feature: the related two events may share a common par-
ticipant; (3) Temporal feature: the cause event occur before (or simultaneously
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with) the effect event; (4) Distance feature: the two events may appear inside
locally coherent text (in the same sentence particularly). Involving these fea-
tures, previous unsupervised approaches [5,8–10] designed different models to
determine whether or not two events are in a causal relationship, and they have
achieved around 45-60% accuracy.

In recent years, causality event-argument analysis has proved significant
in the future event predication [11,12] and the future scenario generation [6].
Although many attempts have been made to causality mining, just a few works
paid attention to event-argument analysis; if so, they are based on the man-
ual annotated corpus [3,4] or deep natural language process technology, such
as dependency parser, SRL and Discourse analysis [6]. Motivated by this back-
ground, we proposed an unsupervised method to mine causality events with
arguments [7]. In this previous work, event boundary is predefined by several sep-
arators, which brought boundary errors and missing argument problems, which
are addressed in this paper.

3 Approach

Fig. 1 illustrates this process using a simple case. Our target language here is
Chinese, which allows a pair of causal conjunctions to co-occur in a sentence.
Examples in this section are translated to English for ease of explanation.

Cause_Marker: because of, since, due to
Effect_Marker: so, thus, therefore, hence, cause, lead to, make
LSP Example: [e1] [e2] ( due to [e1] so [e2] )

SC: 600 1
Eng: More than 600 hectares of forests were destroyed caused by cutting
down, and more than 100 million hectares of land were desertificated.

Cause_event: [ ] ([forests] were cut down)
Effect_event: [ ] ([forests] were destroyed)

Cause_event: (were cut down)
Effect_event: (were destroyed)
Cause_context: 600 (More than 600 hectares of forests)
Effect_context:1 (and more than ... desertificated)

LSPs

1.Causal sentences
extraction

2.Event boundary
identification

3.Missing argument
identification

causal mentions

chunks

event expressions

Fig. 1. Overall procedure of the proposed approach
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3.1 Causal Mentions Extraction from the Web Text

To extract large-scale causality mentions, we follow the method in Cao et
al.(2014), which instantiated causal grammatical patterns to retrieve source text
from the web. Here, we use a pair of causality connectors including causal connec-
tives, causal prepositions and causative verbs to construct more generic patterns
formalized as “Cause Marker [event1] Effect Marker [event2]”. In this pattern,
Cause Marker and Effect Marker are causality connectors, and the event expres-
sions are generally short phrases or clauses. We extract causal sentences from
the web pages hit by this pattern, and identify the related event pairs.

3.2 Probability-Based Event Boundary Identification

Analysis of Causality Expressions. A causality mention is generally a com-
plex sentence which contains at least one clause, or a sentence with nested struc-
ture. According to the scope of each event predicate, we divided a causal sentence
into four nonoverlapping segments. More formally:

Definition 1. Given a causal sentence Sc = w1w2. . .wn−1wn, where wi is
Cause
Marker and wj is Effect Marker (1 ≤ i < j < n), there exists a word wk which
divides Sc into four chunks (j < k ≤ n).

– Cause Chunk: Cca = wi+1wi+2. . .wj−1 denotes the cause event expression in
Sc , while its left boundary is the Causal Marker, and the right one is wj;

– Effect Chunk: CEf = wj+1wj+2. . .wk−1 denotes the effect event expression
in Sc, while its left boundary is the Effect Marker, and wk is the end marker;

– Cause Context: CAp = w1. . .wi−1 denotes the text above the cause expres-
sion, which begins from the first letter of Sc to the Causal Marker. If i = 1,
CAp = ε is a null string.

– Effect Context: CLp = wk. . .wn denotes the text below the effect expression,
which begins from wk to the ending of Sc. If k = n, CLp = ε is a null string.

Because Cause Marker and Effect Marker are pre-defined, the boundaries of
Cause Chunk and Cause Context are specific. That is, we can easily extract the
cause event from the text. So, the key issue is to identify the effect boundary
word wk which determines the boundary of Effect Chunk and Effect Context.
Due to the rich diversity of natural language, causal relation may be represented
as a complete sentence or a sentence component.

1. When Sc is a causal sentence without nested structure, wk is generally the
first separator after Effect Marker, such as comma, semicolon and other
punctuations (Example 1 ).

2. When the causal relation is a component of Sc, wk is also the boundary
of this component. There are four main types of components which causal
expressions can act as, including subject, object, attribute and prepositional
phrase. In this case, the boundary word may be an adverb (Example 2 ), a
verb (Example 3 ), an auxiliary word (Example 4,5 ), etc.
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Example1 [ 5:4 , ]Ap [ ]Ca [ ]Ef [
]Lp 

Eng: When Hewitt got 5:4 ahead at the first  game, the game was forcefully terminated due 
to the rain, and was postponed to another day. 

Example2 [ ]Ap [ ]Ca [ ]Ef[ ]Lp 
Eng: That some students ran away from home due to their teachers' criticism is heard. 

Example3 [ ]Ap [ ]Ca [ ]Ef 
Eng: People should protect the respiratory system to prevent disease caused by cold. 

Example4 [ ]Ca [ ]Ef[ “ ” ]Lp 
Eng: Callas who lost captain because of public criticism of his teammates had to return to 
the "Gunner" camp. 

Example5 [ ]Ap [ ]Ca [ ]Ef[ ]Lp 
Eng: China decided to implement free medical treatment on babies who suffer from 
lithiasis due to taking milk. 

Fig. 2. Examples for Causality Expressions

From the analysis above, we propose a hypothesis that the type of event
boundary is mainly determined by the syntactic structure of SC . So, we use
syntax features in the boundary identification method. Bayesian theory and
Maximum entropy worked fine in several similar tasks [3,13]), which are domain-
specific (such as news and engineering). In this paper, we propose a Bayesian
learning based method to identify the right boundary of the effect event auto-
matically.

Naive Bayesian Learning. Given an arbitrary sentence Sc, there are multiple
potential boundary words, denoted by w̃. Let A denote the context features of
the candidate boundary word w̃, and let C denote the possible class w̃ belongs to.
Each w̃ could be represented using a vector of attributes −→a =< a1, a2, ...am >
,−→a ∈ A. Then, given an attribute vector −→a , we can compute the conditional
probability w̃ belongs to different class, which is P (c|−→a ). Since P (−→a ) doesn’t
depend on the boundary type, it can be ignored when estimating the maximum
posteriori probability.

arg maxc∈CP (c|−→a ) = arg maxc∈CP (c)P (−→a |c) (1)

The Naive Bayesian probability estimates this posteriori probability from a
training dataset based on the assumption that individual attributes are con-
ditionally independent of each other given the boundary type. As such, the
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posteriori probability can be estimated as:

P (−→a |c) = P (a1, a2, ...an|c) =
m∏

i=1

P (ai|c) (2)

In the above formulation, we use maximum likelihood estimation to compute
the conditional probability P (ai|c):

P (ai|cj) =
count(ai ∧ cj)

count(cj)
, (3)

where count(cj) denotes the number of candidate words of boundary type cj
in the training set; count(ai ∧ cj) denotes the number of times the attribute ai

occurs in all causality mentions of boundary type cj .
To avoid the value of P (ai|cj) equals to zero when the attribute ai never

occurs in the training samples, we use m-estimation as follows:

P (ai|cj) =
count(ai ∧ cj) + 1
count(cj) + |A| , (4)

where |A| denotes the total number of all distinct attributes for all classes. This
measurement ensures the sum of conditional probability of each attribute value
in one class, P (ai = ∗|cj), is 1.

The prior probability of boundary type P (cj) can be easily estimated from
the training samples:

P (cj) =
count(cj)

N
, (5)

where N denotes the total number of candidate boundary words in all types.
Based on above formulations, given an attribute vector −→a , we can judge the

class label of its corresponding word w̃. If w̃ is the real boundary word, its class
label is c1; otherwise, c2.

Features for Boundary Identification. We use three types of features in the
boundary identification model, and Table 1 shows the main ones.

Syntactic Structure Feature. In Table 1, the first four features determine the
structure of the causal sentence to some extent and constrain the Part-of-Speech
(POS) of the boundary word. Has Verb and Has Prep indicate the major types
of clauses containing causal relations. For example, sentences with link verb
always have subject clause and sentences with preposition words always have
pre-object clause.

POS Feature. Cand Pos and Eff Seq are POS features of the effect event.
As mentioned above, the event boundary words are generally auxiliary words,
conjunctions, punctuations and so on. And the POS sequence of the effect event
reflects its linear grammar structure.
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Table 1. Features for event boundary identification

Feature Description

Eff Mark effect marker word

Has Verb whether there is a verb in the context

Has Prep whether there is a preposition word in the context

Eff Verb whether the first verb is a transitive word in the candidate effect event

Cand Pos POS of the candidate word

Eff Seq POS sequence of the Effect Chunk

Eff Pre POS sequence of the R left nearest words of the candidate word

Eff Suf POS sequence of the R right nearest words of the candidate word

Context Feature. Eff Pre and Eff Suf indicate the neighbor context features
of the event boundary word. We use the POS sequence of R nearest neighbor
words, where R is less than 5.

The above features are different from those used in Kim (2007). In order to
gain better learning effectiveness, we use several binary functions as classification
features instead of muti-valued ones.

3.3 Decision Tree Based Missing Argument Identification

According to the identified event boundary, we can extract event causalities
from the causal mentions. As an example, we could obtain “were cut down →
were destroyed” from the sentence in Fig. 1. We find that, as an independent
language segment, the cause and the effect missed their subject “forests” during
the extraction process which leads to the incomplete event description. To ensure
the integrity and availability of causal relations, we propose an approach to
supplement extracted events with their missing arguments.

Missing Argument Analysis. In a causal sentence, event expression is usually
a word or a phrase, which may lack some arguments. There are two main reasons
for the missing argument problem. One is the co-reference phenomenon, and the
other is the event chunking phase. In the former situation, the cause event and
the effect event always share an argument, which may be mentioned only in
one event expression. In the latter case, the missing argument is out of scope
of the event predicate, while it appears in the event context. This phenomenon
generally occurs in sentences with nested structures. Take Example 1 again:
the missing argument “the game” appears in the Cause Context, rather than
the Effect Event. In this paper, we don’t make deep discussion on Co-reference
Resolution which is still challenging in the field of Natural Language Process. We
focus on the second situation in which the missing argument could be retrieved
from the event context.

According to the analysis of the web corpus, we classified the missing argu-
ment into four classes:

(1) Subject of both the cause event and the effect event (see Example 4 ).
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(2) Subject of the effect event (see Example 1 ).
(3) Object of the effect event (see Example 3 ).
(4) Object of the cause event, and Subject of the effect event (see Example 2 ).
According to the analysis above, the noun phrase (NP) which appears in the

event context may be the missing argument, and it acts as the subject or object
of the causal event pair. So, the key issue of missing argument identification is :
to judge whether a noun phrase is an event-argument or not; if it is, to judge
whether it is the subject or object of the target event.

Decision Tree Learning Method. We consider the missing argument iden-
tification as a classification problem. For a given NP, we try to construct a
classifier which uses contextual features of the NP to judge its category label.
Two methods are provided in this paper:

(1) Constructing two individual multi-class classifiers for the cause event
and the effect event. The class labels are “N”, “S” and “O” , which represent
the NP “not the missing argument”, “missing subject” and “missing object”,
respectively.

(2) Constructing a combined classifier for the cause event and the effect
event. The class labels are “SS” , “OS” , “NS” , “NO” and “NN”, where the
first letter demonstrates the relationship between the NP and the cause event,
and the second letter demonstrates the relationship between the NP and effect
event. For instance, “OS” represents that the NP is the object of the cause event
and the subject of the effect event.

Based on these classifiers, we desired to learn rules for missing argument
identification, and applied it to new identification tasks. In this work, we employ
LADTree [14] which is a multi-class classifier using LogitBoost strategy. This
classifier combines decision trees with the predictive accuracy of boosting into a
set of interpretable classification rules.

To ensure the accuracy of identified arguments, we only choose the NPs
whose clause distance from the cause or the effect is less than 2 as candidate
arguments. It is inspired by the hypothesis, that is: the closer the NP is to the
event expression, the more likely it is to be the correlated argument.

Features for Argument Identification. Features used in the argument iden-
tification method are shown in Table 2, mainly including POS feature, context
feature and location feature. To some degree, POS features about the boundary
word and an event (cause or effect) reflect whether or not the event lacks a spe-
cific argument. From another level, context feature and location feature about a
candidate NP reflect whether or not the NP is the missing one.

4 Experiments

4.1 Data Setting

For our experiments, we used 7 frequent causal conjunctions and 3 causative
verbs in Cao et al. (2014), which compose 16 pairs of causality connectors
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Table 2. Features for missing argument identification

Feature Description

WK Pos POS of the boundary word wk

Ca Pos POS sequence of the cause event

Eff Pos POS sequence of the effect event

Sen Dis the minimum clause distance between NP and two events

NP Loc whether NP is in the cause context or the effect context

NP head whether the head word of NP is a commonly used suffix

WK Suf whether NP is the right adjacency word of wk

First NP whether NP is the first NP in a clause

Last NP whether NP is the last NP in a clause

in regular collocation. In order to get more focused relations, we employ a
concrete verb as the cause event trigger. For this issue, we built a lexicon of
over 10,00 common verbs with transitive labels, including 8,38 transitive verbs
and 4,73 intransitive ones. Each verb was used to instantiate arbitrary wild-
card between Cause Marker and Effect Marker. Then, we sent these pattern
instances, as query items, to the Google Search Engine and downloaded rele-
vant texts returned from the web. Causality mentions are extracted and filtered
heuristically, and the final corpus contains 196,000 sentences.

In order to test our approach for event causality extraction, we randomly
extracted 4000 sentences as the training dataset, and extracted another 4000
sentences as the testing one. These causal sentences were preprocessed, includ-
ing segmentation and POS tagging, for the POS feature is both important in
boundary identification and missing argument identification. For each causality
mention in these datasets, we manually annotated the effect boundary word and
the missing argument which are prepared for event boundary identification and
missing argument identification.

4.2 Effectiveness of Event Boundary Identification

In this experiment, we took the methods proposed by Kim (2009) and Pech-
siri (2010) as baselines, which are called K-Bayesian and Max-Entropy respec-
tively. The basic algorithm used in Kim (2009) is also Naive Bayesian learning,
while most of features were word sequences of potential events. Pechsiri (2010)
employed maximum entropy learning to identify the effect boundary which out-
performed Bayesian Network. Above methods were proved effective on domain
datasets including plant disease news and engineering reports. Here, we imple-
mented K-Bayesian and Max-Entropy on our common datasets.

From each causality mention in both the training data set and the test-
ing one, we automatically extracted candidate boundary words and constructed
their feature vectors. Then, we trained three classifiers respectively using our
approach and the baseline ones, and evaluated their performances. The com-
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Table 3. Comparison results for three approaches

Method Precision Recall F-Score

C-Bayesian 86.3% 90.3% 88.3%

K-Bayesian 83.0% 58.0% 68.3%

Max-Entropy 80.7% 73.3% 76.8%

parison result is shown in Table 3. We can see that our boundary identification
method outperform the baselines in both precision and recall.

For further analysis on the performance of C-Bayesian, we evaluated its
dependent effects on different POS types of boundary words. We found that
most boundary words are punctuations and auxiliary words, and both the preci-
sion and recall are relatively high. Most of errors occurred with the preposition
or adverb boundary. In this situation, the causality sentences usually include the
prepositional objective phrase or objective clause which lead to serious ambigu-
ity. Besides, low precision is also induced when there are more than one auxiliary
word in the set of candidate boundary word.

4.3 Effectiveness of Missing argument Identification

We evaluated the missing argument identification method basing on the same
data sets used in causality boundary identification. For each causality sentence,
we automatically identified noun phrases in the event context using the method
in [16], and just utilized the NPs whose accuracy is higher than 98% as candidate
missing arguments. Then, we trained a cause event classifier (CC), an effect event
classifier (EC) and a combined classifier (BC) using LADTree algorithm imple-
mented in Weka. The number of iterations was set to be 10 and ten-fold stratified
cross-validations were ran to evaluate the performance of these classifiers. The
final accuracy, recall and F-score of the identification task is respectively shown
in Table 5.

Experimental results demonstrated that, the combined classifier, which intro-
duced the dependencies between cause event and effect event, outperforms indi-
vidual ones. Given a NP, we defined the relation between it and the cause event
as R1, and that between it and effect event as R2. According to the analysis in
Approach section, R1 and R2 are both three-valued. In theory, there should be
9 union classification results for R1 and R2, while there are 5 in actual. Our
multi-class classifier is capable of discovering the implicit dependency between
R1 and R2.

There are two reasons for the relatively low recall. Firstly, when an event
expression (cause or effect) is just a verb, it’s difficult to determine whether an
missing argument is its subject or object. Secondly, many arguments have long
distributional distance from the causality events, which brings much difficulty to
argument identification just using syntactic features. To address these problems,
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Table 4. Experimental results for missing argument identification

Classifier Accuracy Recall F-Score

Cause Classifier 71.7% 53.8% 61.5%

Effect Classifier 80.9% 62.3% 70.4%

Combined Classifier 84.5% 65.7% 73.9%

we will involve more semantic features and statistical features in event-argument
analysis.

5 Conclusion and the Future Work

In this paper, we proposed a supervised method to extract event causalities from
the web text. Firstly, we identify causality mentions from the web text using pairs
of connective marker. Then, we proposed a Naive Baysian probability method
to identify the boundary of causality event, and extracted the corresponding
text fragments as event expressions. In the last phase, we provided a multi-class
decision tree to identify the missing argument and judge its argument-value of
the target event. Experimental results demonstrated the good effectiveness of our
approach. In the future work, we will introduce semantic features and statistical
features to assist in event-argument analysis.
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Abstract. We propose an unsupervised change detection method for
satellite images using L0 smoothing, superpixel techniques and k-means.
First, we produce the difference image according to image types (syn-
thetic aperture radar or optical images). Second, we use L0 smooth-
ing, an image editing method that can simultaneously sharpen major
edges and smooth low-amplitude structures, to generate two difference
images with distinct smooth levels. Third, k-means algorithm with k = 2
is applied on one smoothed difference image to cluster all pixels into
changed or unchanged classes. Fourth, the Voronoi-Cells (VCells) algo-
rithm is applied on the other difference image to obtain roughly uniform
superpixels while preserving local image boundaries. Finally, we calcu-
late the change degree for each superpixel, and the change detection map
is produced by using k-means again. The novelties of this paper are that
we use the L0 smoothing to reduce noise and preserve edges, and utilize
the spatial information with the help of superpixel. Experimental results
on synthetic aperture radar and optical images show the effectiveness of
our approach.

Keywords: Change detection · L0 smoothing · Superpixel

1 Introduction

Change detection aims to identify differences in images acquired at the same
place but at different times. Change detection techniques have been widely
applied in a variety of areas such as medical diagnosis, video surveillance, and
remote sensing [8][9].

In general, unsupervised and supervised approaches are two common tech-
niques for change detection. The unsupervised approach has wider applications
in real situations, since it does not need labeled samples which are hard to obtain.
In this paper we focus on unsupervised bi-temporal change detection for remote
sensing images and refer to this as change detection later throughout the paper
if there is no doubt. This type of change detection has important applications
in land-use analysis, damage assessment and other change measurements [12].

We hereby describe the general roadmap for change detection. Before con-
ducting change detection, it is assumed that the bi-temporal images (i.e., image
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 600–611, 2015.
DOI: 10.1007/978-3-319-25159-2 54
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pair) have the same resolution and have been registered. The roadmap can be
divided into two stages for most change detection algorithms. In the first stage,
the “difference map”, which describes certain differences derived from the image
pair under some criteria, is produced. For example, a difference image can be
made by subtracting or dividing two images pointwise. In the second stage, a
change map is produced from the difference image. Every pixel is labeled as 1 if
the point is deemed as changed or 0 if unchanged.

Different change detection algorithms mainly abide by this two-stage
roadmap, while they use their respective difference and change maps based on
different theories, and tackle other issues such as noise encountered in real cases.
The performance is usually validated by visual inspection or some indices or
both. For example, in [3], two Bayesian theory based techniques, i.e., the expec-
tation maximization (EM) based thresholding and the Markov random fields
(MRF) based thresholding, are proposed. In [1], the generalized Gaussian model
is used for synthetic aperture radar (SAR) images. In [2], change detection is
formulated as a segmentation issue, which uses the level set method to segment
a difference image into changed and unchanged areas.

In particular, Celik [5] introduces an algorithm based on principal component
analysis (PCA) and k-means, in which a difference image is divided into several
n×n non-overlapped blocks. All grey values within a block form a vector as the
block feature. PCA is then applied on those features. The features are clustered
into two classes with k-means. Finally, the change mask is generated by deem-
ing the class with larger mean value as the changed one. The PCA transform,
however, relies on the linear dependency within data points. Therefore, if the
linearity is destroyed by noise, false detection may occur.

To overcome the noise effect, the wavelet transform based method [4] is
proposed. In this approach, S-level undecimated discrete wavelet transform
(UDWT) decomposition is applied on the difference image. After being extracted
from the decomposed image and the difference image, the multiscale features will
be clustered with k-means. This algorithm is robust to noise but it may fail to
detect accurate region boundaries, because it uses the subbands of the decom-
position directly.

Recently, Zheng et al. propose a method called combined difference image
and k-means clustering (CDI-K) to generate the change map [15]. They firstly
apply the probabilistic-patch-based (PPB) algorithm on the image pair to sup-
press the noise, then use the mean filter on the difference image obtained by
the substraction operation, and apply the median filter on the difference image
obtained by the log-ratio. The former image can maintain the local consistency,
while the latter one can preserve the edge information. The combined difference
is the linear combination of these two images. This approach provides a new
difference image representation, but it also fails to classify the boundary pixels
accurately since the filters may blur the boundaries.

A close observation of aforementioned approaches reveals two key obstacles:
the noise effect and the inaccurate classification of boundary pixels. In this paper,
we propose a change detection algorithm using a two-stage detection based on
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the L0 smoothing [14] and superpixel techniques [13], which can overcome the
two obstacles.

Our algorithm consists of two stages, as shown in Fig. 1. In the first stage,
we apply the L0 smoothing on the difference image to enhance edges and reduce
noise. The improved difference image will be more suitable for change detec-
tion. We apply the k-means clustering algorithm with k = 2 to conduct a first
detection which reduces noise.

In the second stage, we convert the traditional pixel based detection into
a superpixel based problem. Therefore, the changed area is usually com-
posed of several superpixels with changed properties. We use the Voronoi-Cells
(VCells) [13] here to generate superpixels for the difference image. VCells not
only generates roughly uniform subregions but also preserves local image bound-
aries. We calculate the change degree for each superpixel. We then apply the
k-means with k = 2 again to cluster the superpixels into two classes. Due to
superpixels, the change detection boundaries will be more accurate.

Image at time t1 Image at time t2

Generate difference image 

Smooth difference image 

Obtain preliminary change mask  by 
pixel clustering  via k-means

Produce superpixels  via VCells

Obtiain final change mask by 
superpixel clustering via k-means

Stage 1

Stage 2

1

2

3

4

5

Fig. 1. The schematic diagram for the proposed method
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2 Related Work

2.1 L0 Smoothing Technique

L0 smoothing is an edge-preserving smoothing method [14]. While traditional
edge-preserving smoothing methods are achieved by local filtering, L0 smoothing
is based on the L0-norm of gradients and is carried out in a global manner. It
uses the object function:

min
S

∑

p

(Sp − Ip)2 + λ · C(S), (1)

where I is the input image, S ranges through all smoothed images of I, p ranges
through all positions in I, and C(S) is the number of non-zero gradients given
by

C(S) = �{p : |∂xSp| + |∂ySp| �= 0}.

Here ∂xSp and ∂ySp for the pixel p are the intensity differences between neigh-
boring pixels along the x and y directions respectively, and λ is a balancing
parameter.

In (1), the first term
∑

p(Sp − Ip)2 is to control the similarity, while C(S) in
the second term is to constrain the image smoothness.

Because a discrete counting metric is involved, we introduce auxiliary vari-
ables to expand (1), i.e.,

min
S,h,v

∑

p

{(Sp − Ip)2 + λ · C(h, v)p + β · ((∂xSp − hp)2 + (∂ySp − vp)2)}, (2)

where C(h, v) = �{p : |hp| + |vp| �= 0}, hp and vp are auxiliary variables corre-
sponding to ∂xSp and ∂ySp, and β is an automatically adapting parameter to
control the similarity between auxiliary variables and their corresponding gradi-
ents. (2) can be solved by minimizing h, v and S alternately. Here, S is initialized
as I. The algorithm details can be found in [14].

2.2 Superpixel Technique

Superpixel technique can group pixels into several perceptually meaningful
regions. Here we utilize VCells [13] to produce superpixels because it can effi-
ciently generate rough subregions and preserve local boundaries.

We define a partition for image I as {Pk}n
k=1, where n is the number of

superpixels, and Pk is the set of pixels within the same superpixel. The centroid
for the superpixel Pk is

gk =
1

�{Pk}
∑

p∈Pk

u(p),
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where �{Pi} is the pixel number in Pi, and u(p) is the gray value of pixel p. The
edge-weighted distance between the pixel p and the centroid gk is calculated as

dist (p, gk) =
√

|u(p) − gk|2 + 2 · ρ · n̂k(p), (3)

where n̂k = �{Nw(p) \ (Pk ∪ p)}, and Nω(p) is the set of pixels in the disk with
radius ω and center p. The term |u(p)−gk|2 ensures the superpixel homogeneity.
The term 2 · ρ · n̂k(p) is a compactness constraint ensuring the segmentation is
less sensitive to noise, and ρ is a balancing parameter.

3 Proposed Change Detection Method

Let {It1 , It2} be an image pair obtained at times t1 and t2. Our goal is to
represent the final change detection result by a binary change mask [9]:

CM(i, j) =

{
1, if there is change in pixel (i, j)
0, otherwise,

(4)

where (i, j) denote the image coordinates.
Our approach consists of five steps listed in Algorithm 1, where the first three

steps form stage 1, and the next two steps form stage 2.

Algorithm 1. The proposed algorithm
Input: an image pair {It1 , It2}
Output: the change mask CM2

1 Generate the difference image D;
2 Preprocess D using L0 smoothing with two different parameters to generate Ds1

and Ds2 respectively;
3 Generate CM1 by clustering pixels in Ds1 using k-means with k = 2;
4 Generate the superpixel segmentation on Ds2 via VCells and calculate the change

degree for each superpixel with CM1;
5 Generate CM2 by clustering the superpixels into two classes using k-means with

k = 2.

In the first step, the difference image D is generated using the image pair
{It1 , It2} according to input image types. For optical images, D can be calculated
as the absolute-valued subtraction of the image pair {It1 , It2}, i.e.,

D = |It1 − It2 | . (5)

For SAR images, it is calculated as the absolute-valued log-ratio of the image
pair {It1 , It2}, i.e.,

D =
∣
∣
∣
∣log

It1

It2

∣
∣
∣
∣ . (6)
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Unlike optical images, SAR images may suffer from multiplicative noise [10],
thus the substraction operator cannot indicate the trend of change. On the other
hand, the log-ratio operator can transform the multiplicative speckle noise into
an additive noise [7], and it may reduce the noise effect to some extent.

After that, we normalize the difference image to zero-one scale, i.e.,

D = (D − min D)/(max D − min D). (7)

The difference image (7) can directly indicate the difference intensity of the
image pair.

In the second step, we use L0 smoothing to preprocess the difference image.
As mentioned in Introduction, difference images always suffer from noise which
causes difficulty to directly detect changes; meanwhile, how to make an accurate
edge pixel classification is still a challenging problem. Therefore, we select the
L0 smoothing algorithm to improve the difference image here.

We apply the L0 smoothing on the difference image to generate Ds1 and
Ds2 which are used for the first stage detection and superpixel segmentation in
the second stage respectively. This operation generates not only a more suitable
difference image for k-means but also a better input for superpixel segmentation.

In the third step, we produce the first change mask CM1 by clustering the
pixels of Ds1 into two classes using k-means with k = 2. The class with higher
average value is regarded as the changed class.

In this step, we produce the first change mask of a difference map without
considering spatial information. According to Occam’s Razor, we can avoid the
error generated by a complex model to some extent and make CM1 reliable for
the further operation.

We take the next two steps as the second stage of the algorithm. In this stage,
we convert the pixel classification into a superpixel classification, and generate
the final change mask CM2.

In the fourth step, we generate the superpixel segmentation on Ds2 via
VCells.

We then calculate the change degree for each superpixel. The idea of the
change degree comes from the concept of probabilistic superpixels [11] which
is used to improve the foreground segmentation. Suppose that {Pi}n

i=1 is the
superpixel segmentation result of Ds2 , and p denote the image coordinates, the
change degree for Pi can be calculated as

Q(Pi) = min
(

1, θ ·
∑

p∈Pi
CM1(p)

�{Pi}
)

.

The term
∑

p∈Pi
CM1(p) is the number of the changed pixels within Pi according

to (4), �{Pi} is the number of pixels within Pi, and θ is a balancing parameter.
In the final step, we cluster the superpixels into two classes by k-means with

k = 2. We take the class with higher average change degree as the changed
superpixel class, otherwise the unchanged superpixel class. We regard all pixels
in the changed superpixels as the changed pixels, and all pixels in the unchanged
ones as the unchanged pixels. Thus, the final change mask CM2 is obtained.
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We combine L0 smoothing and VCells in our proposed method. Both of
them are efficient. In L0 smoothing method, 20-30 iterations are generally per-
formed [14]. In the VCells algorithm, the main computational cost of each iter-
ation is O(

√
nc · N), where nc is the number of superpixels and N is the total

number of pixels [13]. Overall, the proposed algorithm generally takes 8 sec-
onds to detect a 512 × 512 image pair with 1500 superpixels on an Intel Core2
CPU@2.6G.

(a) (b) (c) (d)

Fig. 2. Mexico data set: (a) Image acquired in April, 2000; (b) Image acquired in May,
2002; (c) The corresponding difference image; and (d) The reference change mask.

(a) (b) (c) (d)

Fig. 3. Alaska data set: (a) Image acquired on July 22, 1985; (b) Image acquired on
July 13, 2005; (c) The corresponding difference image; and (d) The reference change
mask.

4 Experimental Results

In this section, we introduce the data sets used in the experiments, give the
quantitative measurements of the change detection algorithm, and present the
results.

4.1 Description of Data Sets

We test our method on SAR and optical image data sets.
The SAR data set is an image pair in Mexico. Fig. 2(a) and 2(b) show the

image pair acquired in April 2000 and May 2002 with a section of 512×512 pixels.
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Between the aforementioned dates, a fire burned a large portion of vegetation in
this area [6]. Fig. 2(c) and 2(d) are the respective difference image and reference
change mask.

The optical image data set consists of an image pair acquired by Landsat 5
TM in Alaska on July 22, 1985 and July 13, 2005, respectively. Between the two
aforementioned dates, the ice layers melted due to the rise in average temper-
ature. We select a section of 470 × 510 pixels with band 1 for the experiment.
Fig. 3(a) and 3(b) show the experimental images. Fig. 3(c) shows the corre-
sponding difference image generated by (5) and (7). Fig. 3(d) is the reference
change mask.

(a) (b) (c)

(d) (e) (f)

Fig. 4. Mexico data set: change mask provided by (a) PCA based method, (b) UDWT
based method, (c) CDI-K without PPB, (d) Proposed method without superpixel, (e)
Proposed method, and (f) The reference change mask.

4.2 Quantitative Measures

In order to conduct quantitative measures, we compare the algorithm results with
the reference change masks made manually by visual analysis on image pairs.
The performance is evaluated by indices of false alarm, missed alarm, overall
error, and Kappa. False alarm is presented by the number of unchanged pixels
misclassified into changed compared to the reference mask. Missed alarm is pre-
sented by the number of changed pixels misclassified into unchanged compared
to the reference change mask. Overall error is presented by the total number of
pixels misclassified, which is the sum of false and missed alarms.
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Table 1. Comparison on Mexico and Alaska data set

Dataset Method FA MA OE Kappa

Mexico

PCA based 2706 592 3298 0.9251
UDWT based 4677 245 4922 0.8833

CDI-K 3285 226 3511 0.9189
Proposed without superpixel 5558 555 6113 0.8534

Proposed 2054 450 2504 0.9437

Alaska

PCA based 4449 394 4843 0.8746
UDWT based 4540 409 4949 0.8720

CDI-K without PPB 4514 502 5016 0.8703
Proposed without superpixel 4397 453 4850 0.8747

Proposed 2825 788 3613 0.9103

4.3 Result and Analysis

To demonstrate the qualitative and quantitative performances, we compare our
algorithm with other three methods: PCA based method [5], UDWT based
method [4], and CDI-K method [15]. All these four methods have their respective
parameters. PCA based method uses the parameter h to adjust the contribu-
tion of contextual information. UDWT based method uses the parameter S to
adjust the wavelet transform level. In CDI-K method, PPB algorithm is used.
Therefore, the parameter of PPB needs to be tuned to control the noise effect.
Meanwhile, the parameter α is used to maintain the combination weight for two
kinds of difference images. In our experiments, for each comparing algorithm and
each data set, several parameters are selected to be tested and the best result is
chosen as the final one.

In the proposed algorithm, the weight parameter ρ is set as 15 and the radius
parameter ω is set as 3 for all data sets (ρ and ω are mentioned in (3)), while
the smooth parameters λs1 and λs2 , the superpixel number N and the change
degree parameter θ need to be tuned. We set λs1 and λs2 according to the
noise level in the image pair. The larger parameter value, which brings larger
smooth level, overcomes the noise effect consequently. We usually set these two
parameters slightly different to meet different usages. We set the superpixel
number N according to the distribution of the changed areas. For an image pair
with more isolated small changed areas, a larger N needs to be set. The change
degree parameter θ is used to meet different change detection demands, and the
larger θ can detect more changes with small change level. In our experiment,
θ is fixed as 3. The proposed algorithm is compared with the same algorithm
without superpixel. It needs to be noted that all the parameters are set as same
for the comparison.

Fig. 4 shows the visual results for the Mexico data set. Here we set the
parameters as λs1 = 0.001, λs2 = 0.005 and N = 1500. As in Fig. 4(e), the result
of the proposed algorithm performs better, because it results in fewer isolated
unchanged pixels and takes the change area as a whole. There are a few isolated
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pixels in Fig. 4(d) which is the result of proposed method without superpixel. It
turns out to be improved with the help of superpixel. Due to the fact that the
superpixel is robust to noise, the noisy pixels are more likely to be corrected to
cluster into the right class when the superpixel based k-means is applied. Table 1
shows that the proposed method is with the least false alarm, the least overall
error and the highest Kappa index.

(a) (b) (c)

(d) (e) (f)

Fig. 5. Alaska data set: change mask provided by (a) PCA based method, (b) UDWT
based method, (c) CDI-K without PPB, (d) Proposed method without superpixel, (e)
Proposed method, and (f) The reference change mask.

(a) (b) (c)

(d) (e) (f)

Fig. 6. Close-ups from the Fig. 5 (a) PCA based method, (b) UDWT based method, (c)
CDI-K without PPB, (d) Proposed method without superpixel, (e) Proposed method,
and (f) The reference change mask.
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Fig. 5 shows the visual result for the Alaska data set. Here we set the param-
eters as λs1 = 0, λs2 = 0.001 and N = 1000. For CDI-K method, the PBB
algorithm is not necessary since it is an optical image data set. Compared with
other methods, the proposed method performs better. Especially in Fig. 6, close-
ups show that the proposed algorithm detected the whole changed area while
others failed. Table 1 shows that the proposed method is with the least false
alarm, the least overall error and the highest Kappa index.

5 Conclusion

In this paper, we have proposed a two-stage change detection algorithm based on
L0 smoothing and superpixel techniques. We use the L0 smoothing to improve
the difference image for noise reduction and edge enhancement. In the first stage,
we produce a change mask by pixel based k-means. In the second stage, we
convert the pixel based problem into the superpixel based one to obtain the
final change mask. With the help of L0 smoothing and superpixel, our method
can detect the boundary pixels of changed areas more accurately.
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Abstract. Rare category detecion (RCD) aims to discover rare cate-
gories in a massive unlabeled data set with the help of a labeling ora-
cle. A challenging task in RCD is to discover rare categories which are
concealed by numerous data examples from major categories. Only a
few algorithms have been proposed for this issue, most of which are on
quadratic or cubic time complexity. In this paper, we propose a novel
tree-based algorithm known as RCD-Forest with O(ϕn log (n/s)) time
complexity and high query efficiency where n is the size of the unlabeled
data set. Experimental results on both synthetic and real data sets verify
the effectiveness and efficiency of our method.

Keywords: Rare category detection · Relative density · Compact tree

1 Introduction

The aim of rare category detecion (RCD) is to find at least one representative data
example from each rare category in a massive unlabeled data set with the help of
a labeling oracle. In the further work rare category exploration (RCE) [2,8], these
data examples are used as seeds to discover the remaining data examples in the
same rare categories. One open challenge in RCD is to discover such rare cate-
gories that are hidden in data examples from major categories. However, there are
only a few algorithms proposed for this issus, most of which pay little attention
to the trade-off between time complexity and query efficiency, e.g. GRADE [4],
FRED [9], CLOVER [5], RADAR [6], NNDM [3]. Motivated by Isolation For-
est [7] and kd-tree, in this paper we develop a novel tree-based algorithm known as
RCD-Forest, which has a comparatively low time complexity O(ϕn log (n/s)) and
high query efficiency. In details, RCD-Forest contains three main stages, namely
(1) Stage 1, it grows a series of resembling cTrees (compact trees) to form a
cForest (compact forest), (2) Stage 2, it calculates average relative density (Rd)
for each data example and selects top m data examples to generate a coarse-
grained candidate set, and (3) Stage 3, it refines the candidate set and discovers
rare categories.

c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 612–618, 2015.
DOI: 10.1007/978-3-319-25159-2 55
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2 An Illustration of RCD-Forest

2.1 Compact Tree

The idea of constructing cTrees comes from the splitting process of kd-tree (k-
dimensional tree), which has a space-partitioning data structure for orgnazing
data examples in a k-dimensional space. Every non-leaf node of a kd-tree has
a splitting item, which consists of a splitting dimension and value denoted as
(i, v), and needs a povit-choosing to generate it; every leaf node contains only
one data example. We observe that the rare category is continuesly splitted into
a shrinking sub-space during the splitting process of a kd-tree, meaning that a
high score of relative density (Rd) of data examples from a rare category.

Based on this dominant phenomenon, we come into the idea of constructing
cTrees with two improvements on kd-tree: (1) Split the data set by an optimal
pivot-choosing rule. (2) Stop the splitting process when the data size belows a
certain threshold. Fig. 1 shows the splitting process of a cTree, from which we
observe that: (1) Rare category is continuesly splitted into a shrinking sub-space.
(2) the Rd of data examples from a major category are approximately to 1, data
examples from anomalies less than 1 and data examples from a rare category
greater than 1. Note that we construct a series of resembling cTrees rather than
one cTree in order to get an average Rd (Rd for convenience), which guarantees
a coarse-grained candidate set with high proportion of data examples belonging
to rare categories.

2.2 Pivot-Choosing Rule

Motivated by Ram el. [10], we define our pivot-choosing rule due to the least
integrated squared error (ISE), which is shown in the following.

Definition 1 (Pivot-Choosing Rule). Given the current non-leaf node N ,
choose a splitting dimension i randomly, and choose a splitting value v =

argminv∈i

{

− |Nl (i, v)|2
R (Nl (i, v))d

− |Nr (i, v)|2
R (Nr (i, v))d

}

, where Nl (·), Nr (·) are the left

(a) major (b) anomaly (c) rare

Fig. 1. The splitting process of a cTree
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and right children node splitted by the splitting item (i, v) and R (·) is the
radius of node.

We prove that a cTree with a small ISE is grown if following our pivot-
choosing rule. First we give the definition of ISE in the following.

E = min
f̂

{∫

X

(
f̂ (x) − f (x)

)2

dx

}
. (1)

In Eq. (1), f(x) is the real data density and f̂ (x) =
∑

N∈�

|N |
nV

I (x ∈ N), where

� is the set of leaf nodes, |N | is the node size, n is data size, I(x ∈ N) is the
indicator function, V = αR (N)d is the node volume, where α is a constant, d is
the dimensionality, and R(·) is the radius.

Proof. By expanding the square item in Eq. (1), subsituting ˆf(x) and using
Monte-Carlo’s solution

∫
X

f̂(x)f(x)dx = 1
n

∑n
i f̂(x), we have

E = min
�

∫

X

(
∑

N∈�

|N |
nαR (N)d

I (x ∈ N)

)2

dx − 2
N

n∑

i

∑

N∈�

|N |
nαR (N)d

I(xi ∈ N)

Ignoring constants α, n and calculating E accroding data distribution in leaf
node, we have

E = min
�

{

−
∑

N∈�

|N |2
R (N)d

}

. (2)

According to greedy policy, we solve the Eq. 2 by randomly choosing a splitting
dimension i, which is for the purpose of less time cost, and a splitting value v =

argminv∈i

{

− |Nl (i, v)|2
R (Nl (i, v))d

− |Nr (i, v)|2
R (Nr (i, v))d

}

in every splitting process. Thus,

we prove our pivot-choosing rule.

2.3 Selecting Strategy

Our selecting strategy for the coarse-grained candidate set is defined as follows.

Definition 2 (Selecting Strategy). (1) For every data example x, calculate

the relative density Rd(x) = f̂(x)

f̂p(x)
, where f̂p(x) =

∑
N∈�

|Np|
nαR (Np)

d
I(x ∈ N)

in each cTree, then average all Rd(x) to get Rd(x); (2) select the top m data
examples according to Rd.

This selecting strategy guarantees a coarse-grained candidate set with high
proportion of data examples belonging to a rare category. To explain this guar-
antee, we give the following assumption. A rare data example has Rd(x) � 1,
major data example Rd(x) ≈ 1 and anomaly Rd(x) � 1.
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Algorithm 1. RCD-Forest algorithm
Input: X = {x1, x2, ..., xn}-input dataset, p-proportion of the smallest category
Output: the data set Q of selected query data examples and L of their labels

1 Initialize F = ∅, R = ∅, Q = ∅, L = ∅
2 for i = 1 : ϕ do
3 F = F ∪ CompactTree(X, p × n)

4 for i = 1 : n do

5 R = R ∪ Rd(xi)

6 Select top m data examples according to R to generate a candidate set C
7 ∀cj ∈ C, kj = k-distance(cj)
8 while not all the classes are discovered do
9 Query cmin = argminci∈Cki for its label �

10 if l belongs a new class that has not been discovered then
11 L = L ∪ �
12 ∀cj ∈ C, s.t. ‖cj − cmin‖� kmin, set kj = ∞
13 kmin = ∞, Q = Q ∪ cmin

2.4 RCD-Forest Algorithm

In Alogirthm 1, we present detailed steps of RCD-Forest. Given an unlabeled
data set X with n data examples and proportion of the smallest rare category,
RCD-Forest works as follows.

Stage 1. Construct a cForest containing a series of resembling cTrees. In
line 3, we construct ϕ cTrees iteratively. After a lot of experiments, we choose
the number in the range from 32 to 64 as the forest size.

Stage 2. Calculate Rd to generate a coarse-grained candidate set. In line 5,
we calculate average relative density Rd interatively. In line 6, select top m data
examples, where m is the size of all rare caregory data examples with prior
information.

Stage 3. Refine the candidate set and discover rare categories. In line 7,
calculate k-distance for every data example, where k is an adaptive paramater
in the range from 5 to 10. Then, in the lines 8–13, we query an data example
with minimal k-distance denoted as kmin repeatly until all categories have been
discovered.

Time complexity of RCD-Forest consists of three parts. (1) RCD-Forest scan
the data set once at every splitting process and stops when data size is below
a threshold s, thus time complexity is O(ϕn log (n/s)). (2) calculateing Rd for
every data example in ϕ cTrees takes O(ϕn). (3) The time consumption of
refinement can be ignored. Therefore the overall time cost is O(ϕn log (n/s)).

3 Experimental Evaluation

In this section, we conduct experiments to verify the efficiency and effectiveness
of RCD-Forest. All these algorithms are implemented in C++ and performed
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Name N d m Largest Smallest
class (%) class (%)

Glass 214 9 6 35.1 4.21

Ecoli 332 7 6 43.07 1.51

PenDigit 1322 16 10 59.00 4.23

KDD99 3641 41 6 43.64 1.43

Satellite 4435 9 6 23.40 9.33

DSAA 58304 4 3 0.4 96.1

Table 1. Detailed information of data sets Fig. 2. Time Comparision

(a) Ecoli (b) Glass (c) PenDigit

(d) KDD99 (e) Satellite (f) DSAA

Fig. 3. Performance Comparisions on Real Data Sets

on a desktop with 2.4GHz CPU and 8GB memeory. Table 1 lists some data
sets used in our experiments, where n denotes the size of data examples, d the
dimensionality, and m the size of total catetories.

3.1 Efficiency and Effectiveness

We verify the efficiency and effectiveness of RCD-Forest from two aspects,
namely (1) time efficiency and (2) number of total queries from the labeling
oracle. To test our algorithm, RCD-Forest is compared with NNDM, CLOVER,
RS and LOF on both synthetic and real data sets (listed in Table 1) from UCI
data repository [1] and MOOC [11], which is an online course platform. Among
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the six selected real data sets, five data sets namely Ecoli, Class, Pen Digit,
Satellite and KDD99 are from UCI data reposity and the rest DSAA is from
MOOC.

Fig. 3 illustrates the comparison of effectiveness on six real data sets. From
the figure, we observe that RCD-Forest outperfroms RS, NNDM, CLOVER,
LOF on five data sets namely Ecoli, Glass, Pen Digit, KDD, MOOC, means
that RCD-Forest needs the least queries for the discovery of rare categories.
More specificly, in Fig. 3(a), RCD-Forest needs 45 queries, RS 106, CLOVER
76, and NNDM 163.

Fig. 2 illustrates the comparision of time efficiency on synthetic set, where
major categories follow uniform distribution and rare categories Gaussian dis-
tribution. The size of synthetic data sets varies from 10000 to 50000. It is shown
from the figure that (1) RS, LOF and RCD-Forest consume less time than
CLOVER; (2) time consumption of LOF and RCD-Forest is almost the same.

4 Conclusion

In this paper, we have proposed a novel tree-based method that uses average rel-
ative density to discover rare categories. For the next stage of study, a promising
direction is to investigate a new partition selection criteria and use histogram to
estimate the distribution rather than using priori information.

Acknowledgments. This work was supported by the NSFC Grant 61472359, and
MOE-Google MOOC Research Found of China under Grant No.MOE-GOOGLE-
MOOC14-01.
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Abstract. In the age of big data, the emitter parameter measurement
data is generally characteristic of uncertainty in the form of normally-
distributed intervals, enormous size and continuous growth. However,
existing interval-valued data analysis methods generally assume a uni-
form distribution instead and are unable to adapt to the rapid growth
of volume. To address the above problems, we have brought forward an
incremental distributed weighted class discriminant analysis method on
interval-valued emitter parameters. Extensive experiments indicate that
our method is able to cope with these new characteristics effectively.

Keywords: Fuzzy pattern mining · Emitter identification · Class
discriminant analysis · Incremental learning · Distributed computing ·
Signal processing

1 Introduction

It is widely recognized that emitter parameter analysis has played a crucial role
in both military and civil applications. However, the emitter parameter measure-
ment data is typically characteristic of uncertainty, enormous size and continuous
growth. The parameter measurements typically fluctuate according to a certain
normal distribution and an intervalwould be obtainedwith theminimumandmax-
imum bounds. In addition the amount of parameter measurements are huge in size
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and being accumulated dynamically. The traditional methods generally assume
that the data values are uniformly distributed in the interval and pay little atten-
tion to the dynamic growth of size and thus are inappropriate to be applied.

Inspired by the above problems, we bring forward an incremental distributed
weighted class discriminant analysis method on interval-valued emitter parame-
ters. It is not only adaptable for the normal distributed parameter measurements
but also for incremental learning in a distributed environment.

The rest of the paper is organized as follows. We briefly review related work in
interval-valued data analysis in Section 2. Our incremental distributed weighted
class discriminant analysis method is formally proposed in Section 3. In Section 4,
we present the experimental results. And we conclude in Section 5.

2 Related Work

A large amount of research work in interval-valued data analysis has been con-
ducted. For instance, symbolic data analysis [6] has been proposed to extend
the classical data models to take into account of the interval-valued informa-
tion. The representative methods include point value replacement [3], p-box [4]
and Hausdorff distance based ones [5]. However, they are generally based on
the assumption of uniform distribution which is not true for emitter parame-
ters. In addition, they are not adaptable for the dynamic growth of huge emitter
parameter measurement data.

3 Method

In this section, we formally present our incremental distributed weighted class
discriminant analysis method on interval-valued emitter parameters.

Suppose the interval-valued emitter data set E is composed of M observa-
tions, {om}1≤m≤M , and each observation om has N interval-valued measurements
{Imn}1≤n≤N for parametersp1,p2, ..., andpN respectively.Eachobservation comes
from one of the K different emitter types, c1, c2, ..., and cK . And assume for each
measurement Imn = [Lmn, Umn], w independent measurements {xmnr}1≤r≤w

are provided which comply with the same interval distribution N (μmn, σ2
mn). The

lowerboundLmn andupper boundUmn correspond to theminimumandmaximum
value among the w measurements. In addition, for observations in the same emitter
type, ∀om ∈ Ωk, the corresponding mean value μmn complies with the same class
distribution N (μkn, σkn) as well. We also assume the variances σ2

mn and σ2
kn are

approximately the same. The above assumptions are summarized in Equation 1.
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

xmnr ∼ N (μmn, σ2
mn) 1 ≤ r ≤ w

μmn ∼ N (μkn, σ2
kn) ∀om ∈ Ωk

σ2
mn ≈ σ2

kn

Lmn = min1≤r≤w{xmnr}
Umn = max1≤r≤w{xmnr}

(1)



Incremental Distributed Weighted Class Discriminant Analysis 621

Our incremental distributed weighted class discriminant analysis method is
consisted of the four major steps, interval distribution estimation, weighted class
distribution inference, class discriminant analysis and incremental distributed
learning.

3.1 Interval Distribution Estimation

Given an interval-valued measurement Imn = [Lmn, Umn], since Lmn, Umn ∼
N (μmn, σ2

kn) and the w parameter measurements are independent with each
other, the lower bound Lmn corresponds to the smallest order statistic while the
upper bound Umn corresponds to the largest order statistic.

The order statistics of standard normal random variables have been approx-
imated [7]. One approximation for the rth highest order statistic out of w
is given as E(r, w) = −Φ−1( r−α

w−2α+1 ), where Φ(x) =
∫ x

−∞ φ(z)dz, φ(x) =
1/

√
2πexp(− 1

2x2) and it is recommended that α = 0.375. Accordingly, we can
infer the estimated μ̃mn and σ̃mn as calculated below:

{
μ̃mn = Lmn+Umn

2

σ̃mn = Umn−Lmn

Φ−1( 1−α
w−2α+1 )−Φ−1( w−α

w−2α+1 )

(2)

3.2 Weighted Class Distribution Inference

For each interval-valued measurement Imn = [Lmn, Umn], the weights of the
lower bound WLmn

, the upper bound WUmn
and the middle point WMidmn

would be calculated as the normalized probability of observing the corresponding
measurements given the estimated normal distribution N (μmn, σ2

mn). Then, the
normal class distribution N (μkn, σ2

kn) of parameter pn for emitter type ck could
be further inferred by weighting all the lower bounds, upper bounds and middle
points from observations in emitter type ck, as below:

⎧
⎪⎪⎨

⎪⎪⎩

Wx = prob(x|μmn,σmn)∑
x∈{Lmn,Umn,Midmn} prob(x|μmn,σmn)

μ̃kn =
∑

om∈Ωk

∑
x∈{Lmn,Umn,Midmn} Wxx

Mk

σ̃kn
2 =

∑
om∈Ωk

σ2
mn

Mk

(3)

3.3 Class Discriminant Analysis

The discriminating power of parameter pn for each emitter type pair cu − cv

could be evaluated by the welch t-test accordingly. A t-statistics tuvn and the
associate degree of freedom dfuvn are computed for each emitter type pair cu−cv

on each parameter pn, where 1 ≤ u, v ≤ K and 1 ≤ n ≤ N :
⎧
⎪⎪⎨

⎪⎪⎩

tuvn = μ̃un−μ̃vn√
σ̃un2
Mu

+ σ̃vn2
Mv

dfuvn =
( σ̃un

2

Mu
+ σ̃vn

2

Mv
)2

σ̃un4

M2
u(Mu−1)

+ σ̃vn4

M2
v (Mv−1)

(4)



622 X. Xu et al.

In this way, a global ranking of all the interval-valued signal parameters could
be obtained in ascending order of the average p-values over all the type pairs.

3.4 Incremental Distributed Learning

To facilitate the incremental distributed learning, we define the data description
model consisted of a mean value matrix Σμ, a variation matrix Σσ2 and a data
distribution vector V .

Definition 1 (mean value matrix Σμ). We define each element of the two-
dimensional mean value matrix Σμ(k, n) as the sum of weighted measurements
of signal parameter pn from all the observation os in type ck, where 1 ≤ n ≤ N
and 1 ≤ k ≤ K. Mathematically speaking,

Σμ(k, n) =
∑

om∈Ωk

∑

x∈{Lmn,Umn,Midmn}
Wxx (5)

Definition 2 (variation matrix Σσ2). We define each element of variation
matrix Σσ2(k, n) as the sum of estimated variations of signal parameter pn on
all the observation om in emitter type ck, where 1 ≤ n ≤ N and 1 ≤ k ≤ K.
Mathematically speaking,

Σσ2(k, n) =
∑

om∈Ωk

σ2
mn (6)

A class distribution vector V is defined as well, where |V | = K and V [k]
denotes the number of observations for emitter type ck.

The newly arrived observations would be distributed among a set of slave
nodes. At each node, the interval distribution estimation would be conducted
and the results would be stored in the local data description model. Then, a
global merging of the data description models from the slave nodes would be
implemented at the master node. After averaging the mean value matrix and
variation matrix with the corresponding number of observations in each class
and inferring the class mean and variation, a global class discriminant analysis
would be updated at the master node incrementally.

4 Results

We evaluated the efficiency and effectiveness of our incremental distributed
weighted class discriminant analysis method on a series of synthetic data sets.
The synthetic data set was initialized as 50k (M = 50k) observations from five
(K = 5) different emitter types, 10k (NumPerCls = 10k) observations for
each type. And the original number of signal parameters was initialized as ten
(N = 10).

The experiments were conducted on a Spark cluster composed of nine nodes,
one master node and eight slave nodes. Each node was a PC running CentOS
6.6 with a Pentium quad-core CPU of 3.2GHz and a 8G RAM. The network
bandwidth between two nodes was 100M .
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Fig. 1. Evaluation of efficiency

4.1 Evaluation of Efficiency

We compared the runtime of our weighted class discriminant analysis method
under four different kinds of modes, batch learning on a single node (“batch”),
batch learning on multiple nodes (“# nodes”), incremental learning one on a
single node (“incremental on single node”) and incremental learning on multiple
nodes (“incremental on # nodes”).

Firstly, we evaluated the efficiency of our method with varying number
of observations of each emitter type NumPerCls (Figure 1(a)). The run-
time of batch learning increased approximately linearly with the increase of
NumPerCls. Comparatively, the runtime of incremental learning was approxi-
mately fixed. The incremental learning on two nodes was much faster. Secondly,
we varied the number of emitter types K from four to twelve while fixed the num-
ber of observations per emitter type as 100k and the number of signal parameters
as ten. As shown in Figure 1(b), the two incremental modes have outperformed
the batch mode significantly again. Thirdly, we varied the number of signal
parameters N from nine to 18, while fixing the number of observations per emit-
ter type as 100k and the number of emitter types as five (Figure 1(c)). Again,
the runtime of the three batch modes was approximately linear with the increase
in N . Finally, we report the average ratio of the runtime of the batch learning
on multiple nodes to that of the batch learing on a single node in Figure 1(d).

4.2 Evaluation of Effectiveness

We evaluated the effectiveness of our method during incremental distributed
learning when the number of observations per class (NumPerCls) was increased
dynamically from 10 to 10k. Figure 2 illustrates the inferred weighted class dis-
tributions for two different emitter types versus the interval mean distributions.
The interval mean distribution curves were denoted in dotted and solid thin lines
for the two types respectively while the weighted class distribution curves were
highlighted in dash and dotted dash thick lines respectively. As can be observed,
with the increase of the number of observations, the weighted class distributions
converged fine towards the optimal one which shares the same mean value with
the interval mean distribution but has a larger variance.
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Fig. 2. Evaluation of effectiveness when varying NumPerCls

5 Conclusion

In this work, we have brought forward an incremental distributed weighted
class discriminant analysis method on interval-valued parameter measurement
streams. Our method is robust to the uncertainty in interval-valued parameter
measurements complying with normal distributions and adaptable for incremen-
tal learning in a distributed mode. Extensive experiments have validated its effi-
ciency and effectiveness for practical application in emitter parameter analysis
and identification.
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Abstract. In this paper, we propose differentially private protocols for
Naive Bayes classification over distributed data. Compared with existing
works, the privacy and security models in the proposed protocols are
stronger: firstly, both the miner and parties can be arbitrarily malicious
and can collude with each other to violate the remaining honest par-
ties privacy; secondly, all communication channels between them can be
assumed to be insecure. Specifically, we build a guarantee of differential
privacy into the cryptographic construction so that the proposed proto-
cols can tolerate collusions and resist eavesdropping attacks which are
caused by insecure communication channels. Additionally, the proposed
protocols can be implemented at lower computation and communica-
tion costs, and some extensions to our protocols (e.g. supporting parties
dynamic joins or leaves) are also proposed in this paper. Both theo-
retical analysis and simulation results show that the proposed privacy-
preserving protocols for Naive Bayes have strong security and better
classification performance than the standard one.

Keywords: Distributed data mining · Naive Bayes · Differential
privacy

1 Introduction

As a means of delivering valuable information, data mining has drawn more and
more attention.The traditional datamining technology is based on the assumption
that the miner can completely access to the data. But currently, it is common that
data are distributed among various parties, who don’t want to disclose their data
due to privacy concerns. So the challenge here is how to accurately mine valuable
knowledge from distributed data while effectively guaranteeing parties’ privacy,
especially when considering the miner or some parties are malicious.

In this paper, we focus on the distributed privacy-preserving of Naive Bayes
(NB) learning, of which one of the most commonly used classifiers in the data-
mining field. NB is based on statistic analysis and in distributed scenarios, the
statistic queries over distributed parties are needed to obtain NB classifiers.
However, the accurate query results always disclose private information of parties
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 627–638, 2015.
DOI: 10.1007/978-3-319-25159-2 57
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when deriving NB model parameters [1]. To protect the privacy of sensitive
information, each party can add noises to their data so that the miner will derive
noisy statistic results. Meanwhile, we should achieve two goals: providing useful
results and preserving each party’s privacy. Additionally, we can not ignore that
some participating parties may be compromised and collude with the miner to
infer others’ sensitive information. Also, another point we need to note is insecure
communication channels make their messages suffer from eavesdropping attacks.

To tackle the privacy concerns in distributed NB learning, various schemes
have been proposed [4,6,10,12,14]. However, they either need to be implemented
with high cost [4,6,10,14], or are easily subject to collusion attacks [4,12]. Also,
the centralized private NB scheme [11] allows one party to add noises to data
based on the standard differential privacy, achieving a good compromise between
privacy and utility. However, their differential privacy mechanisms are not suit-
able for the distributed data-mining environment. This is because, too much
accumulated error can be incurred from the distributed parties, and this will
terribly affect the utility of NB classifiers learned from the distributed sceneries.

Given that, we propose the novel privacy-preserving NB protocols in this
paper, and these protocols can deal with above situations with low computation
and communication cost. In our protocols, we employ distributed differential
privacy, a relaxation of differential privacy, which makes sense especially in dis-
tributed scenarios because it can provide rigorous privacy assurance and good
utility. In our proposed protocols, distributed differential privacy not only lets
the miner derive useful noisy results, but also guarantees the parties’ data pri-
vacy even when some compromised parties collude with the untrusted miner by
revealing their data and noises.

Although distributed differential privacy can preserve those honest parties’
privacy, the magnitude of the noise generated by a specific party is not enough
to ensure his data privacy since communication channels are insecure. So, we
combine cryptography techniques with differential privacy to provide more secure
guarantees, such that only negligible information of each party can be leaked even
if the miner has arbitrary auxiliary information, which can be obtained in various
ways (e.g. colluding with compromised parties). Specifically, each party firstly
adds an appropriate noise to his data, and then encrypts the noisy data based
on the encryption technology. At last, each party sends the encrypted noisy data
to the miner who can decrypt the noisy results without learning anything else.

Additionally, parties’ dynamic joins and leaves in distributed scenarios are
well dealt with in our protocols. Another characteristic of our protocols is that
they can support the incremental NB learning.

To sum up, our contributions in this paper are: firstly, we propose two dis-
tributed privacy-preserving NB protocols in the distributed environment where
data is either horizontally or vertically partitioned, and the two protocols effec-
tively resist both collusion and eavesdropping attacks; Secondly, compared with
existing works, the proposed NB protocols can be implemented with lower com-
putation and communication cost while ensuring only the miner having specific
capability can get final NB classifiers. Thirdly, we extend them to make them
more applicable in reality, such as supporting parties’ dynamic joins or leaves.
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2 Related Work

In the past, various privacy-preserving mechanisms for NB have been proposed.
Using the rigorous privacy model of differential privacy, Vaidya et al. [11] con-
struct a privacy-preserving NB classifier, in which the privacy model is that a
data owner having centralized access to a dataset would like to release a NB clas-
sifier while preserving parties’ data privacy. However, the centralized methods
are not suitable to the distributed dataset.

Kantarcioglu et al. [4] in 2003 propose a private NB protocol for only hori-
zontally partitioned data. One constrain in [4] is that they assume there are no
collusion among all sites. Besides, their protocols transmit messages in a plain
form, making those messages vulnerable to eavesdropping attacks. Yang et al.
[14] in 2005 similarly propose a NB protocol over an horizontally distributed
database, which is only suitable to a special scenario where each party just
holds one instance. Using paillier cryptosystem, the authors in [12] also propose
a horizontally private NB protocol, where the number of decryptions is at least
min(log2 N1, log2 N2)/ log2 (nF) and there is no collusion between two parties.

The authors in [6] propose a private NB protocol over vertically distributed
data streams using the secure multi-party computation, inevitably leading to
high complexity. In [10], the authors present private NB protocols on both ver-
tically and horizontally partitioned data, which cannot resist collusion attacks.

In 2005, Zhang et al. [13] combine data transform with data hiding to propose
a new randomization method, to distort original data. Then, an effective NB
classifier is presented to predict the class labels for unknown samples according
to the distorted data. Yet, arbitrary randomization is not safe [5]. Compared
with their methods, the differential privacy mechanisms used in our protocols can
not only give rigorous mathematical proof but also provide good reconciliation
between utility and privacy.

Motivated by those, we propose the novel privacy-preserving NB protocols.
Firstly, the protocols need not any interaction among parties, which largely saves
the system cost. Secondly, they can well deal with the scenarios where the miner
colludes with parties and communication channels are insecure. Thirdly, they
can be implemented with lower computation and communication cost.

3 System Model

3.1 System Setting

Here we consider the horizontally distributed scenarios, while leaving the verti-
cally scenarios to section 5.4. We assume that there are a data miner, N samples
and n parties and each party Pk (k ∈ [n]) has a local dataset.

Let x = (a1, ..., am) be a vector of observed random variables with no class
label, where each feature ai takes values from its domain Ai, i.e., ai ∈ Ai. The
set of all feature vectors is denoted as Ω = A1 × ... × Am. The NB classi-
fier will predict that x belongs to the class cj (taken from {c1, ..., cr}) which
has the highest posterior probability, conditioned on x. The NB classifier can
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be defined as follows: NB(x) = argmaxcjP (X = x|C = cj)P (C = cj) =
argmaxcjP (cj)

∏m
i=1 P (ai|cj), where P (cj) represents the class prior probability

and P (ai|cj) represents the posterior probability.
By simply counting the frequency from the horizontally partitioned dataset,

p(ai|cj) is calculated as p(ai|cj) = nij

nj
=
∑n

k=1 nk
ij∑n

k=1 nk
j

and p(cj) is calculated as

p(cj) = nj

N =
∑n

k=1 nk
j

N , where nj is the whole number of training samples whose
class labels are cj , and nij is the number of these training examples which also
have ai. And, nk

j and nk
ij denote the corresponding local counts. Get here, the

goal we want to achieve here is how to let the miner get
∑n

k=1 nk
j and

∑n
k=1 nk

ij

over n parties, while ensuring parties’ privacy.

3.2 Attack Model

In our model, both parties and the miner can be arbitrarily malicious. We assume
that the fraction of those uncompromised parties is γ, which can be estimated
from priori knowledge, and the reminding compromised parties can collude with
the miner to break honest parties’ privacy. Besides, communication channels
between them are assumed to be insecure, making parties’ messages subject to
eavesdropping attacks.

3.3 Designing Goals

1. Utility and Privacy Guarantee. In horizontally distributed environment,
we should compute the sum statistic over n parties to get NB model parame-
ters. Yet, accurate queries can violate parties’ privacy [1]. So, each party can
add an appropriate noise to his data to protect the data privacy. Meanwhile,
two objectives should be compromised: preserving privacy and ensuring good
utility, which can be achieved by differential privacy [1]. But, standard differ-
ential privacy let each party generate a noise to protect his privacy, making
an O(n) accumulated error (the difference with the accurate sum result).
Instead, we resort to distributed differential privacy [9], allowing n parties
collectively add only a geometric noise to each summation result.
Also, the distributed differential privacy used in our protocols is collusion-
tolerant, which means the privacy of trusted parties can be well protected
even if the compromised parties collude with the miner.

2. Security Guarantee. Note that using distributed differential privacy, the
accumulated error in the sum statistics is only an copy geometric noise, but
the magnitude of the noise incorporated to each party’ data is not large
enough to protect the data privacy. So, the security of data can be vio-
lated if only based on the distributed differential privacy since communi-
cation channels make parties’ data suffer from eavesdropping attacks. We
can improve this by incorporating cryptographic techniques. Given this, we
design a (ε, δ)-differential privacy mechanism combining with the crypto-
graphic construction to provide both security and privacy guarantee. The
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main security goal in our NB protocols is to ensure that the miner learns
only the final summation results, and nothing else about parties’ private
data.

3. Additional Guarantee. The computation and communication cost should
be low since parties’ resources are usually limited in reality. Also, distributed
parties’ dynamic leaves and joins need also to be considered. And, some other
situations, such as data pollution should also be considered.

4 Basic Protocol Blocks

4.1 Protocol Sketch

Here, we give a high level description of the proposed horizontally differential
private NB protocol (HDPNB). As previously mentioned, two techniques, i.e.,
differential privacy and applied cryptography methods, are used in HDPNB to
provide privacy and security guarantee.

Firstly, each party independently adds an appropriate noise to his data using
the data perturbation scheme mentioned below, then encrypts his noisy data
using the corresponding encryption scheme and at last sends the encrypted noisy
data to the miner who can decrypt summation statistics queries (

∑n
k=1 nk

ij and∑n
k=1 nk

j ), and then privately get NB model parameters. Note that all parties
collectively add a geometric noise (required for differential privacy) to every
summation query count, i.e.,

∑n
k=1 nk

ij and
∑n

k=1 nk
j . The data perturbation

and encryption schemes are present below.

4.2 The Naive Data Perturbation Scheme

The standard differential privacy, which can provide information-theoretic pri-
vacy guarantees that hold against computationally unbounded adversaries and
balance the tradeoff between privacy protection and utility loss, allows each dis-
tributed party in our HDPNB to incorporate a Laplace noise into their local
data, coursing O(n) accumulated error [1].

Definition 1. Differential Privacy. A randomized function K gives ε-
differential privacy (ε is the privacy parameter) if for all neighborhood dataset
D1 and D2 differing in at most one record, and all S ∈ Range(K),

Pr[K(D1) ∈ S] ≤ exp(ε) ∗ Pr[K(D2) ∈ S] (1)

So, for HDPNB, to get strong privacy protection and good utility, we instead
use the distributed differential privacy [9] to let the parties be responsible for
ensuring the differential privacy of their own data, and this incurs only O(1)
accumulated error. Based on distributed differential privacy, Shi et al. [9] propose
a data perturbation scheme, where each party Pk (k ∈ [n]) generates an additive
noise rk (rk ∈ Zp) following β-diluted geometric distribution to his data xk

(xk ∈ Zp). As a consequence, roughly one copy of geometric noise Geom(α) is
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added to the original summation
∑n

k=1 xk, which is the minimum amount of
noise required to ensure ε-differential privacy [2]. And, they in [9] present below
theorem 1 to show that the naive data perturbation scheme is computationally
differentially private [8].

Definition 2. Geometric Distribution. Let α > 1. Geom(α) denotes the sym-
metric geometric distribution with parameter α. Its probability mass function at
k (k = 0,±1,±2, ...) is α−1

α+1 · α−|k|.

Definition 3. β-Diluted Geometric Distribution. Let α = exp( ε
Δ ) (α > 1) and

β = min( 1
γn log 1

δ , 1) (0 < β ≤ 1). A random variable follows β-diluted Geometric
distribution Geom(α)β if it is sampled from Geom(α) with probability β, and is
set to 0 with probability (1 − β). ε and δ are privacy parameters, and Δ is
sensitivity.

Theorem 1. Let 0 < δ < 1, ε > 0, α = exp( ε
Δ ) and β = min( 1

γn log 1
δ , 1), where

γ is the fraction of honest parties. If each party adds a noise Geom(α)β, the above
naive perturbation scheme achieves (ε,Δ)-distributed differential privacy.

We here use this naive scheme to perturb both
∑n

k=1 nk
ij and

∑n
k=1 nk

j to
protect parties’ privacy, since accurate results always disclose privacy [1]. Yet,
this naive scheme can not support parties’ dynamic joins and leaves, which is
solved next at only O(1) error and low cost.

4.3 The Improved Data Perturbation Scheme

In the naive data perturbation scheme, each party utilizes the number of parties
n to set parameter β = min( 1

γn log 1
δ , 1) (parameters γ and δ are constant), such

that all parties collectively add just one geometric noise to final results. But it
requires large communication cost for each party join and leave since the exact
value of n needs to be sent to the parties. Obviously, it conflicts with the lower
communication cost goal.

Considering this, we give Alg.1, which relax the accuracy requirement on the
value of n such that n does not have to be updated for every party’ join and
leave and only incurs low error and cost. Each party uses u rather than n to set
parameter β. u is updated appropriately when some parties join or leave, but
may not always reflect the real number of parties.

Theorem 2. The average computation error of Alg.1 is roughly within twice of
the geometric noise, required for differential privacy.

Proof. Here, we first prove that ∀k, uk ∈ (n
2 , n]. Clearly, in the initial phase,

we always have ∀k, uk ∈ (n
2 , n]. Suppose that all party’s uk initially are set

as �n
2 � + 1, �n

2 � + 1, �n
2 � + 2, ..., n, n, i.e., n is even. After a party’s join, the

pattern becomes �n
2 � + 1, �n

2 � + 2, �n
2 � + 2, ..., n + 1, n + 1 and the number of

parties now becomes n+1 (odd), making that �n
2 � = �n+1

2 �. So, in this case, we
have ∀k, uk ∈ (n

2 , n]. Similarly, when a party leaves, that ∀k, uk ∈ (n
2 , n] also is
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Algorithm 1. Procedures run by the trusted dealer to manage the values of u

Require: n : the real number of party
Require: uk : the number of party that party Pk uses to set parameter β
1: Initialization:
2: if n is even then
3: u1, u2, ..., un ← �n

2
� + 1, �n

2
� + 1, �n

2
� + 2, �n

2
� + 2, ..., n, n;

4: else
5: u1, u2, ..., un ← �n

2
� + 1, �n

2
� + 2, �n

2
� + 2, ..., n, n;

6: end if
7:
8: Join:
9: if Party Pk joins then

10: n ← n + 1;
11: uk ← n;
12: Find a party j with uj = min {u1, u2, ..., un};
13: uj ← n;
14: end if
15:
16: Leave:
17: if Party Pk leaves then
18: n ← n − 1;
19: Find a party Pj with uj = max {u1, u2, ..., un};
20: if There exists another party Pm with um = uj then
21: um ← uk;
22: uj ← �n

2
� + 1;

23: end if
24: end if

true. In other two situations where a parties leaves or joins when n is odd, that
∀k, uk ∈ (n

2 , n] also holds, of which the analysis is leaved to the full paper. In all
those four cases, the condition that ∀k, uk ∈ (n

2 , n] always holds. When u ≤ n,
at least one copy of geometric noise is added to ensure differential privacy; when
u > n

2 , at most one more copy of geometric noise is added. Here, this theorem
is proved.

4.4 The Improved Encryption Scheme

The authors in [9] propose an aggregation encryption scheme, which doesn’t
require parties’ interactions, keeps parties’ secret keys (H(t)ski and H denotes
a hash function) fresh, and can achieve strong security guarantees.

Yet, this naive encryption scheme [9] leaves one open problem. To compute
the aggregation value X =

∑n
k=1 xk (xk denotes parties’ private data), the

miner has to compute the discrete log, making their cryptographic construction
not support large plaintext spaces. At small plaintext spaces, decryption can
be achieved through a brute-force search. Even using Pollard’s lambda method,
decryption time is roughly square root in the plaintext space. Additionally, this
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scheme is not failure-tolerant and can’t support parties’ dynamic joins and leaves,
both of which are solved in our methods.

Instead, we propose a computational efficient method, allowing the miner
to directly and efficiently get the final results. Specifically, we use the modular
property (1 + p)m = 1 + mp mod p2 to improve the encryption scheme in [9].

Based on the above equation, we get that
∏n

k=1(1+p)xk =
∏n

k=1(1+p ·xk) =
(1 + p

∑n
k=1 xk) mod p2 (xk ∈ Zp). With the above property, the decryption

time is only O(1). The improved scheme, used in HDPNB, has three steps:

– Setup(n,λ): This step, run by a trusted dealer, takes the number of parties
n, and a security parameter λ as inputs. It outputs: (params, sk0, {skk}k∈[n]),
where params are system parameters. sk0 is distributed to the miner and skk

(k ∈ [n]) is a secret key distributed to the party Pk(k ∈ [n]), such that sk0 +
sk1+ ...+skn = 0. The parties will use their secret keys to encrypt their data,
and the miner will use its sk0 to decrypt the sum. The setup algorithm only
need to be performed once during the whole learning procedure.

– Encrypt(skk, xk, t): At time t, each Pk first calculates (1+xk · p) mod p2.
Then the party multiplies it by secret parameter H(t)skk to get: Ck = (1 +
xk · p) · H(t)skk mod p2. Then, he uploads the ciphertext Ck to the miner.

– Decrypt(sk0, {Ck}k∈[n], t): After receiving {Ck}k∈[n] from all parties, the
miner calculates: C = H(t)sk0 ·∏n

k=1 Ck = H(t)sk0 ·∏n
k=1(1+xk·p)·H(t)skk =

(1+ p
∑n

k=1 xk) mod p2. Then, the miner only needs to calculate (C − 1)/p
mod p =

∑n
i=1 xk mod p to decrypt the summation

∑n
i=1 xk (xk ∈ Zp).

Two different modular operations used here don’t affect the decryption [3].

The decryption time in our proposed method is only O(1), while that in the
naive encryption scheme [9] is at least O(

√
nΔ), only when the plaintext space

is small. For the large plaintext space, the decryption time will be inconceivable.

Updating Secrets. In the above encryption scheme, when a party joins or
leaves, all parties’ encryption keys need to be updated, resulting high commu-
nication cost in a large system. We address this by employing the interleaved
grouping technique, behind which the key idea is to divide the parties into inter-
leaved groups, where each group shares some parties with other groups. Owe to
the space restriction, its detailed introduction is omitted here.

5 The Horizontally Differential-private NB Protocol

5.1 Computation of Sensitivity

Before presenting the proposed horizontally privacy-preserving NB protocol,
we firstly analyze the sensitivity Δ. Note that, each party perturbs private
data by adding a noise variable which follows β-diluted Geometric distribution
Geom(α = exp( ε

Δ ))β (parameters ε and β are usually predetermined), where Δ
is the sensitivity of sum with respect to one party’s change. In other words, if a
single participants changes his data, the sum changes by at most Δ. Obviously,
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in our summation situation, the sensitivity is set as Δ = max(N1, N2, ..., Nn).
Remarkably, Δ = max(N1, N2, ..., Nn) can be privately and efficiently computed
using the approaches proposed in [3], where Nk denotes the size of the local
dataset owned by the party Pk (k ∈ [n]), such that N =

∑n
k=1 Nk.

5.2 Protocol Description

HDPNB works as follows:

– Setup. Similar to the improved encryption scheme, each party Pk obtains
the private key skk (skk ∈ Zp), and the miner obtains the capability sk0.

– CountQuery. In this phase, each party Pk locally computes nk
ij and nk

j .
– DataPert. To ensure their differential privacy, each party Pk adds an appro-

priate noise which is produced based on the naive data perturbation scheme
to the original data before encrypting them. We use the notation n̂k

ij and
n̂k

j to denote the noisy plaintext of each party Pk. Note that, honest partic-
ipants will follow this protocol, but compromised participants may not add
noise or even reveal their noise to the miner. The naive data perturbation
scheme ensures that the accumulated noise to nij and nj added by honest
parties is large enough to protect their privacy. In the end, each party Pk

will derive his randomized data n̂k
ij and n̂k

j by the above additive noise.
– DataEnc. Using the improved encryption scheme, each party Pk respec-

tively encrypts the randomized data, i.e., n̂k
ij and n̂k

j . Here, we use n̄k
ij and

n̄k
j to represent the ciphertexts of n̂k

ij and n̂k
j respectively.

– ResultDec.As soon as receiving those encrypted ciphertexts (n̄1
ij , n̄

2
ij , ..., n̄

n
ij)

and (n̄1
j , n̄

2
j , ..., n̄

n
j ) from all parties, the miner then can obtain the summa-

tion plaintexts (n̂ij =
∑n

k=1 n̂k
ij and n̂j =

∑n
k=1 n̂k

j ) by simply summing up
these ciphertexts. That is to say, through the decryption algorithm in the
improved encryption scheme, the miner can obtain the noisy statistic n̂ij =∑n

k=1 n̂k
ij =sum(n̄1

ij , n̄
2
ij , ..., n̄

n
ij) and n̂j =

∑n
k=1 n̂k

j =sum(n̄1
j , n̄

2
j , ..., n̄

n
j ).

Finally, the miner calculates p̂ij = n̂ij/n̂j . The probability pj can also be
calculated as p̂j = n̂j/N .

Note that, n distributed parties collectively add one copy of geometric noise
Geom(α) to

∑n
k=1 n̂k

ij , i.e.,
∑n

k=1 n̂k
ij =

∑n
k=1 nk

ij + r (r is a geometric noise).
The same is to

∑n
k=1 n̂k

j .

5.3 Protocol Privacy and Security Analysis

The theorem 2 indicates that even if the compromised parties collude with the
miner, the noise added by honest parties is large enough to ensure their differ-
ential privacy, i.e., achieving (ε,Δ)-distributed differential privacy, which shows
that HDPNB is collusion-tolerant. The security analysis in [9] shows that the
encryption scheme are secure enough under insecure communication channels to
resist polynomial-time adversaries. To sum up, HDPNB provides differential pri-
vacy guarantee to resist polynomial-time adversaries, as our encryption schemes
is secure enough against polynomial-time adversaries.
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5.4 Extension

Vertically Differential-Private NB. Here, we address vertically differen-
tial private NB classification (VDPNB). Since vertically partitioned data must
have a key attribute at all parties, we assume that each record owned by
each party includes its class attribute value. We suppose the party Pk (k ∈
[n]) just have the k-th attributes Ak. In this way, there are n attribute in
total. A sample x with n possible attributes values a1, ..., an is classified as:
NB(x) = argmaxcj

nj

N

∏n
i=1

nij

nj
, where N is the number of training samples, nj

(nj , nij ∈ Zp) is the total number of training examples whose class label is cj

and nij is the number of those training examples that also have ai. And, N and
nj are publicly known. So, the goal is to privately obtain the product

∏n
i=1 nij

over those n parties, where nij just need to be estimated from one party’s local
data. To ensure differential privacy, each party can himself independently gen-
erate an additive Laplace noise [1] to his nij (the sensitivity Δ is set as 1). To
give more strong security guarantee, we also allow parties to firstly perturb their
data, then encrypt his noisy data and lastly send encrypted ciphertexts to the
miner. The encryption scheme used here is an variant of the naive encryption
scheme used in HDPNB, where each party sends the ciphertext nij · H(t)ski

rather than (1 + nij · p) · H(t)ski to the miner, which can directly decrypt the
product

∏n
i=1 nij .

Dynamic Joins or Leaves. In distributed environment, some parties, who
agree to perform the above NB protocols, may dynamically leave, and new parties
may join, which we address both problems in the improved data perturbation
scheme, i.e., Alg.1.

Others. In reality, some other challenges, including data pollution, fault toler-
ance, malicious modification and the incremental NB learning, also need to be
considered, which we don’t introduce due to the limited space.

6 Performance Analysis

6.1 Complexity Analysis

Here, we discuss the computation and communication complexities in our pro-
tocols. In the horizontal NB protocol, the communications just exist in steps
DataEnc and ResultDec, where each party sends his encrypted ciphertext c
to the miner. Therefore, the total number of bits transferred by each party will
be O(|c|), where |c| represents the total bit length of c. The dominant compu-
tation cost in the step CountQuery is O(l) (l is the number of samples owned
by every party), while the computation cost in other steps is only O(1).

Similarly, the computation and communication cost for each party is O(l)
and O(|c|) respectively, where l is number of whole samples and |c| is the bit
length of transferred ciphertext c in each party side.

The communication cost in Alg.1 is very small: when a party leaves, at most
two remaining parties with the maximum u are updated; when a party joins, the
joining one and another one with the minimum u are updated.
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6.2 Experimental Evaluations

(a) (b)

Fig. 1. Classification accuracy comparison

In this section, we respectively compare the classification performance
between: standard NB (SNB for short) and HDPNB, SNB and VDPNB. Fig.1
shows simulation results on the dataset of Car Evaluation [7]. Fig.1 (a) gives the
classification accuracy comparison between SNB and HDPNB, while Fig.1 (b)
between SNB and VDPNB. For every subfigure in Fig.1, we vary the number of
parties n, and compare their practical utility (i.e., classification accuracy) under
fixed privacy parameters (ε = 0.1, 0.2, 0.3, 0.4 respectively). For each n, we aver-
age and record the ten-fold cross-validation accuracy over 2000 runs, since it
is a randomized algorithm. Specifically, for the proposed HDHNB, we assume
that each party just has one sample, and γ is set to be 1 in Fig.1 (a) (assum-
ing no compromised parties). The simulation results show that both HDPNB
and VDPNB have comparable or even better classification performance when
compared with SNB, especially when the number of samples increases. In addi-
tion, from Fig.1, we can clearly see that the larger ε is, the better classification
performance the two proposed HDPNB and VDPNB have. Thus, the proposed
privacy-preserving NB protocols are practical in reality.

7 Conclusion

This paper presents privacy-preserving protocols for learning NB classifiers over
both horizontally and vertically distributed data. The proposed protocols guar-
antee the privacy of sensitive information even a subset of malicious parties
collude with the untrusted miner, and still ensure the reminding honest parties’
differential privacy while guaranteeing good NB classification performance, and
they are also secure enough under insecure communication channels, while at low
cost. Additionally, we also make some extension to it. The experimental results
show that our protocols are effective to be applicable in practice.
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Abstract. As a user modeling method, Bayesian Knowledge Tracing (BKT) has 
been extensively used in the area of Intelligent Tutoring Systems (ITS).  
Thereafter the various schemes based on BKT are proposed to model student 
knowledge state and learning process. However, these schemes seldom consider 
the situation when a student first encounters a knowledge component (KC). 
That is, the existing models cannot be applied directly to predict student per-
formance on a first-encounter KC. To solve this issue, combined user-based 
collaborative filtering and BKT model, a novel student performance prediction 
scheme PSFK is proposed in this paper. The PSFK scheme contains three major 
steps: first, building BKT models for each student and each KC he or she has 
encountered; then, finding the top-k similar students for a specified student S; 
finally, predicting S’s response on first-encounter KC. We evaluate our scheme 
on a real-world data set (which contains 4883 students and 177 KCs). The expe-
riments show that the student performance prediction results of the proposed 
PSFK are acceptable (the RMSE can be decreased to 0.403). 

Keywords: Bayesian Knowledge Tracing (BKT) · Collaborative filtering ·  
Predicting student performance (PSP) · Intelligent Tutoring Systems (ITS) 

1 Introduction 

As intelligent tutoring system (ITS), such as ASSISTments1, ALEKS2 and Carnegie 
Learning3, is being widely used, the issues that how to obtain students’ knowledge 
state and correspondingly how to improve students’ learning performance have at-
tracted much researchers’ attention [1,2,3,4]. It is well known that the model which 
accurately predicts long-term future performance of a student can help the student 
find his shortcomings [5], help the teacher improve the design of the related lessons 
[6], and help the ITS recommends the appropriate questions [7]. Thus, based on  

                                                           
1  https://www.assistments.org/  
2  http://www.aleks.com/  
3  http://www.carnegielearning.com/  
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students’ interaction records with ITS, predicting student performance (PSP) accu-
rately is of practical important. 

Many works have been proposed to solve the PSP issue. The well-known method, 
which is called Bayesian Knowledge Tracing (BKT) model, is popularized by Corbett 
and Anderson [1]. This model makes an effort to model students’ changing know-
ledge state during skill acquisition, which can be used to predict the student perfor-
mance and to determine whether the student has mastered a particular skill [7].  
However, it does not allow for individual learning rates or individual student initial 
knowledge. Although some of its variants, such as [8] and [9] have considered this 
issue, they could not predict students’ performance on a first-encounter knowledge 
component (KC). In addition, to solve PSP issue, prior researches using classification 
techniques are appropriate in general academic systems rather than ITS and need 
sufficient background knowledge of domain (e.g. the meta data about the student) [7], 
such as confidence, shyness, attitude and marital status, which is not practical for ITS 
scenario. Based on the classic rating problem in recommender system, other prior re-
search works mapped PSP problem into rating prediction task, e.g. collaborative fil-
tering approach [10], cannot fully utilize the special feature in field of education. 

Motivated by the above observations, to better predict students’ performance on a 
first-encounter KC, a PSFK scheme is proposed in this paper, which includes three 
major phases: firstly, building a BKT model for each student and each KC which he 
or she has encountered; secondly, given a student s and a new KC k, finding the top-k 
similar students for s who have encountered k; thirdly, calculating the probability that 
s responses k correctly. Our main contributions can be summarized as follows: 

 We proposed a novel scheme that combines user-based collaborative filtering and 
BKT model to solve the PSP issue, which can solve the scenario when a student 
first encounter a KC (he or she has never encountered before). 

 Extensive experiment on the real world data set [11] which contains 4883 students 
and 177 KCs are carried out. The experimental results in predicting real word data 
is acceptable. 

2 Related Work 

The problem of PSP has been well studied for years. According to the techniques 
have been used on PSP, the existing works can be grouped into three categories. 

In the first category, the PSP problem is generalized into classification and regres-
sion problem. For example, Adhatraoet al. used ID3 and C4.5 classification tech-
niques to predict the general and individual performance of freshly admitted students 
in future examinations [12]. Elbadrawyet al. proposed a class of collaborative multi-
regression models which allow sharing information among students and generating 
personalized predictions [13]. Naser et al. developed an artificial neural network 
model to predict the performance of students who enroll in engineering majors [14]. 
However, these classification methods need sufficient background knowledge of the 
domain, which is not practical for ITS scenario. 



 PSFK: A Student Performance Prediction Scheme for First-Encounter Knowledge 641 

In the second category, most of the state-of-art works on PSP problem focus on 
modeling students’ learning process. For instance, Corbett et al. proposed the BKT 
model to describe students’ learning process and evaluate students’ knowledge state, 
which is the most famous method to predict student performance [1]. Basically, BKT 
is a Hidden Markov Model (HMM) with a hidden node (knowledge component) and 
an observed node (student performance). BKT model has four parameters: initial 
knowledge ( ( )P L ), learning rate ( ( )P T ), guessing rate ( ( )P G ) and slipping rate 
( ( )P S ). However, for a specified KC every student has the same four parameters. 
That is, this model does not take individualization into account. Zachary et al. im-
proved the original BKT proposed by [1] and proposed the prior per student model, 
which takes individual learning rates and individual initial knowledge into account 
[8]. However, when a student encounters a KC which he or she never meets before, 
these models are not applied directly for such situation. 

In the third category, researchers map PSP problem into rating prediction task in 
recommender system, where the student, problem, and performance would be mapped 
to the user, item and rating, respectively [15]. Cetintas et al. proposed a temporal 
collaborative filtering approach, which automatically predicts the correctness of stu-
dentsÊ problem solving in an intelligent math tutoring system [10]. Nguyen et al.  
proposed a novel approach which uses tensor factorization for forecasting student 
performance [16]. However, these works rarely considered the special feature of edu-
cation, especially, the learning process of students. 

Thus, a particular merging scheme is proposed to predict student performance in 
ITS, which takes the above-mentioned deficiencies into account. 

3 Preliminaries 

3.1 Notations and Definitions 

The mathematical denotation throughout the paper is listed in Table 1. 

Table 1. Mathematical notations 

Notation              Description 
M          Number of students 
N     Number of knowledge components  

1 2{ , , , , , }i MS s s s s     Set of students where is is the student i 

1 2{ , , , , }j NK k k k k        Set of KCs where jk is the KC j 

1 2{ , , , }i i i i
nK k k k    Set of KCs which is has exercised 

1 2{ , , , }j j j j
mS s s s    Set of students who have exercised jk  

,i jr  Response of  is  on jk  
, , ,

1 2
i j i j i jR r r     Response sequence, e.g. 01001011111 
trainD      Training data set 

( , )i jSim s s    Similarity between is  and js  
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Table 1. (continued) 
 

, 0( )i jP L    Probability that is  masters KC jk initially. 

, ( )i jP T     Probability that is  transforms jk  from unlearned state to learned state 
, ( )i jP G     Probability that is guesses correctly on jk  

, ( )i jP S     Probability that is slips (make a mistake) on jk          

i js k    BKT model of is for jk , it’s a four-tuple: , 0 , , ,( ), ( ), ( ), ( )i j i j i j i jP L P T P G P S   

M NSK      Matrix formed based on BKT models where ij i jSK s k  
( )iSim k    Map set that keeps top-k similar students and their similarities with is  

In Table 1, we define M is the number of students, each of whom has a set of KCs 
1 2{ , , , }i i i i

nK k k k  , which records the KCs that student i has exercised. N is the number of 
KCs and each KC has a set of students 1 2{ , , , }j j j j

mS s s s  , which records the student who 
have exercised jk . For each i i

jk K , there are response records which student is  has 
completed on jk ordered by interaction time. To be specific, we define , , ,

1 2
i j i j i jR r r   is 

the response sequence where ,i jr  is a response of is for jk , which , 1i jr   represents is  
answered jk correctly and , 0i jr  represents is  answered jk incorrectly. 

 

Fig. 1. The BKT model of Rachel on addition 

As shown in Fig. 1, a student named Rachel has a response sequence [010111] for 
addition (+), and , 010111RachelR    represents Rachel answers addition incorrectly for 
the first time, which probably means Rachel does not master the addition when she 
first encounters (addition is in the unlearned state for Rachel). The second time when 
Rachel meets addition she answers correctly, which probably means Rachel guess 
correctly. The third time Rachel answers incorrectly, which she maybe makes a mis-
take or does not master this KC. Rachel answers correctly on the following  three 
times, which means she probably has mastered the addition.  

Definition 1 (Similarity between Two Students). Given student is  and js , let 

1 2{ , , , }
i

i i i i
nK k k k   be a set of KCs which is has exercised and 1 2{ , , , }

j

j j j j
nK k k k  be 

a set of KCs which js has exercised. Let ,
i j

i jI K K   and ,k i jk I . The similarity 
between is and js  is  
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2 2 2 2
, 0 , 0 , , , , , ,

1( , ) 1
2

( ( ) ( )) ( ( ) ( )) ( ( ) ( )) ( ( ) ( ))

i k j k

i k j k i k j k i k j k i k j k

Sim s k s k

P L P L P T P T P G P G P S P S

  

           (1) 

,| |

1,

1,  ( ) ( , )
| |

i jI

j i k j k
ki

i
j

s Sim s k s k
I

Sim s


 
                 (2) 

Based on definition 1, the definition of top-k similar students for a specified stu-
dent can be defined as follows. 

Definition 2 (Top-K similar students for a specified student). Given a student is , 
the top-k similar students is a set of students which are the most k similar students 
with is . Formally, let 1 2 1{ , , , , , , }

i is k k mSim s s s s s    be a set of students who are 

similar with is , where im M . 1 2( ) { , , , }
is kSim k s s s   represents the top-k similar 

students of is on condition that for each student ( )
ij ss Sim k and each student

ij ss Sim  , where ( , ) ( , )i j i jSim s s Sim s s . 

3.2 PSP Problem Formulation 

Based on the notation and definition we have provided, the PSP problem to be solved 
in this paper is formulated as follow. 

Problem. Given a set of students S , a set of KCs K , and {0, 1}R be a student re-
sponse for a particular KC. Let *( )trainD S K R   be a set of records which are ob-
served student performances and #( )testD S K R   be a set of records which are 
unobserved student performances. Let * #( , ) , ( , )train tests k D s k D   and ,s S k K  , 
where * #( , ) ( , )s k s k . Then the problem of student performance prediction is, give 

trainD and testD , to find 

1 2 | |
ˆ ˆ ˆ ˆ, , , testD
R r r r   and ˆ ˆarg min ( , )R err R R  

where 

| |
2

1

1ˆ ˆ( , ) ( )
| |

testD

l ltest
l

err R R r r
D 

 
                   (3) 

4 PSFK Scheme 

In this section, we present our scheme PSFK in detail. The design of our algorithm is 
inspired by a simple idea: for a student s and all the KCs which he or she has  
exercised, if the learning process of s is similar with other students (top-k similar  
students), then when s first encounters a KC k, we can use these similar students’ 
performances on k to predict whether s is able to answer k correctly. Based on the 
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1 2 3 4 5 6

0 1 0 1 1 1
1 0 1 0 1 1
0 1 0 0 1 0

r r r r r r
  
   
   

 

1 2 3 4 5 6

0 0 1 0 1 1
0 1 0 1 1

r r r r r r


  
   

1 2 3 4 5 6

0 1 0 0 1 1
1 0 1 0 1 1
0 0 1 0 0 1
0 1 0 0

r r r r r r

 

  
   
 
 

  

1 2 3 4 5 6

0 0 1 1 0 1
0 1 1 0 1 1
1 0 1 1 1 0
1 1 0 0 1

r r r r r r



  
   
 
 

  

        

( ) ( ) ( ) ( )
0.36 0.62 0.25 0.25
0.63 0.47 0.66 0.33
0.30 0.45 0.29 0.65

? ? ? ?

P L P T P G P S
  
   
 
 

  
BKT Matrix

Rachel 

Ross

Joey

Chandler

( ) ( ) ( ) ( )
0.23 0.49 0.13 0.37
0.36 0.61 0.26 0.31

? ? ? ?
? ? ? ?

P L P T P G P S
  
   
 
   

BKT Matrix

( ) ( ) ( ) ( )
0.32 0.48 0.25 0.42
0.63 0.49 0.62 0.33
0.12 0.23 0.92 0.12
0.29 0.37 0.29 0.78

P L P T P G P S
  
   
 
   

BKT Matrix

( ) ( ) ( ) ( )
0.11 0.62 0.04 0.36
0.39 0.71 0.25 0.26
0.64 0.57 0.76 0.34
0.67 0.51 0.84 0.43

P L P T P G P S
  
   
 
   

BKT Matrix

 
        (a)                                  (b) 

(2) { ,0.92 ,
,0.75 }

RachelSim Ross
Chandler

  

 

(2) { ,0.92 ,

,0.85 }
JoeySim Chandler

Ross
  

 

 
ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )
0.46 0.43 0.54 0.62

P L P T P G P S


ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )
0.39 0.41 0.84 0.23
0.47 0.44 0.55 0.61

P L P T P G P S
  
   

   





  
                   (c)                              (d) 

Fig. 2. The illustrative example of PSFK 

Scheme PSFK ( , , train
i js k D ) 

Description: Using user-based collaborative filtering for predicting student performance 
Input: is : the student to be predicted; jk : the KC is will response where i

jk K ;  

Output: ,i jr : the response of is for jk . 
Initial Step:  

//initializing the variables will be used in the following steps. 
Obtain the set of students S from trainD ; 

Step 1: 
//obtaining the value of M NSK  . 

M NSK   LBKT ( , ,trainS D d );   // d is the threshold of stopping learning 
Step 2: 

//finding the top-k similar students for student is . 
( )iSim k   FTKSS ( , , , ,train

i j M Ns k SK D k );   // k is the number of students who are top-k 
similar ones with is  

Step 3: 
//calculating the probability that is will response correctly on jk . 

, ( )i jP correctly  CPNK ( , , , ( )i j M N is k SK Sim k ); 
Finalized step:  

return , ( )i jP correctly   

Fig. 3. The pseudo code of PSFK scheme 
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above idea, the PSFK scheme that combines user-based collaborative filtering and 
BKT model is proposed, which is composed of, the following three major steps (the 
pseudo code is shown in Fig. 3). 

Step1: Modeling the learning process for students (algorithm LBKT is shown in Fig. 4); 
Step2: Calculating the similarity between two students and finding the top-k similar 
students for a specified student (algorithm FTKSS is shown in Fig. 5); 
Step3: For a given student s and KC k, calculating the probability that student s will 
answer k correctly (algorithm CPNK is shown in Fig. 6). 

To understand the work mechanism of PSFK scheme, we give an illustrative exam-
ple in Fig. 2, and each step of PSFK is introduced in the following subsections. 

4.1 Learning BKT Models for Each Student 

As illustrated in Fig. 1, the BKT model proposed by Corbett and Anderson [1] is a 
simple HMM with one hidden node and one observed node for tracking student 
knowledge in ITS. For each student and each KC that he or she has encountered, one 
BKT model which has four parameters need to be constructed and learnt. We use the 
classical Baum-Welch algorithm to find the unknown parameters of a HMM. The 
Baum-Welch algorithm uses the well-known EM algorithm to find the maximum 
likelihood estimate of the parameters of a HMM given a set of observed feature vec-
tors. The algorithm of learning BKT models for each student is shown in Fig. 4. 
 
Algorithm: LBKT ( , ,trainS D d ) 
Description: for each student, learning the four parameters of BKT model that he or she has 
learned each KC. 
Input: S : the student set; trainD : the training data set; d: the threshold of stopping learning. 
Output: M NSK  :the matrix formed based on BKT model where ij i jSK s k . 

1:  initBKT  construct the initial BKT; 
2:  for each student is S do 
3:  Obtain the set of KCs iK from trainD ; 
4:    for each KC i i

jk K do 
5:      Get the response sequence ,i jR from trainD ; 
6:      do 
7:   learntBKT  learn the BKT model according to initBKT and ,i jR ; 
8:   distance  calculate the distance between initBKT and learntBKT; 
9:      while (distance < d) 

10:    end for 
11:    Insert learntBKT into M NSK   
12:  end for 
13:  return M NSK   

Fig. 4. The pseudo code of LBKT scheme 
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Fig. 2 (a) shows that student Rachel has a response sequence [010111] on KC ad-
dition. Based on the response sequence, we can utilize Algorithm LBKT to learn the 
four parameters for Rachel on addition. As showed in Fig. 2 (b), the probability that 
Rachel has mastered addition is 0.36, in addition, the learning rate, guessing rate and 
slipping rate are 0.62, 0.25 and 0.25, respectively. 

4.2 Finding Top-K Similar Students 

Based on Definition 1 and Definition 2, for a specified student/KC pair ( , )i js k , we 

utilize Algorithm FTKSS to find top-k similar students for is  who first encounters
jk . Fig. 2 (c) illustrates that the top-2 similar students of Rachel are Ross and Chand-

ler with 0.92 similarity and 0.75 similarity, respectively. 
 
Algorithm: FTKSS ( , , , ,train

i j M Ns k SK D k ) 
Description: finding the top-k similar students for student is . 
Input: is : the student to be predicted; jk : the KC is will response; M NSK  : the matrix 

formed based on BKT model for all the student in the training set where ij i jSK s k ; trainD : 
the training data set; k: the number of students who are top-k similar ones with is . 
Output: ( )iSim k : a map set that keeps top-k similar students and their similarities with is . 

1:  Obtain the set of KCs iK from trainD ; 
2:  Obtain the set of students jS from trainD ; 
3:  for each student j

js S do 

4:  ( , )i jSim s s   0; 
5:        Obtain the set of KCs jK from trainD ; 
6:       ,

i j
i jI K K  ; 

7:   if ,i jI  is not null then 

8:     for each KC ,j i jk I do 

9:  Calculate ( , )i j j jSim s k s k ; 
10:  ( , ) ( , ) ( , )i j i j i j j jSim s s Sim s s Sim s k s k  ; 
11:     end for 
12:       Insert , ( , )j i js Sim s s  into ( )iSim k ; 
13:   else 
14:       Insert ,0js  into ( )iSim k ; 
15:   end if 
16:  end for 
17:  Remove all entries from ( )iSim k except for the topK entries; 
18:  return ( )iSim k  

Fig. 5. The pseudo code of FTKSS scheme 
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4.3 Predicting Student Performances for New KCs 

Given a specified student/KC pair ( , )i js k , algorithm CPNK calculates the probability 

that is  responses jk correctly, which is based on the results from algorithm LBKT 
and algorithm FTKSS. As illustrated in Fig. 2 (c), the probability of Rachel has mas-
tered division is 0.46, Rachel’s learning rate on division is 0.43, her guessing rate is 

0.54 and slipping rate is 0.62. The PSP result of Rachel is , ( )Rachel divisionP correctly  = 
0.47 which is derived from Eq. (3) of Algorithm CPNK, therefore, when Rachel first 
encounters division she probably answers incorrectly. 
 
Algorithm: CPNK ( , , , ( )i j M N is k SK Sim k ) 

Description: calculate the probability that is will response correctly on jk . 

Input: is : the student to be predicted; jk : the KC is will response; M NSK  : the matrix formed 

based on BKT model for all the student in the training set where ij i jSK s k ; ( )iSim k : a map 
set that keeps top-k similar student and their similarities with is . 
Output: , ( )i jP correctly : the probability student is will response correctly for jk . 

1:  Normalize the ( , )i jSim s s in ( )iSim k ; 
2:  for each ( )k is Sim k do 

3:      , 0 , 0
ˆ ( ) ( ) ( , )i j k j i kP L P L Sim s s   

4:      , ,
ˆ ( ) ( ) ( , )i j k j i kP G P G Sim s s   

4:      , ,
ˆ ( ) ( ) ( , )i j k j i kP S P S Sim s s   

5:  end for 

6:      , , 0 , , 0 ,
ˆ ˆ ˆ ˆ( ) ( ) (1 ( )) (1 ( )) ( )i j i j i j i j i jP correctly P L P S P L P G     

 (4) 

7:  return , ( )i jP correctly  

Fig. 6. The pseudo code of CPNK scheme 

5 Experiment 

In this section, we evaluate the proposed PSFK scheme on the real-world data set 
assistments_2009_2010 [12,17], which is published by the ASSISTments Platform. 
Specifically, we discussed three factors which can affect the predicting results. These 
factors are the length of the student response sequence, the selection of the parameter 
k and the strategies for setting the initial parameters of BKT, respectively. We imple-
mented our approaches in java, and all experiments were run on a laptop with 2.5GHz 
CPU and 4GB RAM. 
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5.1 Experimental Data 

The ASSISTments data set contains 8519 students, 336 KCs, and 4 answer types 
which are choose_1, algebra, fill_in and open_response. Limited by computing re-
sources, the experimental data set only contains choose_1 answer type, which con-
tains 4883 students and 177 KCs. The training data set is the records, which one of 
fields, called skill (the meaning of skill and KC is equivalent), has the length of re-
sponse sequence more than three. The testing data set is the records which student/KC 
pair only appears once. 

5.2 Experimental Result 

Due to the initial parameters has significant impact to the result of BKT models which 
were learned with EM, there are three ways to initial the parameters: setting initial 
individualized knowledge to Random values; setting initial individualized knowledge 
based on empiric values and based on global percent correct [8]. 

Impact of Parameter k 
The prediction performance of the PSFK scheme is calculated in terms of root mean 
square error (RMSE) which is derived from Eq. (3).  In this group of experiments, 
we probe the impact of parameter k and the strategies initialing the parameters on 
prediction performance, where k is ranged from 1 to 6 and the strategies to initial the 
parameters are random, empiric and global. For the empiric strategies, the initial 
knowledge rate, learning rate, guessing rate and slipping rate are 0.5, 0.5, 0.3 and 0.7, 
respectively. Fig. 7 shows that with the increase of the value of k, the value of RMSE 
decreases. That means the accuracy of the prediction performance increases. The rea-
son is that more similar students to be used to infer other one’s learning process can 
improve the accuracy of the BKT model. In addition, Fig. 7 shows that setting initial 
individualized knowledge based on global percent correct is the appropriate strategy 
to initial the parameters of BKT model. It is due to the fact that more related infor-
mation to be considered can enhance the accuracy of the prediction performance. 

number of k
1 2 3 4 5 6

R
M

S
E

0.30

0.35

0.40

0.45

0.50
random
empiric
global

 
Fig. 7. Impact of k on PSFK 
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Impact of Response Sequence Length 
In this group of experiments, k is set to 6 and the strategy to initial parameters is glob-
al. Fig. 8 shows that the length of response sequence has significant impact to the 
prediction performance. The reason is that, if a student completes more problems on 
one specified KC, the learning process represent by BKT model is more accurate. 
 

length of response sequence
3 4 5 6 7 8 9 10 11
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0.45
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Fig. 8. Impact of response sequence length Fig. 9. Impact of Training Data Set Size 

Impact of Training Data Set Size 
In this group of experiments, k is set to 5 and the strategy to initial parameter is glob-
al.  We set up the training data set in three scales which are small, medium and large. 
The number of records in small, medium and large size is 503, 1506 and 2231, re-
spectively. Fig. 9 shows that larger data set can decrease the value of RMSE. It is due 
to the fact that large data set can improve the degree of students’ similarity which 
PSFK can find out. Finally, the RMSE can be decreased to 0.403. 

6 Conclusion 

This paper proposed a novel PSFK scheme to solve the PSP issue, which is based on 
the BKT model and user-based collaborative filtering. Specifically, we first defined 
the problem of PSP for a first-encounter KC, the similarity between students and the 
top-k similar students for a specified student. Then, based on the definitions and the 
mathematical notations, we introduced PSFK scheme which has three major steps: 
learning the four parameters of the BKT for each student and each KC, finding the 
top-k similar students for the student who needs to be predicted and calculating the 
probability of the student answer correctly for first-encounter KCs. Finally, we dis-
cussed the impact of the response sequence length and the selection of parameter k on 
predicting the student’s performance. 

There are several possibilities to extend the research in the future. First, forgetting 
rate (probability that students may forget KCs) can be taken into account in BKT 
model to characterize the learning process of students more completely. Second, to 
improve the results of experiment, more social properties, e.g. social relationship 
among students, can be taken into account in PSFK scheme, such as social relation-
ship between students[18]. 
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Abstract. MapReduce offers a promising programming model for big
data processing. One significant issue in practical applications is data
skew, its an important reason for the emergence of stragglers which makes
the data assigned to each reducer imbalance. This paper presents CSRA,
an efficient resource allocation algorithm in MapReduce considering data
skew. CSRA aims at reducing the running time and coefficient of vari-
ation by reordering the task list and splitting the big clusters. Through
thinking over the actual status of tasks, this method largely squares
up the resource utilization. After we implement CSRA in Hadoop, the
experiments show that CSRA has negligible overhead and can speed up
the execution time of some popular applications obviously.

Keywords: MapReduce · Data skew · Splitting

1 Introduction

Large-scale data processing has been gaining more and more attentions in
this information society. As a parallel programming model, MapReduce [1] has
become a popular tool for distributed data processing. It provides load balanc-
ing, data distributing, fault tolerance, resource allocating and job scheduling
programming environment for many applications.

MapReduce is a distributed programming framework which allows program-
mers just to concentrate on the data processing algorithm. Since the parallel
controlling works have already been done by the MapReduce system, program-
mers only need to overwrite map or reduce functions. Hadoop has developed into
version 2.0 Yarn [2]. It provides resource management and scheduling service for
a lot of applications. But the functions that the system provides are not efficient
enough for some problems met by users, for example the problem of data skew.

In the input relations, some 〈key, value〉 pairs may appear much more often
than others, this is called data skew problem. Data skew problem can lead to sig-
nificantly longer job execution time and lower cluster throughput. What’s more,
this is invisible and imperceptible for programmers before running the system.
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 651–662, 2015.
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In this paper, we address a new resource allocation method named Clus-
ter Splitting based Resource Allocation algorithm (CSRA) which focuses on
solving the problem of data skew. After studying the source code of Yarn,
we know that resource requirements of a task can be described as a 5-tuple:
〈priority, hostname, capability, containers, relax locality〉, denote job priori-
ties, host location of expectation resources, the amount of resources, the number
of container and whether relaxation locality. To ranking the tasks properly, we
evaluate the process speed considering resources the task consumed and the
data finished by each node. By choosing an appropriate host name to allocate
resources, the data skew can be avoid largely.

The contributions of this paper include the following:
We put forward an innovative schedule algorithm CSRA to reduce the data

skew and improve the resource use efficiency. By considering the resources a task
applied, the priority of the task can be calculated much more accurately. At the
same time, CSRA implements an innovative approach to balance the workload
among the reduce tasks by splitting reduce tasks associated with a single large
cluster into multiple. We evaluate the performance of CSRA with some popular
and widely used applications. The experimental results show that CSRA can
improve the performance of system quite considerably.

The remainder of this paper is organized as follows:
We introduce the background and the causes of data skew in different aspects

in Section 2. Section 3 describes task executing time model, task priority model
and splitting method used in this paper. In Section 4, we present the implemen-
tation details of CSRA. The experimental results and analyses are presented in
Section 5. Section 6 concludes the whole paper.

2 Background and Related Works

2.1 Yarn Workflow

Yarn is a new concept that bring up as an upgraded version of MapReduce. The
two most important functions that Yarn provides are resource management and
scheduling service for many type of applications. There is no more concept of
Slots but Container replaced in Yarn. The most typical contribution of Container
is that it encapsulates the resources (CPU and Memory two resource categories)
on a node. And the node allocates resources based on the amount of resources
the task applied.

After users submit an application on Yarn, Application Master will then
start. It will run the application in two steps: apply resources for it and then
monitor its operation until the entire application is completed.

There are two kinds of applications running on YARN: short application and
long application. Short application means some applications which can complete
operation and normal exit in a certain time, such as MapReduce task, Tez DAG
task. Long application is a kind of never-ending application not surprisingly,
usually are some services, such as Storm Service, HBase Service. And as a frame-
work they provide programming interfaces for users.
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2.2 Cause of Data Skew

In a Yarn application, data skew may exist in many phases, and the causes of
those skews are quite different. Some are caused by the uneven distributed data
sets, some are resulted by the node’s low efficiency of data executing ability,
some are just leaded by the error of the executing code, etc.. After summarizing
the paper written by Kwon [3] and Dhawalia [4], we know that there are two
typical kinds of data skew which can arise in a Yarn application. We divide them
into two categories according to which phase the skew happens.

Sources of Map-side Skew. Users can run arbitrary code as long as it conforms
to the MapReduce interface (map or reduce), and typically initialization and
cleanup. Such flexibility enabled users to push the boundaries of what map and
reduce phases have been designed to do: each map output can depend on a group
of input records. Such map task is non-homomorphic. On the other hand, some
records require more CPU and Memory to process than others. These expensive
records may simply be larger than other records, or the runtime of map may
depend on the value of records.

Sources of Reduce-side Skew. As in the case of expensive records processed
by map, expensive 〈key, value〉 pairs can imbalance the runtime of reduce tasks.
Since reduce phase operates key groups instead of individual record, the expen-
sive input problem can be more pronounced.

Both kinds of data skew will lead to the inefficiency of system. In this paper,
we introduce CSRA to solve the problems caused by data skew.

2.3 Related Works

Based on the advantages MapReduce provides, many data-intensive applications
can be easily implemented. And scholars have studied many kinds of advancing
methods to improve the performance of MapReduce, such as scheduling to meet
deadlines [5], co-scheduling [6] and SkewedJoin in Pig [7]. However, in some
papers, users still need to implement their own methods for their specific appli-
cations to tackle the data skew problem, such as CloudBurst [8].

Okcan et al. [9] proposes a skew optimization for the join by adding two
pre-run sampling and counting jobs. Chen [10] provides a special method to
split large clusters in the join and CloudBurst applications (e.g., weighted range
partitioning in [3]). Guo [11] and Xu [12] suggest ways to avoid the creation of
skew in tasks. The works of Kwon [13] and Guo [14] are based on detecting and
mitigating skew dynamically.

All these methods have their advantages, but most of them just focused on
one type of solutions. These algorithms can only be used in specific applications
and bring non-negligible extra sampling cost. They cannot solve the data skew
problem and improve the performance of system as efficiently as the applications
need.



654 L. Qi et al.

3 The Task Executing Time Model for Data Skew

3.1 Data Skewness Model

We know that data skew often comes from the physical properties of objects and
hot spots on subsets of the entire domain (e.g., the word frequency appearing on
the documents obeys a Zipfian distribution). By varying parameter σ of a data
set which following Zipf distribution, we can control the degree of data skew. A
common measurement for data skew is the coefficient of variation:

COV (∼ X) =
stddev(∼ x)
mean(∼ x)

(1)

where ∼ x is a vector that contains the data size processed by each task.
stddev(∼ x) is the standard deviation of ∼ x. Larger coefficient indicates heavier
skew.

3.2 Resource Use Efficiency

Here we come up with a new method to divide the resource more efficient by
taking the left resource of the node into consideration. The task scheduling
algorithm bases on this method performs quite well in some special applications
such as Grep, Join, etc..

In this paper, the priority of a task is calculated by executing time and
resource use efficiency (RUE) of each node. RUE is decided by the execution
time per resource unit (RU) costs when process a certain number of tasks and
the efficiency of a node. To calculate RUE, we have to evaluate the process speed
and the data finished by each node. Here we suppose RU as a constant value
that refers to the sum of CPU and Memory a task applied from a node, defined
as Eq. (2):

RU = (1 + α × CPU Quantity) × [1 + (1 − α) × Mem Quantity] (2)

where CPU Quantity is the unit of CPU, Mem Quantity is the unit of Memory.
α reflects the tradeoff between CPU and Memory where the value is between 0
and 1. And the value is setted based on the job being tested.

Once a task is scheduled, the resource then is determined and unchangeable.
We can get the size of resource (R apply) and calculate the number of resource
unit (N RU) this task required using Eq. (3):

N RU =
R apply

RU
(3)

As the RUE is a dynamic element, to calculate the value more accurately,
we choose a model to predict it which is related to the past station. There are
many prediction models in other papers, such as Exponentially Weighted Moving
Average (EWMA) [15] and Markov Chain Monte-Carlo Particle Filter (MCMC
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PF) [16]. In this paper, we choose the EWMA scheme which can be expressed
as Eq. (4):

E RUE(t) = β × RUE(t) + (1 − β) × E RUE(t − �), 0 ≤ β ≤ 1 (4)

where E RUE(t) stands for estimated resource use efficiency and RUE(t) stands
for observed resource use efficiency at time t. β reflects the tradeoff between
stability and responsiveness. We set the value of β as 0.2 in this paper. By
analyzing the definition and characteristic of RUE, the value of RUE at time t
can be calculated as Eq. (5):

RUE(t) =
Data finish

(t − t0) × N RU
(5)

where Data finish refers to the finished data from current time t to start time
t0. N RU is the resources being occupied. As we can see, the more data the node
output, the bigger will the value of RUE be.

To divide the resources, Hadoop monitors progress tasks need to select an
appropriate task who has the highest priority. Here, we use the current execut-
ing time of a task represents its priority. As real time process speed of a node
will cause calculating delay, we use the average process speed to estimate the
executing time like Eq. (6):

exe time[i] =
Data[i]

R apply × RUE
(6)

where R apply is the resource the task applied from the node. As we can see,
the key point of exe time[i] is to find a node with the highest RUE.

3.3 Splitting Large Intermediate Cluster

If applications treat each intermediate cluster with the same 〈key, value〉 pairs
independently in reduce phase, this can be quite improper. Enabling cluster
splitting will then have a profound impact on data skew mitigation.

Considering the REU we have analyzed before, we provide an effective cluster
splitting strategy and modify the partition decision include both the partition
keys and the partition size. That is a partition decision record (k; s). It means
that one of the partition point is s of key k. Before reducer reads the partition,
the monitor compares the partition size s with data

num r×RUE . Eq. (7) shows the
splitting data size level.

R data =
{

R data ; s ≤ data
num r×RUE

data
num r×RUE ; s > data

num r×RUE

(7)

here num r is the number of reducers. For a reducer, if there is data in the
cluster to be read, it only read data

num r×RUE keys and the remaining keys left for
other reducers to process. R data′ means the data that have not been executed
calculated as Eq. (8):

R data′ = R data − data

num r × RUE
(8)
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4 Resource Allocation Algorithm

4.1 The Task Priority Based on Executing Time

We have introduced a method to estimate the executing time. Here we define
a priority model for a task as P < L, T >, where L stands for level and T
stands for exe time. In this paper, we set L = 1 for failed task, which gets the
highest priority, L = 2 for unscheduled tasks, which gets the average priority,
L = 3 for speculative executed task, which gets the lowest priority. To improve
the speculation performance in heterogeneous environment, we use Eq. (9) as a
task’s speculative execution priority determination method.

specPriority = (1 − progress)/progressRate (9)

If there is any node which has free Container to apply for tasks, the tasks
waiting online obey the 2-tuples priority determination method P < L, T >.
The specific process is given in the following Task Priority algorithm.

Algorithm 1. Task Priority algorithm
Input:

N : the tasks collection;
P : the processors collection.

Output:
P < L, T >: the priority of tasks.

1: for each i ∈ [1, n] do
2: Calculate exe time[i];
3: Get the execution status task N [i];
4: if The N [i] is judged to be failed task then
5: Set L[i] = 1;
6: else if N [i] is judged to be unscheduled task then
7: Set L[i] = 2;
8: else if N [i] is judged to be speculative task then
9: Set L[i] = 3;

10: end if
11: Range L[i] with increasing order;
12: Rearrange the order with the same L[i] in nondecreasing based on the exe time[i]

13: Update P < L, T >
14: end for
15: return P < L, T >.

Here the executing time of a task is not only determined by the data size and
the process speed of node, but also determined by real-time resource utilization
of the node which improves the performance of the system quite marked. For
example, each node has its own real-time E RUE. If E RUE of a node is quite
low while it has enough spare resource for other tasks to apply. Once it applies
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the tasks successfully, compared with other nodes whose E RUE in real-time
are much higher, it will lead to a long execution time. So we should judge if the
apply should be accepted.

4.2 Resource Allocation Algorithm

Container Allocator (CA) is a responsible module for applications, and the allo-
cation of resources. In Yarn, resource requirements of the job can be described as
a 5-tuple. By resetting the priority and choosing a best fit node, we can schedule
the tasks more effectively and avoid data skew.

Algorithm 2. CSRA algorithm
Input:

N : the tasks collection;
P : the processors collection;
P < L, T >: the priority of tasks.

Output:
Using CSRA to get a proper resource allocation method.

1: while P < L, T > is not NULL do
2: if R data[i] > data

num r×RUE
then

3: R data[i] = data
num r×RUE

; //split the big cluster;

4: R data[i]
′
= R data[i] − data

num r×RUE
;//make the left data a new task;

5: n++;
6: R data[n] = R data[i]′;
7: s = n;
8: end if
9: end while

10: Get a new task list L[i]
11: for each i ∈ [1, s] //i stands for task i do
12: for each j ∈ [1, n] //j stands for processor j do
13: Calculate the E RUE of each node ;
14: Get a list ranks based on E RUE in descending P [i];
15: Chose the first processor P[t] with the highest E RUE ;
16: if R apply[j] < R left[j] then
17: Divide L[i] to P[t];
18: else
19: t++;
20: end if
21: end for
22: end for
23: return A proper resource allocation method.

CA divides all the tasks into three kinds. They are failed map task, map
task and reduce task. The priorities that CA gives to them are 5, 10 and 20.
That is to say, if these three kind of tasks apply resource simultaneously, CA will
first assign resource to the failed map task. Similar with this resource allocation
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mechanism, we fine-tune the first element of this 5-tuples: priority by setting it
variable instead of constant.

We know that the resource in a node is constant once a job is submitted.
Here we can calculate the resource left in a node like Eq. (10):

R left(t) = R total −
n∑

i=0

R used(ti) × [u(ti) − u(ti − ti,0)], n = 0, 1, 2, · · ·

(10)

As we all know that the resource left at time t is equal to the total resource
minus the used resource. In Eq. (10), R left(t) stands for the resource left in
time t, R total means the total resource on the node and R used(ti) means
the resource being divided to task i, u(ti) − u(ti − ti,0) is a phase signal and
R used(ti) × [u(ti) − u(ti − ti,0)] means the resource being occupied by task i in
ti,0 < ti < t and released on another time. n stands for the number of tasks who
apply resources on the node.

According to all the analysis demonstrate above, we design CSRA to allocate
resources. The whole specific processes are shown in algorithm 2.

5 Experiments and Result

In this section, we evaluate and compare the performance of CSRA with tradi-
tional scheduling algorithms, Hadoop hash and Hadoop range, following those
three applications: Sort, Join and Grep. As Zipf distribution typically expresses
the idea of data skew and it is quite common in the data coming from the real
world, the data we used in the experiments follow its feature.

The comparisons of the experiments are based on the following two perfor-
mance metrics:

Average Execution Time. The execution time of an algorithm is its running
time for obtaining the output schedule of a given task graph. Among all the
three algorithms, the one who gets the minimization average execution time is
the one most practical implementation.

Coefficient of Variation. We compute the coefficient of variation in data size
across reduce tasks to measure the effectiveness of skew mitigation. We com-
pute the coefficient of variation in data size processed by different reducers. The
smaller the coefficient is, the litter will data skew on reducer be.

5.1 Experimental Settings

The hardware configuration in our experiment is 15 servers and each server
contains dual-Processors (2.4GHz Xeon E5620), 24GB of RAM and two 150GB
disks. We set up our Hadoop 2.4.0 (Yarn) cluster on those severs which are
connected by 1Gbps Ethernet (the nodes within a rack are connected through
a single switch) and managed by CloudStack which is an open source cloud
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operating system. We use a virtualization software KVM to construct medium
sized VMs with 2 virtual cores, 4GB RAM and 30GB of disk space.

We compare the performance of the three algorithms in various data skew
degree, different sizes of data and different output percentage in Grep. The every
following experiments conducted a detailed analysis of each group.

5.2 Estimate in Various Data Skew Degree

In the first set of experiments, to compare the performance of CSRA with the
original hash and range algorithms in Hadoop, we randomly generated 10GB
synthetic data following Zipf distribution. Without loss of generality, we take
Join as the application. As Join is a reduce-input heavy application, choosing it
can obviously highlight the superiority of splitting phase in CSRA. The results
have been given in Fig. 1.

Fig. 1(a) depicts the average execution time in different data skew. When
σ is relatively low, the execution time of CSRA and Hash is almost the same.
But once σ further increased, their gap become obviously. As we can see, the
execution time increased substantially when the degree of the skew reaches to
a certain threshold 0.8. This phenomenon indicates that when the value of σ is
small, it does not have many differences between Hash and CSRA. But when
σ increased from 0.8 to 1.0, the growth rate for Hash is 38.6% and 22.0% for
CSRA. While Range doesn’t increase obviously.

Fig. 1(b) shows the impact does σ have on coefficient of variation. As shown
in the picture, the increase of σ has the least impact on CSRA compared with
the other two algorithms. Coefficient of variation increases substantially once the
degree of skew reaches to a certain threshold. The reason that the two strategies
in Hadoop performs worse than CSRA is that they do not detect or split large
intermediate clusters.

(a) Job execution time. (b) Coefficient of variation.

Fig. 1. Performance in various data skew degree.

From this experiment, we can conclude that the overhead of CSRA is negli-
gible even in the absence of skew (σ = 0.2).
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5.3 Estimate in Different Data Size

For an efficient comparison, we estimate the effect of data scale. The size of data
used in our experiments are varied from 4GB to 12GB, the value of data skew
degree is σ = 1.2.

Fig. 2(a) shows the great superiority of CSRA considering execution time
compared with the other two algorithms. This result becomes prominent when
the data size is 12GB. The time CSRA saved is almost 23.5% compared with
Range. When the data set is in a small size, the perform of CSRA shows litter
superiority than Hash and Rang as the function of cluster splitting phase does
not play an effective function, but task priority ranking method still play a light
role.

As shown in Fig. 2(b), with the increasing of data size, the coefficient of
variation here shows considerable gap among all of these three algorithms. The
reason is that both Hash and Range allocate resources evenly without considering
the actual feature of data. When data skew situation appeared non-negligible,
both the execution time and the coefficient of variation performance are not
good. For CSRA, cluster splitting phase makes the impact of data skew to the
lowest level.

(a) Job execution time. (b) Coefficient of variation.

Fig. 2. Estimate in different data size.

5.4 Estimate in Different Output Percentage in Grep

As we all know that Grep is a command-line utility for searching plain-text data
sets for lines matching a regular expression. In order to make the output per-
centage varies from 10% to 100%, we change the search expression deliberately.

Fig. 3 shows the change of the job execution time and the coefficient of varia-
tion when the output percentage increase. To run this application, we randomly
generated 10GB synthetic data following Zipf distribution (σ = 1.0) as usual.
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(a) Job execution time. (b) Coefficient of variation.

Fig. 3. Evaluate in different output percentage.

Fig. 3(a) shows the big difference of those algorithms considering the execu-
tion time with increasing output percentage. We can see the disparity among
those three algorithms. When the output percentage is 50%, they meet their
biggest gap. CSRA saves about 78% execution time compared with Hash. It is
own to the good performance of cluster splitting and a efficient task priority
ranking method. The execution time shows less difference when the output per-
centage become bigger than 90%, as the application at this moment has very
small data skew. The data divided to all the reducers almost evenly.

As we can see from the Fig. 3(b), CSRA performs significantly better when
the output percentage is low. When searching unpopular words in the input files
like generate results with heavy data skew, CSRA has a considerable advantage
over the other two algorithms. When the output percentage is high, the resulting
data become more evenly distributed and the performance difference becomes
smaller.

6 Conclusion

Data skew alleviation is important in improving the performance of Yarn. This
paper has presented CSRA, an algorithm that implements an innovative skew
mitigation strategy to improve the performance of Yarn system. The unique fea-
tures of CSRA are its task priority ranking and supports for cluster splitting.
CSRA can handle data skew, but the system reliability should be considered in
the future. Performance evaluation demonstrates that the performance improve-
ment of CSRA is significant, and it can adapts to using in various parallel appli-
cations on heterogeneous environment.
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Abstract. Web spam has become a critical problem in web search area.
Unfortunately, highly imbalanced distribution and too many unlabeled
instances always disturb the performance of classifiers. In this paper, we
focus on solving the serious imbalance distribution of web spam under the
semi-supervised learning frame. First, we introduce the self-labeled tech-
niques and the multi-classifier mode. Second, the imbalance situation of
web spam data sets and five combination methods are proposed. Partic-
ularly, we propose several improved self-labeled methods by using classic
over-sampling technique SMOTE in pre-processing stage, and then bal-
ance the uneven labeled sets. Further, considering the serious imbalance
situation of web spam, we introduce the AUC value into semi-supervised
classification. Experiments under WEBSPAM UK2007 indicate that our
methods can get better performance both on recall and AUC values.

Keywords: Imbalanced datasets · Web spam · Semi-supervised learn-
ing · Self-labeled techniques · Multi-classifier models · Ensemble learning

1 Introduction

Web spam is a method of manipulating search engines results by improving
ranks of spam pages. It takes various forms and lacks a consistent definition
[1,2]. In 2006, it was estimated that approximately one seventh of English Web
pages were spam, and these spam pages became obstacles in users information
acquisition process. Therefore, spam detection is regarded as a major challenge
for web search service providers.

Since the number of spam pages is far less than normal pages, high imbalance
of dataset often disturbs the effect of classification. As outlined in Table 1, there
are serious imbalances in real-world data sets WEBSPAM-UK2007 [3]. The pro-
portion of nonspam and spam samples is about 18:1, such serious imbalances
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 663–668, 2015.
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make a classifier divide all data into the majority class frequently, resulting in
decline in the performance of the classifier. Therefore, solving the serious imbal-
ance of web spam data set is one of the key issues.

Table 1. Web spam data set

labeled hosts spam nonspam

Training data set 3849 208 3641
Test data set 1948 113 1835

Total 5797 321 5476

Furthermore, there are a great number of unlabeled instances. As shown in
Table 1, only 5797 instances are labeled, but the total number of all instances
is 114,529, that is, there are about 95% instances are not labeled. Whether can
these instances be used to enhance the effect of web spam recognition?

In recent years, self-labeled techniques [4] have become a promising topic in
semi-supervised learning field. These techniques consider both labeled and unla-
beled instances to improve the classification capability of traditional supervised
classifiers. In this paper, we propose an improved web spam classification strategy
under semi-supervised learning paradigm which can solve the above two problems.
First, we introduce the self-labeled techniques and the multi-classifier mode. Sec-
ond, the imbalance situation of web spam data sets is analyzed and five combina-
tion methods are proposed. Concretely, we insert SMOTE into the pre-processing
stage of these methods, then the uneven labeled sets are balanced. At last, we
introduce AUC, the most important evaluation criterion in imbalanced classifi-
cation to measure the effects of semi-supervised methods. Experimental results
on WEBSPAM UK2007 [3] indicate that our methods can effectively improve the
classification performance of self-labeled and multi-classifier methods.

The rest of this paper is organized as follows. In section 2, we describe the
self-labeled techniques and multi-classifier models we use. In section 3, we intro-
duce the performance criteria facing imbalanced data and our combined meth-
ods. Experimental results and discussion can be found in section 4. Finally, we
conclude our research and give future plan in section 5.

2 Self-labeled Techniques and Multi-classifier Models

The Semi-Supervised Learning (SSL) paradigm has attracted much attention in
many different fields, where it is easier to obtain unlabeled than labeled data
because it requires less effort, expertise and time consumption. Multi-classifier
models [4] combine the learned hypotheses with several classifiers to predict the
class of unlabeled instances. These methods are motivated, to some extent, by
the empirical success of ensemble learning methods [4].
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In this paper, we select four representative multi-classifier methods Tri-
training [5], Co-forest [6], Adaptive co-forest editing [7] and Classification algo-
rithm based on local clusters centers [8]. In addition, we include a classic single-
classifier method standard self-training [9] in comparisons.

3 Facing Imbalance

3.1 Imbalanced Performance Criteria

In semi-supervised classification field, the typical performance criteria are accu-
racy or error rate. But when considering the highly imbalanced web spam data
distribution, we choose an overall performance criterion widely used in imbal-
anced classification AUC, additionally, a single class criterion recall of spam
(minority) class is adopted as the other criterion.

3.2 Combination of SMOTE and Self-labeled Methods

In this paper, we focus on the problem of web spam classification under highly
imbalanced distribution. Considering there are a large amount of unlabeled
instances in data sets, we combine classic under-sampling method SMOTE
[10,11] and widely used self-labeled methods. Table 2 shows a list of combined
methods we proposed. The complete name and abbreviation are provided for
each one.

Table 2. Combination methods proposed in this paper

Complete name Abbr.

SMOTE Standard self-training SSelf
SMOTE Tri-training STri
SMOTE Co-forest SCoF

SMOTE Adaptive co-forest editing SACoF
SMOTE Classification algorithm based on local clusters centers SCLCC

In order to better understand, we select SMOTE Co-forest as example to
introduce our strategy. L denotes labeled set, U denotes unlabeled set, Lspam

denotes labeled set of spam labels, Lnon denotes labeled set of non-spam labels,
Hi denotes combination of ensemble classifiers which do not include classifier hi,
and L′

i denotes high confidence instances set got by ith classifier hi. The main
idea of SCoF is listed as follows:

Step 1 Build a random forest including N random trees.
Step 2 Over-sample Lspam by SMOTE algorithm, then an enlarged spam class

set L′
spam is got.

Step 3 Combine Lnon and L′
spam into a new training set L′.
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Step 4 Train classifiers N times using L′, then hi(i ∈ (1, ..., N)) are built.
Step 5 For every random trees hi, loop through every instance x in U , then Hi

voted to x to decide whether it is be added into L′
i.

Step 6 Retrain hi with L′ ∪L′
i, then a high confidence classifier mode H ′ is got.

4 Experiments

4.1 Data Sets and Parameters

In this paper, we choose WEBSPAM-UK2007 [3] as an experimental data set.
In order to study the influence of the amount of labeled data, we take different
ratios when dividing the training set. In our experiments, four ratios are used:
10%, 20%, 30% and 40%. In summary, this experimental study involves a total
of 4 web spam data sets. In experiments we also use 10-fold cross validation to
obtain the results.

In this paper, the configuration parameters of all the methods are selected
according to the recommendations of the corresponding authors of each algo-
rithm [4], which are also the default parameter settings included in the KEEL
software [12]. We select classic decision tree classifier C4.5, which is widely used
in imbalanced classification and ensemble learning field.

4.2 Experimental Results Before and After SMOTE

Table 3 shows the experimental results before and after SMOTE, and the max-
imum values are set to bold. As shown in this table, before the data-sets are
balanced, the recall values of all the five methods are very low. The best method
Tri(C45) only gets 0.2002, and the average value of these methods is 0.1082,
that is, only 10% spam instances are correctly classified. In particular, CLCC
misclassifies all spam instances into nonspam class, which leads to zero on recall
values. These indicate that CLCC is seriously affected by the highly imbalance
distributions of web spam data sets.

After we combine SMOTE with self-labeled methods, the experimental
results change obviously. Firstly, the recall values of STri(C45) and SSelf(C45)
are higher than others, which indicates that these methods can find more spam
instances after combining with SMOTE. Secondly, we can find SCof and SACoF
performs well on AUC values on balanced datasets. These show that they can
remain their overall accuracy when more spam class instances are classified. This
is a good ability for classifiers facing imbalanced data sets.

4.3 Discussion

From the table above, the first conclusion is that the combination method we
proposed can improve the recall value of spam class and AUC value. Before
combination, the average recall value of all methods under four labeled rate is
0.1082, and after SMOTE is combined, this value is 0.2571, increasing 137%.
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Table 3. Experimental results before and after SMOTE

40% 30% 20% 10%
recall AUC recall AUC recall AUC recall AUC

CoF 0.1402 0.5684 0.1184 0.5588 0.0935 0.5455 0.0560 0.5269
Self(C45) 0.1526 0.5693 0.1402 0.5604 0.2430 0.6047 0.1866 0.5790
Tri(C45) 0.2493 0.6152 0.2054 0.5942 0.1652 0.5749 0.1809 0.5732
ClCC 0.0000 0.5000 0.0000 0.5000 0.0000 0.5000 0.0000 0.5000
ACoF 0.0935 0.5463 0.0748 0.5372 0.0437 0.5216 0.0219 0.5106
SCoF 0.3520 0.6540 0.3054 0.6361 0.2303 0.5977 0.2026 0.5924

SSelf(C45) 0.3521 0.6388 0.3923 0.6318 0.4111 0.6347 0.2897 0.5711
STri(C45) 0.4392 0.6552 0.4045 0.6448 0.3650 0.6284 0.2741 0.5863
SClCC 0.0188 0.5068 0.0000 0.5000 0.0000 0.5000 0.0000 0.5000
SACoF 0.3705 0.6619 0.2805 0.6223 0.2835 0.6199 0.1712 0.5711

Before combination, the average AUC value is 0.5493, and after combination,
this value is 0.5976, increasing 8%. These indicate that methods in this paper
can find more spam instances under different labeled rates, and then effectively
improve the overall classification effects of highly imbalanced web spam data sets.
Secondly, we can find that most multi-classifier methods perform better than self-
training on AUC values when datasets are balanced. Although self-training can
find some spam instances and get high recall values, but it misclassifies more
nonspam instances, so the overall AUC values are not satisfactory. At last, our
combination methods perform worse under 10% label rate than under 40% label
rate. These come from the defect of SMOTE technique. So there is a problem
to solve the imbalanced situation when very few instances are labeled.

5 Conclusion and Further Work

In this paper, we propose the combination method of SMOTE and self-labeled
and multi-classifier technique to solve the problem of highly imbalanced web
spam data set classification. Experimental results prove that our methods can
improve the recall value of spam class then enhance the overall AUC value. In
future work, we will try to use unlabeled sample to balance the datasets and
find more powerful multi-classifier algorithms to avoid misclassification.

Acknowledgments. The work is partially supported by the National Science Founda-
tion of China (No.61170145, 61373081, 61402268, 61401260), the Technology and Devel-
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Abstract. Using the posts of Tianya Forum as the data source and adopting the 
societal risk indicators from socio psychology, we conduct document-level mul-
tiple societal risk classification of BBS posts. Two kinds of models are applied 
to generate the representations of posts respectively: Bag-of-Words focuses on 
extracting the occurrence information of words in posts, and a deep learning 
model as Post Vector is designed to capture the semantics and word order of 
posts. Based on the different post representations, two types of support vector 
machine (SVM) classifiers are developed and compared in the societal risk 
classification of the posts. Furthermore, as the complementary information con-
tained in the two different post representations, several SVM ensemble methods 
at the decision score level of the two SVM classifiers are proposed to improve 
the performance of societal risk classification. The experimental results reveal 
that the SVM ensemble method achieves better results in document-level so-
cietal risk classification than SVM based on single representation. 

Keywords: Societal risk classification · Tianya forum · Deep learning ·  
Bag-of-Words · Support vector machine 

1 Introduction 

To monitor the daily risk classes and level of Tianya Zatan Broad of Tianya Forum 
timely, societal risk classification of BBS posts is the main task. Since the framework 
of societal risks includes 7 main categories and 1 risk free category, societal risk clas-
sification of BBS posts is document-level multiple classification [1, 2]. The docu-
ment-level multiple societal risk classification is a quite difficult task, since i) the 
document-level classification brings more challenges, such as the big variance of the 
text length, the complicated syntax, the involvement of multiple topics in one docu-
ment; ii) the multiple risk classes also increase the complexity of text classification. 

For text classification, the primary step is to represent text as vectors. The traditional 
method is Bag-of-Words (BOW), disregarding semantic and word order but keeping 
multiplicity. To overcome the issues of BOW representation, the distributed representa-
tion using deep learning method was proposed [3]. In this method, the semantic and 
word order features are encoded in the distributed vectors through sliding-window train-
ing mode. Recently, many prominent deep learning algorithms have been proposed for 
word vector construction, such as: SENNA [4], Word2Vec [5] and GloVe [6]. Le et al. 
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[7] proposed a more flexible deep learning method to realize the distributed representa-
tion of paragraph or document [5]. Combined with an additional paragraph vector, the 
method includes two models: PV-DM and PV-DBOW for paragraph representation, 
where the paragraph vector contributes to predict the next word in many contexts sam-
pled from the paragraph [7]. To realize the distributed representation of Chinese online 
documents, a deep learning method as Post Vector (PV) model was proposed, the model 
showed its effectiveness for Chinese document representation [8]. 

The representative classifiers for text classification are K-Nearest Neighbor, naïve 
Bayes and support vector machine (SVM), etc. Due to the good performance of SVM 
for societal risk classification of Baidu hot word [9], SVM method is chosen. However, 
based on BOW representation, SVM method hardly achieved the expected performance 
in societal risk classification, even though the training set was increased and the feature 
word selection method was optimized. Therefore, with the deep learning method as PV 
model, we focus on realizing the distributed representation of BBS posts, and develop-
ing SVM classifier based on the distributed representations. Furthermore, as the com-
plementary information contained in BOW representation and the distributed represen-
tation, we construct an ensemble model at decision score level of SVM classifiers, for 
performance improvement in societal risk classification of BBS posts. 

2 Post Vector Model 

The deep learning method as PV is mainly designed for the distributed representation 
of Chinese documents [8]. In PV framework (Figure 1), the Chinese documents of 
posts are segmented into words using segmentation tools. The post ID which is 
treated as another word is concatenated with the segmented words of the post, and 
combined with other words sampled from the post to predict the next word of the 
post. To enhance the performance of PV model, the words after the predictive word 
are also taken into consideration. Each post is represented by a unique vector, which 
is a column in post matrix D and every word of post is also represented by a unique 
vector, which is a column in word matrix W, where D and W are real matrix, the ini-
tial values are [-0.5/l, 0.5/l] , where l is the word vector size . For the random initiali-
zation of word matrix and post matrix, large corpus is preferred for training. After the 
training, the word matrix and post matrix can be obtained simultaneously. 

Formally, PV model can be viewed as a three-layer network: input, hidden and 
output. Before the model training, set the word vector size as l and window size as k. 
For a given post, it can be viewed as a post ID and a sequence of words: wID, w1, w2, 
w3,…wT, T is the number of words in context. To predict the word wt , t=1,2, …,T, k 
words before or after wt are taken into input.  The objective of the Post Vector model 
is to maximize the average log probability 

                        (1) 

In the training process, input features are of fixed-length and sampled from a slid-
ing window over the document of the post. The document vector (the vector of wID) is 
updated across all contexts generated from the same post. Hence, the document vector 
acts as a memory that remembers what is missing from the current context or the topic 
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of the post. The word vector matrix W is used by all posts. i.e., vector(拆迁, demoli-
tion) is the same for all posts. The training process of PV model can be regarded as 
the process of dimension reduction of document vector. 

 
Fig. 1. A framework for learning word vectors and post vectors. 

3 Data Sets, Experimental Procedure 

3.1 Data Sets 

To compare the effectiveness of different methods in societal risk classification, the 
labeled posts of Dec. 2011-Mar. 2012 are used. The amount of posts of these four 
months and the amount of posts in different societal risk categories of each month are 
presented in Table 1. 

Table 1. The risk distribution of posts on Tianya Zatan board of different months 

                   Period  
Risk Category  

Dec.2011 Jan.2012 Feb.2012 Mar.2012 

Total 12125 12032 20330 37946 
Risk free 1278 2047 2645 14569 
Government Management 3373 1809 3099 6879 
Public Morality 3337 3730 8715 6065 
Social Stability 954 1013 1746 2108 
Daily Life 2641 3063 3142 6920 
Resources & Environments 223 147 309 329 
Economy & Finance 248 133 460 609 
Nation’s Security 71 90 214 467 
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3.2 Experimental Procedures 

The process of SVM based on BOW representations for societal risk classification 
toward BBS posts includes: word segmentation, feature selection, feature weight and 
SVM training and test. The word segmentation tool is Ansj, the stop words are from 
HIT (Information Retrieval Laboratory, Harbin Institute of Technology), the -test 
is adopted for feature selection and tf-idf is used for feature weight.  

A category membership score is applied to calculate the decision value of the clas-
sifier for each category. The category membership score is computed by Eq.2. 

                             (2) 

where k is the number of voters supporting a certain category; n is the number of cat-
egories; Si is the decision score of each supporting voter.  

The process of SVM based on the distributed representations includes: word seg-
mentation, Post Vector model training and SVM training and test. The word segmen-
tation tool is same as before, and all the words are kept and fed into PV model to gen-
erate the post document vectors (the vectors of post ID). SVM training adopts the 
same strategy as SVM based on BOW representations, and the category membership 
score is also applied in this method. 

The ensemble method is implemented at the decision score level. For a new post pi, 
due to the One-Against-One training strategy, SVM classifier based on BOW repre-
sentations or the distributed representations outputs 28 decision scores respectively. 
Based on the decision scores, the category membership scores of each SVM classifier 
are calculated. Using weighted or softmax regression method, the decision scores and 
category membership scores are combined to improve the performance of societal risk 
classification. 

4 Experiment Results and Discussions 

4.1 SVM Based on BOW Representations 

For -test, the ratio is set as 0.4. The kernel function for SVM is chosen as RBF. 
After parameter optimization, the parameters of SVM are C=1.4 and g=0.5. 5-fold 
cross-validations are implemented on the data set. The classification results are pre-
sented in Table 2. The performance measures of classification results for each fold are 
computed as Ref. [10]. 8 classes of societal risks are taken into consideration. 

Table 2. The Macro_F and Micro_F of SVM based on BOW representations 

ith fold 1 2 3 4 5 Mean 

Macro_F 53.89% 54.85% 53.66% 53.45% 54.84% 54.14% 

Micro_F 60.52% 60.91% 60.30% 60.60% 61.15% 60.69% 
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4.2 SVM Based on the Distributed Representations 

For Post Vector model training, the training set is the posts during November of 2011 
to March of 2013, 16-month new posts every day, more than 470 thousands posts. 
Through the unsupervised training of Post Vector model, the distributed representa-
tions of the posts in the data set are yielded. Based on the distributed representations, 
SVM method is applied for societal risk classification of posts. 

The kernel function for SVM is chosen as RBF. Through parameter optimization, 
the parameters of PV are window size=3 and vector size=250, the parameters of SVM 
are C=2 and g=0.5. 5-fold cross-validations are implemented on the data set. The 
classification results are presented in Table 3. 

Table 3. The Macro_F and Micro_F of SVM based on the distributed representations 

ith fold 1 2 3 4 5 Mean 
Macro_F 50.20%  51.01% 50.28% 50.73% 52.36% 50.91% 
Micro_F 58.20%  58.99% 58.14% 58.51% 58.98% 58.56% 

4.3 The SVM Classifiers Ensemble 

To further improve the performance of risk classification, the SVM classifiers ensem-
ble methods are proposed. According to the description of Section 3.2, at the decision 
scores level, the two SVM classifiers are combined. Three kinds of methods are de-
veloped and tested:  

I) Softmax regression. The 8 category membership scores of the two SVMs are 
concatenated as the input of softmax regression. 2000 labeled posts from the training 
set are used to identify the parameters of softmax regression. After the training, the 
softmax regression model is used to predict the risk category of the testing samples. 

II) Max_Voter. Based on the 56 decision scores, the supporting votes of each risk 
category can be counted. The risk category with the maximum votes will be the risk 
label of the testing post. If more than one risk category gets the maximum supporting 
votes, the risk category with a bigger sum of the category membership scores of the 
two SVM classifiers will be applied to label the testing post. 

III) Max_Score. If two SVM classifiers classify the testing post into the same risk 
category, the risk category of the testing post is confirmed. Otherwise, the label of 
testing post is as same as the risk category with the highest category membership 
score of the two SVM classifiers. 

All the results of the three ensemble methods are present in Table 4. 

Table 4. The Macro_F and Micro_F of the SVM classifiers ensemble methods 

Methods ith fold 1 2 3 4 5 Mean 
Softmax 

Regression 
Macro_F 50.77% 53.51% 51.25% 52.00% 52.86%  52.08% 
Micro_F 59.43% 60.25% 59.43% 59.13% 60.28%  59.70% 

Max_Voter 
Macro_F 52.42% 53.47% 51.98% 53.05% 54.56%  53.09% 
Micro_F 61.05% 61.23% 60.57% 61.24% 61.39%  61.10% 

Max_Score 
Macro_F 53.53% 54.47% 52.64% 53.31% 54.37% 53.66% 

Micro_F 61.05% 61.60% 60.92% 61.28% 61.41% 61.25% 
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From the results of Table 4, although the logistic regression is the most popular 
stacking method, softmax regression method gets better performance than SVM based 
on the distributed representations, but worse than SVM based on BOW representa-
tions. Max_Voter method improves Micro_F, but with the larger decrease in  
Macro_F, then the whole performance is still worse than SVM based on BOW repre-
sentations. Although the decrease of Macro_F is still found, the improvement of Mi-
cro_F is more obvious, the entire performance of the Max_Score method is better 
than SVM based on single representation: BOW or the distributed representation. 
Therefore, the ensemble method Max_Score achieves state-of-the-art performance in 
societal risk classification. 

5 Conclusions 

The contributions of the paper can be summarized as follows. 
An effective deep learning method Post Vector for the distributed representation of 
Chinese BBS posts is applied in this study;  

1) SVM based on the distributed representation method are tested in societal risk 
classification, through cross validation, SVM based on the distributed represen-
tation method do not show its improvement in societal risk classification; 

2) Three ensemble methods of the two SVM classifiers are tested, and Max_Score 
method gets the state of the art performance in societal risk classification. 
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Abstract. Data collected from mobile phone have potential knowledge to pro-
vide background information of a mobile phone user, such as work location, 
home location, job occupation, income, consumption and even lifestyle etc., 
which are quite valuable to many location-aware applications. In the existing 
research, there is relatively few commercial software or application systems to 
fully meet the requirements of effectively mining these personal behavioral cha-
racteristics. In the paper, we propose approaches to analyzing personal activity 
characteristics and mining behavioral regularity from mobile phone location in-
formation, automatically generating some semantic labels by integrating mobile 
phone log data with map data and web data, and location prediction for perso-
nalized advertising services. We use actual mobile phone data to perform the 
functions for discovering background information and demonstrate effective-
ness of our approaches. 

Keywords: Mobile phone log data · Region of Interest (ROI) · Point of Interest 
(POI) · User label · Location prediction 

1 Introduction 

Huge amount of data collected from mobile phone record trajectories in our everyday 
life in form of calling logs, having potential knowledge to provide background infor-
mation of a mobile phone user, such as work location, home location, job occupation, 
income, consumption and even lifestyle etc. It is a rich information source for analyz-
ing and discovering individual activity characteristics and regularity. Understanding 
and extracting these meaningful personal background information is valuable to many 
location-aware applications, like recommendation system, location-based advertise-
ment (LBA), social network and urban analysis etc. For instance, if we summarize 
information of a user about his/her frequently visited places, consumption level, 
weekend traveling pattern etc., it would be quite helpful to provide the user with more 
intelligent and customized services, and benefit service providers as well. 

Although increasing mobile phones are currently equipped with built-in GPS, mo-
bile phone location data are recorded in terms of connected cell towers. Different 
from those continuous and fine-grained GPS-enabled data, mobile phone location data 
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are discrete, sparse, less precise, and in certain extent uncompleted (Isaacman et al., 
2011), because they are generated only when a user makes a phone call or uses a data 
communication service, such as short message services (SMS) and website browsing 
based on cell tower locations, or makes any other forms of communication action. 
Therefore, mobile phone location data are coarse in space at granularity of cellular 
tower coverage radius, and sparse in time when a communication event happens (Li-
coppe et al., 2008). Under most circumstances, accuracy ranges from 100-200m (ur-
ban area) to several square kilometers (Eagle et al., 2009). 

Previous studies have carried out to handle pattern discovery, semantic identifica-
tion and call prediction by means of mobile phone data. However, several challenges 
are still needed to be addressed in the aspects of mobile phone-based data analysis 
and mining as follows. 1) It is difficult to directly access meaningful information 
about background of a user since all call logs are in low level data unit (Bayir et al., 
2009; 2011). To make mobile phone data more readily accessible to related applica-
tions, higher level of data abstraction is required. 2) Some classical algorithms in the 
traditional data mining, ignoring spatiotemporal characteristics, often lead to incom-
plete, even wrong knowledge, and cannot be fully used in discovering individual mo-
bility patterns. 3) In the current research, there is relatively few commercial software 
or application systems to fully meet the requirements of effectively mining personal 
behavioral characteristics. 

Privacy issue aside, the aim of our work is to overcome the limitations of mobile 
phone log data, and discover a user’s background information. In the paper, we focus 
on approaches to analyzing personal activity characteristics and mining behavioral 
regularity from mobile phone location information, automatically generating some 
semantic labels by integrating mobile phone log data with map data and web data, and 
location prediction for personalized advertising service. 

The rest of the paper is organized as follows. We present related work in Section 2. 
Our approaches are proposed to discover mobile phone user’s background informa-
tion in Section 3. Section 4 shows our visualization results of handling semantic label 
generation and location prediction. Conclusions and future work are finally presented 
in Section 5. 

2 Related Work 

To study pattern mining in human mobility, González et al. (2008) study trajectories 
of 100,000 anonymized mobile phone users during six-month period and find a high 
regularity degree in human trajectories contrasting with estimation by prevailing Lévy 
flight and random walk models. Eagle et al. (2006) introduce a system for sensing 
complex social systems with data collected from 100 mobile phone users over 9 
months and demonstrate the ability to use standard bluetooth-enabled mobile tele-
phones to measure information access and use in different contexts, recognize social 
patterns in daily user activity, infer relationships, identify socially significant loca-
tions, and model organizational rhythms. Bayir et al. (2009) present formal defini-
tions to capture cellphone users’ mobility patterns and profiles, and provide a  
complete frameworkMobility Profiler, for discovering mobile users’ profiles from 
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cell-based location log data. They use real-world cellphone log data to demonstrate 
their framework and experiments. 

Isaacman et al. (2011) use ZIP codes to define ROI. But it is still very limited to 
understanding a user’s characteristics for their studies on extracting personal features 
from important places, such as home and work location and other ROIs. Phithakkit-
nukoon and Dantu (2010) develop an activity-aware map that describes the most 
probable activity associated with a specific area of space based on POIs information 
from a large mobile phone data of nearly one million records of users in the central 
Metro-Boston area. They find a strong correlation in daily activity patterns within the 
group of people who share a common work area’s profile. 

To study call prediction, Phithakkitnukoon and Dantu (2007) propose a Call Pre-
dictor (CP) that computes probability of receiving calls and makes call prediction 
based on a caller’s behavior and reciprocity. They also propose (2008) a concept of 
Call Predicted List (CPL) that provides a phone user with ability to predict future 
incoming calls as well as improvement over the “last received calls” functionality. 

3 Approach to Discovering User’s Background Information 

Where a person lives, works and goes for leisure, to a great extent, reflects some ac-
tivity characteristics and regularity of the person. We can start our work from analysis 
of some information about frequently visited places where a user stays, which is help-
ful to further estimate the user’s work location, home location, job occupation, in-
come and consumption. 

Definition 1 (Stop): A stop is a position that a user stays within the range of a cell 
tower at some time stamps. Distribution of a user’s stops is scattered on map. Since 
our interest is in the type of activities associated with the space, we thus make these 
stops in clusters, i.e., Region of Interests (ROI). Moreover, under the condition of 
base station-based positioning, only (latitude, longitude)-coordinate is available, 
without any business information, it is thus required to search for Point of Interest 
(POI). Here we introduce two concepts about POI and ROI as follows. 

Definition 2 (POI): POI (Point of Interest) is defined as some entities with geo-
graphical significant locations within a localized region, such as hotels, schools, hos-
pitals, shopping malls, stadiums etc. Each POI contains name, category, latitude and 
longitude coordinates etc., describing location and properties of these entities. 

Definition 3 (ROI): ROI (Region of Interest) is defined as a region where a person 
visits frequently within a certain time period, represented as a polygon. 

Definition 4 (User Label): User label is defined as some keywords attached to a us-
er, that represent behavioral characteristics of the user, regarding work location, home 
location, job occupation, income, consumption and lifestyle etc. 

We propose approaches to discovering background information of a mobile phone 
user. We identify frequent activity regions closely attached to a user, i.e., ROI, by 
spatially aggregating mobile phone location points. After clustering, we extract se-
mantic meanings of these regions by integrating mobile phone log data with map and 
data collected from websites, including POI and real estate websites. Using compre-
hensive evaluation method, we can analyze the user’s work location, home location, 
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job occupation, income, consumption to generate the user’s personal labels. Location 
prediction helps infer user’s next possible location. This task is executed to push LBA 
services to the user on the basis of analysis of his/her level of consumption. 

3.1 ROI Extraction 

We use ST-DBSCAN clustering algorithm (Birant and Kut, 2007) to cluster mobile 
phone location data. The algorithm is a density based clustering algorithm, defining a 
cluster of a set of points which are density connected. Areas with high density are 
divided into a cluster. As a result, the cluster with arbitrary shape can be found in the 
spatial multi-dimensional data set. Effective radius and density threshold, ROI infor-
mation are chosen to extract ROI information. 

Two important parameters are required to determine in this algorithm, i.e., neigh-
borhood radius (Eps) and density threshold (MinPts). After several tests, we choose 
the best combination with Eps=1000 and MinPts=10, representing Eps as 1 km and 10 
minimum number of MinPts, respectively. 

The steps of the algorithm are described as follows. 1) Input database of n objects, 
Eps and MinPts. 2) Read an unhandled point from the database. 3) If the point is a 
core point, find all objects which are reachable to the point satisfying the certain den-
sity and construct a cluster. 4) If the point is the edge point (i.e., non-core object), 
search for the next point. 5) Repeat until all points are processed. 6) Output all gener-
ated clusters, which satisfying with Eps and MinPts. 

3.2 POIs Extraction 

Similar to Koubei (http://bendi.koubei.com/list.htm), some reviewing portals of con-
sumption and entertainment collects various reviewing information on merchants 
from consumers. We can extract POI information we need from these websites, in-
cluding merchant information, as well as the corresponding geocoding. 

Using firebug tool of browser, we can analyze structure of the target web page and 
crawl its merchant information, including name, address, business, number of review-
ing persons, positive feedback and per capita consumption etc. Through regular ex-
pression, we can also extract the corresponding (latitude, longitude)-coordinate. In the 
paper, base station POI is extracted based on the Koubei website. 

Source code of web pages of the target website can be analyzed. Use Beautiful-
Soup, a kind of html/xml parser of python, we can read source codes and generate a 
parse tree, and then extract the required POI merchant information. The steps are as 
follows. 

Step 1: The following python scripts read web source code of the target website in-
to BeautifulSoup. Here, urllib2 package reads url source code and crawls the page 
through the BeautifulSoup processor. 

content=urllib2.urlopen(url).read() 
soup=BeautifulSoup(content,fromEncoding="utf-8") 
Step 2: Using the following find method of BeautifulSoup, search for each layer of 

html one by one. 
store_list=soup.find('ul',{'id':'store-list'}) 
store=store_list.find('li') 
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Step 3: Replace the url for the next page link, iteratively read and crawl. 
The steps of coordinate extraction are as follows. 1) Use python urllib2 package, 

read geographical address of source code in the target web page as a text. 2) Construct 
the regular expression: pattern=re.compile('var Pos.*?=".*?"'), parse the matched 
text, and extract (latitude, longitude)-coordinate. 3) Go to the next page for the con-
tinuing iteration until all pages are parsed. After a series of conversion, geographical 
codes are extracted. Similarly, from some real estate web site, like Taobao 
(http://house.taobao.com/?city=530100), some housing price information are also 
available, including housing address, real estate name, total price of house, price per 
square meter etc., as well as longitude coordinate, latitude coordinate. 

3.3 User Label Generation 

The process of generating a user’s personal labels is described as follows. 1) Make 
clusters for all stops of a user to get ROIs. Analyze staying time when the user stays 
at each ROI. If time is in range of “11pm-8am”, identify the ROI as the area of the 
user’s home. If time is in range of “9am-7pm”, identify ROI as the area of the user’s 
workplace. Calculate number of stops, select the maximum to further determine the 
user's work location and home location and make user labels of “workplace” and 
“home”. 2) Analyze ROI where user's work location is located. Determine type of 
ROI by POI, like office, downtown or school etc. Analyze the scope of activities of 
the user to determine whether the user is a white-collar worker or the others. 3) Ana-
lyze consumption level and housing price of ROI where the user’s living place is 
located, and define the user’s income label as “low” and “high” respectively. 4) Query 
all stops during time period outside daily working hours and on weekends. Combined 
with POI information, analyze level of consumption of the user within ROIs and de-
fine consumption label as “high”, “middle” or “low”. 5) Count all stops within 11pm-
8am to determine label of lifestyle. For example, if number of stop locations is more 
than 5, and number of stop times is greater than 3, then the user is labeled as “night 
life”. If number of stops is less, then the user label is defined as “regular”. 

3.4 Location Prediction 

Some traditional methods are used to predict next location of a user according to 
his/her current location. We propose a spatio-temporal approach to location prediction 
based on current location, current time and prediction time. We can discover some 
frequent patterns from trajectory data of a user’s call logs, and get mobility rules, and 
predict user’s next location through rule matching strategies. Considering factor of 
time, our prediction patterns shall be more accurate than traditional approaches. 

Definition 5 (Support): Support of sequence S in database is defined as ratio of 
number of tuples that database contains S to number of all tuples in database, denoted 
as support(S). For convenience, support count is used for representation in the paper. 

Definition 6 (Frequent Pattern): A frequent pattern is defined as a set of tuples that 
appear in a user's trajectory data set frequently, whose support is greater than or equal 
to the pre-specified support threshold min_sup, denoted as TP={<(c1, t1), (c2, t2), …, 
(ck, tk)> | support(ci)  min_sup}, where k>1, that is, the user is located at the base 
station c1 at time t1, at the base station c2 at the next time t2 and so on. 
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Get all available mobility rules as follows from the frequent patterns, defining the 
left-hand side of a rule as the antecedent, the right-hand side as the consequent. 

<(c1, t1), (c2, t2), …,(ck-1, tk-1)>→<(ck, tk)> 
Definition 7 (Confidence): For a mobility rule ri: <(c1, t1), (c2, t2), …,(ci, ti)> → 

<(ci+1, ti+1), …,(ck, tk)>, confidence is defined as in formula (1), 

            (1) 

To generate all possible mobility rules from frequent patterns, we calculate confi-
dence for each rule. If confidence is greater than or equal to pre-specified confidence 
threshold min_conf, then a set of mobility rules R are generated. Use the rule set to 
match user's current time and current position for location prediction. Suppose a user’ 
trajectory is Tr={<c1, t1>, <c2, t2>, …, <ci, ti>}, that is, the current location of the user 
is ci, the current time is ti. Search for some rules in the set of mobility rules whose 
antecedent is contained in the Tr and the last base station of the antecedent is ci, de-
fined as the matching rules. Store the first base station of the consequent of all 
matched rules and its confidence into an array. Put the array in descending order by 
the degree of confidence. Select the base station with the maximum confidence from 
the array list, that is, the prediction location of the user. Give an example of a user's 
trajectory data shown in Table 1. Set the minimum support threshold min_sup as 0.25, 
to get all frequent patterns in Table 2. Set the minimum confidence threshold 
min_conf as 0.5, to produce mobility rules set which are greater than or equal to the 
confidence threshold, as shown in Table 3. 

Table 1. An example of a user's trajectory data.  

Tray_ID Trajectory 
1 {<0, t9>, <0, t11>, <2, t16>} 
2 {<0, t9>, <0, t11>, <3, t16>, <5, t20>} 
3 {<4, t9>, <0, t11>, <3, t16>, <1, t19>, <5, t20>} 
4 {<4, t9>, <0, t11>, <3, t16>, <1, t19>} 
5 {<0, t9>, <0, t11>, <3, t16>, <5, t16>} 

Table 2. Frequent patterns (support0.25).  

Pattern Sup Pattern Sup 
{<0, t9>} 3 {<0, t11>, <3, t16>} 4 
{<0, t11>} 5 {<3, t16>, <1, t19>} 2 
{<1, t19>} 2 {<4, t9>, <0, t11>} 2 
{<3, t16>} 4 {<0, t9>, <0, t11>, <3, t16>} 2 
{<4, t9>} 2 {<0, t11>, <3, t16>, <1, t19>} 2 
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Table 3. The mobility rules for prediction (confidence0.5).  

Rule Conf Rule Conf 
{<0, t9>}→{<0, t11>} 100% {<0, t9>, <0, t11>}→{<3, t16>} 67% 
{<0, t11>}→{<3, t16>} 80% {<0, t11>, <3, t16>}→{<1, t19>} 50% 
{<3, t16>}→{<1, t19>} 50% {<4, t9>}→{<0, t11>, <3, t16>} 100% 
{<4, t9>}→{<0, t11>} 100% {<4, t9>, <0, t11>}→{<3, t16>} 100% 

 
Assume that the user moves to the current base station 0 at time t11 along a path 

P={<3, t9>, <4, t9>, <2, t10>, <0, t11>}, then some rules {<0, t11>}→{<3, t16>}, {<0, 
t9>, <0, t11>}→{<3, t16>}, {<4, t9>, <0, t11>}>→{<3, t16>} can be mined as the 
matched rules. The arranged array list is [(<3, t16>, 100%)]. Therefore, the base sta-
tion 3 can be the prediction location of the user with the possibility 100%. 

Under the implementation of location prediction, we can have several next stop 
points with a certain extent of possibility. Combined with user’s personal label, tar-
geted advertising service can be pushed to the user. For example, for a user with label 
“high expenditure” and “night life”, who frequently visits some regions at night, we 
can give this user LBA services about “KTV” or “pub” etc. 

4 Case Study 

In this section, we summarize some detailed results of our implementation of disco-
vering a specific user’s background information from his/her mobile phone log data. 
Visualization results are shown on Google Map. The dataset for our work is collected 
by the telecommunication service provider involving actual call logs of 14 mobile 
phone users for the duration of September, 2010 in the city of Kunming, China. Tak-
ing user ID 91861 as an example, we present how to handle user label generation and 
location prediction for this user as below. 

4.1 ROI Extraction of User 91861 

Using ST-DBSCAN clustering method as described in Section 3.1, all stops of the 
user 91861 during September, 2010 are clustered. Figure 1 shows spatial distribution 
of this user’s mobile phone location data in blue points, and three ROIs (cluster 1, 
cluster 2 and cluster 3) in red. Although these stops spread over a very wide area, 
there are three important regions attached to the user to be observed. 

Considering time stamp associated with each mobile phone log data in the three 
clusters, we can analyze the regions where the user works and where the user lives. 
Here, we assume that people usually works at daytime and goes home at night. Table 
4 presents time distribution of the user 91861’s location on weekdays, where n is the 
number of stops, p is the percentage. From Table 4, judged by time slices when call-
ing events occur, it is observed that the user stays in cluster 3 at most of the time from 
8:00pm to 8:00am; while in cluster 1 at most of the time from 8:00am till 8:00pm. It 
is not difficult to infer that the user lives in cluster 3 and works in cluster 1. And at 
most of the time, the user goes to work and goes back home very regularly. 
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4.2 POI Extraction of User 91861 

Using the approach as described in Section 3.2, base station POIs related to the user 
91861’s activity regions are available from the Koubei website. The user’s consump-
tion can be also analyzed through the housing price information from the Taobao 
housing website.  

Table 6 lists the top three categories of POIs in the cluster 2 collected from the POI 
reviewing website. Table 7 gives the housing price collected from the real estate web-
site, showing that housing price is high in this area, mainly including dinning, enter-
tainment and the others. The cluster 2 can be judged to be a leisure place. 

 
Similarly, combined with the clustering merchant information and real estate web-

site, POI information and housing prices of the cluster 1 where the user works can be 
also obtained as follows. The level of consumption in this region is not high, mainly 
including entertainment, restaurants, beauty and other consumer merchants. The mean 
price of this region is 8000/m2. 

4.3 Background Information Analysis of User 91861 

Besides work and home location, some other background information, such as job 
occupation, income, consumption etc., can be also analyzed as follows. As shown in 
Figure 1, user 91861’s workplace is located in the cluster 1. From the extracted POI 
information of the cluster 1, scope of the user’s workplace is very wide, with mostly 
dinning merchants. In addition, number of callings during working time shows that 
the user works very long, and mobile phone is frequently used during working time, 
particularly during meal time, up to more than three hundred times in a month, there-
fore it is estimated that the user may be a restaurant takeaway staff. 

Similarly, we estimate the housing price from the real estate website of the cluster 3 
where the user lives. It can be observed that 75% of the housing price is between 
6000-8000¥/m2. This is the average price in the Kunming city, China. Associated with 
the income of the user is possibly middle. 

Figure 2(a) shows the ROIs of the user 91861 on weekends. The user spends most 
of day time in the leisure region, and stays at home at night. Analyzing consumption 
both in entertainment area and during weekend, it can be found that the user’s level of 
consumption is very popular, not too high or too low. We estimate that consumption 
of the user is in the middle level. In contrast, Figure 2(b) shows the ROIs of another 
 

Table 6. Top 3 categories of POIs in cluster 2. Table 7. Housing price in cluster 2. 

POI Cluster 2 
n p 

Restaurant 70 26% 
Recreation 59 22% 

Educational Service 28 10% 

Housing Price Percentage 
<6000¥/m2 0% 

60008000¥/m2 31% 
800010000¥/m2 18% 

>10000¥/m2 51% 
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Abstract. In today’s race walking competition, the determination of
whether an athlete fouls is mainly affected by a referee’s subjective
judgment, leading to a high possibility of misjudgment. The purpose
of this work is to determine whether race walking can be automatically
recognized by accelerometers embedded in smartphones. In this work,
acceleration data are collected by a smartphone app developed by our-
selves. Nineteen features are extracted from the raw sensor data, and
are used by an unsupervised classification method for activity recog-
nition, named MCODE. We evaluate various data sampling rates and
window lengths during feature extraction in the experiments. We also
compare our method with other well-known methods on the metrics
such as sensitivity, specificity and adjusted rank index. The results show
that our method is viable to recognize race walking using smartphone
accelerometers.

Keywords: Race walking · Activity recognition · Accelerometer ·
Smartphone

1 Introduction

Race walking began in 1932, and became a formal sport event of Olympic in
1992. The sport has two special technical requirements: an athlete should keep
at least one foot contacting with ground, and the contacted leg (also called
supporting leg) should not bend. In the competition, there must be someone
witness the athlete. In current sport events, an athlete will be deprived of right
for the event when he or she receives three or more fouls from different referees.
The judgement is often subjective and may be fault.

Many researchers are trying to use the external equipment to detect whether
an athlete fouls. Didik R. Santo et al. [1] used piezoelectric sensor to monitor
the procedure of race walking. In their work the foul is only judged by the
situation of whether both feet leaving the ground at the same time, but the
supporting leg that is crooked or not is not concerned. Cui et al. [2] developed
an intelligent wireless monitoring system for foul recognition. It uses pressure
c© Springer International Publishing Switzerland 2015
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sensors installed among midsoles as the detector of vacating foul and strain
transducer fixed in kneepads as the detector of knee-bent foul. However, wearing
kneepads may affect the normal walking habits of an athlete. James B. Lee
et al. [3] utilized the principle of statistics, inertial sensors and high speed camera
to collect and analyze data. They demonstrated the feasibility of using inertial
sensors in detecting the foul in race walking. They utilized an analytical system
designed by Davey et al. [4] for human body movement recognition.

In recent year, devices embedded with accelerometers are widely used in
activity recognition. Lester et al. [5] used multi-modal sensor board to collect
and analyze the daily behavior data with a hidden Markov mixed model. Khan
et al. [6] used an acceleration sensor placed in front of the chest to collect data of
15 movements, such as walking, running, etc. They achieved the average recog-
nition rate of 97.5%. With the enormous development of mobile devices, smart-
phones are now equipped with high definition camera, accelerometer, gyroscope,
etc. These sensors enable an alternative way to facilitate us in understanding
our activities and improving the quality of our lives.

We intend to use accelerometers to recognize race walking. Particularly, we
use smartphones to distinguish race walking from normal walking and running.
We utilize Molecular Complex Detection method (MCODE for short) to rec-
ognize these sport activities using the features extracted from the raw accel-
eration data. MCODE is an unsupervised clustering method which is used for
protein-protein interaction study originally. The MCODE method was success-
fully applied to recognize human daily living activities in our previous work [12].
The reason of using an unsupervised method rather than a supervised method
such as SVM is that ground truth annotation is often an expensive task. It is
tedious for an annotator to perform the annotation in real-time or scan through
the raw sensor data to manually label all activities post-hoc [7]. To the best of
our knowledge, it is the first time that the unsupervised classification method is
used for race walking recognition.

The rest of paper is organized as follows. Section 2 discusses related work
on activity recognition. Section 3 introduces the main methods used in this
paper, including feature extraction and clustering method. Section 4 describes
the results and discussion. Finally, Section 5 presents the conclusions.

2 Related Work

Many approaches have been proposed for human activity recognition, such as
sensor-based and vision-based methods. Computer vision-based activity recog-
nition has been at the forefront in this research field, where a large number
of researchers investigated machine recognition of gestures and activities from
still images and video in well-controlled environments or constrained settings [8].
Vision-based methods employ cameras to detect actions and gestures from video
sequences. Although vision-based methods have contributed significantly to the
research of human activity recognition, they require cameras that are fixed to
predetermined points of interest; hence, these techniques provide very limited
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range, and are not very flexible in race walking recognition due to the require-
ment of deploying a large number of cameras.

Sensors can offer advanced human activity recognition capabilities to a vari-
ety of smartphone-based applications. The maturity of the miniaturized sensors
and supporting technologies has pushed the research focuses of context-aware
triggered activity recognition and inference for a number of real-world appli-
cations. Ravi et al. [10] designed a sensor-based classifier to distinguish eight
movements and actions, namely, standing, walking, running, stairs up, stairs
down, vacuuming, brushing, and situps. They compared seven supervised classi-
fication methods and their variants (Decision Tables, Decision Trees, kNN, SVM
and Näıve Bayes) to classify these eight activities using the data collected from
a single triaxial accelerometer. The average accuracy can achieve 95%. Kwapisz
et al. [9] took six actions into consideration, which are walk, jog, up, down, sit and
stand. Similarly, they use five supervised classification methods for comparison
(Decision Trees, Regression, Neural Network and Straw-man) using phone-based
accelerometers to recognize the six actions.

However, supervised methods require a large number of well-labelled dataset
for training a classifier in order to improve the recognition accuracy. A huge
challenge for sensor-based supervised human activity recognition task is the col-
lection of annotated or labelled training data, especially for sport activity recog-
nition where actions or movements are often instantaneous. In addition, motion
data recorded from an accelerometer or gyroscope are often more difficult to
interpret than data from cameras [8]. To this end, we employ an unsupervised
method for recognizing race walking using smartphone sensors. Our method
differs from these supervised methods as we provide a more general way of dis-
tinguishing race walking from normal walking and running without requiring a
large number of training data. Our method is more practicable to detect the
fouls for an athlete during race walking competition or for an amateur during
race walking practice.

3 The Method

The whole process of our method consists of two parts. The first part is data
collection at certain sampling rates using smartphones with a smartphone app
developed by ourselves. The second part is feature extraction and classification.
Fig. 1 shows the whole steps. After the data collection procedure we obtain the
raw acceleration data. Nineteen features are extracted from the raw data within
a predefined window. The Euclidean distance measurement between features are
used to construct a complete undirected graph. Then the graph is processed by
the MCODE clustering method to classify activities.

3.1 Data Collection

Four race walkers (two males and two females) with an average age of 25 vol-
unteered for this study. One of them is a professional athlete, while the other



694 Y. Wei et al.

Fig. 1. The flow of our method.

three are amateurs. For each volunteer, we ask them to perform three activities
including walking, race walking and running on a standard playground. Three
amateurs (volunteer 1-3) performed each of the three activities for three times,
while the professional athlete (volunteer 4) performed nine times for each. The
data is recorded by a smartphone where one 3D accelerometer with three direc-
tions, i.e. x axis, y axis and z axis, is used by our app, as shown in Fig. 2(a). For
each volunteer, each activity is continuously recorded in a 400 metre long ath-
letic track for each time. Tab. 1 lists the time duration of each activity collected
in our experiments.

Table 1. Data statistics of the three activities recorded in our experiments.

Activities
Duration(mins)

Volunteer 1 Volunteer 2 Volunteer 3 Volunteer 4 Average Total

Walking 11.45 9.00 13.74 31.33 16.38 65.52
Race walking 7.34 5.38 10.26 41.91 16.22 64.89

Running 7.33 6.02 8.91 25.24 11.87 47.50

Total 26.12 20.40 32.91 98.48 44.47 177.91

The collection process can be started or stopped through a simple graphical
user interface or an instructions sent from another smartphone. The smartphone
is placed on the S1 vertebra of volunteers’ sacrum, as shown in Fig. 2(b). The
smartphone runs on Android OS 4.1.2. The acceleration data are collected at
three different data sampling rates for each volunteer, i.e. 10Hz, 20Hz and 30Hz.
Previous researches often use the fixed rate of 20Hz to collect data, such as
Kwapisz et al. [13] and Weiss et al. [14]. In our previous work about daily living
activity recognition, we also use the sensor data sampled at 20Hz. In this work
we intend to study the effect of data sampling rates on recognition performance.
Fig. 2(c) shows the acceleration data of a static smartphone as the baselines of
the three axes. Fig. 3(a), Fig. 3(b) and Fig. 3(c) shows the examples of time
series of acceleration data for the three activities sampled at 10Hz, 20Hz and
30Hz, respectively.

3.2 Feature Extraction

The raw data collected from the smartphone are first processed by a fea-
ture extraction method before using the MCODE method for recognition. The
time series data are divided into several segments using a predefined window
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(a) Directions of
X,Y,Z axis.

(b) Smartphone
placement.

(c) Time-series in static situation.

Fig. 2. The directions and placement of smartphone.

length, where each segment represents an instance of an activity. We use 75%-
overlapping sliding windows to produce instances. A total number of nineteen
features, including means, standard deviations, variances, skewness, kurtosis,
correlation and signal magnitude area, are extracted for each instance. Tab. 2
gives a description of these features.

Table 2. The features and descriptions.

Features Descriptions

Mean The average value of the acceleration data for each axis

Standard Deviation Standard deviation

Variance The square of the standard deviation

Skewness The asymmetry of the probability distribution of each axis
about its mean

Kurtosis The “peakedness” of the probability distribution of each axis.

Correlation Correlation between axis pair, XY, XZ, YZ

Signal magnitude area The normalized integral of 3-axis

3.3 Recognizing Activities Using Clustering Method

After getting the features, we use the Molecular Complex Detection (MCODE)
for recognition. The MCODE is an efficient clustering algorithm based on density.
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(a) 10Hz.

(b) 20Hz.

(c) 30Hz.

Fig. 3. The accelerometer time series of the three activities with different sampling
rates. (I) walking, (II) race walking, and (III) running.

It is first applied to large protein-protein networks [15]. The input to MCODE is
an undirected graph, denoted by G. The output are clusters. In activity recogni-
tion, each instance is regarded as a vertex in the graph. Every pair of nodes has
an edge, leading to a complete graph. The set of all vertices and all edges in G are
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denoted as V and E, respectively. The weight on a link refers to the Euclidean
distance between the two corresponding nodes of the link on the feature space.

MCODE is mainly divided into two steps. The first step is vertex weighting,
and the second step is clustering. The density of G is defined as the number
of E divided by the number of edges of a complete graph composed of V . For
example, if a graph is a complete graph, its density is 1. K-core is defined as
the minimal degree in a graph [16]. The precessing of vertex weighting iterates
through all the vertices in G. For any vertex v ∈ V , within the subgraph Nv

that are composed of v and its neighbors, the highest k-core subgraph called M
is found. The weight of v is the product of M ’s k-core and M ’s density. In the
second step, the vertex with the highest weight is set as seed vertex. We iterate
all the neighbors of the seed vertex. If the weight of one of the neighbor vertices
is larger than the product of the weight of the seed vertex and a parameter θ,
the neighbor vertex and the seed vertex will be classified into the same class.
Then the neighbor vertex will be set as the new seed. This procedure continues
until all of the vertices in G are visited. The MCODE method is described by
the following two pseudocodes: Algorithm 1 and Algorithm 2.

Algorithm 1.. MCODE

Require:
G = (V, E) - graph
θ - the threshold

1: for all v in G do
2: Nv = the graph composed by v and its neighbors;
3: M = the subgraph of Nv which has highest K-core;
4: k = k-core of M ;
5: density = density of M ;
6: ωv = k × density;
7: end for
8: for all v in G do
9: if v is not null then

10: vseed = the vertex which has the largest weight in the graph G;
11: Call: M cluster(G,vseed,θ);
12: end if
13: end for

4 Results and Discussion

We use Adjusted Rand Index (ARI) [17], Sensitivity and Specificity to evaluate
our proposed method. The ARI is used to access the global congruence of two
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Algorithm 2.. MCODE–M cluster

Require:
G = (V, E) - graph
vseed - seed vertex
θ - the threshold

1: if vseed is already visited then
2: return;
3: end if
4: for all va ∈ Nvseed − {vseed} do
5: if ωva > ωvseed × (1 − θ) then
6: Add va to the cluster containing vseed;
7: Call: M cluster(G,va,θ);
8: end if
9: end for

typing methods. It gives the overall concordance of two methods taking into
account that the agreement between partitions could arise by chance alone.

ARI =
a + d − nc

a + b + c + d − nc
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where n is the total number of vertices in the graph and ni· is the number of
vertices belonging to the cluster i of race walking, and n·j is the number of
vertices belonging to the cluster j of normal walking or running. The maximum
value of the ARI is 1, which means that the two clustering results are exactly
the same. When the two partitions are picked at random which corresponds to
the null model, the ARI is 0. A larger value of ARI means a better result. Sen-
sitivity and Specificity are statistical measures of the performance of a binary
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classification test. In our experiment, since we mainly intend to distinguish race
walking form normal walking and running, we assume race walking as one class
and normal walking and running as the other one. Sensitivity, also called the true
positive rate, measures the proportion of positives which are correctly identified
as such, i.e. Sensitivity= TP

TP+FN , where TP is the number of the instances
of race walking that are successfully clustered, and FN is the number of the
instances of race walking that are falsely clustered as normal walking and run-
ning. Specificity, also called the true negative rate, measures the proportion of
negatives which are correctly identified as such, i.e. Specificity= TN

TN+PF , where
TN is the number of the instances of normal walking and running that are suc-
cessfully clustered, and PF is the number of the instances of normal walking
and running that are falsely clustered as race walking.

We first conduct an experiment to evaluate the method’s performance using
various sampling rates and window sizes. Fig. 4(a) shows the results of the
evaluation using ARI. It is found that the method with the sampling rate of 30Hz
outperforms that with other sampling rates overall. Window size may also affect
the recognition results with different sampling rates. Particularly, the method
with sampling rate of 10Hz performs the best when the window size is 120,
while it performs the best with the sampling rate of 20Hz when the window size
is 180. When the sampling rate is 30Hz, our experiment shows that the method
get likely performance under the settings of various window sizes. Similarly, Fig.
4(b) shows the results of the evaluation on Sensitivity. Similar to the results on
ARI, it is found that the method with the sampling rate of 30Hz outperforms
the others. We get the same conclusion on Sensitivity as that on ARI under
different settings of sampling rate and window sizes. Fig. 4(c) shows evaluation
results on Specificity. It seems that the method with the sampling rates of 10Hz
and 30Hz performs better than that of 20Hz. In summary, the experimental
results are best overall when the data are collected at the sampling rate of 30Hz
with the window size of 180. The average ARI is 0.9513 when the window size
of the feature extraction is 180. The average sensitivity and specificity for the
four volunteers are 96.04% and 97.43%, respectively, as the acceleration data is
sampled 30Hz and the window size for the feature extraction is 180.

The second experiment we conduct is to compare our method with other
clustering method on activity recognition. All of the features are extracted at
the sampling rate of 30Hz with the window length of 180. We compare our
MCODE method with K-MEANS clustering method. The recognition results
are evaluated on ARI, Sensitivity and Specificity. Fig. 5 shows the comparison
results of the two clustering methods. It can be seen from the Fig. 5(a) that the
MCODE clustering method outperforms K-MEANS on ARI for all of the four
volunteers. The results produced by the MCODE and K-MEANS are very close
on Sensitivity, as shown in Fig. 5(b). From the Fig. 5(c), the MCODE performs
better than the K-MEANS. In summary, the MCODE performs much better
than the K-MEANS for activity recognition on average.
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(a) ARI.

(b) Sensitivity.

(c) Specificity.

Fig. 4. The comparison of our methods performance using various sampling rates and
window sizes. (I) 10Hz; (II) 20Hz; (III) 30Hz.
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Fig. 5. The comparison results between the MCODE and the K-MEANS. (a) ARI, (b)
Sensitivity, and (c) Specificity.

5 Conclusion

In this paper we propose an unsupervised method for race walking recogni-
tion using smartphone accelerometers. The experimental results show that our
method is practicable to distinguish race walking from normal walking and
running using smartphone accelerometers. Particularly, our MCODE method
is more efficient than the K-MEANS method. We also investigate the effect of
sampling rates and sliding windows for feature extraction on the final recogni-
tion results. Generally, the higher the sampling rates, the more accuracy on the
race walking recognition. In our future work, we will collect more data about
race walking from professional athletes and conduct more experiments for com-
parisons. In addition, we will also develop a smartphone app that can notify
fouls for amateurs to help them correct their false race walking stances during
training.
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Abstract. The discovery of circle of friends has risen rapidly in recent
years. Traditional methods are mainly based on social network analysis
which relies heavily on self-report data, such that these methods have iso-
lated successes with limited accuracy, breadth, and depth. In this paper,
we propose a new method which combines clustering technique to auto-
matically discover the circle of friends on mobile data. In our method,
the circle of friends is modeled as non-overlapping subspace clusters on
mobile data with a Vector Space Model (VSM) based representation,
for which a new subspace clustering algorithm is proposed to mine the
underlying friend-relationship. The experimental studies on real mobile
data demonstrate the effectiveness of the new method, and the results
show that our clustering algorithm achieves better performance than the
existing clustering algorithms.

Keywords: Circle of friends · Mobile data · Non-overlapping sub-
spaces · Subspace clustering

1 Introduction

Mining circle of friends has become a popular subject in recent years because of
its multipurpose use. For individuals, the circle of friends helps them in finding
friends of similar interests and sharing interests with each other. For e-shop, such
as Amazon and Netflix, they exploit the friend relationship to find out what the
users are interested in, in order to construct personalized recommender systems.
Due to the benefit for different types of users, the automatic approaches in
mining circle of friends are much needed.

Early work of mining circle of friends mainly based on social network analysis
(SNA) [1–3], which is the study of mathematical models for relationships among
entities such as people, organizations and groups in a social network [4]. From
a statistical perspective, generally, a social network is modeled by a graph, in
which the nodes and edge between pairs of nodes represent the entities and
a direct relationship between two entities, respectively. Therefore, the problem
c© Springer International Publishing Switzerland 2015
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of discovering circle of friends in SNA can be transformed into the problem of
analyzing the structure in the graph. For instance, Kuan et al. [5] proposed
a pre-processing algorithm based on n-clique extension for social networks to
discover friend groups, while Java et al. [6] aimed at finding users’ relationship
based on the topological and geographical properties of Twitters social network.

Existing methods (including those discussed above) focus mainly on SNA,
which relies heavily on self-report data involving both limited numbers of peo-
ple and a limited number of time points, such that these methods have been
constrained in accuracy, breadth, and depth [7]. Few attempts have been made
to mine friend relationship on mobile data. As discussed in [7], data collected
from mobile phones have the potential to provide insight into the underlying
relational organizations, which can be regarded as the circle of friends. However,
the method proposed in [7] aims at calculating the probability of being friend or
nonfriend of two users; thus it cannot automatically identify the circle of friends
on mobile data.

In this paper, a new method is proposed to automatically discover the circle
of friends for Bluetooth data collected by mobile phone. The method is divided
into two phases. In the first phase, Bluetooth data are represented in a Vector
Space Model (VSM). Based on this representation, in the second phase, a new
k-medoids type clustering method, named SC-CF (for Subspace Clustering of
Circle of Friends), is proposed to mine the circle of friends, modeled as a set
of projected clusters on the data. To the best of our knowledge, this is the first
work of applying subspace clustering technique for discovering circle of friends on
mobile data. The experimental results on real data demonstrate the effectiveness
of our method.

The contributions of this paper can be summarized as follows: (1) We model
the circle of friends on mobile data as a set of non-overlapping subspace clusters
such that the problem of mining circle of friends can be easily transformed
into a new problem of non-overlapping subspace clustering; (2) A new subspace
clustering algorithm for mining circle of friends is proposed to solve the problem
effectively.

The rest of the paper is organized as follows. In section 2, we describe the
subspace clusters model and present our new method to discover the circle of
friends on mobile data. Experimental results are presented in Section 3. Finally,
conclusions are summarized in Section 4.

2 Subspace Clustering for Discovering Circle of Friends

2.1 Non-overlapping Subspace Clusters Model

In an era of information explosion, how to effectively dig out users’ relationship
from mobile data is of great importance. The mobile data often contains struc-
tured information on social network besides plain text, and the relationships on
social network play a supporting role in miming circle of friends. On the other
hand, the mobile data is plagued with issues such as bias, data sparsity, which
would increase the difficulty of miming circle of friends.
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The relationship between two individuals can be symmetric friend, asym-
metric friend, or non-friend. Usually, the probability of proximity is much higher
for friends than non-friends, and friends spend more time together in the same
places at the same time [7]. This indicates that the circle of friends can be identi-
fied according to the location, time, and proximity. In addition, mobile electronic
devices, e.g. smart phones, portable tablets, and wearable devices, can basically
provide reliable data such as Bluetooth data, which satisfy the requirements
above. We obtain the Bluetooth data from the Reality Mining dataset [7], and
present its distribution in Fig. 1.
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(b) Data after Sorting Individuals

Fig. 1. Non-overlapping Subspace Clusters of Bluetooth Data

As shown in Fig. 1, the Bluetooth data of each individual is represented
by a row, and each column represents the Bluetooth address of individual. If a
user’s Bluetooth address is discovered by a periodic Bluetooth scan performed
by another user, the corresponding position of user would be marked in a blue
dot. The original Bluetooth data in Fig. 1 (a) shows the data distribution is
sparsity and irregular, such that the circle of friends is not basically identified.
However, after rearranging rows and columns of the data based on the real
circle of friends, an interesting thing is that we can clearly identify two circles
of friends corresponding to the dense region in Fig. 1 (b), and each circle of
friends is closely related to some properties of column, respectively. We also see
that the different circle of friends is associated with the different properties of
column. From the subspace clustering perspective, the two block diagonals in
Fig. 1(b) correspond to the two clusters. The clusters, which often exist only
in specific subspaces of the original feature space, are generally called subspace
clusters. Hence, the circle of friends can be modeled by non-overlapping subspace
clusters. By exploiting the method of subspace clustering, we would be able to
discover the circle of friends on mobile data.

Before giving a formal description of subspace clusters, we first introduce a
few notations used throughout the paper. Let DS = {x1, x2, ..., xN} be a high-
dimensional mobile data set of N data points, where xi ∈ RD for i = 1, 2, 3, ..., N
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is the ith data point represented by a D-dimensional vector. It is assumed that
DS contains K clusters C = {c1, c2, ..., cK}, and vk =< vk1, vk2, ..., vkD > is the
kth cluster ck of cluster medoid vector, where k = 1, 2, 3...,K. The membership
degree of xi belonging to the kth cluster ck is denoted as uki, satisfying

uki =
{

1 xi ∈ ck k = 1, 2, 3 . . . ,K; i = 1, 2, 3 . . . , N
0 otherwise

The cluster ck is assigned an own weight vector wk =< wk1, wk2, ..., wkD >,
and each weight wkj indicates that what extent the jth dimension is relevant to
the cluster ck. The weight wkj takes the value in {0,1}, where j = 1, 2, 3, ...,D and
k = 1, 2, 3, ...,K. Usually, different dimensions of clusters are assigned different
weight values in the clustering process. The greater the relevance, the larger
the weight. Hence, the subspace of a cluster can be represented by a weight
vector. We can identify the subspace of the clusters from the weight matrix
W = {wkj}K×D after subspace clustering. Using the notations we introduce
above, we now define what we call subspace cluster.

Definition (Subspace Cluster). Let SCk = (uk, wk) be the kth subspace
cluster of DS, where uk = {uki|k = 1, 2, 3, ...,K; i = 1, 2, 3, ..., N}.

2.2 SC-CF Clustering

In order to cluster DS into K circle of friends, we need to project the data
points into non-overlapping subspace. In other words, the weight vector for each
cluster could be computed in the clustering process. The computational method
is defined by the following expression [9].

wkj =
{

1 zkj ∈ T k = 1, 2, 3, . . . ,K; j = 1, 2, . . . ,D
0 otheriwize

(1)

subject to

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

D ≥ 2

Yk =
∑D

j=1 Xkj

D

σk =
√∑D

j=1 (Xkj−Yk)2

D−1

zkj = (Xkj − Yk)/σk

Z = {zkj}K×D

T ⊂ Z

Here, Xkj is defined to measure the average distance from the data points in
locality Li to the medoid vk along with the jth dimension. According to Fig. 1,
the number of relevant features in subspace is set to 2m/3, where m is the
number of original features on the mobile data set. T contains the K × (2m/3)
numbers with the least values of Z. From Eq.(1), one can infer that a set of
dimensions for each medoid are chosen whose average distances to the medoid
is small compared to statistical expectation. Further details of this calculation
are given in [10].
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To find non-overlapping subspace clusters on mobile data, we propose a new
non-overlapping subspace clustering algorithm, named SC-CF. Similar to k-
medoids, SC-CF algorithm randomly selects the initialize medoids, and then
iteratively improves the quality of clustering results. The procedure of SC-CF is
described as follows.

Algorithm 1.. SC-CF
Input:

DS, K;
Output:

C = {c1, c2, ..., cK}, cluster medoid matrix V = {v1, v2, ..., vK}
and the associated weights W ;
Initialization:
Randomly Select K data points of DS as the medoids, denote V as V (0);
Let p be the number of iterations, p = 0;
Repeat

1: Compute the weight matrix W (p) by Eq.(1);
2: For each medoid vk and for each point xi:

Set ck = {xi|k = arg minl=1,2,3,...,Kdist(vl, xi)},
where dist(vl, xi) =

√∑D
j=1 wlj(xij − vlj)

2;

3: Update medoid matrix V (p) by following method:
Set vk = {xi|i = arg minxi∈ckT cos t(xi)},
where T cos t(xi) =

√∑N
l=1

∑
xl∈ck

∑D
j=1 (xij − xlj)

2;

4: p = p + 1;
Until Convergence is achieved;

In SC-CF, the convergence condition is that all elements in cluster medoid
matrix are not changed, or the number of iterations increases past 10. The SC-CF
algorithm is an extension to the k-medoids clustering algorithm by adding one
additional step to calculate the weights of each cluster in the iterative process.
After the subspaces are identified, the very weighted Euclidean distance, which
is commonly used in the existing algorithms [10–12], is used to assign data points
to medoids, forming clusters.

3 Experimental Results

To show the performance of the proposed method, a set of experiments were
conducted using the real mobile data. All experiments were conducted on a PC
with Intel Core CPU of 3.2 GHz and 4 GB RAM.

3.1 Experiment Setup

In order to evaluate the performance of the proposed algorithm, five algorithms
were chosen in our experiments, namely, PAM [13], PROCLUS [10], EWKM
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[11], FSC [12], and MPC [13]. The reason why we chose PAM algorithm is that
PAM is a classical k-medoids clustering algorithm, and can evaluate the perfor-
mance of subspace clustering technique when comparing with SC-CF algorithm.
PROCLUS is the benchmark projective clustering algorithm in the literature,
and has similar feature weighting method with SC-CF. EWKM, FSC, and MPC
are known as overlapping subspace clustering algorithms in the literature, and
have similar algorithm structures to SC-CF. In addition, different parameters
are used in these algorithms. In our experiments, we have used the most com-
mon setting, or author-recommended values, for these parameters. For example,
we set α = 2.1 for FSC, γ = 0.5 for EWKM. For fair comparison, the average
dimensional number for PROCLUS was set to the same value as used in the
SC-CF algorithm.

Since the external class labels are available for the experimental data set,
we adopted three performance metric in this paper, namely, the normalized
mutual information (NMI) [14], F -Score [15] and ARI [16]. Both NMI and F -
Score take a value within the [0,1] interval. The higher value that an algorithm
generates, the better the clustering quality is. The metric values above are equal
to 1, when the clustering result and the original class label completely match [17].

3.2 Real Mobile Data

The performance of the proposed SC-CF algorithm was evaluated and compared
with five existing clustering algorithms using the Bluetooth data. The Bluetooth
data was obtained from the Reality Mining dataset provided by the MIT Media
Laboratory. The Reality Mining dataset is a multi-view social network dataset,
recording the user data about call logs, Bluetooth devices in proximity of approx-
imately five meters, phone status, and so on. The dataset has been popularly
used in related work, such as Eagle et al. [18] and Papalexakis [19].

The Bluetooth data can be divided into two circles of friends, one contains
27 device macses, and the other contains 18 device macses. Here, each individ-
ual is represented by a unique Bluetooth device MAC, and contains an own
device macs. The device macs, which includes a list of Bluetooth scans over
an extended period, cannot be applied for subspace clustering directly. This
is because the device macs data are unstructured. According to our analysis
about the value of the device macs, the device macs data are represented in
VSM, where device macs of each individual is a vector in social network and
each element of the vector indicates the frequency of the corresponding individ-
ual Bluetooth device in the device macs. For the mobile data, we removed first
incomplete and invalid user device macs according to the real circle of friends
provided by MIT, and used the preprocessing method described in [13] to com-
pute the VSM. Then, the 45 Bluetooth devices were selected for the final data
set. Due to that the mobile data remains quite challenging in terms of bias, data
sparsity and noise [20], it is difficult to mine circle of friends on mobile data



Subspace Clustering on Mobile Data For Discovering Circle of Friends 709

3.3 Results and Analysis

Experiments were conducted with the real mobile data by running each algo-
rithm 50 times with 50 randomly generated cluster centers at each setting so
as to compute the mean and standard deviation of the NMI, F -Score and
ARI values. Table 1 displays the average results of the SC-CF, PAM, PRO-
CLUS, EWKM, FSC, and MPC. The average results are reported in the format
average±standard deviation in the table. The best clustering results are marked
in bold typeface.

Table 1. Comparison of Clustering Results on the Mobile Data Set

Algorithm NMI F -Score ARI

PROCLUS 0.5217 ± 0.0717 0.8437 ± 0.0147 0.5188 ± 0.0885
EWKM 0.4275 ± 0.0617 0.8102 ± 0.0197 0.4240 ± 0.1343
PAM 0.2509 ± 0.0633 0.7467 ± 0.0080 0.2268 ± 0.0654
FSC 0.4107 ± 0.0518 0.7933 ± 0.0121 0.3683 ± 0.0605
MPC 0.4338 ± 0.0370 0.8053 ± 0.0142 0.4032 ± 0.0788

SC-CF 0.7063± 0.0000 0.9339± 0.0000 0.7455± 0.0000

Table 1 illustrates that most algorithms are able to discover the circle of
friends on the real mobile data. It is evident from Table 1 that among the six
algorithms, SC-CF achieves outstanding performance in the clustering of the
Bluetooth data. The performance of PROCLUS and EWKM is comparable or
better than that of PAM, MPC and FSC. However, from the standard deviation,
we also notice that these algorithms are sensitive to the initialization. By com-
paring PAM and the other algorithms, it is further noticed that PAM algorithm
shows worst clustering performance. This indicates that subspace clustering tech-
nique is useful to discover circle of friends on the mobile data. These results
suggest the SC-CF algorithm proposed in this paper is valid and promising.

Table 2. Average Runtime (in seconds) of Six Algorithms Performed on the Mobile
Data Set

Algorithm Runtime

PROCLUS 0.0050 ± 0.0004
EWKM 0.0022 ± 0.0000
PAM 0.0069 ± 0.0004
FSC 0.0041 ± 0.0000
MPC 0.5286± 0.0280

SC-CF 0.0346 ± 0.0006

The average runtime of the six algorithms performed on the real mobile
data is measured and reported in Table 2. We can see that the execution time
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of the MPC algorithm was much longer than that of the other five clustering
algorithms. Since the Newton-Raphson and bisection method, which is an iter-
ative algorithm, is used for the MPC algorithm, it increases the running time of
MPC in practice. We also observe that the SC-CF algorithm had higher runtime
than that of PROCLUS, EWKM, PAM and FSC. This is due to the fact that the
SC-CF algorithm is based on the k-medoids framework, and that it needs more
time for computing the subspace and updating the medoids in each iteration.

4 Conclusion

In this paper, we proposed a new method which combines subspace cluster-
ing technique to mine circle of friends on mobile data. According to analyze
the real distribution of mobile data, we modeled the circle of friends as a set
of non-overlapping subspace clusters. Based on which, a new subspace cluster-
ing algorithm that discovers clusters with non-overlapping was proposed in this
paper. The proposed algorithm can be seen as an extension to the k-medoids
clustering algorithm by adding one additional step to calculate the weights of
each cluster in the iterative process. The experimental results on the real-world
mobile data show that the effectiveness of our proposed method. In our future
work, we plan to extend our method from the following avenues: (1) Construct
a system to identify circle of friends on mobile data using the proposed method;
(2) Collect more mobile data and use it for better friend relationship mining.
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Dimensional Data. In: Li, X., Zäıane, O.R., Li, Z. (eds.) ADMA 2006. LNCS
(LNAI), vol. 4093, pp. 271–278. Springer, Heidelberg (2006)

12. Chen, L., Jiang, Q., Wang, S.: Model-based method for projective clustering. IEEE
Transactions on Knowledge and Data Engineering 24, 1291–1305 (2012)

13. Han, J., Kamber, M.: Data mining: concepts and techniques, 2nd edn. China
Machine Press, Beijing (2007). Fan Ming, Meng Xiaofeng

14. Strehl, A., Ghosh, J.: Cluster ensembles-a knowledge reuse framework for com-
bining multiple partitions. The Journal of Machine Learning Research 3, 583–617
(2003)

15. Zhao, Y., Karypis, G.: Comparison of Agglomerative and Partitional Document
Clustering Algorithms. Technical Report#02-014. University of Minnesota (2002)

16. Hubert, L., Arabie, P.: Comparing partitions. Journal of Classification 2(1),
193–218 (1985)

17. Iam-On, N., Boongoen, T., Garrett, S., et al.: A Link-Based Approach to the
Cluster Ensemble Problem. IEEE Transactions on Pattern Analysis & Machine
Intelligence 33, 2396–2409 (2011)

18. Eagle, N., De Montjoye, Y., Bettencourt, L.M.A.: Community computing: Com-
parisons between rural and urban societies using mobile phone data. In: Interna-
tional Conference on Computational Science and Engineering, pp. 144–150. IEEE,
Piscataway (2009)

19. Papalexakis, E.E.: Automatic Unsupervised Tensor Mining with Quality Assess-
ment (2015). arXiv:1503.0335

20. Farrahi, K., Gatica-Perez, D.: Daily routine classification from mobile phone data.
Machine Learning for Multimodal Interaction. Springer, Heidelberg (2008)

http://arxiv.org/abs/1503.0335


 

© Springer International Publishing Switzerland 2015 
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 712–720, 2015. 
DOI: 10.1007/978-3-319-25159-2_65 

Land Cover Classification Based on Adaptive  
Interval-Valued Type-2 Fuzzy Clustering Analysis 

Hui He1,2, Xianchuan Yu1(), and Dan Hu1() 

1 College of Information Science and Technology, Beijing Normal University,  
Beijing 100875, China 

yuxianchuan@163.com, hd@bnu.edu.cn 
2 School of Information Technology, Beijing Normal University, Zhuhai 519085, China 

Abstract. The classic methods, such as FCM, often fail to carry out accurate 
modeling for the high-level fuzzy uncertainty, and then cause the classification 
error that should not be ignored in the application. Fortunately, the type-2 fuzzy 
set is a tool to handle this type of uncertainty. An adaptive interval-valued type-
2 fuzzy C-Means clustering algorithm (A-IT2FCM) is proposed, including:(1) a 
proper modeling method for interval-valued type-2 fuzzy set;(2) an effective 
type reduction approach by adaptively searching the equivalent type-1 fuzzy 
sets for the type-2. Three different type-2 fuzzy clustering algorithms are used: 
the algorithm based on Karnik-Mendel type reduction, a method based on sim-
ple type reduction, and A-IT2FCM presented in this article. The experimental 
data are two data windows of SPOT5 image from Zhuhai and Beijing, China. 
Results show that, A-IT2FCM outperforms the other algorithms compared.  
Especially when obvious density difference exists between objects in the data, 
A-IT2FCM can achieve more accurate class boundaries and higher classifica-
tion accuracy. 

Keywords: Type-2 fuzzy sets · Land cover classification · Adaptive fuzzy  
clustering · Remote sensing image · SPOT5 

1 Introduction 

Land cover classification is a classic study project. It has been widely applied and 
plays an important role in map update, target recognition, disaster monitoring, city 
planning etc. As they can achieve automatic classification, Un-supervised classifica-
tion methods have obvious advantages in many remote sensing applications [1,2], 
such as disaster assessment, compared to supervised classification methods. Due to 
the uncertainties exist in the land cover classification [34], the ISODATA and  
K-Means, as the hard clustering methods, produce unsatisfying processing results, 
while the Fuzzy C-Means as a soft clustering method could often get better results [8]. 
However, When the pattern set has clusters of similar size and density with the hyper-
sphere shape, the methods based on FCM are good. But if the clusters of the pattern 
set have significant different densities, the FCM will show quite different effects de-
pending on the different fuzzifiers [9]. The reasons for the differences between the 
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samples of the same class are physical ones, like shadows over some ground regions, 
different degrees of crop growth and sparsely vegetated arid areas. If those different 
samples were averaged together to build an ordinary fuzzy set, for example, the mean 
behavior of each class could be captured but the differences from the samples would 
be lost [10], therefore if we process the remote sensing images with great different 
densities and high order uncertainties by methods based on FCM, it is difficult to 
obtain satisfactory results. A type-2 fuzzy set is capable of capturing such differences, 
thus it is more appropriate to handle the uncertainties present at the characterization of 
each class than type-1 [11~12], and the interval type-2 fuzzy set, whose computation 
complexity gets significantly reduced , is used widely [11]. 

Type reduction is the characteristics and difficulty in the applications of the inter-
val type-2 fuzzy set theory [11]. The most popular one is the centroid type-reduction 
strategy to carry out type reduction for type-2 fuzzy sets since Karnik and Mendel 
proposed an algorithm to compute the centroid of an interval type-2 fuzzy set effi-
ciently [13], named the Karnik–Mendel(KM) algorithm. However, the initialization of 
the switch point in each application of the KM algorithm is not a good one so it is 
very computationally intensive. Many researchers extended the algorithm, such as a 
series of EKM [14], WM-UB [15], Nie-Tan [16], etc. So far, there is no literature on 
comprehensive comparison of performance between type reduction methods based 
KM and other type reduction methods. And which method is better is no consensus 
[17,18], and this indicates that in practice, the aforementioned various type reduction 
methods do not fundamentally break the limitations of KM algorithm. Different from 
the type reduction methods under the general fuzzy system frame [19], Wu and Tan 
[20] developed a more computationally efficient algorithm based on the concept 
known as equivalent type-1 sets (ET1Ss), a collection of type-1 sets that replicates the 
input-output map of a type-2 fuzzy logic system [20]. As for land cover classification, 
the accuracy of a type reducer is inversely correlated with the clustering error, the 
lower the clustering error, the higher the type reduction accuracy. So if introducing 
the clustering error at last iteration to the type reduction will make the classifier have 
better performance, such a referring model is presented in literature [20]. 

We proposed an adaptive interval-valued type-2 fuzzy C-means clustering (A-
IT2FCM) for land cover classification, aims at minimizing the effects of uncertainties 
in the usual fuzzy rule-based classifiers. The main contribute is the automatic fuzzy 
classifier proposed based on interval type-2 fuzzy sets to be applied in land cover 
classification to capture the high-order fuzzy uncertainty. Also, we introduce an adap-
tive expansion factor for adjusting the interval width according to the clustering error 
at the last iteration, and develop an effective type reducer on ET1Ss.  

2 A-IT2FCM 

2.1 Adaptive Quick Type Reduction and Defuzzification 

Firstly, the interval type-2 fuzzy sets are generated on the basis of image data, 
represented as 1 2{ , , , }  nX x x x ， 1 2{ , , , }, 1,2, ,  i i i ipx x x i nx . The 
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definitions of the upper and lower bounds of the interval type-2 fuzzy sets are as  
follows: 
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the membership degree of sample ix to cluster j , then the interval  
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jid is some distance metric, 

such as Euclidian distance, m is the fuzzy exponential. 
Then an adaptive type reducer is generated on the concept of ET1Ss , clustering  

error, and expansion factor: 
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where K is the number of clusters, kC
eqU is the membership degree of ix  belongs in 

cluster kC after type reduction, kCU and kCU  is the upper and lower bounds of the 
initial interval type-2 membership, see Eq.(1)and Eq. (2) for the definitions, 

(0 1)   is the adaptive expansion factor and its general definition is showing in 
Eq.(4) and the justification and specific inference process, see literature [21]. When the 
normalized intra-class mean square error increases,  increases, means that the equiva-

lent type-1 membership degree of ix  belongs in cluster kC  decreases and the width of 

the interval will enlarge, that is the possibility of ix   not belonging in kC increases. 

When 1  , ( ) ( )k kC C
i eq iU Ux x  , the equivalent type-1 membership degree is the 

lower bound; Otherwise, when the normalized intra-class mean square error becomes 
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zero,   will become zero and the equivalent type-1 membership degree is the upper 

bound, which means that the possibility of  ix  belonging in kC increases. 

   2( ) 1 exp( ), (0,1), 0       f e ke k               (4) 

Where e  is the normalized intra-class mean square error when ix  is classified into 

cluster kC , see Eq. (5), the effects of the constants  and k on   respectively are 
showing in Fig.1. 

( , )



k

m
ik i k

i C

k

u
e

n

x g
 (5) 

Where ( , ) i kx g  is the dispersion from ix  to kC , kn is the number of samples in 

every dimension of kC . 
 

 
(a) The relation between   and  , 1k  

 
(b) The relation between and   and k , 0.97   

Fig. 1. The constant parameters’ effect on the adaptive expansion factor 

From Fig.1 we can see that If   is fixed ( 0.97  ),   correlates linearly with 
e  when 1k , which agrees with the requirement for controlling the interval’s 
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width according to the normalized intra-class mean square error. In the process of 
clustering,   may oscillate at the beginning stage of iterations, while the norma-
lized intra-class mean square error becomes minimum,   will remain stable, that is 

kC
eqU becoming stable and the type reduction process finishes, showing as Fig.2. 

 

 
Fig. 2. An example for the adaptive contraction-expansion factor change following the cluster-
ing iteration 

2.2 Steps of Algorithm  

A-IT2FCM is similar to the scheme of  IT2FCM [9]. Specific steps are as follows: 

Step1: Determine the clustering number c  and the parameters (1 )  m m ,
510  , the initial number of  iterations 0t , set the initial center matrix

(1 ) t
i i cV , 0  ; 

Step2: Using Eq.(1) and (2), calculate the membership matrix U and U with tV  
as  the center; 

Step3: Using Eq.(5) and (4), update e  and  ; 

Step4：Using Eq.(3), carry out type reduction and then update tV ; 

Step5: If 1   t tV V , turn to the next step, otherwise set 1 t t , turn to 

Step2; 

Adaptive contraction-expansion factor 

Number of iteration 

β 
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Step6:  Get the final cluster centers and membership matrix, do hard partition by 
the principle of the closest to center. 

The clustering result of A-IT2FCM can be obtained after the hard partition, and the 
final classification results are obtained after the clustering discriminant in the end. 

3 Experimental Analysis 

3.1 The Overall Scheme 

The scheme of land cover classification based on A-IT2FCM is showing in Fig.3. 

 
Fig. 3. The overall scheme of this study 

Three different type-2 fuzzy clustering algorithms are used in our experiment: the 
algorithm based on Karnik-Mendel type reduction(KM-IT2FCM [13]), a method 
based on simple type reduction(Pa-IT2FCM [22]), and A-IT2FCM presented, with the 
same public parameters for the comparability. 

3.2 Data Description 

We select the SPOT5 multi-spectral data acquired in Hengqin Island, Zhuhai 
City(435x446 pixels), China. It is an 8-bit data with 10m spatial resolution. Features 
of the image are showing in Table 1. We extract (4, 3, 2) bands as the RGB channel to 
build the standard false color image for classification as shown in Fig. 5a. This kind 
of data is distributed within a relatively small hypersphere respectively. In this case, 
the classification results will evidently vary with the fuzzifier m. Thus it is difficult to 
get a satisfactory result with the model of type-1 fuzzy c-means, while the interval 
type-2 fuzzy c-means may lead to satisfactory results. 

Table 1. Composition of the categories in the clustering resulting images 

Data Land cover class Description 
 grassland Lawn, weeds, low bushes, etc. 
 buildings Towns, construction sites, settlements, highways, etc. 
 water Rivers, reservoirs, ponds, etc. 

SPOT5 data from 
Zhuhai, China woodland Natural forests and plantations, etc. 

 farmland Orchards, vegetable plots, etc. 
    tideland    Coastal  beach 
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3.3 Results and Analysis 

From Fig. 4(where (b) is the result of Pa-IT2FCM, (c) is the result of KM-IT2FCM 
and (d) is the result of A-IT2FM), we can see that, for land class with little difference 
between samples, as the green land and buildings shown in Fig.4, all the methods 
acquire good partition results and the boundaries between different class are substan-
tially coherent and visible. 

As for the spectrum aliasing serious regions, for example, regions A(tideland), 
B(water) and C (woodland) shown in Fig.4, there are obvious different partitions with 
different clustering methods , in the result of Pa-IT2FCM, the tideland is misclassified 
to woodland and in the result of KM-IT2FCM the tideland is misclassified to water. 
However, because by introducing the adaptive expansion factor and clustering validi-
ty index, A-IT2FM will ultimately guide the optimal fuzzy partition matrix, as a  
result, it obtains good partition between Region A, B and C. Pa-IT2FCM gathers 
 

(a)  (b)  

(c) 
 

(d) 
 

 
Fig. 4. Classification results for (a) the SPOT5 data from Zhuhai, China, using (b) Pa-IT2FCM, 
and (c) KM-IT2FCM, (d) A-IT2FCM 
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stronger relative to the other two algorithms, so it easily lead to "over-clustering" 
problem that is more likely to lead to the disappearance of small targets in the larger 
neighborhood category. All in all, from the visual interpretation of the resulting im-
ages, the A-IT2FCM significantly outperforms the other two algorithms.  

In order to verify the results by objective evaluation, we selected 50 points ran-
domly by GPS for ground validation. The classification accuracy and Kappa coeffi-
cient are shown in Table 2. According to objective evaluation results, clustering accu-
racy and Kappa coefficient of FCM are greatly affected by fuzzifier. The clustering 
accuracy and Kappa coefficient aren’t monotonic relationship with the fuzzifier. The 
results indicate that our A-IT2FCM increases the classification accuracy and Kappa 
coefficient, and can obviously improve the clustering result. The objective result is 
also consistent with the visual interpretation. 

Table 2. Comparison of the overall accuracy and Kappa for different algorithms mentioned in 
the experiments 

Data Method Overall accuracy Kappa 

SPOT5 data 
from Zhuhai, 
China 

Pa-IT2FCM 77% 0.695 
KM-IT2FCM(

1 22, 10 m m ) 76% 0.677 

A-IT2FCM 91% 0.893 

4 Conclusion 

Fuzzy systems improve classification and decision support systems by allowing the 
use of overlapping class definitions and improve the interpretability of the results by 
providing more insight into the classifier structure and decision making process.Type-
2 fuzzy sets are more appropriate to handle the high-order fuzzy uncertainties present 
in the land cover class. We proposed the A-IT2FCM, aims at finding an efficient type 
reducer and obtaining better classification result. On basis of the concept of ET1Ss 
and by introducing an adaptive interval control factor, our classification scheme based 
on A-IT2FCM significantly outperforms the classic IT2FCM algorithms, it is suitable 
for automatic land cover classification with high-resolution remote sensing data.  
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Abstract. With the increasing popularity of location-based services,
location recommendation is one of important applications. In this paper,
according to a user’s preference, we recommend locations to a user by
extending an information retrieval model, namely, belief network model.
We regard the user’s preference as a query, a location as a document, cat-
egories as index terms. And then, we use the belief network model to rec-
ommend locations to a user by adding expert information. Experimental
results on a real world data set show that recommendation effectiveness
can be improved.

Keywords: Belief network · Location recommendation · Expert
information

1 Introduction

Location-based service (LBS) can collect trajectories of users in a city based
on GPS logs [1]. By using these data, we can analyze a user’s behavior and
preference, and then we can recommend the locations that a user may visit.
The user-based collaborative filtering algorithm and item-based collaborative
filtering algorithm are classical recommendation algorithms [2,3]. V.W. Zheng
[4] used the user-based collaborative filtering to recommend locations combining
the actives. Y. Takeuchi [5] used the item-based collaborative filtering approach
to recommend the similar stores which the user visited. M.H. Park [6] used the
user’s preference and the location context to recommend restaurants to a user
by using bayesian network algorithm.

One of location recommendation methods is to rank locations according to
a user’s preference in a descending order. And then top locations are selected to
recommend to the user. The idea is similar to information retrieval which ranks
documents based on the relevance with the submitted query. In the information
retrieval techniques, text term weighting technique is the most common. A doc-
ument can be represented by a weight vector of index term [7]. The vector space
model of information retrieval use the similarity between a user query and docu-
ments to sort documents [8]. In addition, there are two typical bayesian network
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 721–731, 2015.
DOI: 10.1007/978-3-319-25159-2 66
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models in information retrieval, namely, the inference network model [9] and
brief network model [10]. The belief network model is a variant of the inference
network model. The belief network model defines a concept space to express the
users and the documents. Belief network model can use the operator of query
language to integrate additional evidence source. HITS can analyze the import of
web page, and it always used in knowledge discover, such as finding expert [11].

There are strong relevance between recommender system and information
retrieval, so some methods of information retrieval are applied to recommender
systems. The method of item ranking in information retrieval is applied to col-
laborative filtering [12]. A model of information retrieval is integrated into col-
laborative filtering [13]. But few study considers expert information to give a
user some advices. When a user goes to a unfamiliar place and wants to expe-
rience the unique local attractions, diet and culture, and then the user’s travel
experience is no enough. It needs to find experts who have rich travel experiences
on this location [14].

In this paper, we use a belief network model of information retrieval to find
a location. In order to use the model, we also employ categories to represent a
user’s preference and a theme of a location by the TF-IDF method. Furthermore,
we use HITS [11] algorithm to find expert users, and we take use of the travel
experience of experts to recommend locations to a user.

The rest of the paper is organized as follows. In section 2, we model the
user vector and location vector. In section 3, we model the recommendation
algorithm. In section 4, we present the experimental parameters and the exper-
imental results. Finally, we conclude the paper in section 5.

2 Data Model

A user’s trajectory consists of sequence of time-stamped GPS points. The user’s
stay point is a region consisting of a set of GPS points in his trajectory, where
he stays longer than a time threshold, and the distance of these points is greater
than the distance threshold. In order to avoid that different stay points represent
the same region, the stay points need to be clustered in a location. we aim to
recommend locations which the user may like. So we can use the feature of
location to represent the user’s preferences.

2.1 Multi-user Cooperative Location Mining

In order to provide a user with location recommendation based on theme, we
extract location categories as theme information. A location is a set of stay point,
and it has more than one category [15]. As mentioned in [16], location is the basic
units of location recommendation. The category information reflects location
theme [17]. Let D = {d1, d2, · · · , d|D|} be the location set, C = {c1, c2, · · · , c|C|}
be category set, and U = {u1, · · · , u|U |} be user vector. As some location cate-
gories are more popular than others, so we use TF-IDF method to calculate the
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weighting value of a category in a location [16].

tij =
|{dj .c = ci}|

|dj .C| × log
|D|

|{dj : dj .c = ci}| (1)

where |{dj .c = ci}| is the number of stay points whose category is ci in dj , |dj .C|
is the total number of stay points of all categories in dj , |D| is the total loca-
tion number in D vector, |{dj : dj .c = ci}| is the number of the locations
whose category are ci. Based on the TF-IDF method, we define a region dj

as
−→
d j = (t1j , t2j , · · · , tij , · · · , t|C|j), where tij is the weighting category of a

location. In the whole recommender system, we regard the location as the most
basic unit.

2.2 Personal Preference Discovery

According to location extraction method [18], we take the GPS trajectory of
the single user for the input, and then we get a location set. If a user likes the
location of one category, the user will frequently visit the location. We use the
TF-IDF model to weight a user’s preference. We use the categories to reflect a
user preference. A category weight of a user can be calculated by follows [14]:

wij =
|{ui.c = cj}|

|ui.C| × log
|U |

|{ui : ui.c = cj}| (2)

where |{ui.c = cj}| is the number which user ui visits category cj , |ui.C| is the
total number which ui visits, |U | is the size of the U vector, and |{ui : ui.c = cj}|
counts the number of users who have visited category cj .

By using weight values, we define a user ui as −→u i = (wi1, wi2, · · · ,
wij , · · · , wi|C|), where wij is the TF-IDF weighting value of category cj of a
user. User vector is regarded as recommendation model input.

3 Recommendation Model

In this paper, we regard the belief network of retrieval model as a recommenda-
tion algorithm, a user vector as a query term of retrieval model, and a location
as a document. This section mainly discusses how to apply the belief network
model [10] to location recommendations. As the belief network can be inte-
grated evidence sources, so we can add expert information to the recommenda-
tion algorithm.

3.1 Expert Information Source Selections

If a user has visited a kind of locations many times, we can assume that the
user has a wealth of travel experience on the location, and we call the user as a
expert user. The expert user can provide good travel suggestions to a user.
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HITS algorithm [11] can be used to find expert users. What a user visit
a location simulates the link relationship of each web page [19]. When a user
visits a location many times, we can consider the user has a rich knowledge of
the location. And the location is visited by multiple users, and the region is
considered that the location is a hot region. Each user’s authority value is the
sum of the hub value of the locations, and each location hub value is the sum of
the authority value of the users. We use iteration method to continuously replace
the user authority value and location hub value. The user whose value of the
final authority is maximal is expert users.

Ac(u) =
∑

d∈D|u→d

Hc(d) (3)

Hc(d) =
∑

u∈U |u→d

Ac(u) (4)

where Ac(u) is the normalized authority value of user u in category c, and Hc(d)
is the normalized hub value of location in category c.

After using HITS algorithm to calculate Ac(u) of each category of a user, we
can find expert users. The travel advice is provided by experts who are chosen
for a user by recommender system. The travel advice not only meets user’s
preference, but also recommends locations to a user. We select three kinds of
experts [14].

– Random expert ERU: Random experts are the experts who are randomly
selected in the expert list. ERU does not require that the similarity of the
user’s preference between expert and the given user is high, but it may
recommend locations whose popularity is not high and which are distinctive
to the user.

– Senior expert EU: Senior experts have the highest similarity with the given
user. EU recommends locations which meet the user’s preference to the given
user.

– Random senior expert REU: We selected two experts in the expert list, and
we choose the one whose similarity value with a given user is more hight as
the REU. The random senior expert is a expert whose similarity is higher of
two experts who are randomly selected in the expert list. To a certain extent,
the random senior can recommend locations which have the low popularity
but be distinctive.

The recommendation system will assign weights of three kinds of experts as
α , β , γ. After three kinds of experts are added to the belief network, we can
get three ranking probabilities P0, P1, P1. The final ranking probability can be
P = α × P0 + β × P1 + γ × P2, where α + β + γ = 1. The ranking probability of
locations will be calculated from the belief network.
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3.2 Algorithm Models

Belief Network Model. In order to use the belief network [10], we define the
category set C as the concept space of the belief network model. The user set
and location set are described with a subset of C.

In the belief network model, we use P (dj |u) to measure the relevance
between u and dj . Let

−→
k be an |C|-dimensional vector, and we define

−→
k =

{k1, k2, · · · , k|C|}, where k1, k2, · · · , k|C| are binary random variables. Let ki =
{0, 1}, we have

g(i,
−→
k ) =

{
1 ki = 1
0 other

(5)

So we have vector
−→
ki =

−→
k | g(i,

−→
k ) = 1

∧ ∀i�=j g(j,
−→
k ) = 0. Using bayes

theorem and conditional probability formula [10], we have

P (dj |u) ∼
∑

∀i
P (dj |−→ki ) × P (u|−→ki ) × P (

−→
ki ) (6)

In the above section, we use the TF-IDF method to describe user and loca-
tion. And then we have

P (u|−→ki ) =
wij√∑|C|
i=1 w2

ij

(7)

P (dj |−→ki ) =
tij√∑|C|
i=1 t2ij

(8)

Expert Belief Network Model. When a user is not familiar with a location,
the user hopes to get a travel guidance given by experts. We need an approach
to add the expert information to the belief network model to solve the above
problem. The expert belief network model use the boolean query language of
information retrieval to integrate additional expert information. The boolean
query syntax consists of basic queries and boolean operators. The model uses
the OR operator to integrate multiple information sources [10]. We regard an
expert as u1, which is taken for current user I with given user u, so I = u ∨ u1.
If two user have at least one common category of user vector, we define the two
user is relevant. I is relevant to u1 and u. Let C+ = (c+1, c+2, · · · , c+i, · · · c+|C|)
model the context of expert evidence u1 related to I. Let C+ be the concept
space. Similar to the belief network model in information retrieval, we do not
consider the joint impact of two or more preferences of an expert in order to
simplify the calculation. In the expert belief network model, we use P (dj |I) to
sort the location dj [10].

Let−→m bean |C+|-dimensional vector, andwedefine−→m = {m1,m2, · · · ,m|C+|},
where m1,m2, · · · ,m|C+| is binary random variable. So we define mi = {0, 1}.
We define

g(i,−→m) =

{
1 mi = 1
0 other

(9)
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So we have vector −→mi = −→m| g(i,−→m) = 1
∧ ∀i�=j g(j,−→m) = 0. And then we

have:

P (dj |−→mi) =
r(dj , c+i)
max r

(10)

Where r(dj , c+i) is defined as the number which the expert visit the category
c+i of the location dj , and max r is defined as the maximum number of r(dj , c+i).

P (u1|−→mi) =
−→u · −→u1

|−→u | × |−→u1| (11)

After we have the above probabilities, we have the P (dj |I) by the following
method of combining evidential sources in the brief network proposed in [10].

P (dj |I) =
1

P (I)
×

∑

∀i
P (dj |−→ki ,−→mi) × P (I|−→ki ,−→mi) × P (

−→
ki ) × P (−→mi)

=
1

P (I)
×

∑

∀−→
ki,

−→mi

[1 − (1 − P (dj |−→ki ) × (1 − P (dj |−→mi)))] × P (u|−→ki )×

P (u1|−→mi) × P (
−→
ki ) × P (−→mi)

(12)

where P (u|−→ki ) and P (dj |−→ki ) are obtained by Equ. (7) and Equ. (8), respectively.
P (I) is defined by P (I) = 1

|U | .

4 Experiments

4.1 Experiment Settings

We use real travel data of 182 users in Beijing to test the model. It is collected
the five-year data from April 2007 to August 2012. This data set contains 17,621
tracks, and its total distance is up to 1,292,951 km. The data set mainly comes
from the GPS logs and GPS phones. This data set includes not only track which
users go home and to work, but also recreation and outdoor sports, such as
shopping, sightseeing, dining and so on [20]. The GPS track information of the
data sets consist latitude, longitude, time, date, etc. The paper will get the
category information of locations form baidu POI service. The data set is divided
into training set and the testing set. The training set is used to train the model
and determine the parameters of the model, and the testing set is used to predict
the locations that the user likes. 80% data are regarded as the training test.

To evaluate the effectiveness of the recommender system, we use the recall
and precision rate to measure the effect of the recommendation. Let R(u) be the
number of the recommended locations, T (u) be the number of locations which
user u visited in the test set. We have the recall and precision by follows:
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recall =
∑

u∈U |R(u)| ∩ |T (u)|
∑

u∈U |T (u)|

precision =
∑

u∈U |R(u)| ∩ |T (u)|
∑

u∈U |R(u)| (13)

4.2 Experimental Results

In our location recommendation, we follow the study [14] to identify the loca-
tion. we firstly see the impact of location size and user number. And then we
will test the impact of different experts. Finally, in order to verify that what the
information retrieval model is used for location recommendation has good recom-
mendation performance, we choose the basic inference network model (RNM),
expert inference network combined with expert information source (ERNM),
the basic belief network model (BNM), experts believe the belief network model
combined with expert information source (EBNM), vector space model (VSM)
to compare with user-based collaborative filtering algorithm (UCF), which is to
test the recommendation effect of the retrieval model.

Impact of the User Number. In the recommender system, we use multi-
user collaborative way to discover stay points of all users, and take use of grid
clustering algorithm to divide the city into different locations. The change of the
user number will impact the location size. The smaller the user number is, the
sparser the number of stay points in a location is. There is less choice for the
users to select the stay points of a location. We will vary the user number from
50 to 162. In order to avoid other uncertain parameters affecting the result, we
define the region size |r|=300, α = 0.7, β = 0.1, γ = 0.2. Then we will discuss
the effect of the user number on location recommendation.

From Fig. 1, we can see when the number of users |u|=162, recommendation
system has the best performance. The recommendation effect becomes better
with the increase of the user number.
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Fig. 1. Impact of the user number
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Impact of the Location Size. In the location recommendation, we may prefer
smaller location size so that the user can easily find what she wants in the
recommended locations. We will vary the location size by varying the location
width from 200 to 500. Before the experience, we define the user number is 162,
α = 0.7, β = 0.1, γ = 0.2. And then we will discuss the recommendation effect
of impact of the location size.

From Fig. 2, we can see when the location width is 300, the recommendation
effect is best. The smaller a location width is, the less the user can choose.
So when the region width is 200, the recommendation effect is poor. Too large
location size make the user difficult to find stay points in the location. So when
the location width is 500, the precision rate and the recall rate is low.
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Fig. 2. Impact of the location size

Impact of Parameters α, β, γ. In order to make recommendation best, we
design a experiment to determine the parameters of three kinds of experts
α, β, γ. Before the experience, we define the user number |u|=162, the region
size |d|=300. Table 1 and Table 2 shows different parameters in ERNM and
EBNUM to recommend top-N (N=30) locations. From the two table, we can
see the high precision and recall with α = 1, β = 0, γ = 0 in ERNM, and
α = 0.7, β = 0.1, γ = 0.2 in EBNM.

Table 1. The result of ERNM

parameters precision recall

α = 0.6 β = 0.3 γ = 0.1 0.519547 0.201795
α = 0.7 β = 0.2 γ = 0.1 0.525514 0.202570
α = 1 β = 0 γ = 0 0.530041 0.206208
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Table 2. The result of EBNM

parameters precision recall

α = 0.7 β = 0.2 γ = 0.1 0.67284 0.273934
α = 0.7 β = 0.1 γ = 0.2 0.673663 0.274776
α = 1 β = 0 γ = 0 0.663786 0.267561

Comparative Results of Different Models. The user vector in the training
data set are regarded as the input of the model, and then the model will generate
a recommendation list. We take the top-k region and calculate the precision rate
and the recall rate of RNM, ERNM BNM EBNM, VSM, UCF to evaluation
recommendation effect.

From Fig. 3, we can get EBNM is the best, so the EBNM is regarded as a
recommendation algorithm. Information retrieval model RNM, ERNM, BNM,
EBNM, VSM performance better than UCF. ERNM performances better than
RNM , and EBNM performances better than BNM in the recommendation effect,
which illustrate that the expert information source makes better recommenda-
tions. The performance of BNM is similar with VSM in the recommendation
effect.
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Fig. 3. Precision rate and recall rate of different models with different K value

5 Conclusions

This paper uses the brief network model in Information Retrieval to combine
expert sources to make recommendations. The model takes categories as location
themes and recommends the location whose theme match the user’s preference
to a user. Experimental results show the expert belief network model on location
recommendation has better prediction. Although the model performance a good
effect on location recommendation, there are many aspects to be improved. The
model does not reflect the context. In the future work, we will take into account
the user mood, time factor, the conditions of weather and traffic and so on to
built relevant context model.
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Abstract. Capacitated Arc Routing Problem (CARP) is one of the
hot issues of logistics research. Specifically, Ranking First Cutting Sec-
ond (RFCS) could be used. This research proposed a novel partitioning
algorithm - the Multi-Label algorithm which obtained better TSP paths
meeting the backpack limit on the basis of a complete TSP return. In
addition, by experimental verification on questions in the standard ques-
tion database, the experimental results showed that compared with gen-
eral partitioning algorithms, for the same complete TSP return, many
TSP paths with the shortest total length could be obtained by the Multi-
Label algorithm.

Keywords: Partitioning algorithm · Capacitated arc routing problem ·
Ranking first cutting second

1 Introduction

The Capacity Arc Routing Problem (CARP) is one of the hot issues of logis-
tics research, originating from the Seven Bridges Problem two and a half cen-
tury ago[1,2]. The more general problem model referred to today is proposed by
Golden and Wong in 1981 and they also proved that this problem is an NP-hard
problem[3,4].

CARP can be solved by transforming it into CVRP (Capacity Vehicle Rout-
ing Problem) so as to make the arc of CARP equivalent with points of CVRP.
Specifically, CFRS or RFCS (Rank First Cut Second) can be used to solve the
problem[5]. In RFCS, each arc is regarded as points to carry out TSP rank-
ing and then the partitioning algorithm is used to partition a complete TSP
return into many TSP paths which meet the backpack limit for generating an
optimization scheme.

The partitioning algorithm is a very important link in an arc routing prob-
lem[6,7]. Under different segmentation principles, different distance values of the
same path may be obtained. For example, in the genetic algorithm, its fitness

c© Springer International Publishing Switzerland 2015
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values are different, while in the ant colony algorithm, its optimal paths are
different[8]. It has an important follow-up effect on the next iteration[9,10].

Partitioning algorithms in combination with optimization algorithms are also
designed by researchers at home and abroad. Alain Hertz (2005) put forwards a
partitioning algorithm of TSP paths that meet the upper bound of the number
of vehicles[11]. C. PRINS*, N. LABADI and M. REGHIOUI(2008) proposed the
Greedy randomized adaptive search procedure in the course of solving CVRP
and CARP[12]. Yu Bin,Yang Zhong-Zhen and Yao Baozhen (2009) optimized
the partitioning results in combination with the ACO algorithm[13]. Further-
more, Li Xiangyang (2004) pointed out that important warehouse points in the
partitioning algorithm should be integrated into the genetic algorithm so as to
solve CVRP[14].

It is discovered in this paper that the segmentation efficiency of adopting
common segmentation principles is low and the realization of partitioning algo-
rithms proposed in combination with intelligent optimization is complex[15,16].
Thus, a partitioning algorithm, the Multi-Label algorithm which is appropriate
for solving CARP in the way of RFCS and partitioning a complete TSP path
into several TSP paths meeting the backpack limit is proposed. The experimental
results of comparing it with ordinary segmentation principles indicate that for
the same complete TSP return, many TSP paths with the shortest total length
can be obtained by the Multi-Label algorithm. The rest of this paper is orga-
nized as follow:Section 2 is Multi-Label partitioning algorithm,the algorithm cut
the route considering the combination of the formal car and latter car ;Section
3 is Simulation experiment;Section 4 is the conclusion and some discussion.

2 Multi-label Partitioning Algorithm

Multi-Label algorithm is a partitioning algorithm similar to traversal algorithm.
Nevertheless, compared with the division by traversing the full path, Multi-
Label algorithm is simpler. By successively scanning every point (or side) of
the full path, this algorithm inserts assumption based on the optimal partition
scheme obtained in last point (or side) and then rejects the exceed cars capacity
constraint of this point (or side). Figure 1 shows the information of the full path,
in which the circle is the starting point and the box is the number of service point
(or side) in algorithm model. Figure 2,3,4,5,6 is the route divisional example of
several partitioning algorithms and Multi-Label algorithm. The numbers above
the box are the service demand of this point (or side) while he numbers under the
arrows are the distance of two points (or sides). It is assumed that the distance
from the starting point to all points is 5 and the car capacity is 10.

In figure 2, the division is carried out by using the principle of assigning next
car after previous car reaches capacity limit. The total driving distance of the
two cars is 21 + 8 = 29.

In figure 3, the division is implemented by using the principle of assigning
next car after previous car reaches a certain percentage of capacity limit. Here,
80% is taken as the percentage. The total driving distance is 12+11+5 = 28. In



734 W. Zhang et al.

Fig. 1. The information of the full path Fig. 2. Assigning next car after previous
car reaches capacity limit

Fig. 3. Assigning next car after previous
car reaches 80% of capacity limit

Fig. 4. Assigning next car after the ratio of
the distance to nest service point (or side)
and the demanded quality of this point (or
side) is larger than 10

figure 4, the division is carried out by adopting the principle of assigning next car
after the ratio of the distance to nest service point and the demanded quantity
of this point is larger than a certain value. Here, the ratio is 10. The total driving
distance is 21+8 = 29. In figure 5, like the division in figure 4. Here, the ratio is
4. The total driving distance is 12 + 14 = 26. In figure 6, Multi-Label algorithm
is applied to the division. The total driving distance is 12 + 5 + 8 = 25. Design
procedure of Multi-Label algorithm: In figures, four numbers in every row of
every task of Multi-Label algorithm respectively represent: Car Number, Car
Carrying Capacity, Car Length, Total Distance of This Stage.

Projecti means Project Number;Capacityi means Car Carrying Capacity
Lengthi means Car Length;TLengthi means Total Distance of This Stage
Step 1: Traverse each segmental arc (Arci) in the complete TSP path suc-

cessively and generate a new project (Projecti) at the same time. Capacity of
the car (Capacityi) is the weight to be serviced at current segmental arc, length
of the car (Lengthi) is the distance between the initial point and the starting
point of this segmental arc, and the shortest length of the path (TLengthi) is
the sum (TLengthi + Lengthi) of the shortest length of the last segmental arc
and the length of this car.

Step 2: If the last residual capacity of the car in existing project can serve the
segmental arc, change the capacity (Capacityi) of the car in the project to be
the sum (Capacityi +q(Ti,j)) of existing capacity and the service capacity of the
segmental arc, change the length (Lengthi) of the car in the project to be the
sum (Lengthi + dc(Ti,j)) of existing length of the car and the distance between
the last segmental arc and the new segmental arc, and change the shortest length
of the path (T lengthi) to be the sum (TLengthi + dc(Ti,j)) of existing shortest
path and the distance between the last segmental arc and new segmental arc.



A Partitioning Algorithm for Solving Capacitated Arc Routing Problem 735

Fig. 5. Assigning next car after the ratio of
the distance to nest service point and the
demanded quality of this point (or side) is
larger than 4

Fig. 6. Multi-label Algorithm

Step 3: Implement the above steps to the last segmental arc, use the project
which has the shortest total path length (T lengthi) among all projects as the
complete TSP path segmentation project.

3 Simulation Experiment

To better verify the performance of Multi-Label algorithm in path partition
some typical living samples are taken so as to compare algorithms in virtue
of algorithm realization. The test data are chosen from standard CVRP living
samples in http://www.uv.es/belengue/carp.html [17]. The whole compare of
the algorithm result between Multi-Label algorithm and other algorithm can be
seen in Table 1. And The whole compare of the algorithm cost between can be
seen in Table 2.

The service side number of living example is taken as the number to randomly
generate 1000 full paths. Car capacity constraint, service demand of service sides
and distance between service sides should be subject to the living example. Every
full path should be divided according to the five principles above. To improve
the accounting efficiency, length of the arc itself is not taken into account in the
accounting process, and finally the optimized value of each partitioning algorithm
is found.

Optimization results of the partitioning algorithm obtained from the ascend-
ing order of an example scale are shown in Figure 7. As the example scale
increases, differences among algorithms also increase. Compared with other algo-
rithms, the Multi-Label algorithm has a significant advantage. On the premise
of meeting the vehicle capacity constraint, the algorithm in which another vehi-
cle will be arranged for service when the ratio of the distance from the current
location of a vehicle to the next service point (or side) and the service demand
of this point (or side) is better than the algorithms in which another vehicle
will be arranged for service after one vehicle reaches the capacity constraint and
another vehicle will be arranged for service after one vehicle reaches a certain
percent of the capacity constraint.

Comparison results of time cost of various partitioning algorithms obtained
from the ascending order of an example scale are displayed in Figure 8. An
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Table 1. The information of sample Table 2. Computational results of
multi-label algorithm

uptrend is presented in the growth of time cost in different example scales. Due
to features of example points and arcs, time cost does not increase strictly. When
the example size is small, time cost of the Multi-Label algorithm is slightly less
than that of other algorithms. With the increase of the example size, the increase
of time cost of the Multi-Label algorithm is greater than that of other algorithms.

4 Conclusion

The partitioning algorithms used in solving CARP with the RFCS method are
studied in this paper. For the same complete TSP return, final results of CARP
might be different if different partitioning algorithms are used. A good partition-
ing algorithm can partition the shortest total path of CARP for a TSP return.
In this paper, the Multi-Label partitioning algorithm is put forward and several
common partitioning algorithms are provided at the same time. By contrast tests
of questions in the standard question database, it is proved that compared with
other partitioning algorithms, the Multi-Label algorithm boasts better efficiency
of segmentation.



A Partitioning Algorithm for Solving Capacitated Arc Routing Problem 737

In addition, only segmentation of the same vehicle model is considered here.
However, in actual life, many vehicle models can cooperate with each other for
delivery. Therefore, it is necessary to carry out further research about how to
expand the usage field of the Multi-Label algorithm.
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Abstract. News recommendation recently has attracted wide spread
research attention because of the fast propagation of information on the
Internet. Due to the large volume of information, a recommendation
system which can provide the most important and useful information
is required. Most of existing researches focus on providing recommen-
dation based on news contents and predict the category of news only,
which is inefficient if the news pool is very large or contains a lot of
noisy data. In this study, we propose a novel news recommendation sys-
tem called UBS, which recommends personalized news based on User
Behavior Sequence (UBS) with high efficiency. We formulate the min-
ing problem of user behavior sequence for Internet news reading, which
can significantly enhance the performance of recommendation. Experi-
mental validation was conducted using real datasets that obtained from
news website. The results show that UBS can provide reasonable news
recommendation compared to content-based recommendation as well as
collaborative filtering.

Keywords: Behavior sequence pattern · News recommendation · Sim-
ilarity ranking · Personalization

1 Introduction

Recently, news reading has become an indispensable part of our life. For instance,
Google News and CaiXin1 news, have become increasingly prevalent due to pro-
vide abundant of news from various information sources. In the face of vast
amount of information, recommending news quickly and precisely which is a key
challenge of news websites to provide news that users are interested in [1,2]. At
present, although most of the research has been devoted to solve those problems
already, such as content based recommendation [1,13,15,18], collaborative filter-
ing [3,14,16] and hybrid version of all above [7]. Those approaches improve the
efficiency and accuracy of the news recommendation in specific areas. Besides,
recall that [1–6,15,16] transformed the news recommendation into a problem of
category assignment, which leads to an actual problem is that users cannot get
1 http://www.caixin.com

c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 738–750, 2015.
DOI: 10.1007/978-3-319-25159-2 68

http://www.caixin.com


UBS: A Novel News Recommendation System 739

the information they want easily. Therefore, we found that the ultimate goal of
news recommendation system is to provide news articles to users rather than
the category of news articles. Users may be concerned about how interested the
recommended news articles are. Hence, in this paper, we split the datasets into
training datasets, with the testing datasets which are the users’ last clicked time
and the others are training datasets. And this news recommendation system’s
goal is to recommend the users’ next clicked news article to individual users.

Furthermore, in some applications [1–11], they failed to consider users cur-
rent situations, and thus ignored the different preferences of users in different
contexts. For instance, when a user visits a website, the context is reflected in
the sequence of user’s behaviors, which the user has clicked in his/her current
interaction. In order to avoid obtaining unreliable results, our aim is to build
a scalable online news recommendation engine that could be used for making
personalized news recommendations on a large web property. In this paper, we
try to investigate the unsolved problem of mining behaviors sequence pattern. A
key task for news recommendation in this paper is to devise an algorithm base
on users’ sequential behaviors to calculate the high-quality approximate result
efficiently with low cost.

The rest of the paper is organized as follows. Section 2 reviews related work.
Section 3 presents the proposed mining algorithm in detail. Section 4 shows
experimental results on real datasets. Section 5 concludes the paper and discusses
future directions.

2 Related Work

Recently, news recommendation has been extensively researched in the litera-
ture. Meanwhile, sequence pattern mining has been well studied in the litera-
ture in the context of deterministic data, but not for recommending news base
on user behavior sequence. From the methodology perspective, recommendation
methods can be categorized into three different groups: collaborative filtering
[3,14,16], content-based methods [1,13,15,18] and hybrid approaches [7].

Collaborative Filtering. Collaborative filtering does not consider the content of
a news item, but uses the opinions of other similar users to generate recommen-
dations. Collaboraive filtering [3,14,16] has been widely used as a personalized
recommendation algorithm in news recommendation system. [3] recommends
news to a user by considering others’ ratings of news articles. [16] may be insuf-
ficient to simply represent users’ profiles by a bag of words for capturing the
reading preference of users. [3] is essentially a collaborative filtering method,
using MinHash clustering, PLSI and visitation counts.

Content-Based Method. This method is the extend and development of collabo-
rative filtering, which is mainly based on the results of information extract and
filter, and they recommend items according to the content characters of recom-
mended items. For this reason, [13] proposed a method based on two aspects:
users’ profile and the features associted with the products or services in the
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system. Those methods usually employ clutering algorithm to cluster items and
recommend items to users which are in the same cluster. Such as the hierarchal
clustering [16], word2vec clustering [18] and so on. [1] proposed a method to
conduct analysis on the traces of a users’ activities and then predicting users’
interested news based on Bayesian framework. [15] tells us the only focus on the
interested news article to users could be regressive, and uses the “submodularity”
property to model news selection problem.

Hybrid Recommendation Approaches. For better results some recommendation
systems combine different techniques of collaborative approaches and content
based approaches [7]. To solve the inability of both content filtering and collab-
orative filtering, many researchers investigate the feasibility of combining these
two types of methods, and propose hybrid solutions to news recommendation
[16]. However, most hybrid filtering methods either focus on analyzing explicit
ratings in the data, or assume that demographic and other auxiliary informa-
tion of users are available and other auxiliary information of users are available.
Although it is possible to incorporate user behaviors into these methods, they
still suffer from the difficulty of comprehensively capsuling highorder relations
within news reading community[26].

Others. In order to solve scalability and sparseness problem, [22] proposes rec-
ommendation algorithm based on item quality and user rating preferences. In
some real-life scenarios, in order to activate users reading motivations, [23] pro-
vides approach on the evolution of user interests in real life, in which using
absorbing random walk model to increase the diversity of the recommended
news list. Furthermore, [25] introduces a algorithm of news recommendation
systems based on context trees, which analyzes the present browsing behaviour
anonymous visitors. [24] investigates the feasibility of integrating content-based
methods, collaborative filtering and information diffusion models by employ-
ing probabilistic matrix factorization techniques. Moreover, [24] proposed news
recommendation framework via implicit social experts, in which the opinions
of potential influence on virtual social networks. [21] pointed out that tradi-
tional recommendation system failed to consider users’ current situations and
neglected the different preferences of users in different contexts. Besides, [21]
put forward the concept of Sequential Topic Patterns (STPs) and formulate the
mining problem of User-aware Rare STPs (URSTPs), which can be apply in
many real-life scenarios, such as personalized context-aware recomendation. But
the application in news recommendation has not been used in their research.

Yet, to the best of our knowledge, there is no work related to analysing the
users’ sequential behaviors in personalized news recommendation system. As the
experiments section shown, the original and simple algorithms, which are not as
effective and efficient as those in this paper.
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3 Proposed Mining Algorithm

In this section, we will firstly define some major concepts, then we will present
how we formalize our model for analysis in mathematical terms, and describe
the architecture of personalized news recommendation system.

3.1 Definitions

As we discussed in the introduction, one of the goals of this paper is to effectively
and efficiently select news which users are interested from a large volume of
published news articles. In this paper, we define news article as follows:

Definition 1 (News Article). Let N = {(nid1, t1), (nid2, t2), . . . , (nidn, tn)}
be a news article set, where nidi represents user i and ti = {term1, term2, . . .}
is a term set of news title. Then, Let T = {t1, t2, . . . , tn} be a news title set.

In order to represent users’ behavior sequence, we define a terminology called
news sequence:

Definition 2 (News Sequence). Let NS = {ns1, ns2, . . . , nsn} be a news
sequence which is make of readers’ history sequential clicked on news, where
nsi = {nid1, nid2, . . . , nidk} is one among them.

To avoid any unnecessary confusion, in this paper, we define user profile in
news recommendation system as follows:

Definition 3 (User Profile). Let U = {u1, u2, . . . , um} be a set of users, where
ui = (uidi, nidListi), with uidi is the user’s id and nidListi is history news set.

For the sake of presentation, we define recommended news set as follows:

Definition 4 (Recommended News Set). At last, we generate a news id
set recommended to each users. Define it as RS = {(u1, ns1), (u2, ns2), . . . ,
(un, nsn)}.

In our experiments, we set up some rules to obtain optimum value for the
algorithms. Therefore, we define them as follows:

Definition 5 (Set Contain Rule). Suppose S1 is a set of terms that belongs
to news title t1 and S2 is another set of the terms that belongs to news title t2;
if S1 ⊆ S2, then t1 and t2 are very likely to refer to the same thing.

Definition 6 (Set Similarity Rule). Suppose S1 is a set representation of the
term t1, and S2 is a set representation of the term t2. We use both Jaccard coeffi-
cient and longest common subsequence (LCS) to compute the similarity between
two sets, because it considers not only the single longest common substring, but
also the different patterns in different sequential terms there.

In order to represent news articles which users are most interested in, we call
them hot news queue and define them as follows:
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Definition 7 (Hot News Queue). Suppose Hot(nid) is a function represen-
tation of how frequently the news be click is. click(nid) represents the news was
clicked or not. Hot(nid) is define as followed Eq. (1).

Hot (nid) =
n∑

i=1

click (nid) (1)

Hence, let HNQ = {nid1, nid2, . . . , nidn} be a hot news queue.

3.2 Mining Algorithm

Generally speaking, traditional recommendation systems have been extensively
used based on content-based and users’ history profiles. However,they failed to
consider users’ current situations and thus neglected the different profiles of users
in different history contexts. Such as, the users’ sequential behaviors of the click
history, which represent the users’ current situations, plays an important role in
the recommendation system. For example, when a user visits a news website, the
context is reflected by the sequence of news articles which the user has clicked in
his/her current situation. Therefore, we apply our approach to integrate users’
sequential click behaviors and use contain rules and compute similarity by using
Jaccard. For the sake of presentation, we design the main process for sequential
behaviors pattern is shown in Fig. 1.

Fig. 1. Users’ Sequential Behaviors

Fig. 1 tells us that the two sequential click history records were very similar,
due to set contain rule (Define. 5) and set similarity rule (Define. 6). According
to them, the users in the picture have the common term (100958525) and longest
common subsequence (< 100658325, 100755832, 100658666, 100958525 >), with
computing the similarity by the Eq. (2). We conclude that the two sequen-
tial click history set were similar. Hence, we can predict user2 will click the
news(10095832) which is the last on in user1’s sequential click history set.

Similarity(Ui, Ni) =
α ∗ J(Ui, Ni) + β ∗ L(Ui.nidList,Ni) + γ ∗ Hot(Ni)√

α2 + β2 + γ2
(2)

J (A,B) =
|A ∩ B|
|A ∪ B| (3)

Eq. (3) computes the users’ genuine interested news based on the click dis-
tributions in current situation. Eq. (2) computes the similarity between user’s
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most interested news and other news, with the parameter α, β, γ which can
help Eq. (2) to get optimum value. The length of LCS can be computed by the
Eq. (4).

L[i, j] =

⎧
⎨

⎩

0 if i = 0 or j = 0
L[i − 1, j − 1] + 1 if i, j > 0 and xi = yj
max(L[i − 1, j], L[i, j − 1]) if i, j > 0 and xi �= yj

(4)

In this section, we propose the UBS Mining Model Architecture as shown in
Fig. 2. Initially, we should update the users’ news sequence set and history news
of all users regularly. So that we can obtain latest datasets which can reflect the
real current situation of users. Firstly, in order to get better useful information
from the datasets with stopwords and illegal character, it is necessary to prepro-
cess the datasets. Secondly, we should extract the sequence news from each user,
we define it as NS. Then, we use the Jaccard coefficient and LCS to compute
similarity between two users in U . When the sililarity computing is completed,
we should set up the shrehold (θr) to limit the number of similar users and
then group news into one set from similar users. By now, we have been gener-
ated similar news set (simSet) of each user from his/her similar users. Secondly,
we extract user from U circularly and then select his/her most interested news
as fave news set (faveSet). Thirdly, it is necessary to compute and generate
frequent news queue (hotNews) by Eq. (1), due to guarantee the recommenda-
tion quality. Finally, there are following significant steps to take which include
contain rule and similarity computing. If the term of simSet is in faveSet,
then extract it and compute similarity with faveSet, with grouping them into
mostFaveSet. At last, it iterates over the mostFaveSet that if mostFaveSet’s
term in hotNews, then group it into recommended news set.

Fig. 2. Overview of UBS Architecture
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According to the architecture of UBS (Fig. 2), we provide a comprehensive
investigation of persionalized news recommendation and employing efficient pro-
cessing algorithm which is shown in Algorithm 1.

In Algorithm 1, we need to set up a parameter θr in order to limit the maxi-
mum number of recommended news to each user. In addition, the value of θr has
to be changed in different users because the similarity of two users are different
under different rules, as we mentioned in the previous section. Quite obviously,
the lower θr is, the more effective of recommendation obtain. In our proposed
model, we set the value of θr is 1 by default. In most cases, parameters are
tuned based on some empirical studies. The sensitivity of the parameters will be
a major task as our future research work.

Algorithm 1. news recommendation base on UBS
Input: NQ = {< nid1, nid5, . . . , nidq >, . . . , < nid6, nid2, . . . , nidr >};

U = {(u1, nidList1), (u2, nidList2), . . . , (um, nidListm)}; and
recommend set size threshold θr.

Output: R = {(u1, nidList1), (u2, nidList2), . . . , (um, nidListm)}
1 recommendList ← ∅
2 hotNewsSet ← Hot(U, 50)
3 similarUserNewsMap ← ComputeSimilarity(NQ,U, 0.5)
4 for i ← 1 to n do
5 faveNewsSet ← similarUserNewsMap.get(ui)
6 recomSet ← faveNewsSet ∩ hotNewsSet
7 for j ← 1 to θr do
8 recomPair ← (ui, recomSet)
9 recommendList.add(recomPair)

10 return recommendList

4 Experiment Design and Results

We carry out our experimental studies by using large volume collections of news
articles, which include 116,225 click records of individual users. Firstly, we start
with describing and selecting futures from the datasets, including the prepro-
cessing, combining features. Secondly, we choose F1-Measure as a evaluation
of our recommendation system model. Thirdly, in order to support our model,
we compare with other methods in this step. Last but not least, we carry out
experimental detail of our news articles recommendation model.

4.1 Data Collection

We crawled data from CaiXin2, which is considered the main source of data for
news. Then, we randomly generate 116,225 users’ click records including 10,000
users and 6,183 news. The datasets mainly conducted news clicked time from
2 http://www.caixin.com

http://www.caixin.com
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Fig. 3. Some Columns of Datasets

March 01, 2014 to March 31, 2014, while news published time ranges from June
05, 2000 to March 31, 2014. Fig. 3 summarizes some important details of our
datasets.

In order to remove some unexpected noise and ensure the quality of the
recommendation system experiment. We carried out some preprocessing steps
on the crawled news texts:

1) Removing invalid records, such as the records which include empty column,
the invalid news published time and clicked time.

2) Using ICTCLAS3(Institute of Computing Technology, Chinese Lexical Anal-
ysis System) Chinese word segmentation tools to process the news title and
extract representative words from each title.

3) Removing stopwords.
4) Removing the news have never been clicked.

After preprocessed, it turns out that there are 9,991 valid users and 101,225
news records are stored, with 5,653 news. We conducted analysis on the datasets
based on the news article title, news article content, click history, news published
time and news clicked time. We found out users’ sequential behaviors play an
important role in data futures. Therefore, base on this observation, we extract
the users’ sequential click records group by news id and users’ id, as shown in
set NS = {ns1,ns2, . . . , nsk}.

4.2 Model Evaluation

In this subsection, we evaluate the performance of our algorithms using real
datasets. Since our work is innovative and focus on users’ sequential behavior,
we will show its effectiveness by the three standard measure, including Precision,
Recall, F1-Score as the following Eq. (5) shown.

F1 =
2PR

P + R
(5)

Precision =
∑N

i=1 hitNews (i)
∑N

i=1 preNews (i)
(6)

Recall =
∑N

i=1 hitNews (i)
∑M

i=1 totalNews (i)
(7)

3 http://ictclas.nlpir.org

http://ictclas.nlpir.org
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Where N is the number of users who take part in the recommendation. On one
hand, value of the function hitNews (i) is either 0 or 1, so that

∑N
i=1 hitNews (i)

is the number of news of user i being recommended correctly. On the other hand,
function preNews (i) represents the number news which was recommended to
user i and

∑N
i=1 preNews (i) is the total number of news articles which recom-

mend to users. The function totalNews (i) means the number of news which
user i views really in testting datasets. Hence, this formula

∑M
i=1 totalNews (i)

represents the number of all news articles in testing datasets.

4.3 Comparison with Other Methods

We implement serveral baseline methods on recommendation system and con-
ducted several experiments with different vector size and feature selection meth-
ods. In order to ensure the fair comparison, the parameters of these baseline
methods are optimal in our experiment. The results are show in Fig. 4.

– HAC (hierarchal clustering [16]): This method uses word segmentation tools
to process the news title and extract representative words from each title.
Scanning the preprocessed title, We make a rule that states that two clusters
can be merged if they have common phrase. Then compare news which users
have been clicked, to generate the recommended news list.

– W2V (based-word2vec clustering [17,18]): In this approach, the clusters are
generated by word2vec4 tools which implement by deep learning network,
then cluster of news id were contructed. Lastly, recommending the news in
cluster which has never been click to the user.

– UBCF (user-based collaborative filtering [11,12]): This is a traditional app-
roach to the personalized news recommendation system. It compute the sim-
ilarity almong the users, then select similar users for candidate user, with
generating recommended news article from the similar users.

– IBCF (item-based collaborative filtering [13]): The method is contrary to
the UBCF, which is due to computing the similarity among the item not the
user. It chooses user’s last click news article as his/her most interested news
category and generates recommended news from them.

In Fig. 4, we have the following observations that in traditional personal-
ized news recommendation approaches, they handle this problem as a taxonomy
problem, which goal is to findout the correct category of news article. However,
generally and in reality, users want to find the news they are interested in, rather
than news category. Meanwhile, Fig. 4 shows the result. As we expect, the more
news article were recommended to users, the less percision and F1-Score it has.
On the contray, the percentage of recall increase exponentially. In a word, Fig. 4
tells us that those methods are not suitable for recommending news in real life.

In order to verify the effectiveness of our proposed mining model, we show
the experimental results in the following Fig. 5(a), Fig. 5(b) and Fig. 5(c). The
horizontal axis of the all figures means the top ranked news articles being rec-
ommended to users.
4 http://code.google.com/p/word2vec

http://code.google.com/p/word2vec
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Fig. 4. Comparision with Baseline Algorithm.

(a) Precision comparison. (b) Recall comparison. (c) F1-Score comparison.

Fig. 5. Performance Comparison of Different Methods.

Note that, in Fig. 5, the probabilities of W2V in all figures are almost close
to zero, with HAC, IBCF and UBCF are obtaining low probabilities too, which
tells us that the W2V, HAC, IBCF and UBCF aren’t suitabe for recommending
news in such condition. Fig. 5 tells us that they failed to consider users’ cur-
rent situations, and thus ignored the different preferences of users in different
contexts.

Although the probabilities in Fig. 5 seems not very large, considering that we
have set evaluation rule that predict the users’ next news article being click. Yet,
the other methods’s goal are clustering the news articles in different category
and then predict the news correct category. Frankly speaking, predicting user’s
next behavior is more significant than predicting news category in real life. Note
that for most data points in the graph, all of the methods are outperformed
when recommend one news article to each user respectively. From the findings
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we obtained, we conclude that UBS-based model does play a significant role in
the news recommendation system.

5 Conclusions and Future Work

We propose a novel framework for personalized news recommendation system,
which provides a new method based on user behavior sequence, due to the
sequence of users’ behaviors are reflecting the current situation of users in reality.
Another remarkable point is the real-life evaluation of the recommendation mod-
els, which lets user’s next clicked id of news be a testing dataset, and the others
be the trianing dataset. Our experiments on large volume collections of news
articles, which are from public news website and have provide positive results.
The experiments based on real data sets show that the approach is very effective
and efficient for personalized news recommendation system on the Internet.

In our future work, we will make a plan for studying the extension of our
UBS’s framework. Moreover, based on our mining model and experiments, we
will try to define more complex behaviors, such as including the length of clicked
time. What’s more, we will apply our UBS model to practice and develop prac-
tical tools about our approach.
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Abstract. The open nature of recommender systems makes them vul-
nerable to shilling attacks. Biased ratings are introduced in order to affect
recommendations, have been shown to cause great harm to collaborative
filtering algorithms. Most of previous research focuses on the differences
between genuine profiles and attack profiles, ignoring the group char-
acteristics in an attack. There exists class unbalance problems in SVM
based detecting methods, that is, the detecting performance is not good
when the amount of samples of attack profiles in training set is small.
In this paper, we study the use of SVM based method and group char-
acteristics in attack profiles to detect attack profiles. Based on this, a
two phase detecting method SVM-TIA is proposed. In the first phase,
Borderline-SMOTE method is used to alleviate the class unbalance prob-
lem in classification; a rough detecting result is obtained in this phase;
the second phase is a fine-tuning phase whereby the target items in the
potential attack profiles set are analysed. We conduct experiments on
the MovieLens 100K Dataset and compare the performance of SVM-TIA
with other shilling detecting methods to demonstrate the effectiveness of
the proposed approach.

Keywords: Shilling attack detection · Unbalanced data · SVM · Target
item analysis

1 Introduction

With the development of information technology, people come from era of lack
of information into an information overload era. Collaborative filtering recom-
mender system is an important tool to resolve this contradiction. But studies
have shown that collaborative filtering technology itself has serious shortcomings
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 751–763, 2015.
DOI: 10.1007/978-3-319-25159-2 69
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and deficiencies. Collaborative filtering techniques rely on user preferences files
to provide users with personalized recommendations, which make collaborative
filtering algorithm can be attacked by injecting attack profiles. Due to the open
nature of collaborative filtering recommender systems, they suffer vulnerabilities
of being attacked by malicious users by injecting profiles consisting of biased rat-
ings [1]. These attacks are carried out in order to influence the system’s behavior,
and have been termed “shilling” or “profile injection” attacks, and attackers as
shillers or attackers [2]. To ensure the trustworthiness of recommender systems,
attack profiles need to be detected and removed accurately. The word “shilling”
was first proposed in [3]. There have been some recent research efforts aimed
at detecting and reducing the effects of profile injection attacks [4–7]. These
attacks consist of a set of attack profiles, each containing biased rating data
associated with a fictitious user identity. Since “shilling” profiles look similar
to genuine profiles, it is difficult to identify them. There are three categories of
attack detection algorithms: supervised, unsupervised, and semi-supervised.

In the first category, attack detection techniques are modelled as a classi-
fication problem. A lot of research has been undertaken to employ supervised
learning for shilling attack detection [8]. Three classification algorithms, kNN-
based, C4.5-based and SVM -based, are used to improve the robustness of the
recommender system [9]. These supervised algorithms need a large number of
labeled users to enhance the accuracy [10]. However, these algorithms do not
perform well when the attack profiles are obscured.

In the second category, unsupervised detection approaches address these
issues by training on an unlabeled dataset. The benefit of this is that these
techniques facilitate online learning and improve detection accuracy. There has
been significant research interest focused on detecting attack profiles using the
unsupervised approach. Some of the techniques use clustering, association rules
methods and statistical approaches [11–13]. An unsupervised shilling attack
detection algorithm using principal component analysis (PCA) was proposed
in [14]. Unsupervised detection approaches need prior knowledge of recommender
system before detection.

In the third category, semi-supervised detection approaches, such as [15,16],
make use of both unlabelled and labelled user profiles for multi-class modelling.
Cao et al. [15] proposes a new semi-supervised method called Semi-SAD shilling
attack detection algorithm using both types of data. HySAD introduces MC-
Relief to select effective detection metrics, and semi-supervised Naive Bayes
(SNBλ) to precisely separate random-filler model attackers and average-filler
model attackers from normal users.

The limitation for SVM based detection methods is that class unbalance
problem exists in SVM classifiers. Borderline-SMOTE method is used to alleviate
the class unbalance problem, on the other side, target item analysis method is
also used to reduce false positive rate of the detection result. The rest of the
paper is organized as follows. In the next section, we examine previous work
and background in the area of attack detection in recommender systems; in the
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Section 3 we describe the details of our approaches. Our experimental results
are presented in Section 4. We discuss and summarize our research in Section 5.

2 Related Work

In this section, background knowledge is introduced. Firstly, we describe several
common attack models and their characteristics. Secondly, we introduce the
main idea of target item analysis. Finally, we analysis class unbalance problem
of SVM based detecting methods in shilling detection.

2.1 Attack Models

An attack consists of attack profiles that are introduced into the system in order
to alter recommendation lists of a set of target items. Based on different assump-
tions about the attacker’s knowledge and purpose, a number of attack models
have been identified [1]. There are four popular attack models in recommender
systems: random attack, average attack, bandwagon attack, and segment attack
models. Ratings in an attack profile can be divided into three sets of items: a
target item IT ; a selected item IS , selected set is a set of widely popular items
or items that have common features, which is usually used to perform group
attacks; and a set of filler items usually randomly chosen IF , filler items in a
malicious profile are a set of items that make the profile look normal and makes
a malicious profile harder to detect. Structure of the attack models is shown in
Table 1.

Table 1. Structure of the attack models

Attack model IS(Selected Items) IF (Filler Items) IT (Target Items)

Random Attack ∅ random ratings rmax/rmin

Average Attack ∅ mean of each item rmax/rmin

Bandwagon Attack rmax random ratings rmax/rmin

Segment Attack rmax random ratings rmax/rmin

2.2 Data Unbalance and Target Item Analysis

Previous research apply SVM method to attack detection in recommender sys-
tems by extracting user profile features and building attack detection model.
Comparing with other supervised learning methods such as decision trees, neural
networks, SVM has a better overall performance than other methods [10,17,18].
Class unbalance problem exists in classification when using machine learning
methods [19,20]. Classification performance of the traditional classifiers is always
restricted when facing unbalance data [21]. For example, when the positive data
in the data set is much less than the negative data, the classification result be
more inclined to the negative data. No exception in shilling attack detection
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base on SVM based methods. The performance of attack detecting is not good
when the attack size is small. In previous research [22,23], Borderline-SMOTE
method is used to alleviate the class unbalance problem. In this paper, classifi-
cation algorithms for unbalanced data is borrowed and applied in shilling attack
detecting, thereby increasing the recall of detecting results. By using target item
analysis method, reduce false positive rate of detecting results. The key idea of
target item analysis is to find the target item(s) ID, and consider all profiles
rate on that target item as attack profiles. We have introduced how target item
analysis works in our previous research in [24,25], no repeat in this paper.

3 The Proposed Method

In this section, we first introduce the idea of target item analysis. Based on
target item analysis, a detection method based on Borderline-SMOTE method
is proposed. SVM-TIA consists of two stages: stage of classification and stage of
target item analysis.

Single profile can not affect the recommendation list of an item in the rec-
ommender system [6]. Attack profiles reaches a certain quantities can alter the
recommendation list of the target item. Based on this consideration, we can
abstain a better overview of attack profiles when consider them as a whole.
In this paper, we propose a shilling detecting framework, which contains two
phases. In the first phase, a rough detection method is used to get a suspicious
profile set contains attack profiles and genuine profiles. The second phase is a
fine-tuning phase whereby the target items in the potential attack profiles set
are analysed. Based on the analysis we can then remove genuine profiles from
this set, which can reduce false positives in the final result. Figure 1 shows the
two phase shilling detecting framework in recommender system.

SVM, which is based on the structural risk minimization principle, has a good
generalization performance [26]. It can find a decision surface that optimally
separates the instances into two classes. Therefore, we use SVM as the machine
learning algorithm to detect profile injection attacks. Figure 2 is the flow of
SVM-TIA shilling detecting method based Borderline-SMOTE.

4 Experiments and Analysis

In this section, we first show datasets we used. Then we describe the evaluation
metrics of false positive rate, recall and precision. Finally, we make an analysis
on the experimental results.

4.1 Experimental Data and Settings

The datasets used in the experiments are the widely used MovieLens 100k
Dataset by the GroupLens Research Project in the University of Minnesota.
There are 100,000 ratings (1-5) from 943 users on 1682 movies in MovileLens
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Fig. 2. Flow of SVM-TIA shilling detecting method based Borderline-SMOTE

100k Dataset. Each user has rated at least 20 movies. Each user can rate a movie
from 1 to 5. Where 1 is the lowest and 5 is the highest.

Filler size is defined as the ratio between the number of items rated by a
user and the number of entire items in the recommender system. Attack size is
defined as the ratio between the number of attack profiles in an attack and the
number of entire profiles in the recommender system. The distribution of filler
size for genuine users in the Movielens 100K Dataset indicate that the majority
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of genuine users only rate a small number of items. In order to make the attack
profiles hard to be detected, the attackers may use the same or similar filler
sizes as genuine users do. In our experiments, the range of filler sizes for attack
profiles is set between 1% and 20%.

The platform we implement all the experiments as flows: Hardware: CPU is
Intel Core i7 processors, Windows 7, with 16G RAM. Software: All of our tests
is on Matlab 2012b.

4.2 Evaluation Metrics

To evaluate the performance of our proposed method, detection rate, false pos-
itive rate, recall and precision are used in this paper, which is defined as flows.
False positive rate is the ratio of the number of false positives with the number
of attack profiles.

False Positive Rate =
#False Positives

#Genuines
(1)

Recall is the ratio of the number of attack profiles in detecting result with
the number of attack profiles.

Recall =
#True Positives

#True Positives + False Negatives
(2)

Fig. 3. Information gain of profile attributes in different attack models
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Fig. 4. Detection rate of different attack models when attack size and filler size vary
in push attack

Precision is the ratio of the number of attack profiles in detecting result with
the number of profiles of detecting result.

Precision =
#True Positives

#True Positives + False Positives
(3)

4.3 Analysis of Information Gain

As one of the most widely used measures for evaluating how informative an
attribute is, information gain evaluates the importance of an attribute to a clas-
sification system, where larger information gain denotes more importance of the
attribute. Therefore, we first use information gain to evaluate the importance of
the attributes in this paper. We also analysis information gain of the attribute
we proposed in paper [24].

Clearly, greater information gain value of a feature indicates greater contri-
bution to the classification, thus attributes of greater information gain value are
chosen as eigenvectors. Profile attributes including RDMA, DegSim, WDMA,
WDA, LengthVar, MeanVar, FillerMeanDiff and DegSim′, DegSim′ is a new
profile attribute we proposed in [24]. Information gain is different when the filler
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Fig. 5. False positive rate of different attack models when attack size varies in push
attack

size and attack size are different. In the experiments below, we calculate the
mean information gain when the attack size is 5%, and filler size varies from
1% to 50%. Information gain of profile attributes in different attack models is
shown in Figure 3. Figure 3(A) is from push attack type while Figure 3(B) is
from nuke attack type. Information gain is different when the attack type and
filler size different.

4.4 Experimental Results and Analysis

In this section, detection results of the proposed shilling detecting method SVM-
TIA is shown. In order to study performance of SVM-TIA when filler size and
attack size varies, two experiments are designed. To evaluate the performance of
our proposed method, detection rate, false positive rate, recall and precision are
used in this paper.

To create the training set, we randomly select 200 genuine profiles from the
Movielens 100K Dataset as samples of genuine profiles. Samples of attack profiles
are generated by random, average, segment and bandwagon attacks with filler
sizes varies from 1%, 3%, 5%, 7%. To balance the proportion between genuine
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Table 2. Detection result of different methods when filler size is 3% and attack size
varies in push attack

Attack size 1% 2% 5% 10% 20%

Random attack

Recall

SVM 0.512 0.685 0.724 0.86 0.91
RSVM 0.987 0.992 0.993 0.995 0.996
C4.5 0.98 0.985 0.99 0.994 0.997
KNN 0.715 0.753 0.804 0.95 0.996
SVM-TIA 0.642 0.856 0.92 0.93 0.92

Precision

SVM 0.55 0.62 0.73 0.82 0.91
RSVM 0.79 0.82 0.9 0.95 0.98
C4.5 0.853 0.86 0.867 0.874 0.88
KNN 0.972 0.973 0.972 0.97 0.978
SVM-TIA 0.98 0.991 0.992 0.994 0.995

Average attack

Recall

SVM 0.489 0.55 0.698 0.82 0.9
RSVM 0.987 0.992 0.993 0.995 0.996
C4.5 0.98 0.985 0.99 0.994 0.997
KNN 0.715 0.753 0.804 0.95 0.96
SVM-TIA 0.586 0.814 0.915 0.92 0.91

Precision

SVM 0.532 0.602 0.715 0.806 0.889
RSVM 0.79 0.82 0.9 0.95 0.98
C4.5 0.853 0.86 0.867 0.874 0.88
KNN 0.972 0.973 0.972 0.97 0.978
SVM-TIA 0.974 0.982 0.986 0.992 0.993

Bandwagon attack

Recall

SVM 0.523 0.69 0.75 0.852 0.9
RSVM 0.984 0.991 0.992 0.992 0.995
C4.5 0.95 0.955 0.989 0.994 0.995
KNN 0.702 0.723 0.824 0.954 0.965
SVM-TIA 0.684 0.884 0.93 0.92 0.91

Precision

SVM 0.53 0.6 0.69 0.79 0.88
RSVM 0.77 0.81 0.9 0.95 0.97
C4.5 0.823 0.835 0.856 0.868 0.879
KNN 0.984 0.981 0.972 0.977 0.987
SVM-TIA 0.985 0.986 0.991 0.993 0.995

profiles and attack profiles in the training set, we construct attack profiles with
attack size varies from 1%, 3%, 5%, 10%, 20% for each attack. For each detecting
result, detecting is repeated 20 times and the average values of detection results
are reported for the experiments.

In the tests, we use Libsvm 3.0 [26] to generate the classifier. Target items are
chose randomly when generating each attack profile. Push attacks are introduced
in this paper, however, the proposed method can be put into effect to detect the
nuke attacks.

Figure 4 shows the recall of detecting different attack models when attack
size and filler size vary in push attack. Four subfigures are the recall when detect-
ing different attack models when the filler size is 1%, 3%, 5%, 7% respectively.
In each subfigure, recall efficiency increase with the increasing of attack size.
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Table 3. Detection result of different algorithms when filler size is 3% and attack size
varies in nuke attack

Attack size 1% 2% 5% 10% 20%

Random attack

Recall

SVM 0.522 0.676 0.753 0.884 0.931
RSVM 0.997 0.994 0.996 0.995 0.997
C4.5 0.972 0.975 0.991 0.993 0.994
KNN 0.725 0.756 0.818 0.953 0.997
SVM-TIA 0.712 0.862 0.9 0.914 0.92

Precision

SVM 0.56 0.64 0.74 0.83 0.92
RSVM 0.79 0.83 0.92 0.96 0.99
C4.5 0.823 0.865 0.857 0.874 0.882
KNN 0.968 0.971 0.974 0.981 0.983
SVM-TIA 0.981 0.992 0.993 0.995 0.996

Average attack

Recall

SVM 0.46 0.56 0.692 0.739 0.878
RSVM 0.981 0.984 0.988 0.99 0.993
C4.5 0.981 0.975 0.993 0.992 0.996
KNN 0.725 0.733 0.824 0.942 0.996
SVM-TIA 0.604 0.826 0.91 0.9 0.913

Precision

SVM 0.51 0.62 0.72 0.81 0.91
RSVM 0.78 0.81 0.87 0.93 0.95
C4.5 0.833 0.839 0.847 0.846 0.858
KNN 0.962 0.953 0.961 0.958 0.964
SVM-TIA 0.978 0.985 0.988 0.992 0.992

Bandwagon attack

Recall

SVM 0.46 0.525 0.658 0.782 0.886
RSVM 0.988 0.993 0.994 0.993 0.996
C4.5 0.954 0.965 0.979 0.984 0.991
KNN 0.732 0.742 0.814 0.924 0.947
SVM-TIA 0.718 0.816 0.906 0.91 0.93

Precision

SVM 0.54 0.695 0.78 0.825 0.93
RSVM 0.79 0.82 0.91 0.95 0.98
C4.5 0.825 0.815 0.844 0.868 0.88
KNN 0.964 0.961 0.972 0.969 0.98
SVM-TIA 0.978 0.982 0.991 0.991 0.995

While recall increases with the increasing of filler size when the attack size is the
same.

While Figure 5 shows false positive rate of SVM-TIA. Figure 5 shows the false
positive rate when detect different attack models when attack size and filler size
vary in push attack. Four subfigures are the false positive rate when detecting
different attack models when the filler size is 1%, 3%, 5%, 7% respectively. In
each subfigure, false positive rate efficiency decrease with the increasing of attack
size. While false positive rate decreases with the increasing of filler size when
the attack size is the same. We can come to a conclusion that the false positive
of detecting result using SVM-TIA is high when the quantity of attack profiles
is small; the precision rate can be promoted by employing target item analysis
method.
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In order to test the effectiveness of our proposed method SVM-TIA when
attack size varies, we also compare the detection result using different detecting
method in the second experiment, including SVM, RSVM, C4.5, KNN shilling
detecting method. In the experiments, we use the same profile attributes in SVM
based detecting method and SVM-TIA based detecting method. In MovieLens
100K Dataset, the filler size is 3%, and the attack size varies from 1%, 2%, 5%,
10%, 20% respectively. Some attack models are used including random attack
model, average attack model and bandwagon attack model. The detecting result
is shown in Table 2 and Table 3.

Table 2 shows that the comprehensive result is best in all three attack types.
The precision increases with the increasing of attack size. The precision reaches
100% when the attack size is over 10%.

From Table 2 and Table 3 we can see that, the recall of SVM based method
and SVM-TIA method increase with the increase of attack size; and SVM-TIA
has the higher recall than that of SVM method. The recall of SVM-TIA method
is not as good as other methods. The precision of SVM-TIA is always high, which
means the false positive in the detecting result is low. There is no big difference
in the detecting result between push attack type and nuke attack type.

5 Conclusions and Future Work

In this paper, we propose a method to detect shilling attacks based on SVM and
target item analysis method. Experiments on the MovieLens Dataset show the
effectiveness of SVM-TIA in detecting shilling attacks. The limitation for SVM
based detection method is that class unbalance problem exists in SVM classifier.
Borderline-SMOTE method is used to alleviate the class unbalance problem, on
the other side, target item analysis method is used to reduce false positive rate
of the detection result. In our future work, we will enhance the function of target
item analysis method to detect more complex attack models.
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Abstract. For many tracking and surveillance applications, Gaussian
mixture model (GMM) provides an effective mean to segment the fore-
ground from background. Though, because of insufficient and noisy data
in complex dynamic scenes, the estimated parameters of the GMM, which
are based on the assumption that the pixel process meets multi-modal
Gaussian distribution, may not accurately reflect the underlying distri-
bution of the observations. And the existing block-based GMM (BGMM)
method may be able to segment only rough foreground objects with time-
consuming calculations. To solve these difficulties, this paper proposes
to use type-2 fuzzy sets (T2FSs) to handle GMM’s uncertain param-
eters (T2GMM). Furthermore, this paper also introduces a novel rep-
resentation of contextual spatial information including the color, edge
and texture features for each block which is faster and almost lossless
(T2BGMM). Experimental results demonstrate the efficiency of the pro-
posed methods.

Keywords: Background modeling · Fuzzy set Theory · GMM

1 Introduction

In surveillance systems, the accurate detection of moving objects in real-time is
an important step in the process of tracking and recognition [1,3]. To achieve
desirable foreground detection under variant dynamic environments, a lot of
methods have been proposed over the years, such as histogram-based method [2],
kernel density estimation(KDE), GMM and code-book. Among these solutions,
GMM has become the defacto standard.

Recently, Zeng et al. [7] advised that insufficient or noisy data may affect
the uncertain parameters of GMM, and type-2 fuzzy sets (T2FSs)[8] can pro-
vide a theoretically well founded framework to handle the uncertainty. Braf and
Vachon [9] put the T2FSs method on background model. But they don’t explain
why T2FSs can improve the results in theory base and only made experiments
on infrared videos which are not representative enough. Similar method is also
mentioned but not fully exploited in work of Yeo et al. [13].

c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 764–770, 2015.
DOI: 10.1007/978-3-319-25159-2 70
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2 Proposed Algorithm

This paper will focus on improving the robustness of the GMM and ensuring the
complete foreground objects in low contrast scenes. The proposed robust Region-
T2FS-Based GMM (T2BGMM) algorithm, its main components are listed as
following:

1. Provide the statistical experiments to test the pixels in dynamic scene
background. This gives a better explanation of T2GMM’s efficiency in real back-
ground model. Then, T2GMM is applied to handle some uncertainty to improve
the GMM precision.

2. Divide the given frame into overlapping blocks and do a 2-dimension dis-
crete cosine transform(DCT) for each block to get the low-level spatial features.
After that, the most import 4 feature coefficients are used to replace the original
pixel values. GMM then is used to model the new feature model.

3. Generate foreground mask based on the step 2 and 3 from a probability
way which can minimize the number of false positives quite effectively.

2.1 GMM Based on T2FSs

GMM is not stationary enough for dynamic scenes because the pixels do not
strictly meet the gaussian distribution. This paper did an experiment on I2R
dataset [6] to show a more clear pixel distribution pattern. The I2R dataset
contains 9 different dynamic indoor or outdoor scenes. In experiments, ten pure
background pixels are chosen from dynamic areas in each scene. For each pixel,
the experiments record its all pixel values in whole corresponding scene (see
Fig. 1). It shows that the pixels almost meet the gaussian or mixture of Gaussian
distributions. But the more complex backgrounds are, the more non-stationary
the distributions become. It’s hard to capture the pixel distribution with an
accurate model. However, by integration of some mathematical models, it will
be better response to the supposed distribution. Fig. 2 presents one distribution
of a dynamic pixel. Though, in most cases, the pixel distribution area can be
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Fig. 1. The distribution of selected pixels in dynamic scenes from I2R dataset
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Fig. 2. Detailed explanation of pixel
distribution in a dynamic scene

Fig. 3. Gaussian primary MF with
uncertain mean

easily captured by two gauss curves though moving the left gauss curve to the
right one’s location. The usage of two curves is more robust than one pure
Gaussian model.

Now the physical meaning of using T2FSs can be clearly described to handle
the uncertainty of GMM. In Fig. 3, the shaded region is the footprint of uncer-
tainty(FOU), and the thick solid and dashed lines denote the lower and upper
membership functions (MFs). Comparing with the Fig. 2, the FOU is similar
with the area made by uncertainty of pixel process.

In this paper, the algorithm uses factor km control the intervals in which the
parameter vary as follows:

μ = μ − kmσ, μ = μ + kmσ, km ∈ [0, 3] (1)

The factor also controls the area of the FOU. The bigger km or the larger
the FOU, which implies the greater uncertainty.

In foreground detection step, when a new frame incomes at times t + 1, a
match test is made for each block. For this, the length between two bounds of
the log-likelihood interval is used as, H(x) = | ln(h(x))− ln(h(x))|. In Fig. 3, the
gaussian primary MF with uncertain mean has:

H(x) =

{
2km|x−μ|

σ if x < μ or x � μ
|x−μ|
2σ2 + km|x−μ|

σ + k2
m

2 if μ < x < μ
(2)

So, a pixel is ascribed to a background if:
∑3

i=1 H(xi) < k ∗ σ.

2.2 Spatial Feature Extraction

Shen and Sethi [10] proved that the DCT coefficients of image are full of vision
features such as intensity , horizontal and vertical edge feature and texture fea-
ture. Take a block for example, among its DCT coefficients, F (0, 0) is DC coeffi-
cient which reflects average intensity, F (0, 1) and F (1, 0) reflects the vertical and
horizontal edge feature respectively, F (1, 1) represents the textual visual feature
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of the block. So, the four coefficients are the most important ones to represent
the block’s spatial information. According to Fig. 4, the algorithm chooses 8× 8
block which overlap its neighbours by 6 pixels in both the horizontal and vertical
directions, then replaces the four corresponding 4 pixels by the first 4 coefficients.
The experiments shows that it’s faster and almost no loss of accuracy comparing
to Reddy’s method [12] which can also ensure the completeness of foreground
objects.

p1

p3

p2

p4

f1

f3

f2

f4

Fig. 4. Using block features to replace original pixels

After that, a feature ‘matrix’ is built to replace the original RGB image for
the GMM model as in Zivkovic et al. [11] to make background model.

2.3 Foreground Mask Generation

To generate the final mask, a novel build method T2BGMM is proposed to
consider the merits of both BGMM and T2GMM. The key of combining mul-
tiple classifiers is to evaluate their individual reliability. Here it is simple and
convenient to use T2GMM and BGMM background masks. Considering a fore-
ground region Rt generated by T2GMM and a foreground region Rb generated
by BGMM, Rt is almost always the subset of Rb, as in Fig. 5. So to a pixel
x ∈ Rt−Rb, the likelihood to be background in term of Rt is mt = max(ωt∗ft(x))
and in term of Rb is mb = max(ωb ∗ fb(x)), if mt ∗ mb > Tb, then x is labeled as
background and vice versa. Here Tb is an experimental constant value.

Fig. 5. T2BGMM: area combination of BGMM and T2GMM
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3 Experimental Results

The proposed algorithm was compared to methods based on GMMs [11], feature
histograms [2], and the method proposed by Reddy et al. [12]. All experiments
are performed on I2R dataset. Fig. 6 shows the qualitative results. Other algo-
rithms either are sensitive to noise or rough to segmenting objects. The algorithm
proposed in this paper makes use of multiple visual features and extracts the
foreground objects accurately with smooth outlines in dynamic scenes.

(a) (b) (c) (d) (e) (f)

Fig. 6. Qualitative comparison results: (a)input; (b)Ground Truth; (c)GMM;
(d)Histogram; (e)Block-Based; (f)Proposed Method

A surfing video with a very high wave is used to test the limitation of these
approaches as in Fig. 7. In the video, the figure of surfer is rather small comparing
to the big wave background and the waves are dynamic at all times, which will
cause much difficulty in foreground/background segmentation. For traditional
GMM, MRF or BGMM processes, the results are very poor in detecting any
frontal objects and only some meaningless areas are located. In this special case,
T2GMM and T2BGMM algorithms successfully find the surfer as foreground.
Even though with some noisy on the lower right side, the results are much
improved from previous work.

Fig. 7. Surfing in a very high wave. (from left to right respectively): Above: Original,
GMM and MRF. Below: BGMM, T2GMM and T2BGMM.
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4 Summary and Conclusions

This paper introduces an improved robust GMM model, which fused the T2FSs
and block-based detection method. Firstly by analyzing the distribution char-
acteristic of background pixels in the dynamic scenes, this paper explains the
statistical significance of using T2FSs in background model. Then, a novel block
spatial features extraction ensured the effectiveness of improved GMM in time-
liness. Such the proposed algorithms T2GMM and T2BGMM achieved a good
balance between complexity and performance. The experimental results show
good robustness and detection performance in dynamic environments which are
full of noise and unstable elements.
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Abstract. Point of interest (POI) recommendation on Location Based
Social Networks (LBSN) is challenging as the data available for predict-
ing the next point of interest is highly sparse. Addressing the sparsity
issue becomes one of the keys to achieve accurate POI recommendation.
A promising approach is to explore various types of relevant information
carried by the network, e.g, network structures, spatial-temporal infor-
mation and relations. In this paper, we put forward a hypergraph model
to incorporate the higher-order relations of LBSNs for POI recommen-
dation. Accordingly, we propose a hypergraph random walk (HRW) to
be applied to such a complex hypergraph. The steady state distribution
gives our derived recommendation on venues for each user. Experiments
based on a real data set collected from Foursquare have been conducted
to evaluate the efficiency and effectiveness of our proposed model with
promising results obtained.

Keywords: Hypergraph learning · POI recommendation

1 Introduction

Location-based social networks (LBSNs) have recently attracted much attention.
Such LBSN systems include, but not limited to Foursquare1 and Loopt2, where
users can share their geographic information and emotions anywhere and any-
time. Therefore, personalized location recommendation (a.k.a. Point of Interest
Recommendation) is a significant task in LBSNs as it helps user find the very
place he could be interested in among thousands of possible locations. The con-
ventional recommendation systems are notorious for their data sparsity and cold-
start problems. The situation for POI recommendation is even worse. According

X. Li—The work of Xin Li is partially supported by National Program on Key
Basic Research Project under Grant No. 2013CB329605 and NSFC under Grant No.
61300178.
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to the statistics of our collected data, it occurs that almost 87% of the venues
have been visited only once. Due to the sparsity of data, the collaborative filter-
ing based approaches which work well for the recommendation in domains like
movies and books are no longer satisfactory for POI recommendation.

In this paper, we propose a unified hypergraph framework to model high-
order relations in LBSNs to deal with the sparsity. Furthermore, we formulate
POI recommendation as a graph-ranking problem and propose a generalized ran-
dom walks for the specialized hypergraph of LBSN (Hypergraph Random Walk).
Random walk on simple graphs has been extensively adopted for many appli-
cations like classification, ranking and link prediction. But there is few research
working on random walk on hypergraphs. There are two main challenges to gen-
eralize random walk for hypergraphs. In simple graphs, transitions occur only
among vertices of the same type and the transition probability is proportional to
the weights of edges. However, for hypergraphs, how to make a reasonable tran-
sition among various types of vertices and edges is debatable. Secondly, when
we calculate the transition probability among vertices, we need to consider the
different types of vertices. In this paper, we first construct a specialized hyper-
graph to represent high-order relations as shown in Fig 1. And then, we propose
a generalized random walk process for LBSN hypergraph to achieve the location
ranking list.

Fig. 1. Specialized Hypergraph for LBS which include three types of vertices(user,
venue and category) and four types of hyperedges as labeled in the figure.

2 Related Work

Location recommendation is an important task in location based social networks.
The most widely used recommendation approach is collaborative filtering[1]
which leverages on the individuals’ check-in data for the prediction. As the
amount of data is ever increasing, low-dimensional matrix factoring methods[7,8]
have been proposed for collaborative filtering(CF). In [5], Bellogin proposed a
graph partitioning technique for neighbour selection in user-based collaborative.
Among the algorithms tested in [10], the collaborative filtering (CF) approach
has been found most effective for online recommendation, and the random walk
based model was able to consistently achieve the best performance, where the
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social ties and the venue-visit patterns are inferred simultaneously. Many learn-
ing tasks performed over hypergraphs are based on random walks. Random walk
on simple graph has achieved many accomplishments. The simplest random walk
for hypergraph is proposed by Avin et al.[2], where the hypergraph surfer chooses
vertices from hyperedges uniformly at random. Zhou et al. propose a learning
algorithm for weighted hypergraph[3]. Jiajun Bu et al. proposed a manifold rank-
ing algorithm leveraging the intrinsic geometrical structure of the hypergraph
for music recommendation[6]. They proposed to optimize a cost function which
is derived based on the idea that the ranking scores of vertices belonging to the
same hyperedge should be close to each other.

3 LBSN Hypergraph Modelling

In this section, we provide the hypergraph basics and the proposed personalized
hypergraph model for POI recommendation.

3.1 Unified Hypergraph for LBS

Let G(V,E, ω) denote a hypergraph where V is the set of vertices, E is the set
of hyperedges and ω > 0 is a weight value associated with each hyperedge e.
Each hypergraph e ∈ E is a subset of V . For a hyperedge e ∈ E, its degree
is defined to be δ(e) = |e|. For a vertex v ∈ V , its degree is defined to be
d(v) =

∑
{e∈E|v∈e} ω(e). And we say a hyperedge e is incident with a vertex

v when v ∈ e. A hypergraph is then represented by a |V | × |E| matrix H in
which the value of entry h(v, e) is 1 if v ∈ e and 0 otherwise. So the degrees of
hyperedge and vertex for a weighted hypergraph are defined as follows d(v) =∑

e∈E ω(e)h(v, e) and δ(e) =
∑

v∈V h(v, e).
Our specialized LBSN hypergraph include three types of vertices with respect

to user(U), venues(V) and categories(C) and four types of hyperedges: E(1):
Hyperedges indicating pairwise friendships. E(2): Hyperedges each of which con-
tains all the venue vertices belong to the same category. E(3): Hyperedges each
of which contains a triplet of user, check-in venue and venue category vertices,
the weight is defined as: ω(e) =

∑
u,v∈E(3) φ(u, v)h(u, v) where φ(u, v) is the

sentiment intensity value of venue v from user u which is calculated by tips.
We conduct the experiments to verify the effectiveness of the sentiment analysis
incorporation. E(4): Hyperedges each of which contains all the venues one user
has ever visited. And weights for hyperedges E(1), E(2) and E(4) are set to be 1.

3.2 Adapting Random Walk with Restart For LBSN Hypergraph

Note that our proposed HRWR method is not the same as the approaches pro-
posed in [11] where the focus is more on a general mathematical approach instead
of practical applications. In this paper, we focus on boosting the accuracy of POI
recommendation via RWR in hypergraphs. In [11], the surfing happens among
all the vertices, and the steady-state probability distribution is over all vertices.
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As for our LBS recommendation, we propose a fair prediction by letting RWR
only surf between venues vertices and the transition probability is achieved by
utilizing the information carried in the whole hypergraph structure. In our LBS
hypergraph model, there are four types of hyperedges, how to select a proper
hyperedge as the transition edge is a vital problem. Based on the idea that if two
users have visited many common venues, they should have the similar behavior
patterns. Thus, we believe choosing the hyperedge E(4) as transition edge is a
good choice.

In each step of HRWR, given the current vertex vi, we first randomly choose a
hyperedge e4 ∈ E(4) with which the vertex vi is incident, then we choose another
destination venue vertex vj in e4, and uj is the user vertex incident with e4. To
determine the transition probability P (vi, vj) from vertex vi to vertex vj , we
mainly consider three parts of the structure influence. Let Φ(vi) denote the set
of hyperedges E(4) each of which is incident with vi. ω(vj , uj) denotes the weight
of hyperedge E(3) that contains vj and uj . Then, all parts of the probability
values are calculated as below:

– For each pairwise friendship relation,

P1(vi, vj) =
∑

e1∈E(1)

∑

vj∈e1

h(μ(vi), uj)w(e1)
√

dμ(vi)duj

(1)

where μ(vi) denote the user node where μ(vi) and vi are incident with hyper-
edge e4.

– For the category information,

P2(vi, vj) =
∑

e2∈E(2)

ω(e2)
h(vi, e

2)
d(vi)

h(vj , e
2)

δ(e2)
(2)

– For the venues and users,

P3(vi, vj) =
ω(vj , uj)

σ(e)
(3)

where σ(e) =
∑

e4∈Φ(vi)

∑
vj∈e ω(vj ,uj)

δ(e) . In the other words, σ(e) is sum of
normalized weight of all the venues vertices in Φ(vi). σ(e) also can be written
as σ(e) =

∑
e4∈E(4)

h(e4,vi)
δ(e)

∑
e4∈E(4) h(e4, vj)ω(vj , uj).

Finally, P̂ = P1 + P2 + P3 is obtained. We adopt PageRank(PR) to guarantee
irreducibility and aperiodicity. At step t, if the current node is vi, PR will surfer
to nodes which are incident with vi at a certain probability and surfer to the
source node with a small probability called damping factor α3. It also ensures
the graph to be irreducible as random walk always has the probability of surfer

3 In our experiments, the empirical value of α is 0.2.
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to any other nodes. Here we illustrate the adaption of the random walk with
restart process to our hypergraph model, given as:

p(t+1) = (1 − α)ptP + αq, (4)

where p(t), p(t+1) and q are column vector. pt expresses the probability distribu-
tion at each step t. The restart vector q is defined as follows:

q̂(i) =

{
ω(e3u,vi

), if u has visited venues vi;
0, otherwise.

(5)

q = q̂./
∑

i

q(i) (6)

4 Experimental Evaluation

The data we used in experiments is the check-in data from Foursquare[4]. Three
competitive recommendation algorithms are utilized as baselines for the compar-
ison, namely, Random walk with restart in simple graph, user-based collaborative
filtering(CF)[9] and supervised random walk[3] in simple graph.

Fig. 2 and Fig. 3 show the prediction performances with respect to precision
and recall achieved by our proposed methodology and the compared approaches.
It’s very obvious that our proposed methodology outperforms the competitive
approaches. Note that CF works worst. This is because the user-venue matrix
is extremely sparse, and it is quite hard to perceive the similarities of users and
of venues through the matrix. Random walk outperforms CF but is beat by our
proposed approach. This is because random walk over simple graph utilizes the
multiple information extracted from the simple graph but overlooked the high
order relations which the simple graph fails to present. We adapt the supervised

Fig. 2. Precision @N Fig. 3. Recall @N
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random walk by partitioning the dataset into two categories: like and dislike,
according to our sentiment analysis to the check-in tips and force the random
walk to surf among those vertices labeled as like. The performance of supervised
random walk is still slightly lower than that of our HRWR. Again, the observed
outperformance of our approach is due to the incorporation of structured high
order relations.

5 Conclusion

In this paper, we propose a unified hypergraph model for location recommen-
dation. Our model focus on making most use of multiple types of information
and high-order relations of the location-based social network. Accordingly, we
also propose a personalized random walk with restart working on our proposed
LBSN hypergraph(HRWR). The distance restriction is used to shorten the venue
candidate list. Thus, we can heavily reduce the computation complexity. The
sentiment analysis to the check-in posts are used to refine the hypergraph mod-
eling and further boost the prediction performance. We have conducted extensive
experiments on a real dataset and demonstrated the effectiveness of our model
compared to several state-of-the-art methods. Our model can be also applied to
other ranking problems that have complex relations by nature.
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Abstract. Ontology matching reconciles semantic heterogeneity
between ontologies to find correspondence of entities, including classes,
properties, and instances. We propose using ProbLog program to tackle
this problem. It uses probabilistic facts to encode initial similarities (pri-
ors) of candidate matching pairs and exploits definite clauses and anno-
tated disjunctions to respectively express certain and probabilistic influ-
ence of matching pairs. We experimentally evaluate our method on the
datasets of conference track in Ontology Alignment Evaluation Initia-
tive. Experimental results show: (1) recall is improved compared with
priors; (2) our method is better in precision, recall and F1-measure than
the most related Markov logic networks.

1 Introduction

Ontology matching aims to dealing with semantic heterogeneity between ontolo-
gies to enhance their interoperation. It finds correspondence of related enti-
ties, including concepts, properties and instances. Since it is boring and time-
consuming to manually get the matching entities pairs, there are many automatic
or semi-automatic uncertain ways to tackle ontology matching. Besides, it is nec-
essary to incorporate complex, relational structures in ontology. In this paper,
we propose ProbLog program to automatically deal with ontology matching.

The first method of combining probability with logic applied to ontology
matching is Markov logic networks (MLN) [1] in CODI [2] system. It treats
ontology matching as MAP and exploits many strategies to compute the prior
of two entities, formalizes the constraints into formulas of Markov logic networks,
and finally uses integer linear programming to do inference after formulas trans-
formed to grounded Markov networks.

Our method is different from that approach in several aspects. First, the
rules are directed, not like MLN, making logical knowledge on the influence
more interpretable and easy to understand. Secondly, as for the bidirectional
influence, we construct two rules, each with different probability, thus describing
influential matching pairs at varied degrees. Finally, experimental results show
our method is better than MLN in precision, recall and F1-measure.

c© Springer International Publishing Switzerland 2015
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2 ProbLog Program

A ProbLog program is a probabilistic extension of Prolog [3]. It consists two
parts: labeled facts (F), modeling the probabilistic data and rules (R), expressing
the consequence of uncertain facts.

As for the probabilistic facts F, there are two forms: probabilistic facts and
intentional probabilistic facts to model the uncertain data. The former form is
pi :: fi, meaning the probability of grounded fi representing random events with
true assignment is pi. While the later is p::f(X1, X2, ..., Xn) : –body, with body a
conjunction of non-probabilistic facts defining the domain of the variables X1,
X2, ... and Xn (Fierens et al. 2013). It means a whole set of facts with the same
probability pi if the bodies are true.

For the rules R, there are two kinds: definite clauses (Prolog rules) and anno-
tated disjunctions [4]. Prolog rules are certain to determine consequence of prob-
abilistic facts [5]. Annotated disjunctions, which has the form : p1 :: h1, p2 ::
h2, ..., pn :: hn ← b1, b2, ..., bm, where pi corresponds to the probability of head
hi, thus summing pi is less than 1 (if the summation is strictly less than 1, it
means that there are no cause leading the head to being true) (Shterionov et al.
2015) and bi is the body. When doing inference, these annotated disjunctions
will be converted to probabilistic facts and definite clause.

Its semantics is based on distribution semantics [6] to decide a distribution on
possible worlds (Least models). A probabilistic fact pi :: fi is called an atomic
choice, specifying choosing fi with or discarding it with (1 − fi) in a world. Let
w be a possible world. A total choice, set of atomic choices, defines a probability
distribution over random events as P(w) =

∏
i pi, where pi is the probability of

individual atomic choice.

3 Matching Scheme

The matching operation determines an alignment, a set of correspondences, for
a pair of ontologies O1 and O2 with parameters [7]. In this paper, we are inter-
ested in finding the equivalence relation of class and property, i.e. the relation
is equivalent relation and entities are classes and properties. A widely adopted
cardinality constraint for ontology matching is one-to-one. That means for each
entity e1 in O1, there is at most one and only one entity e2 in O2 corresponded
to it and vice versa. We also use this restriction here. However, we will show that
our approach can be extended to other cardinality constraints such as many-to-
many, many-to-one, one-to-many.

As for our methods, first, even there are many strategies mentioned in [8],
we use some similarities metrics, such as, edit-distance, WordNet and TF-IDF,
to calculate the similarity (prior) of two entities. Then we incorporate them to
ProbLog program to compute the marginal probability of candidate matching
entities e1 and e2 in O1 and O2. Finally, we exploit cardinality constraint and
thresholds to filter matched pairs. In the following, we mainly introduce the rules
and inference scenarios.
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Rules and Their Meanings. We use the following rules to describe potential
matching influence of two pairs. Here, Rules from R1 to R5 improve the recall,
because they express the positive influence, while R7 and R8 are beneficial to
improve the precision. R6 is the influence of prior to experimental probability.
The meanings of the predicate in rules are expressed in Table 11.

R1 : p : match(Y, N) ← sub1(X, Y), sub2(M, N), match1(X, M).
R2 : p : match(X, M) ← sub1(X, Y), sub2(M, N), match1(Y, N).
R3 : p : match(Y, N) ← sib1(X, Y), sib2(M, N), match1(X, M).
R5 : p : match(Y, N) ← hasdomain1(X, Y), hasdomain2(M, N), match1(X, M).
R5 : p : match(Y, N) ← hasrange1(X, Y), hasrange2(M, N), match1(X, M).
R6 : match(X, Y) ← match1(X, Y).
R7 : notamatch(Y, N) ← sub1(X, Y), disjoint2(m, n), match(X, M).
R8 : match(Y, N) ← sub2(X, Y), disjoint1(M, N), match(X, M).
R9 : match(X, Y) ← \ + notamatch(X, Y).

Table 1. Meaning of predicates in the rules

Notation Meaning of predicates

sub1(X, Y) owl:Class X is subClassOf owl:Class Y

dis1(X, Y) owl:Class X is disjointWith owl:Class Y

hasrange1(X, Y) owl:ObjectProperty X has range owl:Class Y

hasdomain1(X, Y) owl:ObjectProperty X has domain owl:Class Y

sib1(X, Y) owl:Class X shares the same superclass owl:Class Y

match1(X, Y) the prior of candidate matching entities X and Y

match(X, Y) the marginal probability of matching entities X and Y

Inference Scenarios. Current, the way to do inference on definite clause and
annotated disjunctions as we know is mentioned in [5] captured by ProbLog.
This is called the MARG task [9]. Let Q be the interested query atoms and E
be the observations. As in our cases, E = � then what we to calculate is P(Q|E),
i.e., marginal probability of query atom.

When doing inference, there are four steps: 1) transforms the ProbLog pro-
gram with annotated disjunctions to new program only contains probabilistic
facts and definite clauses; 2) converts the new program to weighted Boolean for-
mulas; 3) compiles these formulas to smooth d-DNNF [10]; 4) converts smooth
d-DNNF into arithmetic circuits to get the marginal probability of query atoms.
In the below, we introduce the detailed steps for the transformation.

Step 1. To translate this program into program only with probabilistic facts
and definite clauses, surrogate probabilistic fact and one constraint are added
to ensure the correctness of conversion (Shterionov et al. 2015). Surrogate
probabilistic fact specifies an explicit choice while the constraint ensure it
does not introduce undesired combinations of values [5].

1 Considering the space, c notations are incomplete, for example, the sub-class relation
of properties. For O2, the representation is similar, i.e., changing 1 to 2.
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Step 2. After the ProbLog program contains only facts and definite clauses, it
is converted to an equivalent Boolean formula. There are three kinds, i.e.
probabilistic facts, derived facts and definite rules. To be more specific, 1)
for probabilistic fact fi, the probability of grounded fact is transformed to
fi with pi and fi with 1 − pi. 2) for derived fact, it is converted to fi with
1 and fi with 1. 3) for the rules, since the rules may be cyclic or acyclic,
we introduce the transformation respectively. If the rules are cyclic, we use
proof-based conversion [11] to change the rules to be acyclic. As for these
acylic rules, we use Clark’s completion [12] of the rules to convert them.

Step 3. We then transform the weighted formulas to smooth d-DNNF. This
process is detailed in [10]. A d-DNNF is a rooted directed acyclic graph
satisfies three conditions: 1) A literal labels each leaf node and conjunc-
tion or disjunction labels internal node; 2) No children has common atom
for every conjunction; 3) All children represent logically inconsistent formu-
las for every disjunction. The reason for using d-DNNF is that inference
task after transformation is tractable because it shifts the complexity to the
compilation stage, even complexity of original inference is #P. A smooth
d-DNNF also satisfies the conditions: all children use same set of atoms for
every disjunction node.

Step 4. Then this smooth d-DNNF is compiled to Arithmetic Circuit. There are
two steps (Darwiche 2009): 1)replace all conjunctions with multiplications
and disjunctions with summations in the internal node, 2) replace every leaf
node with a multiplication, which has two leaf children, i.e., one with an
indicator for literal and another with its weight.

After above four steps, we can get the marginal probability of query atoms in the
rooted node. Then we can filter the matched pairs using one-to-one constraint.

4 Experimental Evaluation

We use the data of conference track in 20142. It contains 21 reference alignments
for 7 of 16 ontologies from conference organization. To evaluate our methods,
we compare experimental results in three aspects: 1) priors, 2) baselines, i.e.,
StringEqiv and enda, given by OAEI, 3) other systems. For evaluation, we use
the standards: precision (P), recall (R) and F1-measure (F1), given by OAEI.

Compared with the Baselines Under Different Thresholds. We compare
our results with the baselines under different thresholds t. Table 2 shows that
our priors are better compared with the two baselines under all thresholds tested.

Comparison with the Priors. In order to evaluate the effect of ProbLog
program, we also compare our results with thresholds 0.7 and 0.75 respectively.

2 http://oaei.ontologymatching.org/2014/conference/index.html

http://oaei.ontologymatching.org/2014/conference/index.html
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Table 2. Comparison with the standards under different thresholds(t), String-Eqiv
and enda are two baselines given by OAEI.

Measures StringEqiv enda t=0.5 t=0.55 t=0.6 t=0.65 t=0.7 t=0.75

P 0.8 0.76 0.6661 0.6435 0.6158 0.7085 0.7745 0.8240
R 0.43 0.49 0.5874 0.6184 0.6665 0.5888 0.5843 0.5341
F1 0.56 0.6 0.6030 0.6079 0.6202 0.6249 0.6504 0.6334

These two rank the top 2 compared with priors. Table 3 shows the compari-
son between the priors and using ProbLog program. It is obvious that recall is
improved in Table 3. This is caused by the fact ProbLog program can improve
the probability of matching pairs with rules.

Table 3. Comparison with priors. ti is
the initial result, while tii is the result
using ProbLog program.

Measures t1=0.7 t2=0.75 t11=0.7 t22=0.75

P 0.7745 0.8204 0.7653 0.8194
R 0.5843 0.5364 0.5964 0.5843
F1 0.6504 0.6334 0.6591 0.6578

Table 4. Comparison with other system.
CODI uses MLN; iMatch exploits Markov
Network; LogMap is the second system in
OAEI 2014

Measures CODI ProbLog iMatch

P 0.74 0.82 0.6
R 0.57 0.58 0.45
F1 0.64 0.66 0.52

Comparison with Other Systems. Here we compare our methods with the
most related: CODI, iMatch [13]. iMatch uses Markov Network as a framework
to tackle ontology matching. It utilizes edges to express the potential influence
between matching pairs. From Table 4, it is obvious that our methods is better
than CODI and iMatch in precision, recall and F1-measure.

5 Conclusion

In this paper, we proposed using ProbLog program as a framework for ontology
matching. Even we only focused on the correspondence of class and properties,
experimental results show ProbLog program based approach can improve the
recall even under different priors and gain higher results in precision, recall and
F1-measure compared with MLN based, thus showing it a promising method.
As the method of learning the probability of annotated disjunctions in ProbLog
program was not available and not fully studied, thus research on it is the future
work. Besides, experimental results of conference track were promising, but more
experiments are needed to test our approach in the future work.

Acknowledgments. This work was supported by the Natural Science Foundation of
China (No. 61232015), the Knowledge Innovation Program of the Chinese Academy
of Sciences (CAS), Key Lab of Management, Decision and Information Systems of



ProbLog Program Based Ontology Matching 783

CAS, and Institute of Computing Technology of CAS. Besides, we own many thanks
to Dimitar Shterionov and Wannes Meert helping us tame the tool, i.e., ProbLog and
sharing the insights of probabilistic logic programs captured by this tool.

References

1. Domingos, P., Richardson, M.: 1 markov logic: A unifying framework for statistical
relational learning. Statistical Relational Learning (2007) 339

2. Niepert, M., Meilicke, C., Stuckenschmidt, H.: A probabilistic-logical framework
for ontology matching. In: AAAI. Citeseer (2010)

3. De Raedt, L., Kimmig, A., Toivonen, H.: Problog: A probabilistic prolog and its
application in link discovery. In: IJCAI, vol. 7

4. Vennekens, J., Verbaeten, S., Bruynooghe, M.: Logic programs with annotated
disjunctions. In: Lifschitz, V., Demoen, B. (eds.) ICLP 2004. LNCS, vol. 3132,
pp. 431–445. Springer, Heidelberg (2004)

5. Shterionov, D., Renkens, J., Vlasselaer, J., Kimmig, A., Meert, W., Janssens, G.:
The most probable explanation for probabilistic logic programs with annotated
disjunctions. status: accepted (2015)

6. Sato, T.: A statistical learning method for logic programs with distribution seman-
tics. In: Proceedings of the 12th International Conference on Logic Programming
(ICLP95). Citeseer (1995)

7. Shvaiko, P., Euzenat, J.: Ontology matching: state of the art and future challenges.
IEEE Transactions on Knowledge and Data Engineering 25, 158–176 (2013)

8. Euzenat, J., Shvaiko, P., et al.: Ontology Matching, vol. 18. Springer, Heidelberg
(2007)

9. Fierens, D., Van den Broeck, G., Renkens, J., Shterionov, D., Gutmann, B.,
Thon, I., Janssens, G., De Raedt, L.: Inference and learning in probabilistic logic
programs using weighted boolean formulas. In: Theory and Practice of Logic Pro-
gramming, pp. 1–44 (2013)

10. Darwiche, A.: New advances in compiling cnf to decomposable negation normal
form. In: Proc. of ECAI, pp. 328–332. Citeseer (2004)

11. Mantadelis, T., Janssens, G.: Dedicated tabling for a probabilistic setting.
In: Technical Communications of the 26th International Conference on Logic
Programming, vol. 7, pp. 124–133 (2010)

12. Lloyd, J.W.: Foundations of logic programming. Springer Science & Business Media
(2012)

13. Albagli, S., Ben-Eliyahu-Zohary, R., Shimony, S.E.: Markov network based
ontology matching. Journal of Computer and System Sciences 78, 105–118 (2012)



Bioinformatics and Computational
Biology



Person Re-identification via Learning Visual
Similarity on Corresponding Patch Pairs

Hao Sheng, Yan Huang(B), Yanwei Zheng, Jiahui Chen, and Zhang Xiong

State Key Laboratory of Software Development Environment, School of Computer
Science and Engineering, 100191 Beijing, People’s Republic of China

{shenghao,yanhuang,zhengyw,chenjiahui1991,xiongz}@buaa.edu.cn

Abstract. Since humans concentrate more on differences between rela-
tively small but salient body regions in matching person across disjoint
camera views, we propose these differences to be the most significant
character in person re-identification (Re-ID). Unlike existing methods
focusing on learning discriminative features to adapt viewpoint varia-
tion using global visual similarity, we propose a learning visual similar-
ity algorithm via corresponding patch pairs (CPPs) for person Re-ID.
The novel CPPs method is introduced to represent the corresponding
body patches of the same person in different images with good robust-
ness to body pose, viewpoint and illumination variations. The similarity
between two people is measured by an improved bi-directional weight
mechanism with a TF-IDF like patches weight. At last, a complemen-
tary similarity measure and a mutually-exclusive regulation are presented
to enhance the performance of Re-ID. With quantitative evaluation on
public datasets, the best rank-1 matching rate on the VIPeR dataset is
improved by 4.14%.

Keywords: Person re-identification · Corresponding patch pairs · Patch
weight · Visual similarity · Cross-camera

1 Introduction

Person re-identification (Re-ID), from a series of candidate images captured in
distributed locations or different times, is essential to several computer vision
problems such as image retrieval, person identification, re-acquisition and cross-
camera person tracking [1],[2],[3],[4],[5]. To associate the images of the same indi-
vidual and discard irrelevant ones, person Re-ID mostly relies on pairwise data
to evaluate the similarity. Designing robust person descriptor is one of the key
technologies in person Re-ID, including the entire image descriptor [2],[6],[7],[8]
and the one without background [4],[9],[10],[11],[12]. However, despite years of
research, state-of-the-art algorithms are no match for human’s abilities in person
Re-ID for the existence of the variations of viewpoint, illumination, pose, and
other factors.

To eliminate the effects caused by the variations, many discriminative features
are proposed for designing the person descriptors on the entire image.Gray et al. [2]
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 787–798, 2015.
DOI: 10.1007/978-3-319-25159-2 73
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Fig. 1. The CPPs sampled from the same person in different camera views.

introduce the ensemble of localized features via boosting algorithm. To absorb the
illumination variation in different camera views, a descriptor that combines biolog-
ically inspired feature and covariance descriptor is given by Ma et al. [6],[7]. Prosser
et al. [13] formulatepersonRe-IDasa rankingproblem, and learn the featureweight
based on RankSVM; Zheng et al. [8] propose a relative distance comparison model
to maximize the pairwise likelihood in person Re-ID. Both of them use the entire
image features, a mixture of color (RGB, YCbCr, HSV) and texture (Gabor [14]
and Schmid [15]) histogram features, designed in [2].

To minimize the effect of background clutters, many effective body segmenta-
tion methods [10],[11],[12] have been put forward for person Re-ID. Considering
that background region is far away from the body center, Farenzena et al. [4]
downgrade the weights of patches which are more distant from the symmetry
axis of body. Bak et al. [12] present the body appearance based on haar-like fea-
tures and dominant color descriptors. A gaussian descriptor includes the mixing
characteristics of color, texture and spatial structure of body is demonstrated
in [16]. However, confined by the strongly inhomogeneous background and low-
resolution image, existing body segmentation methods cannot accurately cap-
ture the body contour. Good body segmentation method can efficiently improve
the person Re-ID matching rate, but it is not the emphasis in our research. In
this work, we try to solve person Re-ID problem based on body region. Instead
of developing a better body segmentation method, a complementary similarity
measure is proposed to enhance the performance of person Re-ID.

In this paper, we discuss a novel corresponding patch pairs (CPPs) method
to learn visual similarity for person Re-ID. On the present state of studies, patch-
based person Re-ID methods have obtained good performance in several works.
Cai et al. [17] collect signatures of patches along body contour. These patches are
matched with corresponding patches that aid by dominant color representation
and geometric constraints. Since salient regions can effectively distinguish the
appearance of different persons and are general enough to identify person across
different camera views. Zhao et al. [18] divide images into small patches and
extract color and SIFT feature in each patch for salience matching. In order to
automatically discover effective patches to learn mid-level filter for person Re-
ID, patches are qualitatively measured and classified with their discriminative
power in [19]. Different from previous works, CPPs is proposed to learn visual
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similarity which can effectively represent all the patch pairs variations in visual
for the same person in different views (shown in Fig. 1).

To sample CPPs which are robust to illumination, background and pose vari-
ations, three processes are proposed including: visual pattern feature clustering,
Hungarian adjacency constrained search and CPPs candidate quantification after
image preprocessing. An improved bi-directional weight mechanism that respec-
tively exploits a TF-IDF like method and the learned distance metric on CPPs
to calculate the patch weight and patch pair similarity, is used to measure the
similarity of individuals. Furthermore, a complementary similarity measure that
can reduce the effect of background clutters caused by inaccurate body segmen-
tation, is used to enhance our approach. At last, a mutually-exclusive regulation
is proposed to achieve better rank-1 performance. We demonstrate the valid-
ity of our approach on the VIPeR [20] and CAVIAR4REID [5] datasets. The
results show that our approach achieve very competitive results by quantitative
evaluation.

2 Image Preprocessing

Considering the original person images easily change with the variations of back-
ground and illumination. In the first stage, the pedestrian parsing method is used
to discard the background and the illumination equalization method is used to
reduce the influence caused by the illumination.

As shown in Fig. 2, after normalizing the V channel in HSV color space
for illumination equalization, the Deep Decompositional Network (DDN) [10] is
used to remove background and parse person body into five parts, including hair,
head, body, arms and legs. Then, the foreground mask and boundary between
upper and lower body can be obtained by the parsing result. Due to the lack of
differentiation, the head and foot parts are ignored. DDN is able to accurately
estimate complex pose variation with good robustness to occlusions and back-
ground clutters, details can be found in [10]. In addition, erosion is used to erase
the burrs in foreground region to get smooth body contour. At last, the upper
and lower bodies are segmented respectively into grid of local patches. We set the
size of patch is 8x8 and the grid step is 4. A 672-dimensional dColorSIFT feature
which is robust to the variations of viewpoint and illumination is extracted from
each patch. Many researches such as [18],[19] and [21] show great effect by using
the dColorSIFT feature as patch descriptor.

3 Sampling Corresponding Patch Pairs

3.1 Visual Pattern Feature Clustering

Patches with different visual information are mixed together. Therefore, cluster-
ing is performed to group patches into subsets with coherent visual information.
CPPs are sampled from the same cluster. Patches clustering, between probe
image and gallery image, is the first step of sampling CPPs.
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Fig. 2. Image preprocessing: The first column shows the original image. The second
column shows the illumination equalization result. The third column shows the parsing
result by DDN. The body contour and boundary given by the column 2 and 3 are shown
in the fourth column. The last column shows the grid of patch partition.

In this task, the feature dimension of patch is high, and the distributions of
data clusters are often in different densities and sizes. Therefore, graph degree
linkage (GDL) algorithm [22] is employed for patch clustering since it can well
cope with these problems. However, due to the difficulty to determine the appro-
priate cluster granularity, some patch clusters have mixed visual patterns [19].
It cannot accurately sample CPPs from these clusters. Thus two kinds of patch
clustering trees (PCTs) are constructed for upper and lower bodies respec-
tively. Given a probe image A and a a gallery image B, upper body patch set
PA,B

u = PA
u ∪ PB

u and lower body patch set PA,B
l = PA

l ∪ PB
l . Two PCTs are

built with order O and depth D, e.g. each parent node in upper PCT has Ou

children and there are Du layers of nodes. Considering a certain degree of differ-
ences among upper and lower body, we set Ou = 2,Du = 3 and Ol = 3,Dl = 2 in
our experiment. The root nodes of upper and lower PCT contain all the patches
in PA,B

u and PA,B
l , respectively. Specially, the second-layer node of upper PCT

would not be expanded in which the number of patches are less than τmin. We set
τmin equals a quarter of the patches in PA,B

u . The clustering results is denoted
as ci where i is the index of clusters. As shown in Figure 3, ci is corresponding
to the leaf nodes of PCT.

Fig. 3. Different colors of leaf nodes represent different clusters. Specially, upper body
patches are clustered to 3 or 4 clusters under our pruning condition.
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3.2 Hungarian Adjacency Constrained Search

Based on the clustering results, Hungarian adjacency constrained search is pro-
posed to select CPPs candidates in relaxed adjacent vertical space. Specially,
our experiments only use the upper body patches because of the good discrimi-
native power they have. To go against multi-to-one patch matching, Hungarian
algorithm is introduced to improve adjacency constrained search strategy [18].
The CPPs candidates between the probe image A and the corresponding gallery
image A

′
should belong to the same cluster ci, which is defined as SA,A

′
:

SA,A
′
= {sA,A

′

x |x = 1...Nrow}, sA,A
′

x = H (M (PA,ci
x , ε(PA,ci

x ))), (1)

where x is the row number and PA,ci
x ∈ ci denotes a patch set at the x-th row

of image A, ε(PA,ci
x ) is the corresponding patch set of PA,ci

x in image A
′
, which

is formulated as:

ε(PA,ci
x ) = {pA

′
,ci

k,y |pA
′
,ci

k,y ∈ ci, y = 1...Ncol, k = max(0, x−δ)...min(Nrow, x+δ)},
(2)

pA
′
,ci

k,y represents the patch at the k-th row and the y-th column in image A
′
,

δ is the height of vertical search space (δ = 2 in our experiment, the setup
is the same as in [18]). In Equ. 1, H (·) represents the Hungarian assignment
algorithm and M (·) is cost matrix among patches between PA,ci

x and ε(PA,ci
x )

sets. The Hungarian assignment algorithm is used for finding CPPs candidate
with minimum total cost. Supposing there are M patches in PA,ci

x , and N patches
in ε(PA,ci

x ). M is formulated as:

M = [dm,n(FA
m,FA

′

n )]M×N ,m = 1...M, n = 1...N, (3)

where F is the feature of patch, d is Radial Basis function.

3.3 Quantitative Description on CPPs Candidates

Some incorrect CPPs which lead to erroneous estimations of visual similarity are
sampled in CPPs condidate. Therefore, visual similarity score (VSS) is presented
to quantify the visual similarity of each pair in CPPs candidates. The pairs,
whose VSSs are higher than the mean value of all CPPs candidates’ VSSs are
selected as CPPs for visual similarity learning. Intuitively, a large number of
similar patches in corresponding images (e.g. A and A

′
) with small difference in

visual pattern are most likely to be selected as CPPs. In another aspect, patches
in non-corresponding images are similar with each other should be penalized.
Thus, we define the VSS as follows:

V SS(pA,ci
j , pA

′
,ci

j ) =
d(FA,ci

j ,FA
′
,ci

j ) · (
NA

ci

NA +
NA

′
ci

NA
′ )

∑Nper

id=1(
NA

c
i
′

NA +
N

Gid
c
i
′

NGid
) · ζ{NGid

c
i
′ �= 0} − (

NA
ci

NA +
NA

′
ci

NA
′ )

, (4)
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where j is the pair index of CPPs candidates, d is Radial Basis function, FA,ci
j

and FA
′
,ci

j are features of patches in pA,ci
j and pA

′
,ci

j . Nβ
α is the number of

patches, where α and β represent the cluster and person image respectively. Nβ

denotes the number of patches in β (contains all clusters). Nper is the number
of person in gallery set. If NGid

c
i
′ �= 0 indicator function ζ{·} equals 1 and 0

otherwise. Specially, when the patch pA,ci
j is clustered with patches in image

Gid, ci becomes ci′ which represents a common cluster between A and Gid.

4 Matching Based on CPPs

4.1 Patch Weight Calculation

Patches with distinct features are discriminative in finding the same person in
different views [18]. The frequency of patch clustering with different persons can
effectively reflect the discriminative power of the patch. Patches with high weight
have higher discriminative power than others. Based on that reason, a TF-IDF
like function is proposed to calculate patch weight on upper and lower body,
which is defined as:

ω(p
A,c

i
′

x,y ) = exp(
T (p

A,c
i
′

x,y )/I(p
A,c

i
′

x,y )
2σ2

), (5)

where p
A,c

i
′

x,y ∈ ci′ is the patch at the x-th row and the y-th column in image

A, and σ is bandwidth. T (p
A,c

i
′

x,y ), which is measured by the frequency of visual
similar patches clustering in image A itself, is defined as:

T (p
A,c

i
′

x,y ) =
Nper∑

id=1

NA
c
i
′

NA
· ζ{NGid

c
i
′ = 0}. (6)

If NGid
c
i
′ = 0 indicator function ζ{·} equals 1 and 0 otherwise. I(p

A,c
i
′

x,y ), which
measures whether the patch is common or rare according to the patch clustering
frequency between persons in Equ. 5, is defined as:

I(p
A,c

i
′

x,y ) = ln(Nper/(1 + Nper − Nper′ )), (7)

Nper′ is the number of persons who do not have any patches to cluster with

p
A,c

i
′

x,y .

4.2 Integrated Matching

In our experiment, Locally-Adaptive Decision Function (LADF) [23] is used to
learn the similarity of CPPs. With the bi-directional weighting mechanism [18],
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a person matching model based on LADF training result and patch weight is
defined as:

dCPPs(A,B) =
N∑

k=1

ω(pA
k ) · s(pA

k , pB
k ) · ω(pB

k )
1 +

∣
∣ω(pA

k ) − ω(pB
k )

∣
∣ , (8)

where s(pA
k , pB

k ) represents the distance between patch pA
k and pB

k which is mea-
sured with LADF training result, with k being the index of patch pair. For
sampling patch pairs of unlabeled persons, visual pattern features clustering
step is ignored for keeping enough patch pairs in similarity measure. Hungarian
adjacency constrained search method is used directly in finding the patch pairs
between A and B (testing set) without considering clusters. Supposing N is the
number of patch pairs between A and B. For fair comparison, we use the first
Npair distances. Npair is defined as:

Npair = min(Ni), i = 1...Nper, (9)

where Ni is the number of patch pairs between A and the i-th person in gallery
set.

5 Enhancing Re-ID Performance

5.1 Complementary Similarity Measure

Integrating several types of features with complementary nature are presented
in most Re-ID methods [4],[2],[24],[25],[26]. Therefore, a complementary simi-
larity measure is designed to make up for the shortcomings (In general, body
segmentation method cannot accurately find the body contour.) of the entire
image (EI) and human body (HB) matching. The distance deCPPs(∗) between
two images can be computed as:

deCPPs(A,B) = dCPPs(A,B) + dEI(FA
EI , F

B
EI) + dHB(FA

HB , FB
HB), (10)

where d(∗) is distance measure between person A and B. dCPPs is in Equ. 10.
dEI and FEI correspond to the distance measure and feature in [23] and [27],
respectively. dHB and FHB correspond to the distance measure and feature in
[16].

5.2 Mutually-Exclusive Regulation

A mutually-exclusive regulation (MER) is proposed to find the best-matching
person in Single versus Single (S vs. S), only one exemplar per individual is
available both in probe and gallery sets. Two steps of MER are presented as
follows. First, if dCPPs, dEI and dHB between person A (in probe set) and B
(in gallery set) are all minimum respectively, it means B is the most similar and
the best matching with A. So B is removed from matching candidates and keep
matching with A only. The result is verified by the three independence distance.
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Second, if one (denoted as GB) in gallery set is the best matching with multiple
individuals (denoted as P ) in probe set measured by deCPPs, then the best-
matching person in P have a relative lower similarity probability compared with
others in gallery set. After that, a rank swaps between GB and the second most
similar candidates of the rest in P achieve better rank-1 performance.

6 Results and Analysis

Dataset. We demonstrate the evaluation results on two public datasets: VIPeR
[20] and CAVIAR4REID [5]. The CAVIAR4REID dataset contains 1220 images
of 72 persons with different viewpoints, poses and resolutions, each image
captured from cameras inside a shopping mall, as shown in Fig. 4(a). The
CAVIAR4REID dataset is measured in Single versus Multiple(S vs. M), mul-
tiple exemplars per individual are available in the probe set and only the first
exemplar per individual in the gallery set. For a fair comparison, we use the
same training and testing protocol mentioned in [23] that randomly divide the
72 persons into two sets, 36 persons for training and the rest for testing on
CAVIAR4REID dataset, . The VIPeR is another challenging benchmark dataset
for person Re-ID. This dataset contains 1264 images of 632 persons, each per-
son has two images in different views with complex background and illumina-
tion variations, as shown in Fig. 4(b). The same experiment setup mentioned
in [4] is used on VIPeR dataset. Ten trials of evaluation are conducted on two
datasets and the average result is reported. In addition, the result is shown using
the cumulative matching characteristic (CMC) curve [20], where the horizontal
coordinate exploits top ranking k and the vertical coordinate donates the correct
matching rates.

(a) CAVIAR4REID dataset (b) VIPeR dataset

Fig. 4. A set of 16 randomly taken images pairs from the CAVIAR4REID and VIPeR
dataset. The images in the same column belong to the same person.
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6.1 Framework Verification

Tab. 1 illustrates several intermediate results and final results on two datasets.
Because there are more than two images of each person, MER is ignored on
CAVIAR4REID dataset. From the Re-ID results, the separate results of dEI ,
dHB and dCPPs can generate the low matching rates. From the analysis of dCPPs

on two datasets, the good performance of CPPs is shown on CAVIAR4REID
dataset, which is easy to achieve relatively perfect body segmentation since the
background changes small with fewer clutter. Nonetheless, it is not relatively
efficient on VIPeR dataset because the background changes considerably. The
results of dEI + dHB , dHB + dCPPs and dEI + dCPPs manifest that the fusion
of different features can make up for the shortcomings of any one. Compared
with above results of the features fusion, dEI + dCPPs achieves the best result
since the result of dEI is designed with the entire image features and dCPPs pays
more attention to the features of human body. Since both of dHB and dCPPs are
based on the features of human body, the improvement of dHB + dCPPs is not
significant. Compared with results of dHB + dEI , the matching rate of deCPPs

increases from 36.05% to 41.17% on CAVIAR4REID dataset. And it also has
similar results on VIPeR dataset. In addition, the validity of mutually-exclusive
regulation is shown by the increase of the matching rate from 44.56% to 47.53%
on VIPeR dataset. The CMCs are shown in Fig. 5.
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Fig. 5. Comparing with intermediate results. CMC on the CAVIAR4REID dataset (a)
and the VIPeR dataset (b).

6.2 Quantitative Evaluation on Public Datasets

Fig. 6(a) shows that our approach achieves the best rank-1 accuracy 41.17%
and outperforms other methods on CAVIAR4REID dataset in S vs. M scenario,
including SDALF [4], PS [5], LMNN [28], ITML [29], GaLF [16] and LADF
[23]. Comparison with PCCA [30], SDALF [4], LF [31], eSDC [18], LADF [23],
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Table 1. Performance comparisons on CAVIAR4REID and VIPeR dataset

Method
CAVIAR4REID(%)(G=36) VIPeR(%)(P=316,G=316)
r=1 r=3 r=5 r=7 r=1 r=5 r=10 r=15

dHB 29.12 48.04 59.10 66.45 23.00 45.39 57.00 64.73
dEI 28.12 49.06 60.97 68.87 25.50 59.57 74.73 82.34

dCPPs 33.31 50.88 60.32 67.54 23.62 45.90 58.37 65.88
dCPPs + dHB 35.05 53.59 62.56 69.05 26.32 51.80 63.87 71.31
dHB + dEI 36.05 56.90 66.99 74.02 37.16 69.92 82.27 87.57
dCPPs + dEI 37.69 56.99 67.53 75.31 38.72 71.52 84.24 89.95

deCPPs 41.17 60.84 71.14 77.57 44.56 75.11 86.75 91.72
deCPPs+MER 47.53 75.32 86.84 91.77

SalMatch [21], kBiCov [7] and eMidF [19] on VIPeR dataset is shown in Fig. 6(b).
The result shows our approach improves the best state-of-the-art rank-1 match-
ing rate on the VIPeR dataset by 4.14%.
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Fig. 6. Comparing with state-of-the-art methods. CMC on the CAVIAR4REID dataset
(a) and the VIPeR dataset (b).

7 Conclusion

We have presented a learning visual similarity algorithm via CPPs for person
Re-ID. Contrary to global visual similarity measure methods, a novel CPPs
description method represent the corresponding body patch pairs of the same
person with good robustness to body pose, viewpoint and illumination varia-
tions. After calculating the score of salience and matched patches with a TF-
IDF like patches weight and a learning CPPs method, the similarity between two
people is evaluated by an improved bi-directional weight mechanism. To further
enhance Re-ID performance, a hierarchical descriptor makes our approach insen-
sitive to background changes and a mutually-exclusive regulation improves the
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rank-1 performance. We demonstrate the validity of our approach on two public
datasets, achieving very competitive results in terms of quantitative evaluation.
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Abstract. In this paper, we propose a novel unsupervised color spa-
tial pyramid matching (UCSPM) approach for person re-identification.
It is well motivated by our study on spatial pyramid to build effective
structural object representation for person re-identification. Through
the combination of illumination invariance color feature, UCSPM can
well cope with the variations of viewpoint, illumination and pose. First,
local superpixel regions are divided to accurately represent the color
feature. Second, human body are divided into increasing fine vertical
sub-regions to construct the spatial pyramid matching scheme. Third,
the color feature and its spatial distribution information are used in a
pyramid match kernel for calculating the similarity between person and
person. The effectiveness of our approach is validated on the VIPeR
dataset and CUHK campus dataset. Comparing with other approaches,
our UCSPM improves the best unsupervised rank-1 matching rate on
the VIPeR dataset by 3.08% with only one kind of feature—color.

Keywords: Person re-identification · Color spatial pyramid · Structural
object representation · Unsupervised · Cross-camera

1 Introduction

The problem of person re-identification (Re-ID) requires the ability to re-identify
an individual across multiple disjoint camera views, is becoming one of the most
challenging tasks in computer vision [1],[2],[3],[4],[5]. It is also important in the
field of video surveillance by searching a person from large amounts of video
sequences as accurately as possible. In recent years, the methods of Re-ID are
dominated by supervised learning that aim to learn an optimal metric or dis-
tance function [6],[7],[3]. These works usually require identity label of person that
must be annotated manually for each pair of camera views, as training data. By
employing supervised models, discriminative features are extracted to cope with
the appearance variations of the same person under cross-view cameras. How-
ever, since video surveillance system can capture hundreds of pedestrians for a
while, some of them may have a similar appearance. In addition, the same per-
son observed in different camera views often under significant variations in view-
point, illumination, pose, background, etc. Therefore, the training data should
c© Springer International Publishing Switzerland 2015
S. Zhang et al. (Eds.): KSEM 2015, LNAI 9403, pp. 799–810, 2015.
DOI: 10.1007/978-3-319-25159-2 74



800 Y. Huang et al.

be as sufficient and as diverse as possible to enhance the generalization ability
of training model that can implicitly discover the visual features of intra-class
variations. To this end, it needs lots of manual annotation and sample selection.
That is difficult to implement in a large scale video surveillance system.

Another widely used method in person Re-ID is unsupervised learning that
aim to explore intuitive feature of human appearance and match directly by dis-
tance function (Euclidean distance, Mahalanobis distance, Gaussian distance,
etc). The unsupervised methods are much better adaptability to different cam-
era pair setting, although it may sacrifice matching accuracy. To seek more stable
feature that can cope with the intra-class variations, various visual techniques
are presented in previous works [1],[8],[9],[5]. Among these techniques, color fea-
tures extraction of person image, a simple but efficient and important technique
is used in person Re-ID, are commonly employed to construct human represen-
tation. Beyond that, the spatial layout information of features is also important
to confine the feature distribution. Building effective structural object represen-
tation can effectively presents the spatial layout information, especially when
the same person under disjoint camera views in the presence of large viewpoint
or pose variations. Therefore, [10] introduces a kernel based recognition method
that works by computing rough geometric correspondence on a global scale using
an efficient approximation technique adapted from the spatial pyramid matching
scheme of Grauman and Darrell [11]. In this method, the global non-invariant
representation based on aggregating statistics of local features over fixed sub-
regions significantly improves the recognize performance over methods based on
detailed geometric correspondence.

Inspired from the pyramid matching scheme, this paper proposes a new
approach based on unsupervised color spatial pyramid matching (UCSPM).
Although we pursue spatial pyramid matching, this work is different from pre-
vious attempts. The similarity of local features is computed at increasingly fine
vertical stripes of sub-region as shown in Fig.1. Spatial layout information aided
by spatial pyramid is used to confine feature distribution and match between
images. Beyond that, in order to control variations and misalignment between
images, Hungarian algorithm and mean distance vector are used in the pyramid
match kernel [10]. The color feature used in this work with the property of illu-
mination invariance [12]. That is particularly applicable to camera views under
outdoor areas. Furthermore, color features are usually extracted from the entire
image, human body (without background) or local patches [13],[9],[5]. In general,
these areas including a variety of colors can hardly represent the color property
of human. Therefore, in this paper, superpixel-based segmentation technique is
used to subdivide person images into local superpixel regions. In comparison
with local patch method, superpixel method shows a significant improvement in
our experiments.

The contributions of this paper can be summarized in two-folds. First, an
unsupervised color spatial pyramid scheme is proposed to build effective struc-
tural object representation for person Re-ID. Second, superpixel-based color
feature is presented with the combination of spatial pyramid framework that
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achieves competitive performance. Although we only use the color information
in our pyramid framework, the comparative evaluations on two public datasets
(VIPeR [14] and CUHK campus [15]) demonstrate that our method outperforms
not only existing unsupervised learning methods, but also quite a bit of super-
vised learning methods.

2 Related Work

Many supervised learning methods have been put forward for person Re-ID
[2],[6],[7],[3],[16],[17]. Prosser et al. [2] use ensemble RankSVMs to learn pairwise
similarity that formulate person Re-ID as a ranking problem. A Mahalanobis
distance learning method that is optimal for k-nearest neighbour classification
using a maximum margin formulation is proposed by Dikmen et al. [6]. In [7],
a relaxed pairwise metric learning is presented which takes advantages of the
structure of the data with reduced computational cost, and achieves the state-
of-the-art with simple feature descriptors. Another idea is trying to solve metric
learning in a probabilistic manner used in person Re-ID. Zheng et al. [3] focuses
on maximizing the probability that a true match pair has a smaller distance than
a false matched pair. In addition to these metric learning, transfer learning based
methods are also popular for person Re-ID. Zheng et al [16] reformulate person
Re-ID problem as verification task and show that discriminant information can
be learnt from unlabelled data. A transfer RankSVM to adapt a model trained
on the source domain to target domain is proposed in [17].

For supervised learning method, their performance is limited by the fact that
it is based on the subtraction of misaligned feature vectors, which can cause sig-
nificant information loss. In the case of existing methods, the research on unsu-
pervised learning methods are another important branch of person Re-ID. Many
effective researches of features are proposed in unsupervised methods. Faren-
zena et al. [1] exploit the symmetry property in person image and propose the
symmetry driven accumulation of local featrues. A combination of biologically
inspired features and covariance descriptors that handle both background and
illumination variations is proposed in [8]. Considering certain features play more
important role than others, Liu et al. [4] employ a feature mining framework to
optimise the weights of global features. Since color, shape and texture features
can capture different aspects of information contained in image, Ma et al. [9]
extract 7-d features of each pixel based on color, position and gradient and rep-
resent them by Gaussian models. Inspired by human eye that recognize person
identities based on salient regions, Zhao et al. [5] proposed a patch based feature
to learn salient regions in human appearance. In this paper, an unsupervised
color spatial pyramid scheme is given to build effective structural object repre-
sentation, it achieves competitive performance with only one kind of feature—
color.
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Fig. 1. Image in the leftmost column is processed by Bayesian Color Constancy
method. After that, person image is divided into superpixel regions with increasing
granularity from 200 to 800 (entire image, from coarse to fine). Aided by the Deep
Decompositional Network, the background is discarded and the body is divided into
four part. Considering the discriminative power, only upperbody and lowerbody are
retained and divided into two vertical part (u1, u2, l1, l2) respectively. Stripes are
divided in each part of vertical body regions.

3 Color Spatial Pyramid Matching

3.1 Data Pre-processing

In the first stage of UCSPM, color constancy and pedestrian parsing methods
are used to depress the influence caused by the variation of illumination and
discard background clusters, respectively.

Specifically, Bayesian Color Constancy (BCC) [18] method is used to depress
the influence of illumination for each image. BCC can perceive surface color con-
sistently, despite variations in ambient illumination. Compared to Grey World
Color Constancy method, used in the pre-processing step in person Re-ID [9],
the performance of BCC outperforms it that proven by [18]. After depressing
the influence of illumination, Deep Decompositional Network (DDN) [19] is used
to parse pedestrian into five regions, and discard background. DDN is able to
accurately estimate contour of body and parse it into semantic regions such as
hair, head, body, arms and legs, with robustness to occlusions and background
clutters.
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3.2 Spatial Pyramid Matching

Given two sets of feature vectors, spatial pyramid matching is proposed to find
an approximate correspondence between them. It works by placing a sequence
of increasingly coarser grids over the feature space and taking a weighted sum
of the number of matches that occur at each level of resolution [10]. In previous
attempts, two points match if they fall into the same cell of the grid at any fixed
resolution and high weight is given in finer resolutions than coarser ones. For
these reasons, spatial pyramid can effective confine the features distribution and
keep the spatial layout information for matching. In our work, we construct a
sequence of level 1, ..., L, each level corresponding to different vertical stripe size
and superpixel granularity as shown in Fig.1.

Let F
A,Up

l =
{

f
A,Up

lx,y

}
denotes the feature set in one stripe, and f

A,Up

lx,y
repre-

sents a d-dimensional feature of superpixel (detial is shown in section 3.3) at l-th
stripe in p-th part (p = u1, u2, l1 or l2, shown in Fig.1) of person U from camera
A, x and y represent the centroid of superpixel that should satisfy (x, y) ∈ l. We
simple use the City Block distance to measure the similarity between f
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its corresponding superpixel in person V from camera B:
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where i is i-th element in feature vector, l
′
(k) represents k-th adjacency con-

strained search stripe corresponding to l:

k = max(0, l − δ), ...,min(Np
sripe, l + δ), (2)

Np
stripe is the number of stripes in part p. If person in image do not exist vertical

pose variation, δ = 0. However, we set δ = 1 in our experiment to tolerate the
vertical spatial variation. In the following, we use a four-tuple e.g. (A,U, p, l)
represents a stripe l in p-th part of person U from camera A.

Due to the pose variation between different images, matching superpixel
directly can easily lead to that more than one regions are most similar to a
single one between different images. Therefore, we specify matching in units of
stripes instead of superpixel regions. In order to find the best matching stripes in
adjacency search areas by Equ.2, the City Block distance (Equ.1) is calculated
between any two superpixels from one stripe in (A,U, p, l) to another stripe in
(B, V, p, l

′
(k)).

M p = [D(FA,Up

l (m), FB,Vp

l′ (k)
(n))]M×N ,m = 1, ...,M, n = 1, ..., N, (3)

where m(n) represent m-th(n-th) superpixel in stripe l(l
′
(k)). The ele-

ments in M p are the similarity between any two superpixels from l
and l

′
(k) measured by Equ.1. Hungarian algorithm is used in M p to

find the best superpixel assignment Dp
H(i), i = 1, ...,min(m,n) (i rep-

resents the i-th matching pair in M p, D is City Block distance)
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and cope with the case of multi-to-one matching between two stripes.
Therefore, the similarity between two stripes can be quantized as a mean dis-
tance vector:

Dp

l,l′ (k)
=

min(m,n)∑

i=1

(Dp
H(i)), (4)

At last, the similarity between one stripe in image U and its adjacency stripe in
image V is:

Dp

l,l′
= min(Dp

l,l′ (k)
), (5)

where k is given by Equ.2.
The similarity between two person images U and V can be obtained in dif-

ferent body parts by the stripe similarity. Considering the discriminative power
of different body parts, more higher weight is given to upperbody parts u1 and
u2 than lowerbody parts l1 and l2:

D(U, V ) =
n1∑

i=1

Du1
l(i),l′ +

n2∑

j=1

Du2
l(j),l′ + 0.5 · (

n3∑

x=1

D l1
l(x),l′ +

n4∑

y=1

D l2
l(y),l′ ), (6)

where n1, n2, n3 and n4 are the number of stripes in different body parts that
have corresponding stripe in adjacency constrained search area by Equ.5. If one
image U matching with multiple images V , there are uncertain number of n1,
n2, n3 and n4 between one image U and different image V . For fair comparison,
the minimum n1, n2, n3 and n4 between U and any one of V are selected for
calculating the similarity between U and multiple V among different body part.
Further, if any one of the n1, n2, n3 and n4 larger than the minimum value
in its own body part when U is matching with one V , the first minimum n1,
n2, n3 or n4 similarity distances will be selected for matching. In Equ.6, we
simply consider that the discriminative power of upperbody is almost twice as
lowerbody, so the weight is set to 0.5. The weight used in our experiment was
somewhat haphazard, so it is likely that better weight may still be found by
using a validation set.

For all the level 1, ..., L, we want to penalize matches found in stripe with
larger size and superpixel with coarser granularity, sine they involve increasingly
dissimilar features. Putting all the level together, we get the following definition
of a pyramid match kernel:

kL(U, V ) =
L∑

ι=1

1
2L−ι+1

D ι(U, V ), (7)

where D ι(U, V ) is defined in Equ.6.

3.3 Color Feature Extraction

The color feature is widely used in person Re-ID. However, due to the variation
of illumination, it is hard to remain reliable and even vary significantly. As far
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as the present state of study, a wide range of color features have been proposed
in [12],[20],[21]. Considering the illumination invariance property, two color fea-
tures: hue histogram and opponent histogram from Van de Weijer and Schmid
[12] are briefly reviewed in this paper. These two features are extracted for each
superpixel and their performance will be given in section 4.

According to Van de Weijer and Schmid [12], the computation of hue with
small value of saturation will bring uncertainties. Hence, it should be counted
less in histogram. In the computation of hue histogram, hue is weighted by its
saturation in [12]. Hue and saturation are computed as follows:

hue = arctan(
O1

O2
) = arctan(

√
3(R − G)

R + G − 2B
), (8)

saturation =
√

O2
1 + O2

2 =

√
2
3
(R2 + G2 + B2 − RG − RB − GB), (9)

where O1 and O2 are both from opponent color space:

O1 =
1√
2
(R − G), O2 =

1√
6
(R + G − 2B), (10)

In opponent color space, the opponent angle angO
x is supposed to be specular

invariant in [12]. The angO
x is defined as:

angO
x = arctan(

O1x

O2x
), (11)

where O1x and O2x are the first order derivative of O1 and O2 respectively. Van
de Weijer and Schmid [12] define angO

x as the weight for the opponent angle as
an error analysis to the opponent angle:

∂angO
x =

1
√

O2
1x + O2

2x

, (12)

Finally, both of hue and opponent histograms are quantized to 36 bins.
A 72-dimensional color feature is extracted from each superpixel. The color

features obtained in different body parts (u1, u2, l1, l2) of all person are grouped
together respectively to calculate the color dictionaries of local appearances by k-
mean clustering. Four color dictionaries corresponding to u1, u2, l1 and l2 can be
obtained, each dictionary includes the centers of cluster based on the number of
clusters specified in advance. The feature used in Equ.1 is calculated by squared
Euclidean distance between the 72-dimensional color histogram feature and its
corresponding color dictionary in different body parts.

4 Experiments

We evaluate our unsupervised color spatial pyramid matching approach on two
public datasets: the VIPeR dataset [14] and the CUHK campus dataset [15].
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The VIPeR dataset is the most widely used person Re-ID dataset for evaluation.
The CUHK campus dataset contains more images than VIPeR. Both datasets are
very challenging since they under significant variations in viewpoint, illumina-
tion, pose, and background. The quantitative results are presented in standard
Cumulated Matching Characteristics (CMC) curves [14]. The rank-k in CMC
indicates the percentage of the correct matches found in the top k ranks from
probe images to gallery images.

For fair comparison, the same experiment setup mentioned in [13] is used
which divides the dataset into two parts, 50% for training and 50% for testing,
without overlap on person identities. Images captured from camera A are as
probe and camera B as gallery. Each probe image is matched with every gallery
image. We conduct 10 trials of evaluation in experiment. Tab.1 gives settings
for different pyramid levels. It is worth noting that the superpixel obtained from
the entire image, but we only use the ones on body region. In our experiment,
the superpixel regions are divided using the method in [22]. In addition, to val-
idate the usefulness of superpixel based color spatial pyramid, we construct a
set of contrast experiments based on patch. Fig.2 shows a comparison between
superpixel and patch. The feature extracted from each patch and the compar-
ison results are given on both datasets. Specifically, these patches are divided
in each stripe. The patch size and step size in horizontal direction are the same
as stripe size and its step size as shown in Tab.1. Notice that the experiment
steps are the same as in the contrast experiment except for the regions of color
feature extraction. For different levels, we denote the patch and superpixel based
approaches by patchLevel1-3 and spLevel1-3 respectively. Using the spatial pyra-
mid, the patch and superpixel based approaches are denoted by patchPyramid
and spPyramid(UCSPM), respectively.

VIPeR Dataset. The VIPeR dataset contains 632 person image pairs captured
in different camera views. Most pairs show significant variations of viewpoint,
illumination and pose as shown in Fig.3(a). In our experiment, all images are
normalized to 512 × 192. Fig 4(a) shows the comparison between different levels
and their combinations by spatial pyramid approach. Since superpixel can bet-
ter locate color regions than patch, much more better performance is achieved
in different levels. Using the spatial pyramid match kernel, the performance of

Table 1. Different pyramid level corresponding to different settings. The ι is used in
Equ.7. Superpixel granularity, stripe size and stripe step can be found in Fig.1. The
number of clusters is defined in section 3.3.

Pyramid Level Superpixel Granularity Stripe Size Stripe Step Number of
(ι) (regions) (pixels) (pixels) Clusters

1 200 16 8 100
2 400 24 12 200
3 800 32 16 400
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Fig. 2. Dividing person into superpixel regions and patches corresponding to different
pyramid levels

(a) VIPeR dataset (b) CUHK campus dataset

Fig. 3. Sets of 16 image pairs from the VIPeR and CUHK campus datasets

spPyramid is better than patchPyramid, which indicates superpixel is much effec-
tive than patch in color feature extraction in our color spatial pyramid matching
approach.

We also compare UCSPM with several unsupervised approaches including
CPS [23], SDALF [1], eBiCov [8], eSDC [5], PatMatch [24] and SalMatch [24],
and five supervised learning approaches including ELF [13], PRDC [3], LMNN-
R [6], PCCA [25] and MidF [26]. Our UCSPM achieves 33.24% at rank-1 and
outperforms all these approaches. In addition, UCSPM outperforms the state-of-
the-art unsupervised approach SalMatch [24] by 3.08%. What’s more, our app-
roach only use color and spatial information without the benefit of any salience
information on human appearance proposed in [24].

CUHK Campus Dataset. The CUHK campus dataset is also a very challeng-
ing dataset. It contains 971 persons, each person has two images in each camera
view. Specially, camera A captures the frontal or back view of person and cam-
era B is the side view. Different from VIPeR dataset, most persons in CUHK
dataset have their salience regions i.e. color bags, clothes or shoes etc (as shown
in Fig.3(b)). All the images are normalized to 512 × 192 in our experiment.

Besides comparison between patch and superpixel-based pyramid approaches
Fig.5(a). We also compare our approach with available results including L1-
norm [24], L2-norm [24], LMNN [15], ITML [15], SDALF [1], GenericMetric
[15], PatMatch [24] and SalMatch [24] as shown in Fig.5(b). Since SalMatch [24]
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Fig. 4. CMC on the VIPeR dataset. Rank-1 matching rate is marked before the name
of each approach.
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Fig. 5. CMC on the CUHK campus dataset. Rank-1 matching rate is marked before
the name of each approach.

focuses on unsupervised salience matching and the CUHK campus dataset are
more suitable to show the effectiveness of salience matching. The accuracy of our
approach is slightly lower than SalMatch [24] by 2.3%. However, comparison with
other approaches, our method shows effectiveness on CUHK campus dataset.

5 Conclusions

In this paper, we propose a color spatial pyramid approach for person Re-ID. We
explore spatial pyramid to build effective structural object color representation
and cope with large viewpoint or pose variations. We compute the similarity of
local features at increasingly fine vertical stripes and use pyramid match kernel
for matching. To depress the variation of illumination, Bayesian Color Constancy
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method and illumination invariance color feature are used for stable color fea-
ture extraction. To accurately represent color features, we use superpixel-based
segmentation technique to subdivide person into local regions. Experimental
results show our color spatial pyramid approach improves the performance of
unsupervised person re-identification.
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Abstract. Single nucleotide mutations in the middle of a microsatellite frag-
ment the microsatellite into two shorter ones. Respectively, 96.5% and 96.4% 
of human and mouse SNPs located in the middle of imperfect microsatellites 
come from single nucleotide mutations happened in perfect microsatellites. On 
chromosome 1, there are more transversions in mouse mononucleotide repeats 
(MNRs), but similar mutation patterns in human and mouse dinucleotide re-
peats (DNRs) and trinucleotide repeats (TNRs). Different single nucleotide  
mutation patterns in different microsatellites of human and mouse hint these 
mutations are under different natural selections. Our method can help to detect 
mutation patterns of different genomes without homogenous sequence align-
ments, and to observe the conserved mutations in microsatellites which cannot 
be found by traditional SNP methods. 

Keywords: Single nucleotide mutation · SNP · Microsatellite · Transversion 
rate 

1 Introduction 

Microsatellites are tandem repetitive nucleotide sequences of short (1–6 bp) units, are 
ubiquitous in eukaryotic genomes and undergo rapid length changes due to insertion 
or deletion of one or multiple repeat units [1]. Microsatellite instability is not only 
implicated in cancer, but also responsible for over 40 neurological disorders [1,2]. 
The most commonly proposed mutation mechanism for microsatellites is replication 
slippage, the two DNA strands might realign incorrectly after dissociation, introduc-
ing a loop at one strand and leading to microsatellite expansion/contraction. Similar 
kinds of slippages also happen during recombination and mismatch repair which is 
the dominant type of repair for microsatellites [3,4]. Mechanisms other than slippage 
such as nucleotide mutation, insertion/deletion might contribute to microsatellite mu-
tability mainly due to its disappearing [5]. Especially, single nucleotide mutation in 
the middle of a perfect microsatellite interrupts it into two fragments. More mutations 
at different positions can change the imperfect microsatellite into non-microsatellite 
genomic sequence finally (Fig. 1). 
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Fig. 1. Single nucleotide mutation interrupts a perfect microsatellite in the middle. M1 and 
M2 are different single nucleotide mutations on same position (red arrows) of a perfect micro-
satellite M0. M3 and M4 have the second single nucleotide mutations on the other positions 
(blue arrows) based on M1 and M2. In SNP data, there are M0/M1, M0/M2, and M1/M2 pairs. 
The former two (M0/M1 and M0/M2) come from single nucleotide mutations in perfect micro-
satellites predominately. 

Mutations have pivotal functions in the onset of genetic diseases and are the fun-
damental substrate for evolution as the vast majority of mutations with observable 
effects are deleterious [6]. Mutation pattern of SNP (single nucleotide polymorphism) 
can be influenced by neighboring nucleotide composition [7]. Research found single 
nucleotide mutation rate increases close to insertions/deletions in eukaryotes [8].  
Mutation accumulation (MA) method are useful for mutation rate and mutation pat-
tern research (transitions and transversions with direction), but whole genome wide 
sequencing of MA strains is not experimental feasible [9]. For human and mouse, 
more than 14 million reference SNPs are in NCBI dbSNP database (build 128) re-
spectively, and about half of them are validated. Because SNPs come from sequence 
alignment only, information about mutation direction cannot be obtained [10]. 

In this paper, human and mouse SNP data are used to demonstrate that the fre-
quency of SNPs in perfect microsatellites is enough high to determine mutations with 
directions. Mutation patterns in microsatellites obtained by checking units in and 
surrounded are analyzed and discussed. 
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2 Result 

2.1 Mutation Types of SNPs Surrounded Poly A and Poly T, and Predicted 
Mutation Types Based on Surrounded Poly A and Poly T on Human and 
Mouse Chromosome 1 

In SNP data, 907,272 SNPs and 1,207,284 SNPs are found on human and mouse 
chromosome 1 respectively. Including them, 175,988 and 219,990 are neighbored by 
two A or T at both sides. The properties of their mutation types (2 kinds of transitions 
are more than 4 kinds of transversions) are similar with that of all SNPs. There are 
2,465 and 554 SNPs surrounded by more than 5 poly A or poly T, the mutation types 
 

a. Human 

 
b. Mouse 

 
Fig. 2. Distribution of mutation types surrounded by As and Ts on human and mouse 
chromosome 1. ALL is all SNPs matched on chromosome 1. N means mutation type neigh-
bored by As and Ts. Repeat number n is more than 5 (ploy A or poly T). 
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are different with the formers, only 3 kinds of types including A or T are predomi-
nated, more than 97% and 92% for human and mouse respectively. The frequency of 
single nucleotide mutations in perfect poly A or poly T is higher, and mutation pat-
terns can be predicted most correctly based on the non-mutated units surrounded. 
Using human and mouse chromosome 1 reference sequences, 15,006 and 6,004 muta-
tions in poly A or poly T are observed and their types are predicted out. For mouse, 
the types are more similar with that in SNPs (Fig. 2). 

2.2 More than 96% Human and Mouse SNPs Located in the Middle of 
Imperfect Microsatellites Come from Single Nucleotide Mutations in 
Perfect Microsatellites  

In total, there are 11,271,559 human and 14,031,224 mouse SNPs with single nucleo-
tide mutations. 66,023 human SNPs are surrounded by microsatellite units (MNRs, 
DNRs and TNRs) and located in a mutated unit, 96.5% (63,725) of them are M0/M1 
and M0/M2 pairs (Figure 1), and can be expected as single nucleotide mutations in 
middle units of perfect microsatellites. For mouse, the numbers are 54,192 and 96.4% 
(52,240) respectively. In human MNRs, DNRs and TNRs, the rates and numbers are 
96.4% (29,353), 96.9% (30,179) and 95.0% (4,193); in mouse they are 90.0% (6,689), 
97.6% (40,757) and 95.9% (4,794). SNPs in TNRs are less than that in DNRs. SNPs 
in mouse MNRs are less than that in human MNRs, the number is near that in TNRs 
(Fig. 3).  
 
 

 
Fig. 3. Percent of SNPs in perfect microsatellites. In human and mouse SNP data, rates of 
SNPs in perfect microsatellites are calculated. MNRs, mononucleotide repeats. DNRs, dinuc-
leotide repeats. TNRs, trinucleotide repeats. Numbers in parentheses are observed SNPs in 
microsatellites. 
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2.3 Predicted Single Nucleotide Mutation Patterns in Microsatellites on 
Human and Mouse Chromosome 1 

On human and mouse chromosome 1, proportions of transversions in mouse MDRs 
are higher than that of human MDRs. In AT/TA DNRs, the numbers of mutations 
observed in mouse are less than that in human, and proportions of transversions are 
obviously lower.  But in AC/GT DNRs, numbers and proportions of transversions for 
mouse are more. Complex patterns of mutations in different microsatellites showed in 
Table 1 are informative for further research. In table 2 are mutation patterns observed 
by TNRs with A/T or G/C at either side of the mutations. 

Table 1. Proportion of transversions (Tv%) in MNRs, DNRs and TNRs on human and mouse 
chromosome 1. 

 
 
LNR, left and right neighbored nucleotides. Only nucleotides neighbored by As, 

Ts, Cs, Gs are showed in this table. MNRs, DNRs and TNRs are as same as in Fig. 2.  
Numbers in parentheses are observed transversion mutations. 

Table 2. Proportion of transversions (Tv%) in TNRs on human and mouse chromosome 1. 

 
 
Legend is same as in table 1. 
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3 Discussion 

The main issue that we are addressing in this paper is whether single nucleotide muta-
tions in and surrounded by microsatellite units can be used as a tool to predict muta-
tion patterns. Furthermore, our interest is to ascertain the predicted mutation patterns, 
and to analyze their evolutional information initially. 

3.1 Significances of Mutation Detection 

Mutation patterns are variable in different genome regions according to function and 
evolution [11,12,13]. Genome-wide mutation pattern analysis becomes more and 
more a hotspot especially in cancer to provide information about its multi-step devel-
opment [14,15].  Expect SNP method, other bioinformatic ways to mining more mu-
tation information from genomic sequences are helpful to do mutation analysis. 

In former work of our lab, we found substitutions and insertions are impetus for the 
born of new microsatellites with human gene mutation data [16]. In this paper, we 
demonstrated that mutation patterns in the dying microsatellites can be observed 
without alignment based on human and mouse SNP data. This method can be used to 
do whole genome wide mutation scan, then got mutation patterns in microsatellites of 
different genomic regions for evolution research compared with homologous ge-
nomes. 

3.2 Single Nucleotide Mutation Patterns in Microsatellites 

The single nucleotide mutation patterns observed in microsatellites are different with 
microsatllites and genomic regions. SNP data represent polymorphisms of different 
strains, there is no information for conserved sequences of different strains and muta-
tion directions. For the SNP data we used in this paper, almost all of human SNPs are 
in genes, but almost all of the mouse SNPs are in genomic regions. So, the predicted 
mutation patterns are not so similar with that in SNPs. Single nucleotide mutations in 
microsatellites not only can check all SNPs in microsatellite out, but also get con-
served mutations keeping units around. It can be used to research on evolutional se-
lection compared to SNPs. 

It was found that within the microstatllites with repeated units consisting of one, 
two or three nucleotides, point mutations occur approximately twice as frequently as 
one would expect on the basis of the 1.2% difference between the human and chim-
panzee genomes [17]. Other mutation patterns such as continuous same mutation 
which induce microsatellite exchange between different motifs are founded in micro-
satellites (data not show).  

Of course, frequencies are variable for single nucleotide mutations in different mi-
crosatellite motifs and different genome or genomic regions. In human and mouse 
genome, A/T rich microsatellites are more than other kinds of microsatellites, some of 
them are related with retrotransposons such as Alu [5]. Future works are how to nor-
malize the bias, and to built a database of new and conserved single nucleotide muta-
tions in microsatellites for different genomes, genomic regions etc. 
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4 Materials and Methods 

4.1 Mutation Types of SNP Data and Mutation Prediction 

Human (build 129) and mouse (build 128) SNP data are downloaded from NCBI 
dbSNPs. Single nucleotide mutations surrounded by microsatellite units and within 
mutated units are selected. For mononucleotide repeats, at least 6 units are at both 
ends of the mutated unit; for dinucleotide repeats, the number is 3; for trinucleotide 
repeats, it is 2. Based on the surrounded units, the mutation patterns are predicted out. 

4.2 Single Nucleotide Mutation Patterns in Microsatellites  

Human and mouse genomic chromosome 1 sequences are downloaded from NCBI. 
All single nucleotide mutations in microsatellites are predicted. Grouped by A + T 
content at adjacent sites, percent of transversion mutations are calculated. All pro-
grams used in this paper are written in perl script. 
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Abstract. Since Agent based model (ABM) can describe the biological system 
in detail, it is broadly used for multi-scale immune system modeling. However, 
ABM requires such a high computing cost for the large scale biological model-
ing that prevents us employing it for the real time system simulation. For this 
reason, this study develops an orthogonal polynomial based model to approx-
imate solution of ABM, which can obtain low computing cost and high approx-
imating accuracy. 

Keywords: Orthogonal polynomial equation · Agent based model · Cellular 
immune response 

1 Introduction 

Currently, mathematical model is employed as one of the most important methods to 
investigate the immune system. Agent based model (ABM)[1, 2] and differential equ-
ations model (DEM)[3, 4] are two widely used mathematical models in this field. 
Born with flexible features, ABM can be employed to reflect the real complex dy-
namic environment and is effectively used to describe a multi-scale system [5]. For 
example, Folcik et al.[6] built up the Basic Immune Simulator (BIS), one of ABM 
models, to study the interactions between cells of the innate and adaptive immune 
systems. Also, Ballet et al. [7] developed a multi-agent system (oRis) to model hu-
moral immunity. 

However, as a rule based model, ABM describes the system at the level of its con-
stituent units but not at the top level, which directly results in the high computing cost 
for the simulation[8, 9]. For this reason, we are looking forward to developing such a 
model that can approximate the solution of ABM with low computing cost and high 
approximating accuracy. This study develop the orthogonal polynomial model 
(OPEABM) by using the output of ABM and the collocation method[4],[10]. We used 
experimental data from infection of mice with the H3N2 influenza virus A/X31 strain 
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[11] to fit the model and the results turned out that OPEABM can quickly and accu-
rately approximate the solution of ABM. 

2 Materials and Methods  

2.1 Summary of the Computational Approach  

Fig. 1 shows the workflow of the OPEABM development. First, mapping function is 
employed to map Gauss nodes (box1) [12] from interval [a, b] to interval [0, 1]. Then, 
the mapped Gauss nodes (box2) are employed as the input of ABM (the mean of 
Gamma distribution) to generate the cell number (G ) (box4) for each time point. 
Next, G  is used as the input of the orthogonal polynomial (box5) to obtain the coef-
ficients a  (box7). Once the coefficients of orthogonal polynomial are determined, 
we can input any value Z (box8) (cell’s division time) to obtain the cell number with-
out computing ABM (box9).   
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Fig. 1. The flow chart for the development of OPEABM 

2.2 Using ABM to Simulate Immune System and Generate the Data for the 
OPEABM Development 

There are nineteen types of cells in the model. Each type of cell is assigned an integer 
number (CT). Each type of cell has three phenotypes, which are quiescence, prolifera-
tion and dead phenotypes (CP). Moreover, the probability of the each type of cell’s 
differentiation rate in different phenotypes is described by a transformation matrix 
(TM). The detail is illustrated by Table 1: 
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Table 1. Process of building agent based model 

1) Read each cell information (CT, CP, TM) from the inputting file. 
2) Every cell has at most 4 probabilities to change its state, such as differentiating 
to another cell type, keeping current phenotype, changing to one of the prolifera-
tion, quiescence or dead phenotypes.  Especially, dead phenotype and proliferation 
phenotype should comply with a and b rules. 

   a. Goes to dead phenotype: the gamma distribution generator will produce the 
number of the runs for cell to die. The dead process cannot be interrupted.  
      b. Goes to proliferation phenotype: the gamma distribution generator will 
generate the number of the runs for cell to divide. It is noted that the cell can diffe-
rentiate into another cell type or phenotype during the proliferation stage. The 
number of the runs will be reset to zero immediately once the proliferation process 
is done. 
3) At each run, die function is employed to generate a random number between 0 
and 1 for every cell and then, each cell will determine its next state by comparing 
this random number with its TM. 

 
To simulate the process of cellular immunity, ABM is developed based on Table 1. 

2.3 Using Orthogonal Polynomial Equation for the OPEABM Development 

The key of the OPEABM is employing an orthogonal polynomial equation to approx-
imate the solution of agent based model. Each state variable can be approximated by a 
set of orthogonal polynomials at any time step as Eq. 1. 

      ∑ ·                              (1) 

Here,  is the orthogonal polynomial basis,  is the constant coefficient of the 
ith orthogonal polynomial basis at time t, and  is the approximated  state 
variable at time t. We assume that the time for the cell to divide or die follows a 
common gamma distribution Γ Z, v , where Z denotes the mean and v  is the va-
riance of the gamma distribute. Here, the value of v  is 4. ∑ · · · · ·                                                                                                                                      (2) 

 
Since is a set of orthogonal polynomial, we compute the coefficient   as 

follows: 

   (3) 

To compute  , we integrate   in [-1, 1] for both sides. 

               (4) 
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Then, 

                         (5) 

Eq.6 is the discrete form of Eq.5,   

       
∑ , 0,1,2,3 …           (6) 

where is the weight at the integration grids.  Here Q is the number of Gauss 
nodes.  is the approximated parameters of the orthogonal polynomial. , … ,  is a set of nodes which belong to 1,1  and  are the corres-
ponding weights for  Gauss nodes. The Legendre polynomial on 1,1  is described 
in [13]. Since the domain of the input parameter of ABM is between a and b, we em-
ployed transformation function to map variable H on interval [-1, 1] to variable  θ , 
which can be considered as the mean of Gamma distribution between a and b  

       θ                                  (7) 

Here 1 H 1 and  a θ b 
The state variables of agent based model is described as Eq.8 
 

                                          (8) 

Eq. 9 is the Gauss integration form for Eq. 4 and the Gauss nodes and weights are 
in [12]. 

 

       
∑7 1 22 1 ,      i 0,1,2,3                   (9)          

After obtaining the values of parameters of Eq.6, we can approximate the solution 
of ABM by a set of polynomials.  

3 Results 

3.1 Simulated Results  

We used experimental data from infection of mice with the H3N2 influenza virus 
A/X31 strain to fit the model and most of the parameter values of ABM come from 
the literatures[11],[14]. Limited to the pages, Fig. 2 only shows the two dynamics of 
cells’ number at each time point (time=1, 2, 3…, 50). Here, the horizontal axis 
represents time and the vertical axis represents the number of cells. The black line and 
the line with circles represent the result of ABM and OPEABM, respectively.  
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Abstract. fMRI has been a popular way for encoding and decoding human vis-
ual cortex activity. A previous research reconstructed binary image using a 
sparse logistic regression (SLR) with fMRI activity patterns as its input. In this 
article, based on SLR, we propose a new sparse logistic regression with a tuna-
ble regularization parameter (SLR-T), which includes the SLR and maximum 
likelihood regression (MLR) as two special cases. By choosing a proper regula-
rization parameter in SLR-T, it may yield a better performance than both SLR 
and MLR. An fMRI visual image reconstruction experiment is carried out to  
verify the performance of SLR-T. 

Keywords:: fMRI · Visual image reconstruction · Sparse regression 

1 Introduction 

Functional magnetic resonance imaging (fMRI) is an effective means used by re-
searchers to investigate brain activities to different kinds of tasks and stimuli noninva-
sively [1–8]. Many visual encoding and decoding experiments have been carried out. 
Kay showed that using the receptive field models, it’s possible to identify images with 
fMRI signals [9]. Miyawaki reconstructed visual images directly using a sparse logis-
tic regression (SLR) [10]. Each visual stimulus used in their experiment was made up 
of 10 by 10 square patches with each patch was either a gray patch or a flickering 
checkboard. SLR was applied to calculate the class label of voxel’s fMRI signal pat-
terns. The most significant feature of SLR is that it simultaneously performs feature 
(voxel) selection and training of the model parameters for classification [11], thus it 
may yield a very sparse classification model. 

In this work, we propose a more general sparse logistic regression with a tunable re-
gularization parameter (SLR-T). The SLR-T offers another point of view to explain the 
optimization equation derived from SLR, that is the optimization cost consists of a usual 
cost function and a regularization term. Thus, a more general regression model can be 
obtained by substituting a variable regularization coefficient for the constant value of 
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0.5 in SLR. By setting this coefficient to 0 and 0.5, SLR-T reduces to a maximum like-
lihood regression (MLR) and SLR respectively. By choosing a proper regularization 
coefficient, SLR-T can achieve a better performance than both SLR and MLR. 

2 Materials and Methods 

2.1 fMRI Experiment 

Three subjects participated in this fMRI experiment. All of them are males, with an 
average age of 23, and have normal or corrected-to-normal visual acuity. Informed 
written consents were obtained from all subjects. 

Two types of stimuli were used in the experiment. One is random shape stimuli 
and another is regular shape stimuli. 

In random shape stimuli, totally 198 different random patterns were used. Each 
stimulus pattern consisted of 12×12 patches (1.13°×1.13° each). There were two types 
of patch, a flickering checkboard and a neutral gray area. Each type of patch was ran-
domly used with equal probability. Patterns, formed by different type of patches, were 
presented on a neutral gray background. A fixation spot was placed at the center of 
each stimulus to instruct subjects to fixate on it. 

In regular shape stimuli, 10 kinds of stimulus patterns were used. Each kind of pat-
terns consisted of specific shapes formed by the same types of patches as in random 
shape stimuli(“B”, “R”, “A”, “I”, “N”, “square”, “arrow”, “cross”, “frame” and “X”).  

A 3.0-Tesla GE MR Scanner was used to collect functional MRI data at the First 
Affiliated Hospital of Xi’an Jiaotong University. A T1-Weighted, MP-RAGE se-
quence (TR: 2250ms; TE: 2.98ms; Tl: 900ms; Flip angle: 9°; FOV: 256 × 256mm; 
Voxel size: 1.0 × 1.0× 1.0mm), was firstly used to acquire high-resolution structure 
images. Then a T2*-weighted EPI sequence (TR: 4000ms; TE: 30ms; Flip angle: 80°; 
FOV: 192× 192mm; Voxel size: 1.875 × 1.875 × 3mm; Slice gap: 0mm; Number of 
slices: 48) was used to collect functional images covering the whole brain. 

2.2 MRI Data Preprocessing 

The first 3 volumes of each run were discarded in order to avoid the noise caused by 
MRI scanner’s instability. SPM 12 was used to preprocess the MRI data.  

The general linear model was used to model the BOLD signal and predict the  
amplitude of BOLD response of each voxel. For each voxel, we calculated the corre-
lation between its BOLD time-series signal and stimuli time-series. Finally, we chose 
998 voxels in V1 area that show high correlation. 

2.3 Classification Algorithm 

We first introduce the SLR algorithm proposed by Yamashita et al[11]. 
In a discriminant classification model, there is a discriminant function for each 

class: 
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One can estimate the free parameter   by maximizing the following likelihood 
function,  
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SMLR assumes a prior Gaussian distribution for the parameters : 

 1P( ) N(0, )    1, ,d d d d D       (4) 

where  is a hyper-parameter representing the inverse of the variance of the weight 
value of the i’th feature and class d. Furthermore, a prior distribution is assumed for 
the hyper-parameter: 

 1P( )    1, ,d d d D     (5) 

With the above two prior distributions, SLR can obtain a sparse weight vector with 
most of the components being zeros. 

Since it’s difficult to calculate the posterior probability of  directly, a variational 
Bayesian method is applied to get an approximation solution. After a few steps of 
derivations, the problem can be transformed into an optimization problem which aims 
to maximize the following cost function: 

     (c)(c) (c) (c) (c) t (c)
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     (6) 

where 
(c)

A  is a diagonal matrix with each element on the diagonal being the expecta-
tion of (c) . This optimization problem can be solved using Newton method. 

Now we explain Eq. (6) from another point of view. The first term of Eq. (6) is a 
log function of Eq. (3), which is the log-likelihood function. It can be regarded as a 
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usual cost function. The second term is a penalty term in that it is the sum of the L2-
norm of each weight value weighted by the inverse of their variances. Thus, we pro-
pose here to a free coefficient   to the penalty term: 

     (c)(c) (c) (c) (c) t (c)

1 1 1 1

log exp
N C C C

t t
n n n

n c c c
E y x x A     

   

  
    

  
     (7) 

By modifying the constant 0.5 in Eq. (6) to a variable  , a trade-off between the 
fitness performance and the generalization capability can be obtained by adjusting  . 
A small   gives a high classification performance on the training data, but the gene-
ralization capability cannot be guaranteed. Meanwhile, the proposed model is a more 
general model, and it will reduce to MLR and SLR when   is set to 0 and 0.5  
respectively. 

To reconstruct the center 8 by 8 patches (the outer patches are not concerned to 
eliminate the edge effects) of the stimuli, 64 local classifiers described above are used 
with each classifier classifying its corresponding patch’s contrast (either 1 with flick-
ering checkboard or 0 with a gray patch). All the local classifiers are trained on the 
training data separately, and   is chosen from a predetermined set {1, 0.5, 0.5e-2, 
0.5e-4, 0.5e-6, 0.5e-8, 0}. 

3 Results 

3.1 Performances of SLR-T 

Classifiers trained with different   values have different test performances. In Fig. 1, 
three patch classifiers’ performances are shown. Each of them is trained with different 
  chosen from the   sets described in the above. Note that with   set index being 
set to 2 and 7, SLR-T becomes SLR and MLR respectively. One can see that with a 
proper  , a better test accuracy can be obtained by SLR-T. 

 
Fig. 1. Performances of 3 SLR-T classifiers trained with different   
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3.2 Image Reconstruction 

Fig. 2 shows the accuracy of 30 classifiers trained using SLR-T method, SLR method 
and MLR method respectively. The mean accuracy of SLR and MLR is 0.6875 and 
0.5005, while it is 0.7188 for SLR-T classifiers. The reconstructed results are shown in 
Fig. 3. 

 
Fig. 2. Performance of 30 classifiers trained by SLR-T, SLR and MLR  

 
Fig. 3. Reconstructed images 
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A new sparse logistic regression model called SLR-T is proposed in this paper. The 
maximum likelihood regression and SLR are two special cases of SLR-T with the 
regularization coefficient being set to 0 and 0.5 respectively. An fMRI visual recon-
struction experiment is carried out to verify the performance of SLR-T. The results 
show that, by choosing a proper regularization coefficient, the SLR-T may achieve a 
better performance than MLR and SLR on the test data set. 
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Abstract. The large-scale video data on the web contain a lot of semantics, 
which are an important part of semantic web. Video descriptors can usually 
represent somewhat the semantics. Thus, they play a very important role in web 
multimedia content analysis, such as Scale-invariant feature transform (SIFT) 
feature. In this paper, we proposed a new video descriptor, called a temporal-
compress and shorter SIFT(TC-S-SIFT) which can efficiently and effectively 
represent the semantics of web videos. By omitting the least discriminability 
orientation in three stages of standard SIFT on every representative frame,  
the dimensions of the shorter SIFT are reduced from 128-dimension to  
96-dimension to save space storage. Then, the SIFT can be compressed by  
tracing SIFT features on video temporal domain, which highly compress  
the quantity of local features to reduce visual redundancy, and keep basically 
the robustness and discrimination. Experimental results show our method can 
yield comparable accuracy and compact storage size. 

Keywords: Video semantics · Video descriptors · SIFT · Spatio-temporal fea-
tures 

1 Introduction  

Following the rapid development and wide application of the Internet, Web has  
become a sharing information and effective tool for collaborative work, especially 
video data of Web. Researchers add meta data that can be understood by computer to 
documents on world wide web, so that the entire Internet can become a universal 
medium to exchange information. So, for the large scale of video data in Web, it is 
important to find the video descriptor that not only can be understood by computers 
but also can represent the video. To obtain video descriptor which can fully character-
ize the whole video, features can be obtained from each frame. Researchers have pro-
posed a variety of means to detect local features on video frames, such as  Scale-
invariant feature transform(SIFT)[1,2] proposed by David Lowe, which is invariant to 
image translation, scaling, partially invariant to illumination changes and robust to 
local geometric distortion. Navneet Dalal and Bill Triggs described Histogram of 
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Oriented Gradients(HOG)[3],and it performed well in human detection in videos. 
Herbert Bay presented Speeded Up Robust Feature(SURF)[4] that can be used for 
tasks such as object recognition or 3D reconstruction. Yan Ke proposed 
PCA_SIFT[5],which applied Principal Components Analysis (PCA) to the normalized 
gradient patch. Yi et al. developed another refinement method Conditional Random 
Field (CRF) based on both spatial and temporal relations [6]. Megrhi proposed a nor-
malized ST descriptor which refines independent detection results of concepts by 
considering their correlations in video retrieval[7]. Coskun et al.[8]extracted the video 
features from both temporal and spatial domains. They considered the sequence of 
video frames as a 3-dimensional matrix, in which they extract the DCT and RBT as 
the global spatio-temporal feature. Mani et al.[9] extract the temporally informative 
representative images(TIRI) which is a weighted sum image of a sequence of frames, 
and then calculate the DCT as the spatio-temporal feature. Both [8] and [9] consider 
video features from the angle of spatio-temporal, but they extract several transform 
coefficients as the global feature which compressed too highly and not robust and 
distinctive enough to some video transformations.  

As we know, all those features didn’t solve the redundancy information in videos if 
we extracted those features on every frame. In this paper, we proposed a new video 
descriptor called a temporal-compress and shorter SIFT(TC-S-SIFT). By omitting the 
information in the least discriminability orientation in every stage of standard SIFT, 
TC-S-SIFT effectively reduced the space storage on video spatial domain. Then,  
tracing SIFT features on video temporal domain, we compressed the redundant fea-
tures to save the  storage size of video. TC-S-SIFT not only effectively compressed 
the redundant features on video spatial and temporal domain but also kept the basic 
robustness.  

The remainder of this paper is organized as follows. Section 2 discuss the proposed 
TC-S-SIFT in detail. Section 3 presents the experimental results. Conclusion is pro-
vided in Section 4. 

2 A Temporal-Compress and Shorter SIFT  

This section will outline the process of extracting the temporal-compress and shorter 
SIFT. Firstly, extracting video’s key-frame. There are many video shot segmentation 
and key-frame extraction algorithms, but they all have some disadvantages: 1) Due to 
the huge amounts of videos, these methods cannot apply on all kinds of videos. 2) There 
isn’t an exact and objective standard to define the key-frame. 3) The key-frame loses 
video temporal domain information. Instead of using these video shot segmentation and 
key-frame extraction algorithms, we extracted n video frames per second(n=15), these 
frames are on recorded as the representative frames. Compared with shot segmentation 
and key-frame extraction algorithms, this method was faster and kept the video tempor-
al domain information. Secondly, extracting features on every representative frame, 
instead of using the standard SIFT features, we used a new feature, short SIFT is used to 
save video space storage. In this step, the two closed representative frames have many 
similar features and the quantity of these features are very large. Finally, by tracing the 
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short SIFT on video temporal domain the similar features will be compressed, then the 
TC-S-SIFT descriptors are gotten. 

2.1 A Shorter SIFT 

We proposed a new algorithm to extract shorter SIFT feature on every representative 
frame based on the inhomogeneity of visual orientation in human visual system. The 
standard SIFT algorithm has three major steps: 1) keypoint detection and localization; 
2) orientation assignment to keypoint; 3) keypoint descriptor. Differ from the standard 
SIFT, we ignore the information of oblique orientation in every stage.The first stage 
of keypoint detection is to detect locations that are invariant to scale change. One way 
is finding stable features across all possible scales. The scale space image of I(x,y) can 
be defined as L(x,y;s), which could be produced by the convolution of a variable-scale 
Gaussian G(x,y;s) with I(x,y),Where G(x,y;s) is defined as Equations (2): 

                     ),();,();,( yxIsyxGsyxL                      (1) 

                 syxe
s

syxG 2/)( 22

2
1);,( 


                    (2)    

The difference-of-Gaussians operator  );,(D syxoG  computed from the difference 
of the two nearby scales:  

    
),(*));,();,((

);,();,();,(D
yxIsyxGssyxG

syxLssyxLsyxoG

              (3)    

Once DoG images have been obtained, keypoints are identified as local mini-
ma/maxima of the DoG images across scales. In the standard SIFT, this is done by 
comparing each pixel in the DoG images to its 26 neighbors pixel show in Fig.1(a). If 
the pixel value is the maximum or minimum among all compared pixels, it is selected 
as a keypoint. Different with standard SIFT in Fig. 1(a), our shorter SIFT only com-
pares the 14 neighbors in cardinal orientation, as Fig.1 (b). 
 

           
    (a) Standard SIFT                     (b) Shorter SIFT 

Fig. 1. Maxima and minima are detected by comparing a pixel (marked with X) to its neighbors 
at the current & neighboring scales. (a) Standard SIFT comparing 26 neighbors. (b) Shorter 
SIFT comparing 14 neighbors. 
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In the second step of orientation assignment to keypoint, each keypoint is assigned 
one or more dominant orientations based on local image gradient directions. This is 
the key step in achieving invariance to rotation, as the keypoint descriptor can be 
represented relative to this orientation. 

The scale space image L(x,y;s) at the keypoint’s scale s, the gradient magnitude 
m(x,y;s) and );,( syx orientation  are precomputed using pixel differences: 

22 ));1,();1,(());,1();,1(();,( syxLsyxLsyxLsyxLsyxm  (4) 

    )
);,1();,1(
);1,();1,((tan);,( 1

syxLsyxL
syxLsyxLsyx




                (5) 

As computed in Equations (4) and (5), the magnitude and direction calculations for 
the gradient are calculated for every pixel around the keypoint. Then, the orientation 
histogram for every keypoint is formed. In the standard SIFT, the histogram has 36 
bins,with 10 degrees per bin. In our shorter SIFT,by omitting the histogram in oblique 
orientation, the histogram only has 24 bins with 10 degrees per bin just as Fig. 2. 
 

                   

Fig. 2. Shorter SIFT orientation histogram 
with 24 bins and 10 degrees/bin. 

Fig. 3. Subregions selection around keypoint 
of shorter SIFT. 

In the third step of keypoint descriptor, the keypoint descriptor is a vector of orienta-
tion histograms.The standard SIFT computed these histograms from magnitude and 
orientation values in a 1616 region around the keypoint such that each histogram con-
tains samples from 44 subregions of the original neighborhood region. Since there are 
4 4 = 16 histograms and each comes with 8 bins, the vector has 128 elements in total. 
To our shorter SIFT, the top-left, top-right, down-left and down-right subregions are 
located in the oblique orientation of the keypoints. Different with the standard SIFT, we 
ignored those oblique orientation of the keypoints as show in Fig.3. Our shorter SIFT 
used 34 =12 subregions, and 348 = 96 elements feature vector for each keypoint. 
So the shorter SIFT has lower dimension than standard SIFT, meaning that our shorter 
SIFT is faster in feature matching. 

2.2 Temporal-Compress SIFT 

Temporal-compress SIFT has two kinds of information, the temporal-compress  
and shorter SIFT descriptors and the video temporal domain information. The video 
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temporal domain information is tracing the shorter SIFT features on every representa-
tive frame. Every video temporal domain track was composed of a series similar 
shorter SIFT on the representative frame in chronological order. The temporal-
compress and shorter SIFT descriptors was the average value of the shorter SIFT on 
video temporal domain track. Tracing the shorter SIFT was a process of matching the 
shorter SIFT. If the ratio of the ),(dist 2dd and the ),(dist 1dd  are bigger than  , 

we called the d is matched with 1d . 

2121
1

2 ;,;
),(dist
),(dist

21
ddDddDd

dd
dd

setset  ，                (6)      

where, 1d  was the shorter SIFT in 
2setD  which is nearest to the shorter SIFT  

d , 2d  was the shorter SIFT in 
2setD  which is the second nearest to the shorter SIFT 

d , the dist means Euclidean distance of the two shorter SIFT features. In the tracing 
process, because of the noise or the camera shake, the shorter SIFT may reappear after 
several representative frames, resulted to a video temporal domain track may split to 
several video temporal domain tracks. To this situation, those video temporal domain 
tracks should be connected, and avoid the video temporal domain track is too long  
because of the wrong matching. In this paper, we proposed a algorithms 2.2.1 

 
Algorithm 2.2.1. Trace the short SIFT

Input: the shorter SIFT in every representative frame, the threshold 1 of the representative 

frame that the shorter SIFT reappeared, the threshold 2 of the video temporal domain trace’s 
length.  
Output: the video temporal domain track  
1. From the first representative frame, tracing every shorter SIFT, we get the video temporal 
domain tracks. Suppose a video temporal domain track like that: 

},...,,...,{
eis fff dddTrack  , here, if means the representative frame that shorter SIFT ap-

peared, 
if

d  means the shorter SIFT. 

2. Connect the video temporal domain track. For any two video temporal domain tracks 
},...,{

es ffi ddTrack  and },...,{
ob ffj ddTrack  , if the shorter SIFT

ef
d and 

bf
d is 

matched, and 1 sb fft , then we connected the two video  temporal domain tracks 

to one video temporal domain track },...,,,...,{
obes ffff ddddTrack  , where 1 = 3 is a 

empirical value. 
3. Split the video temporal domain track. To any },...,,...,{

eis fff dddTrack  ,the distance 

of every near two shorter SIFT },...,,...,,{ 121  ni ddddDist , if the length of Track 

2n  and idDist )(max , then we split the video temporal domain track to two video 

temporal domain tracks from if  and 1if . We repeated this step until every video temporal 

domain track’s length is small than 2 , where, 2  =15 is an empirical value. 



838  Y. Zhu et al. 

To extract TC-S-SIFT, there are three steps: 

Step 1: Extract the shorter SIFT on every representative frame using the algorithm 
as above. 

Step 2: Trace every shorter SIFT from the first representative frame using the algo-
rithm 2.2.1, then we get the video temporal domain track, like Fig.4. 

 
Fig. 4. Video temporal domain track 

Step 3: Compute the temporal-compress and shorter SIFT descriptor, we compute 
the average value of the shorter SIFT on every video temporal domain track. 








e

s

f

ff
fd dnd 1SIFT-S-TC                   (7) 

Where, df  means the shorter SIFT that appeared in the number f  representative 
frame, fs means the video temporal domain track begin at the number  fs representa-
tive frame and fe means the video temporal domain track end with the number fe rep-
resentative frame, n is the length of the video temporal domain track. 

3 Experimental Results 

In order to verify the validity of the proposed TC-S-SIFT, this section conducted three 
groups of experiments. The first group of experiments proved shorter SIFT not only 
has standard SIFT’s robustness power but also reduce the redundancy information on 
video spatial domain. The second group verified whether TC-SIFT like SIFT  has 
the robustness power and can be distinguished, and effectively reduced the number of 
features on video temporal domain. The third group verified TC-S-SIFT’s compres-
sion performance compared with the standard SIFT. 

In the stage of S-SIFT, we only consider the cardinal orientation as the dominant 
orientation, to prove this is effectively, we calculate the proportion of the dominant 
orientation of each keypoint in every image. The image is changed with optical zoom 
between1 and10 and with viewpoint angles   between the camera axis and the 
normal to the painting varying from 0 (frontal view) to 80 . 

As listed in Table1, the oblique orientation has less possibility to become the do-
minant orientation, which proved that the lost information by ignored the oblique 
orientation of shorter SIFT is limited. 
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Table 1. Proportion of the dominant orientation 

 Zoom1 Zoom10 
)(  Cardinal(%) Oblique(%) Cardinal(%) Oblique(%) 

+45 75.78 24.22 72.97 27.03 
-45 76.09 23.91 74.91 25.09 
+65 75.37 24.63 76.01 23.99 
-65 76.45 23.55 74.46 25.54 
+75 73.67 26.33 79.13 20.87 
-75 75.25 24.75 81.78 18.22 
+80 74.02 25.98 82.31 17.69 
-80 76.96 23.04 83.68 16.32 

 

 
(a)The SIFT algorithm result in absolute tilt 
test 

(b)The Shorter SIFT algorithm result in 
absolute tilt test 

Fig. 5. Experimental results for feature detection and matching on absolute tilts test. (a) and (b) 
are the results in absolute tilt test. SIFT has 8 correct matches and shorter SIFT obtains 17 
correct matches. 

To prove S-SIFT robustness, exploring S-SIFT in image matching experiment. 
Fig.5 proved that S-SIFT has standard SIFT’s robustness power. 

We used the UCF50[21] dataset and divided the dataset into five groups, extract 
TC-SIFT and standard SIFT features. Then compared the number of TC-SIFT with 
standard SIFT features to prove TC-SIFT’s better performance on compressing the 
visual content redundancy on video temporal domain. Fig. 6 showed the number of 
standard SIFT and TC-SIFT. Fig.7 showed the compression ration CR of TC-SIFT 
with different threshold   which is defined by Equation (6). 

CR m
n

                                    (8) 

Where m is the number of TC-SIFT, n is the number of standard SIFT. 
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Fig. 6. The number of standard SIFT and TC-SIFT      

 
Fig. 7. The compression ratio of TC-SIFT with different threshold 

As shown in Fig.7, compared with the standard SIFT, our TC-SIFT can compress 
many redundant features on video temporal domain. When tracing the shorter SIFT, 
the smaller the threshold  , the compression ratio is bigger. When  is 1.2, the 
compression can reduce the video features by over a half. It is very useful for video 
retrieval. But if the threshold  is too small, it will result the video features lose the 
distinguished power. To balance the number and distinguished power,  is a empiri-
cal value. 

To prove the discrimination of TC-SIFT, the TC-SIFT on the comparison between 
source video with its video copy,such as inserting frames into a video. We used five 
videos as above to do a series of changes, then the source videos are matched with its 
video copies and some irrelevant videos. Formula (9) is to determine the similarity of 
two videos. 

2 c

s p

n
n n

 



                           (9) 

Where, nc is the TC-SIFT of source video matched with the TC-SIFT of video copy, ns is 
the number of source video’s TC-SIFT,  np is the number of  video copy’s TC-SIFT.  
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Table 2. The number of source video’s TC-SIFT 

Video Video1 Video2 Video3 Video4 Video5 
TC-SIFT 7398 14983 5620 15729 16547 

 
Table 2 showed the number of source video’s TC-SIFT. Table 3 showed the num-

ber of video copy’s TC-SIFT and the matching TC-SIFT between the source video 
and its video copies. From Table 3, we can see that the  video copy matched a lot of 
features with the source video, but the irrelevant video almost not matched with the 
source video. Copy 2 has less matched numbers because we insert other frames into 
the video. So its matching number is less than other  video copies.  

Table 3. The number of video copy ’s TC-SIFT  and the matching TC-SIFT. 

  TC-SIFT 

 
 

matching 

Geome-
tric 

Change 
(GC) 

Picture in 
Picture 

(PP) 

Add 
Frame 
(AF) 

Forward 
or Rewind 

(FR) 

Gamma 
Change 

(GC) 

Grayscale 
Change 

(SC) 

 
Irrelevant 

SourceV1 
5231 8064 7667 7398 7136 7174 14983 
2535 1799 2694 7380 3719 3774 360 

Source V2 
10609 17614 15046 11641 9279 14074 5620 
3601 2742 5963 3849 3446 5121 599 

Source V3 
5402 6404 5671 5620 5620 5682 15729 
1976 1039 1194 5592 5592 1750 797 

Source V4 
12636 12382 14771 13765 15913 15620 16547 
3327 2663 5738 5545 3550 5929 283 

Source V5 
12199 18058 15755 15952 16547 16027 7398 
3826 3148 5942 5185 16500 5843 240 

 

           

Fig. 8. The source video with the video copy and irrelevant video’s matched rotation. 
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As shown in Fig.8, we can fund that TC-SIFT matched with its video copy, almost 
not matched with the irrelevant video. So TC-SIFT has better distinguished power. 

Table 4. SIFT and TC-S-SIFT’s storage size on five videos from UCF50 database 

Video SIFT TC-S-SIFT CR(%) 
Video1 12.7MB 6.38MB 50.2 
Video2 17.1MB 7.72MB 45.1 
Video3 34.8MB 24.1MB 69.3 
Video4 33.1MB 23.4MB 70.6 
Video5 24.9MB 12.3MB 49.3 

 
From the experiment results, we can fund that TC-S-SIFT reduced a large number 

of redundant information on video spatial and temporal domain and also kept the 
basically robustness and discrimination power. 

4 Conclusion 

With the high development of the Internet, video descriptor plays a very important 
role in semantic web. In this paper, we presented a new video descriptor, a temporal-
compress and shorter SIFT. Without using video shot segmentation and representative 
frame extraction algorithms, we extracted video sequence every one second as the 
representative frames. Then extracting the shorter SIFT on every representative frame 
by omitting the information in the least discriminability orientation in three stage of 
the standard SIFT. The short SIFT reduced the dimension from 128-dimension to 96-
dimension which saved the video space size. By tracing the shorter SIFT on video 
temporal domain, it can compress a larger number of redundant features and save 
video storage size.The experiments showed that TC-S-SIFT not only has the basically 
robustness and discrimination, but also compress the features on spatial and temporal 
domain.  
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Abstract. There are different models to characterize AGM belief revi-
sion framework. When the background language is finite propositional
language, Katsuno and Mendelzon (KM) proposed in 1991 a represen-
tation model using total preorder on worlds. This ‘preorder’ model is
very influential and has been extended to characterize epistemic state in
iterated belief revision. KM showed an approach how to construct the
preorder via a belief set and an AGM belif revision operator, however,
this approach does not work well when the language is infinite. In this
paper, we argue when the language is infinite propositional language,
how to construct a preorder on world to model AGM belief revision
framework, and then we generalize the representation theorem of KM
over an infinite language.

1 Introduction

Belief revision mainly characterizes how an agent changes her belief with new
evidence. Logic based belief revision has been extensively studied in AI in the
past three decades [1–4,7,8,11,13,19].

The AGM framework of belief revision represents the agent’s belief as a set
of sentences which is deductively closed (called a belief set), and represents the
new evidence by a sentence [1]. The revision result is also a belief set. Alchourron
et al. showed the basic rules of believe revision via revision operator (see Section
2). To semantically characterize AGM revision operators, researchers introduced
several different models such as system of spheres [6], epistemic entrenchment
[5] and total preorder on worlds [8]. In [8], Katsuno and Mendelzon argued
belief revision over a finite proposition language. They showed an important
representation theorem that for each belief set K and an AGM revision operator,
there is a total preorder � on worlds such that for any proposition ϕ, K ◦ ϕ
is totally decided by the minimal ϕ worlds. This representation theorem shows
AGM revision operator can be totally characterized by total preorder. This total
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preorder model is very influential and has been extended to characterize iterated
belief revision [3]. However, when the language is infinite, KM’s approach does
not work well (see Section 3). A natural question is whether we can also use
total preorder on worlds to characterize belief change under a infinite language,
and how to generalize the representation theorem of KM in this situation. In
this paper, we mainly argue this question.

The remainder of this paper is structured as follows: Section 2 introduces
basic notions of belief revision. Section 3 introduces the motivation of this paper.
In Section 4 we show the equvalience between system of spheres model and total
preorder model over a finite propositional language. Section 5 then presents an
approach how to construct a total preorder on worlds when the language is
infinte. Section 6 and Section 7 are related work and conclusion.

2 Belief Revision and AGM Theory

2.1 Notation and Definitions

In this paper, we restrict our discussion to belief revision in a propositional
language L. A theory K of L is a set of propositions which is deductively closed,
i.e., ϕ ∈ K iff K � ϕ. We denote by TL the set of all theories. We say a theory
K is complete iff for all ϕ ∈ L either ϕ ∈ K or ¬ϕ ∈ K. Suppose W is the set
of all consistent complete theories of L. Since L is sound and complete, for each
ω ∈ W , ω can be seen as an interpretation, such that ω |= φ iff ϕ ∈ ω. In this
sense, ω is also called a world of ϕ. We will not distinguish consistent complete
theories and worlds. Suppose U ⊆ W , we denote by U |= ϕ if for each ω ∈ U ,
then we have ω |= ϕ. For each proposition ϕ, we denote by [ϕ] the set of all
worlds of ϕ. It is easy to see ω ∈ [ϕ] iff ω |= ϕ. For each set of propositions Γ ,
we denote by [Γ ] = {ω | for all ϕ ∈ Γ , ω |= φ} and Cn(Γ ) = {ϕ | Γ � ϕ}. For a
theory K and a proposition ψ, we denote by K + ψ = Cn(K ∪ {ψ}). For each
U ⊆ W , we denote by U c the complement set of U and U \ V = U ∩ V c.

A (partial) preorder � on a nonempty set A is a binary relation on A, which
is reflexive and transitive. A preorder � is called total if any two elements in A
are comparable. That is, for any x, y ∈ A, we have either x � y or y � x. We
write x ∼ y if x � y and y � x, and x ≺ y if x � y but y �� x. For each B ⊆ A,
B is called an upper set if for any x ∈ B and x � y, then y ∈ B. We denote by
↑ x = {y | x � y} and ↓ x = {y | y � x}. If � is a preorder on A, then it is easy
to see x � y iff ↑ y ⊆↑ x.

2.2 AGM Theory

The most famous belief revision framework is AGM theory which contains eight
postulates [1]. In AGM framework, an agent’s belief is represented by a theory
which is always called a belief set. A revision operator ◦ is a function mapping
a belief set and a proposition to a new belief set. We call ◦ an AGM revision
operator if ◦ satisfies the following AGM postulates.
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(K ∗ 1) K ◦ ϕ is a theory of L.
(K ∗ 2) ϕ ∈ K ◦ ϕ.
(K ∗ 3) K ◦ ϕ ⊆ Cn(K ∪ {ϕ}).
(K ∗ 4) If K ∪ {ϕ} is consistent then Cn(K ∪ {ϕ}) ⊆ K ◦ ϕ.
(K ∗ 5) If ϕ is consistent then K ◦ ϕ is consistent.
(K ∗ 6) If ϕ ≡ ψ then K ◦ ϕ = K ◦ ψ.
(K ∗ 7) K ◦ (ϕ ∧ ψ) ⊆ (K ◦ ϕ) + ψ.
(K ∗ 8) If (K ◦ ϕ) + ψ is consistent then (K ◦ ϕ) + ψ ⊆ K ◦ (ϕ ∧ ψ).

To improve readability, in this paper, we neglect the limiting cases when
ϕ is inconsistent and assume that ϕ is always consistent. Note that if K is
inconsistent, then we have K = L. In this case we shall have K ◦ ϕ = Cn(ϕ). In
the following, we also assume that K is a consistent theory.

2.3 Representation Theorem Over Finite Propositional Language

Katsuno and Mendelzon (KM) rephrased AGM postulates under a finite propo-
sitional logic setting [8]. They showed a famous representation theorem by using
total preorder on worlds. In KM’s model, the belief set is represented by a sin-
gle proposition which is the conjunction of all propositions in belief set. On
the other hand, each consistent proposition ψ can also be seen as a belief set
Kψ = {ϕ | ψ � ϕ}. So we do not distinguish between ψ and Kψ over a finite
language.

Definition 1. [8] A function that maps each belief set K to a total preorder �K

on W is called a faithful assignment if and only if:

(1) If ω1, ω2 |= K then ω1 ∼K ω2;
(2) If ω1 |= K and ω2 �|= K then ω1 ≺K ω2;
(3) If K1 ≡ K2 then �K1=�K2 .

Theorem 1. [8] A revision operator ◦ satisfies postulates (K ∗ 1)-(K ∗ 8) pre-
cisely when there exists a faithful assignment that maps each belief set K into a
total preorder �K such that:

(RT) [K ◦ ϕ] = Min([ϕ],�K).

If L is finite, then for a subset A ⊆ W , we denote by Form(A) a proposi-
tion whose worlds are exactly those in A. Clearly, we have Form([ψ]) ≡ ψ
and [(Form(A))] = A. In the proof of Theorem 1, Katsuno and Mendelzon
showed that if an operator ◦ satisfies (K ∗ 1)-(K ∗ 8), then for any two worlds
ω1, ω2, the result of revising K by Form({ω1, ω2}) is exactly one of Form({ω1}),
Form({ω2}) and Form({ω1, ω2}). From the revision result, �K is characterized
as follows [8]:

(PR1) ω1 ≺K ω2 iff K ◦ Form({ω1, ω2}) = Form({ω1}).
(PR2) ω2 ≺K ω1 iff K ◦ Form({ω1, ω2}) = Form({ω2}).
(PR3) ω1 ∼K ω2 iff K ◦ Form({ω1, ω2}) = Form({ω1, ω2}).
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We conclude that for each belief set K and an AGM operator ◦, there is a total
preoreder �K following with (PR1) − (PR3) such that K ◦ ϕ is totally decided
by �K via (RT ). Conversely, for each total preoreder � on W , suppose K is the
theory such that [K] = Min(W,�). Then � can also derive a revision operator
on K via (RT ), which satisfies (K ∗ 1)-(K ∗ 8). KM’s representation theorem is
very important, especially in iterated belief revision [3].

3 Motivation

However, when the language L is infinite, it is easy to see (PR1)-(PR3) are not
suitable in this case. On one hand, when L is infinite, for any ω1, ω2 ∈ W , there
is not a proposition ϕ, such that [ϕ] = {ω1, ω2}. Moreover, when the atoms of L
are infinite we have the following lemma.

Lemma 1. If L is infinite, then W is infinite, furthermore, for each ϕ ∈ L, if
ϕ is consistent then [ϕ] is infinite.

The above lemma shows that we can not establish a total preorder by the way
of (PR1)-(PR3) over an infinite language. On the other hand, suppose U is
a nonempty subset of W . Then there may not exist a theory KU such that
[KU ] = U . Furthermore, suppose � is a total preorder � on W . Then there may
not exist a theory K such that Min([ϕ],�) = [K]. Hence, a total preorder on
W may not always derive an AGM operator via (RT). A natural question is
how to generalize the KM’s representation theorem over an infinite language?
In this paper, we will show for each AGM operator there is a class of special
total preorder on W , which can represent the AGM operator like “KM-style”.
We will also show a new approach how to induce a total preorder from an AGM
revision operator and a belief set.

In the rest of the paper, we first introduce another semantic model of AGM
revision operator, which is called system of spheres. We show when L is finite,
the system of spheres model is equivalent to the total preorder model. However,
when L is infinite, the system of spheres model also works well to characterize
AGM revision operator (cf. [15,16]). Secondly, when L is infinite, we will show an
approach to construct a special class of total preorders by the system of spheres.

4 Sphere-Based Revision

Grove in [6] proposed the system of spheres model to characterize belief revision.
Suppose A ⊆ W and S ⊆ 2W . Then we say S is a system of spheres at A if S
satisfies the following conditions:

(S1) If U, V ∈ S, then U ⊆ V or V ⊆ U .
(S2) A ∈ S and A ⊆ U for any U ∈ S.
(S3) W ∈ S.
(S4) For every consistent ϕ in L (i.e., [ϕ] �= ∅), there is a smallest set V ∈ S
such that [ϕ] ∩ V �= ∅. That is, if V ′ ∈ S and [ϕ] ∩ V ′ �= ∅, then V ⊆ V ′.
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We denote by CS(ϕ) the smallest set in S intersecting [ϕ]. From (S1)-(S3), we
can see that S is totally ordered by ⊆. A is the bottom element of S and W is
the top element.

Suppose K is a belief set. Then each AGM operator will induce a system of
sphere centred at [K]. Conversely, every system of spheres centred at [K] gives
rise to an AGM operator. We have the following theorem.

Theorem 2. ([16]) Suppose K is a theory and ◦ is a function from TL × L to
TL. Then ◦ satisfies (K ∗ 1)-(K ∗ 8) iff there is a system of spheres S centred at
[K] satisfying (S∗).

(S∗) K ◦ ϕ =
⋂{ω | ω ∈ CS(ϕ) ∩ [ϕ]}.

From Theorem 1 and 2, we know that for any belief set K and an AGM revision
operator ◦, we can use either �K or SK to characterize ◦. Next, we show if L is
finite, then there is a 1-1 correspondence between SK and �K . Firstly, we show
an equivalent characterisation of (S∗)

Lemma 2. Suppose L is finite. Then for each nonempty U ⊆ W , we have
[
⋂

U ] = U . Moreover, (S∗) is equivalent to the following (Se).

(Se) [K ◦ ϕ] = CS(ϕ) ∩ [ϕ].

Proof. For each ω ∈ U , ω is a complete consistent theory, we have
⋂

U ⊆ ω.
Then ω |= ⋂

U . This means U ⊆ [
⋂

U ]. Since L is finite, for each nonempty
U ⊆ W there is a proposition ψ such that [ψ] = U . For each ω ∈ U , we have
ω |= ψ. Hence, ψ ∈ ω . Then we have ψ ∈ ⋂

U . This means [
⋂

U ] ⊆ [ψ] = U . So
we get [

⋂
U ] = U . Furthermore, [K◦ϕ] = [

⋂{ω | ω ∈ CS(ϕ)∩[ϕ]}] = CS(ϕ)∩[ϕ].
Then (S∗) is equivalent to (Se).

Definition 2. Suppose S is a system of spheres at [K]. Then for each ω ∈ W ,
we denote by IS(ω) = {U ∈ S | ω ∈ U}. For every ω1, ω2 ∈ W , we define an
order �S on W as follow: ω1 �S ω2 if IS(ω2) ⊆ IS(ω1) .

Theorem 3. Suppose S is a system of spheres at [K]. Then �S is a total pre-
oreder, and for every ϕ ∈ L we have

[K ◦ ϕ] = CS(ϕ) ∩ [ϕ] = Min([ϕ],�S).

Proof. For each ω ∈ W , if U ∈ IS(ω), then for all V ∈ S, U ⊆ V , we have
V ∈ IS(ω). This means IS(ω) is a upper set of (S,⊆). Since S is a chain,
it is easy to verify for any two upper set IS(ω1) and IS(ω2), we have either
IS(ω)1 ⊆ IS(ω)2 or IS(ω)2 ⊆ IS(ω1). Hence, �S is total. From Definition 2, we
know ω1 �S ω2 iff for all U ∈ S and ω2 ∈ U , we have ω1 ∈ U . It is not difficult
to verify that �S is reflexive and transitive. So we conclude that �S is a total
preorder.

Since L is finite, we have [K ◦ ϕ] = CS(ϕ) ∩ [ϕ]. Next, we only need to show
CS(ϕ)∩[ϕ] = Min([ϕ],�S). Since CS(ϕ) is the smallest element in S intersecting
[ϕ], for each ω ∈ CS(ϕ) ∩ [ϕ], we have IS(ω) = {U ∈ S | CS(ϕ) ⊆ U}. For each
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ω′ ∈ [ϕ] \ CS(ϕ), we know CS(ϕ) �∈ IS(ω′). Hence we have IS(ω′) ⊂ IS(ω). This
means ω ≺S ω′. Hence CS(ϕ) ∩ [ϕ] is exactly the minimum worlds of [ϕ] under
�S , i.e., CS(ϕ) ∩ [ϕ] = Min([ϕ],�S).

On the other hand, we also can construct a system of spheres from a total
preorder. For each total preorder � on W , if there is a theory K such that
Min(W,�) = [K], then we say � is a total preorder at [K].

Definition 3. Suppose � is a total preorder at K, we define S� a collection of
nonempty subsets of W as follow,

S� = {↓ ω | ω ∈ W} ∪ {W}

Remark 1. Notice that, when W is finite, there is always a ω ∈ W such that
↓ ω = W . In this case, S� = {↓ ω | ω ∈ W}. But, when W is infinite, there may
not be a ω ∈ W such that ↓ ω = W . In next section, we will discuss the case
when W is infinite.

Theorem 4. Suppose � is a total preorder at [K]. Then S� is a system of
spheres at [K] such that

[K ◦ ϕ] = Min([ϕ],�) = CS�(ϕ) ∩ [ϕ]

Proof. First, we need to show S� satisfies (S1)-(S4). We take (S4) as an example,
and others are similar or simpler. To show S� satisfies (S4), we only need to
show for each consistent ϕ ∈ L, there is a ω ∈ W such that ↓ ω ∩ [ϕ] �= ∅,
and for all ω∗ ≺ ω, ↓ ω∗ ∩ [ϕ] = ∅. Since W is finite, Min([ϕ],�) �= ∅ for
each consistent ϕ. Suppose ω ∈ Min([ϕ],�), then ↓ ω ∩ [ϕ] �= ∅. For any other
(if exit) ω′ ∈ Min([ϕ],�), we have ω ∼ ω′. This means ↓ ω =↓ ω′. Hence, we
conclude that all the minimal elements are in ↓ ω. Furthermore, for any ω∗ ≺ ω,
we have [ϕ]∩ ↓ ω∗ = ∅, because ω is the minimal element of [ϕ]. This means ↓ ω
is the smallest element in S� intersecting [ϕ]. Hence S� is a system of spheres,
and CS�(ϕ) =↓ ω.

Second, if ω1 ∈ [ϕ] but ω1 �∈ Min([ϕ],�), then ω ≺ ω1 and ω1 �∈↓ ω. Hence,
Min([ϕ],�) = [ϕ]∩ ↓ ω. From Theorem 1, we have [K ◦ ϕ] = Min([ϕ],�) =
CS�(ϕ) ∩ [ϕ].

From Definition 2 and 3, it is easy to see if S1 �= S2 then �S1 �=�S2 , and if
�1 �=�2 then S�1 �= S�2 . We conclude that there is a 1-1 corresponding between
total preorder on worlds and system of spheres. They are equivalent to derive
AGM operator via Theorem 3 and Theorem 4.

Example 1. Suppose L has two propositional atoms a and b. Then all worlds
of L can be represented as W = {ω1 = a ∧ b, ω2 = a ∧ ¬b, ω3 = ¬a ∧ b, ω4 =
¬a ∧ ¬b}. Suppose ω1 ≺ ω2 ∼ ω3 ≺ ω4 is a total preorder on W . Then S� =
{{ω1}, {ω1, ω2, ω3},W} by Definition 3. Conversely, given a system of sphere
S = {{ω2, ω4}, {ω2, ω3, ω4},W}, we have ω2 ∼S ω4 �S ω3 �S ω1 is a total
preorder by Definition 2.
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5 Representation Theorem Over Infinite Language

In this section, we discuss belief revision over an infinite propositional language.
In this situation, both L and W are infinite. Recall that for each ω ∈ W , there
is no longer a proposition ϕ such that [ϕ] = {ω}. Moreover, for a nonempty
set U ⊆ W , there may be not a proposition ψ such that [ψ] = U . We show
an example here. Suppose ψ is a consistent proposition and ω1 ∈ [ψ], let U =
[ψ] \ {ω1}, then we have the following property:

Property 1. If U |= ϕ, then [ψ] |= ϕ.

Proof. Suppose [ψ] �|= ϕ, since U = [ψ]\{ω} and U |= ϕ, we have ω1 �|= ϕ. Hence
ω1 |= ¬ϕ. Furthermore, ω1 |= ¬ϕ ∧ ψ. This means ¬ϕ ∧ ψ is consistent. Hence
[¬ϕ∧ψ] is infinite. There is a ω2 �= ω1 such that ω2 |= ¬ϕ∧ψ. Since ω2 |= ψ, we
have ω2 ∈ U . This means ω2 |= ϕ, which is in contradiction with ω2 |= ¬ϕ ∧ ψ.
So [ψ] |= ϕ.

From above property, we know there is no proposition ϕ such that [ϕ] = U . We
next show an example that for a total preorder on worlds, it may be not suitable
to define an AGM revision operator via (RT ) over an infinite language.

Example 2. Let ψ be a consistent proposition such that [ψ] �= W . Suppose
ω1 ∈ ¬ψ. Then we define a total preorder as follows:

(1) If ω, ω′ ∈ [ψ] or ω, ω′ ∈ [¬ψ] \ {ω1}, then ω ∼ ω′.
(2) If ω ∈ [ψ] and ω′ ∈ [¬ψ] \ {ω1}, then ω ≺ ω′.
(3) If ω ∈ [ψ] or ω ∈ [¬ψ] \ {ω1}, then ω ≺ ω1.

It is easy to see Min(W,�) = [ψ]. Let K = {ϕ | ψ |= ϕ}. Then [K] = [ψ].
Following with Theorem 1, we have [K ◦ ¬ψ] = Min([¬ψ],�) = [¬ψ] \ {ω1}.
However, there is not a theory whose model set is [¬ψ] \ {ω1} by Property 1.
This means, when W is infinite, not all the total preorders on worlds can derive
an AGM revision operator via (RT ).

Pappes in [15] introduced a notion of elementary set as follow.

Definition 4. [15] Suppose U ⊆ W is a nonempty set. We call U is elementary
if U = [

⋂
ω∈U ω]

In fact, each elementary set is exactly the model of some theory. In [14], Meng
et al. presented a topological characterization of elementary set. The following
lemma is an immediate inference from [14].

Lemma 3. Suppose U is a nonempty subset of W . Then

(1) U is elementary iff KU = {ψ | U ⊆ [ψ]} is a theory such that [KU ] = U .
(2) Suppose {Ui | i ∈ I} is a collection of elementary sets, if

⋂
i∈I Ui �= ∅ then⋂

i∈I Ui is elementary.

Corollary 1. If W is finite then every nonempty subset of W is elementary.
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Proof. From Lemma 2, U = [
⋂

ω∈U ω] always holds over a finite language. Hence,
U is elementary.

Corollary 2. Suppose L is infinite. Then for each consistent Γ ⊆ L, [Γ ] is
elementary.

Proof. If Γ is consistent, then KΓ = {ϕ | Γ � ϕ} is a theory such that [Γ ] =
[KΓ ]. Hence, [Γ ] is elementary.

The above corollary shows the model set of each consistent Γ is elementary.
For each nonempty U ⊆ W ,

⋂
ω∈U ω is consistent. Hence, [

⋂
ω∈U ω] is elementary.

It is easy to check [
⋂

ω∈U ω] is the smallest elementary set containing U .

Definition 5. For each nonempty subset U ⊆ W , we denote by U = [
⋂

ω∈U ω].

From the definition, we know if U is elementary, then U = U .

Definition 6. Suppose S is a system of spheres. We denote by S = {U | U ∈
S}. We call S is an elementary system of spheres if S = S.

That is to say, S is an elementary system of spheres iff S is a system of spheres
such that for each U ∈ S, U is elementary. For each system of spheres S, S
is also a system of spheres, moreover, S and S derive the same AGM revision
operator via (S∗). The following lemma was argued in [18] and [14].

Lemma 4. If S is a system of spheres at K, then S is also a system of spheres
at K. Furthermore, suppose ◦ is the corresponding revision operator of S. Then
[K ◦ ϕ] = CS(ϕ) ∩ [ϕ] = CS(ϕ) ∩ [ϕ].

The following lemma shows AGM revision operator can be characterized by
elementary system of spheres.

Lemma 5. [14] For each theory K of L, ◦ is an AGM revision operator iff
SK,◦ = {⋃

ψ∈Cn({ϕ})[K ◦ ψ] | ϕ ∈ L} is an elementary system of spheres at [K]
such that [K ◦ ϕ] = CSK,◦(ϕ) ∩ [ϕ].

Definition 7. A total preorder � on W is called an elementary total preorder
if for each consistent ϕ ∈ L, then Min([ϕ],�) is elementary.

Theorem 5. If S is an elementary system of spheres at [K], then �S is an
elementary total preorder at [K]. Conversely, if � on W is an elementary total
preorder at [K], then S� is an elementary system of spheres at [K]. Where, �S
(S� respectively) are defined in Definition 2 (Definition 3 respectively).

Proof. On one hand, suppose S is an elementary system of spheres at [K]. Then
it is easy to verify �S is a total preorder at [K]. We only need to show that
for every ϕ ∈ L, Min([ϕ],�S) is elementary. Since S is elementary, we know
there is a CS(ϕ) ∈ S such that CS(ϕ) ∩ [ϕ] is elementary. From the definition of
CS(ϕ), we know that if V ∈ S and V ⊂ CS(ϕ), then we have V ∩ [ϕ] = ∅. Then
for any ω1 ∈ CS(ϕ) ∩ [ϕ] we have IS(ω1) = {V ∈ S | CS(ϕ) ⊆ V }. For each
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ω2 ∈ ([ϕ]\CS(ϕ)), we have CS(ϕ) �∈ IS(ω2). This means IS(ω2) ⊂ IS(ω1). Hence,
ω2 ≺ ω1. We can conclude that Min([ϕ],�S) = CS(ϕ) ∩ [ϕ], and Min([ϕ],�S)
is elementary.

On the other hand, suppose � is an elementary total preorder at [K]. Then,
it is easy to verify S� = {↓ ω | ω ∈ W} ∪ {W} satisfies (S1)-(S3). For each
consistent ϕ ∈ L, Min([ϕ],�) is elementary. For any ω ∈ Min([ϕ],�), we have
↓ ω ∈ S� and ↓ ω ∩ [ϕ] = Min([ϕ],�). Furthermore, if ω′ ≺ ω, then ↓ ω′ ∩ [ϕ] =
∅. Hence ↓ ω is the smallest element in S� intersecting [ϕ]. Moreover, ↓ ω ∩ [ϕ]
is elementary. So S� is an elementary system of spheres at [K].

From Theorem 5 and Lemma 5, we get the following theorem, which gener-
alizes KM’s representation theorem over an infinite language.

Theorem 6. Suppose L is infinite. A revision operator ◦ satisfies postulates
(K ∗ 1)-(K ∗ 8) iff for any theory K, there exists an elementary total preorder
�K at [K] such that (RT ) is satisfied, i.e.,

[K ◦ ϕ] = Min([ϕ],�K)

Proof. On one hand, if there is an elementary total preorder �K at [K] such
that [K ◦ ϕ] = Min([ϕ],�K), then there is an elementary system of spheres
S�K

at [K]. It is easy to check that Min([ϕ],�K) = CS�K
(ϕ) ∩ [ϕ]. Hence, ◦

satisfies postulates (K ∗ 1)-(K ∗ 8). On the other hand, If ◦ satisfies postulates
(K ∗ 1)-(K ∗ 8) then for each theory K, SK,◦ is an elementary system of spheres
at [K]. Moreover, �SK,◦ is an elementary total preorder. It is easy to check that
[K ◦ ϕ] = CSK,◦(ϕ) ∩ [ϕ] = Min([ϕ],�SK,◦). Let �K=�SK,◦ , then the theorem
is hold.

From the above theorem, we conclude that when L is infinite, the elementary
total preorder on worlds can be used to capture AGM revision operator.

Definition 8. Suppose K is a belief set and ◦ is an AGM operator. For any
ω1, ω2 ∈ W , we denote by ω1 �K,◦ ω2 if ISK,◦(ω2) ⊆ ISK,◦(ω1).

Corollary 3. Suppose K is a belief set and ◦ is an AGM revision operator.
Then �K,◦ is an elementary total preorder such that for each consistent ϕ,

[K ◦ ϕ] = Min([ϕ],�K,◦)

Above corollary shows that the approach in Definition 8 constructs an elementary
total preorder on W which can represent AGM operator via (RT). In the end of
this section, recall that when L is finite, each total preorder on W will derive an
AGM revision operator via (RT). But when L is infinite, not all total preorders
on W can deriver an AGM revision operator. However, when the total preorder
is elementary, it always can derive an AGM revision operator over an infinite
language. In fact, when L is finite, each total preorder on W is elementary by
Corollary 1.
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6 Related Work

Total preorder on worlds is a influential model for characterizing AGM belief
revision framework. Katsuno and Mendelzon first showed in [8] that when the
backgroud language is finite propositional language, AGM belief revision can be
totally decided by total preorders on worlds. KM showed a representation the-
orem that the models of K ◦ ϕ are exactly the minimal worlds of ϕ. Following
with KM, Darwiche and Pearl (DP for short) used total preorder to characterized
epistemic state which is used to replace belief set. In their model, belief revi-
sion can be seen as revising a total preorder by proposition. As a development,
Benferhat et al. further used partial preorders, rather than total preorders, to
represent epistemic states and belief revision [2]. Recently, Ma et al. also con-
sidered how to revise a total preorder by a partial preorder [12] and revise a
partial preorder by another partial order [10,11]. All these works represented
belief revision over a finite propositional language. However, if the background
language is infinite, KM’s approach does not work well. In this paper, we mainly
argue when the background language is infinite whether we can also use total
preorder on worlds to capture belief revision. We show a new approach to con-
struct an elementary total preorder on worlds to capture AGM belief revision.
Following this approach, it is feasible to generalize the results a bout belief revi-
sion with finite propositional language to infinite propositional language, such
as DP’s postulates about iterated belief revision. We will discuss this problem
in our future work.

When the background language is infinite, Peppas in [15,17] used system of
spheres model to characterize belief revision . Surendonk in [18] first introduced
a topology on worlds to characterize belief revision. Meng and Li in [14] showed a
characterization of belief revision over an infinite propositional language by using
the same topology. They showed a set is elementary iff it is closed. This is why
the intersection of elementary sets is also elementary. Moreover, over an infinite
language, Lindstrom in [9] generalized AGM belief revision to multiple revision.
Multiple revision can be seen as revising a theory by a set of propositions. In [20],
Zhang et al. use an order structure on sentences (called nicely-ordered partition)
to characterise multiple revision. A nicely-ordered partition is very similar to an
epistemic entrenchment. Overall, our approach shows the elementary total pre-
order can be used to capture belief revision over infinite propositional language,
and it is interesting to used total preorder model to capture multiple revision in
future.

7 Conclusion

In this paper, we argue how to capture AGM style belief revision over an infinite
propositional language. Since KM’s approach is not suitable with infinite lan-
guage, we show a new method how to construct a special total preorder (called
elementary total preorder) on worlds by using the elementary system of spheres.
We show the revision result is also decided by the minimal worlds of new evi-
dence over an infinite language, which generalize KM’s representation theorem.
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Our approach is different with KM’s approach. However, when the background
language is finite, these two approaches are equivalent.
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