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Preface

It is with great pleasure that we present the proceedings of the 5th Workshop on
Design, Modeling and Evaluation of Cyber Physical Systems (CyPhy 2015). The
workshop was organized as part of ESWeek 2015 in Amsterdam, The Netherlands.

Cyber physical systems combine computing and networking power with physical
components. They enable innovation in a wide range of domains including robotics;
smart homes, vehicles, and buildings; medical implants; and future-generation sensor
networks. CyPhy 2015 brought together researchers and practitioners working on
modeling, simulation, and evaluation of CPS, based on a broad interpretation of these
areas, to collect and exchange expertise from a diverse set of disciplines.

This year the workshop solicited publications in three categories: research papers,
position papers, and tool demonstrations. There were submissions in all categories
except for tool demonstrations. The full call for papers can be found on the workshop
website (www.cyphy.org).

The review process was conducted as follows. First, the international Program
Committee (PC) members expressed interest in reviewing specific papers and also
declared conflicts of interest. (There were two papers, involving two PC members.
Throughout the process, the EasyChair conference system limited those reviewers who
declared a conflict with a given paper from access to that paper, its reviews, and from
discussions on it.) After collecting preferences and conflicts, papers were assigned to
reviewers. Papers received on average three reviews. After the majority of reviews
were submitted, there was a week of online PC meeting. Extensive discussions in the
PC meeting were conducted for nine papers and a summary thereof was provided to the
authors. Out of all 13 submissions, 10 were selected for publication.

We would like to take this opportunity to acknowledge the excellent efforts of the
PC, the external reviewers, and the authors. We thank the Steering Committee of the
CyPhy workshop series and in particular its chairperson Professor Walid Taha, for their
confidence and their advice. We also wish to thank Professor Tulika Mitra (ESWEEK
Workshop Chair), Professor Nikil Dutt (member of ESWEEK Steering Committee),
and Professor Rolf Ernst (ESWEEK General Chair) for their effort in facilitating this
year’s workshop.

August 2015 Christian Berger
Mohammad Reza Mousavi

http://www.cyphy.org
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Resource-Aware Control and Dynamic
Scheduling in CPS

W.P.M.H. Heemels(B)

Control System Technology Group,
Department of Mechanical Engineering,

Eindhoven University of Technology, Eindhoven, The Netherlands
m.heemels@tue.nl

http://www.heemels.tue.nl

Abstract. Recent developments in computer and communication tech-
nologies are leading to an increasingly networked and wireless world.
This raises new challenging questions in the context of control for cyber-
physical systems (CPS), especially when the computation, communi-
cation, energy and actuation resources (for control) of the system are
limited and/or shared by multiple control tasks. These limitations
obstruct the use of classical design techniques for feedback control algo-
rithms and call for new resource-aware control paradigms. These new
resource-aware control systems typically have to take both discrete deci-
sions (which task is allowed to use the resource) and continuous decisions
(which continuous control input is generated for the task). In this talk two
approaches are presented to address this hybrid co-design problem. Both
approaches result in control algorithms that exploit real-time measure-
ment information available on the state of the CPS and decide dynami-
cally on the actions to take. This leads to the situation that individual
control tasks are no longer executed in classical periodic time-triggered
patterns, but in aperiodic patterns with varying inter-execution times.
By abandoning the periodic scheduling of control tasks, the aim is to
realise better trade-offs between the overall performance of the CPS and
the required resource utilisation. The approaches are illustrated by var-
ious applications. interesting challenges for the future are discussed as
well.

1 Introduction

Recent developments in computer and communication technologies are leading to
an increasingly networked and wireless world. In the context of control for cyber-
physical systems (CPS) this raises new challenging questions, especially when the
computation, communication, energy and actuation resources (for control) of the

The work of Maurice Heemels was partially supported by the Dutch Science Foun-
dation (STW) and the Dutch Organization for Scientific Research (NWO) under
the VICI grant “Wireless controls systems: A new frontier in automation” (Project
number 11382).

c© Springer International Publishing Switzerland 2015
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2 W.P.M.H. Heemels

system are limited and/or shared by multiple control tasks. Examples include
limitations in the battery power for wireless sensors, restrictions on actuator
moves to avoid strain, multiple actuators sharing the same hardware resource
(e.g., several motors sharing one amplifier), many control tasks sharing the same
processor and/or communication medium, and so on. Such limitations obstruct
the use of classical techniques for the design of feedback control algorithms for
CPS and call for new resource-aware controller synthesis paradigms.

These new resource-aware control systems typically have to take both dis-
crete and continuous decisions. For instance, in the control of a robot arm in
which the motors driving the joints share the same amplifier (and consequently
only one joint can be powered at a time), the control system would have to
determine based on, e.g., position and velocity information of the robot, which
joint (discrete decision) to power and which value of the torque (continuous
value) to apply in order that the robot carries out its overall motion task in a
desirable manner. Clearly, this a hybrid co-design problem in which both dis-
crete and continuous decisions have to be taken by the resource-aware control
algorithm preferably exploiting real-time measurement information available on
the physical system.

In this talk two perspectives on this general hybrid co-design problem are
discussed.

2 Dynamic Scheduling and Control

The first approach is based on control and scheduling co-design and has simi-
larities to well-known time-sharing solutions. Essentially the time line is divided
into specific slots and in each slot one of the (feedback) control tasks is allowed to
access the shared resource being, for instance, a computation, communication or
actuation device. As an example consider the networked control system (NCS)
in Fig. 1 in which we have a physical plant controlled by a feedback controller
over a shared communication network. The physical plant is equipped with ny

sensor nodes measuring y1, y2, . . . , yny , respectively, and there are nu actua-
tor nodes for which the controller produces the control values u1, u2, . . . , unu ,
respectively. As the network is shared among these nodes and communication
constraints prohibit that multiple nodes transmit at the same time, at each trans-
mission instant only one of these nodes can transmit its corresponding values
(e.g., if sensor node 2 is allowed to communicate at time t then y2(t) is com-
municated and ŷ2(t) is updated to this value). Clearly, this calls for a network
protocol deciding in which order nodes can communicate (discrete decisions)
and a feedback controller that based on the received measurement information
ŷ1, ŷ2, . . . , ŷny determines the control values u1, u2, . . . , unu . This is essentially
a co-design problem as the choice of network protocol will influence which con-
troller yields optimal performance and behaviour of the overall CPS.

Compared to common scheduling approaches of control loops, which typically
use fixed periodic (round robin) schedules, in our solution we strive for dynamic
scheduling of control tasks based on measured information obtained from the
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Fig. 1. NCS with a shared communication network.

physical plant to be controlled. By exploiting this information in the decision
process improved overall performance of the CPS can be achieved. We discuss a
modelling framework and solution strategies for this hybrid co-design problem
in which the control and scheduling algorithm has to take both discrete and
continuous decisions. In fact, we are able to guarantee that the proposed dynamic
scheduling and control method will outperform any given periodic scheduling and
control solution in terms of improved overall performance. This part is mainly
based on our work in [2–4].

3 Event-Triggered and Self-triggered Control

The first approach takes a rather ‘global’ view aiming at scheduling all tasks such
that the resource constraints are adhered to. The second approach, described
next, adopts a different point of view as each individual control task aims at
only requesting access to a resource when it really has to, i.e., all tasks try to
operate under a “minimal attention policy” [7], while still guaranteeing desired
overall stability and performance specifications. Consequently, this setup is more
self-organising as each task determines locally and independently when to exe-
cute. It does not require a global view of the CPS in the design phase and its
implementation, although still one has to verify that the overall resource con-
straints are met.

Before explaining this more self-organising resource-aware control strategy,
let us shortly review the conventional method for implementing feedback con-
trol tasks. In the majority of digital control applications the execution of control
tasks is performed in a periodic time-triggered fashion (connecting conveniently
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Fig. 2. Periodic time-triggered control.

to the periodic scheduling of multiple tasks). A drawback of the time-triggered
paradigm is that control tasks are executed independently of the state of the
plant and the actual need to execute these tasks. In fact, the decision of execut-
ing a control task is (almost) always taken in an “open-loop” fashion; there is
no feedback-based decision mechanism active that determines whether or not it
is actually necessary to carry out specific sensing, communication, computation,
or actuation (update) tasks in order to realise the desired stability or perfor-
mance properties. It is only the elapse of a certain time-period (the sampling
period) that determines the triggering of the next control task. For instance, in
Fig. 2 the communication between the sensor and controller (which is assumed
to be a costly and scarce resource in this particular setup) is triggered by a
clock resulting in equidistant transmissions along the time axis irrespective of
the actual need to communicate certain sensor information. Clearly, periodic
execution of control tasks can result in a significant waste of valuable system
resources, as tasks are executed even if it is not needed to do so in order to guar-
antee the stability and performance specifications. As a consequence, one may
want to reconsider the classical time-triggered periodic control paradigm in case
the resources for executing the control tasks are limited. In such cases, aperiodic
control strategies that allow the inter-execution times of control tasks to vary
in time are potentially better equipped to handle these constraints compared to
time-triggered control. In this talk we discuss two aperiodic control strategies
being event-triggered and self-triggered control, see [10] for a recent overview.

In event-triggered control, see, e.g., [5,6,9,11–13] and the references therein,
executions of control tasks are triggered by well-designed events involving the
system’s state, output, or other available information in an attempt to bring
feedback in the sensing, communication, and actuation processes. As an example,
in the setup of Fig. 3 the sensor could decide to transmit a measured output to
the controller only when the current measurement deviates significantly from
the previously transmitted value.

In self-triggered control, see, e.g., [1,8,14] and the references therein, the next
execution time is precomputed at the current execution time based on predictions
using previously received data and knowledge of the system’s behaviour. This is
illustrated in Fig. 4. The controller determines the next transmission/execution
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Fig. 3. Event-triggered control.

Fig. 4. Self-triggered control.

time for the sensor. Interestingly, in between execution times the sensor and
the controller can go to ‘sleep’. They only have to wake-up again at the next
execution time. Clearly, this is beneficial for saving valuable system’s resources,
certainly when battery-powered devices such as wireless sensors are used. Note
that in both event-triggered and self-triggered control the discrete decision is
related to determining whether or not to transmit (at a certain time) and the
continuous decisions are related to the selection of the control inputs.

4 Overview

An interesting observation is that both approaches discussed in Sects. 2 and 3
lead to the situation that individual control tasks are no longer executed in a
periodic time-triggered fashion, but in an aperiodic execution pattern with vary-
ing inter-execution times, see Fig. 5. This feature forms an important distinction

Fig. 5. Paradigm shift: From periodic execution to aperiodic execution of control tasks.
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Fig. 6. A platoon of vehicles that communicate wirelessly (photograph courtesy of
TNO).

with respect to the conventional periodic time-triggered scheduling of control
tasks. By abandoning the periodic scheduling of control tasks, the aim is to
realise better trade-offs between the overall performance of the CPS and the
required resource utilisation.

For both approaches we discuss some of the main results and illustrate
them by various applications in cooperative driving (Fig. 6), robotics, control
of inverted pendulums, and fast mixing of polymers. We will also discuss open
questions and interesting challenges for the future.
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Current Challenges in the Verification
of Hybrid Systems
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Abstract. Latest developments brought interesting theoretical results
and powerful tools for the reachability analysis of hybrid systems. How-
ever, there are still challenging problems to be solved in order to make
those technologies applicable to large-scale applications in industrial con-
text. To support this development, in this paper we give a brief overview
of available algorithms and tools, and point out some of their individual
characteristics regarding various properties which are crucial for the ver-
ification of hybrid systems. We present exemplary evaluations on three
benchmarks to motivate the need for further development and discuss
some of the main challenges for future research in this area.

Keywords: Hybrid systems · Verification · Reachability analysis · Tool
support · Benchmarks

1 Introduction

Hybrid systems are systems containing both physical components which evolve
continuously over time, as well as discrete components which can influence the
continuous dynamics. Also cyber-physical systems can be seen as hybrid systems,
where communication between distributed components plays a further important
role.

As hybrid systems are often safety critical, in the last two decades much
effort was put into the development of efficient algorithms and powerful tools to
support their safety analysis. Whereas there is a deep-rooted research for pure
continuous and for pure discrete systems, their hybrid combination requires novel
methodologies and the adaptation, integration and extension of previous results.

Nowadays, a number of analysis tools for hybrid systems are available, such as
Ariadne [13], Cora [1], dReach [26], Flow* [12], HSolver [36], HyCreate
[25], iSAT-ODE [15],KeYmaera [32] and SpaceEx [20]. These tools implement

This work was partially supported by the German Research Council (DFG) in the
context of the HyPro project.

c© Springer International Publishing Switzerland 2015
C. Berger and M.R. Mousavi (Eds.): CyPhy 2015, LNCS 9361, pp. 8–24, 2015.
DOI: 10.1007/978-3-319-25141-7 2



Current Challenges in the Verification of Hybrid Systems 9

different analysis techniques, leading to individual strength and weaknesses. For
further development it is crucial to learn from previous results by evaluating these
tools to observe and compare their behaviours, and to identify common obstacles
and open problems. Our aim is to support this development by

– describing current analysis techniques, available tools and their individual
properties,

– providing exemplary evaluation of a few tools on some benchmarks, and dis-
cussing general problems related to tool evaluation and comparison, and

– collecting some important challenges for future research in this area.

The paper is organised as follows: In Sect. 2 we provide some background on
hybrid systems, their modelling, and techniques for their reachability analysis.
In Sect. 3 we give a brief overview of some tools and discuss their individual
properties. On the basis of some evaluations in Sect. 4, we collect challenges and
open problems for future research in Sect. 5, and conclude the paper in Sect. 6.

2 Hybrid Systems Modelling and Reachability Analysis

Hybrid systems are systems with combined discrete-continuous behaviour. Typ-
ical examples are digitally controlled physical processes, or physical processes
with inherent discrete state changes such as phase transitions.

2.1 Modelling

Besides hybrid Petri nets and hybrid programs, a popular modelling formalism
for hybrid systems are hybrid automata [23,24]. We give a simplified notion of
hybrid automata, where we neglect components which are only relevant for their
parallel composition.

Definition 1 (Hybrid automata: Syntax [23]). A hybrid automaton is a
tuple H = (Loc,Var ,Flow , Inv ,Edge, Init) consisting of:

– A finite set Locof locations or control modes.
– A finite ordered set Var = {x1, . . . , xn} of real-valued variables; we also use

the vector notation x = (x1, . . . , xn). The number n is called the dimension of
H. By ˙Var we denote the set {ẋ1, . . . , ẋn} of dotted variables (which represent
first derivatives during continuous change), and by Var ′ the set {x′

1, . . . , x
′
n}

of primed variables (which represent values directly after a discrete change).
Furthermore, PredX is the set of all predicates with free variables from X.

– Flow : Loc → PredVar∪ ˙Var specifies for each location its flow or dynamics.
– Inv : Loc → PredVar assigns to each location an invariant.
– Edge ⊆ Loc×PredVar×PredVar∪Var ′×Loc is a finite set of discrete transitions

or jumps. For a jump (l1, g, r, l2) ∈ Edge, l1 is its source location, l2 is its
target location, g specifies the jump’s guard, and r its reset function, where
primed variables represent the state after the step.

– Init : Loc → PredVar assigns to each location an initial predicate.
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l0

ẋ = v
v̇ = −9.81

x ≥ 0

10 ≤ x ≤ 20 ∧ v = 0
x = 0 ∧ v < 0
v′ = −0.75v

Fig. 1. The hybrid automaton modelling a bouncing ball with height x and velocity v.

Example 1 (Bouncing ball). In the classical bouncing ball example, a ball is
dropped from some initial height with zero initial velocity. Due to gravity, the
ball has an acceleration pointing towards the earth. Therefore the ball falls until
it hits the ground, it bounces back into the air, raises until its velocity gets zero,
and starts to fall again. Upon bouncing, the ball loses a fraction of its kinetic
energy.

An example hybrid automaton model for the bouncing ball is shown graphi-
cally in Fig. 1. The dynamics of raising and falling is modelled in a single mode
Loc = {l0} using two variables Var = {x, v}, where x models the vertical posi-
tion (height) and v the vertical velocity of the ball. The flow Flow(l0) is specified
by the predicate ẋ = v∧ v̇ = −9.81 with the gravitational force as the only influ-
ence on the speed of the ball. The invariant Inv(l0) is x ≥ 0, which enforces
that the ball bounces when it reaches the ground. This bouncing is represented
by the only jump Edge = {(l0, g, r, l0)} with guard g given by x = 0 ∧ v < 0
(that means bouncing only occurs when the ball falls from above and reaches
the ground) and reset r specified by v′ = 0.75v (i.e., the sign of the velocity gets
inverted and the velocity is dampened by a constant factor 0.75). The initial
states are described by Init(l0) = (10 ≤ x ≤ 20 ∧ v = 0).

The behaviour of a hybrid automaton can be given by an operational seman-
tics. The states of an n-dimensional hybrid automaton are pairs (l,v), where
l ∈ Loc is the current location and v ∈ R

n specifies the current values of the
variables. Initial states (l,v) satisfy both the initial and the invariant conditions
of location l. State changes are due to time and discrete steps. A time step models
the passage of time: while control stays in a location, the values of the variables
evolve continuously according to a function which satisfies the flow condition of
the current location. Furthermore, the invariant of the location must not be vio-
lated during the whole time step. Given a set of states, the states which can be
visited from it via time evolution according to the flow in the given location form
a flowpipe. When flows are described by linear predicates (i.e., linear differential
equations) we talk about linear dynamics, in the case of polynomial predicates
about non-linear dynamics. Discrete steps follow a jump, moving the control
from one location to another, given that the jump’s guard is satisfied in the
predecessor state. The successor state, resulting from variable resets satisfying
the reset condition, must satisfy the invariant of the target location.



Current Challenges in the Verification of Hybrid Systems 11

Definition 2 (Hybrid automata: Semantics). The one-step semantics of a
hybrid automaton H = (Loc,Var ,Flow , Inv ,Edge, Init) of dimension n is speci-
fied by the following operational semantics rules:

l ∈ Loc v,v′ ∈ R
n

f : [0, δ] → R
n df/dt = ḟ : (0, δ) → R

n f(0) = v f(δ) = v′

∀ε ∈ (0, δ). f(ε), ḟ(ε) |= Flow(l) ∀ε ∈ [0, δ]. f(ε) |= Inv(l)

(l,v)
δ→ (l,v′)

Rule flow

e = (l, g, r, l′) ∈ Edge v,v′ ∈ R
n v |= g v,v′ |= r v′ |= Inv(l′)

(l,v)
e→ (l′,v′)

Rule jump

A path of H is a (finite or infinite) sequence (l0,v0)
δ0→ (l1,v1)

e1→ (l2,v2)
δ2→

(l3,v3)
e3→ (l4,v4)

δ4→ . . . with (li,vi) states of H, δi ∈ R≥0, ei ∈ Edge, and
v0 |= Init(l0) ∧ Inv(l0). A state (l,v) is reachable in H if there is a path
(l0,v0)

δ0→ (l1,v1)
e1→ (l2,v2)

δ2→ . . . of H with (l,v) = (li,vi) for some i ≥ 0.

2.2 Reachability Analysis

The reachability problem for hybrid automata, i.e. the problem to decide whether
a given set of states is reachable in a hybrid automaton, is in general undecidable.
Nevertheless, there exist subclasses of hybrid automata for which the reachability
problem is decidable. For undecidable classes, tools often compute jump-bounded
reachability (reachability via paths with a limited number of jumps) or time-
and jump-bounded reachability (where additionally the time step lengths are
bounded).

Some of those tools implement flowpipe-construction-based methods, which
over-approximate the flowpipe over a bounded time horizon by dividing the
time horizon into smaller segments (whose length is called the time-step size)
and over-approximating the flowpipe for each time segment by a single state
set. These methods use over-approximative geometric and/or symbolic represen-
tations [27] of state sets, e.g., by boxes (hyper-rectangles), convex polytopes,
zonotopes, ellipsoids, support functions or Taylor models. Given an initial state
set, its flowpipe and its discrete successors are computed using efficient opera-
tions on such state set representations and safe (over-approximative) conversions
between them. User-defined parameters and different techniques for reducing the
number of the state sets and the sizes of their representations (on the cost of
a stronger over-approximation) allow to find a balance between efficiency and
precision of the computations. These techniques have their strength in a high
level of automation and in the possibility to increase efficiency or improve the
precision according to the needs of the user. A weakness lies in the fact that, due
to over-approximative techniques, only safety (non-reachability) can be proven
this way, but not unsafety (reachability).

Some other solutions use satisfiability checking algorithms for the reachability
analysis, which is based on the formulation of the one-step reachability relation as
mixed integer-real arithmetic formulas. Fast SAT-modulo-theories (SMT) solvers
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can be used if the solutions of the Ordinary Differential Equations (ODEs) in the
models are known (e.g., in the case of constant derivatives). When the solutions
are not known, the underlying theories in the solvers can also be extended to cope
with ODEs. These techniques can efficiently combine a wide range of decision
procedures for expressive theories and can theoretically prove both safety and
unsafety. However, running times are hard to predict and computations might
return inconclusive answers, even for decidable problems, if fast but incomplete
solving techniques (e.g., interval constraint propagation) are used.

Last but not least, some other tools are based on theorem proving with an
embedded theory for hybrid systems. On the one hand, these techniques are very
powerful and can handle (at least in theory) a wide range of models using deduc-
tion. On the other hand, these approaches are interactive and need experienced
users. Predefined and user-defined strategies can be of great help to increase the
level of automation and reduce the need for interaction to a minimal level.

3 Tools

The vast variety of tools for hybrid systems verification makes it impossible to
rate one particular tool above the others. Each tool brings its strengths and
weaknesses, which make it suitable for a certain purpose. Knowing these differ-
ences allows users to choose the right tool for their problem requirements. In
this section we provide an overview of some of the most popular tools (in alpha-
betical order) and describe their main capabilities and features; see Table 1 for
a short summary.

Ariadne [13] is a software package implementing functionalities for the
reachability analysis of hybrid systems. The package is based on the theory of
computable analysis and on a rigorous function calculus with provable approx-
imation bounds on the computations. Ariadnecan handle expressive models
with non-linear differential equations, where state sets can be represented by
Taylor models or grid pavings. Besides others, interval arithmetic along with
interval solvers and propagation mechanisms are applied in the computations.
The support for parallel composition and assume-guarantee reasoning improve
scalability.

Cora [1] is an object-oriented Matlab toolbox which can be used for the fast
implementation of different reachability analysis algorithms for continuous and
hybrid systems. It implements different state set representation types, conversion
algorithms between them, and operations needed for reachability analysis. Addi-
tionally to well-known representations such as boxes, polytopes and zonotopes, it
provides also non-convex representations (polynomial zonotopes) and represen-
tations dedicated to stochastic verification (probabilistic zonotopes). Coracan
be used for the analysis of systems with linear, linear stochastic and non-linear
dynamics with uncertain parameters, where non-linear systems are abstracted
by linear or polynomial systems.

dReach [26] is an SMT-based tool performing bounded model checking.
Unsafe system runs of bounded length are described by formulas and passed
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Table 1. Some hybrid systems reachability analysis tools and their characteristic
functionalities.

Tool

Ariadne non-linear ODEs; Taylor models, boxes; interval constraint
propagation, deduction

Cora non-linear ODEs; geometric state set representations; several
reachability analysis algorithms, linear abstraction

dReach non-linear ODEs; logical state set representation; interval constraint
propagation, δ-reachability, bounded model checking

Flow* non-linear ODEs; Taylor models; flowpipe computation

HSolver non-linear ODEs; logical state set representation; interval constraint
propagation

HyCreate non-linear ODEs; boxes; flowpipe computation

iSAT-ODE non-linear ODEs; logical state set representation; interval constraint
propagation, bounded model checking

KeYmaera differential dynamic logic; logical state set representation;
deduction, computer algebra

SpaceEx linear ODEs; geometric and symbolic state set representations;
flowpipe computation

on to the internal SMT solver dReal [22], which determines its δ-satisfiability
using interval constraint propagation. Due to the generality of interval constraint
propagation, dReach is able to handle non-linear dynamics involving transcen-
dentals. The user can access the SMT calls in SMT-LIB format [5] as well as a
witness for the reachability of the set of bad states.

Flow* is a tool to compute reachable set over-approximations using Taylor-
model-based methods. It is able to handle an expressive class of hybrid system
models such that the continuous dynamics can be defined by non-linear ODEs
with uncertainties, while the jump guards and mode invariants are defined by
polynomial inequalities. The basic technique in use is called Taylor model flow-
pipe construction which is described in [11] and later enhanced by more efficient
algorithms [10]. By properly setting the parameters, the tool shows a good scala-
bility on non-linear case studies and succeeds even on large initial sets. Since the
tool focuses on non-linear systems, its performance on handling convex guards
or invariants is not optimised.

HSolver [36] implements classical interval constraint propagation on top of
the constraint solving package RSolver. Due to its general solving technique, it
can handle expressive non-linear ODEs and non-linear jumps. Though HSolver
uses floating point arithmetic, it uses sound rounding to assure correct results.
Besides verification purposes, the tool can also be used to compute abstractions.

HyCreate [25] is a tool implemented in Java for both time-bounded and
unbounded (complete) reachability analysis from an initial state. The tool is
designed for low-dimensional models with non-linear, non-deterministic dynam-
ics. It uses box representation and provides error reduction by splitting boxes
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at the cost of increased complexity. HyCreate allows further processing of the
generated output as well as visualisation via projection on a 2D space.

iSAT-ODE [15] performs, similarly to dReach, bounded model checking. It
is based on the iSAT [17] SMT solver, which tightly integrates interval constraint
propagation into a SAT solver. iSAT-ODE extends iSAT with a theory solver
module for ODEs to compute validated numerical enclosures for them using
the VNODE-LP [31] library. This approach can handle expressive models with
non-linear dynamics and transcendental functions. However, despite different
embedded optimisation mechanisms, this expressiveness comes at the cost of
scalability.

KeYmaera [32] is an interactive hybrid tool combining deductive, real alge-
braic, and computer-algebraic prover technologies. Hybrid systems are specified
in differential dynamic logic [33] using the notation of hybrid programs, cover-
ing non-linear dynamics under uncertainties and non-linear jumps. KeYmaera
tries to prove properties of a given system by finding invariants. On the one
hand, this approach is automated but it is still inherently interactive. On the
other hand it is flexible, can cope also with infinite time horizons and paramet-
ric models, and can provide verified counterexamples. A new re-implementation
KeYmaera X [21] is in its early development phase and it can therefore handle
only a restricted model class, but it additionally allows the user to define their
own proof search techniques as tactics.

SpaceEx [20] is designed for complex, high-dimensional models with piece-
wise affine dynamics and non-deterministic inputs. SpaceEx comes with a web-
based graphical user interface and a graphical model editor. Its input language
facilitates the construction of complex models from automata components using
a block-diagram representation. The analysis engine of SpaceEx offers differ-
ent algorithms (LGG [20,28], STC [18,19]) which combine geometric state set
representations (template polyhedra), symbolic state set representations (sup-
port functions) and linear programming to achieve maximal scalability while
maintaining high accuracy. The prime goal of SpaceEx being scalability, it uses
floating-point computations that do not formally guarantee soundness.

4 Benchmarking and Evaluation

Although there are many tools available, their comparative evaluation is prob-
lematic. First of all, they do not support the same model classes. The main differ-
ences concern the type of the supported ODEs. Though theoretically unspectac-
ular, some tools cannot handle jumps with guard predicate true, or unspecified
(arbitrary) dynamics. Even if the user identified those tools which can handle
a given model class, it is hard to compare their performance: as each algorithm
brings its own set of parameters, it requires expertise and knowledge about
implementation details to properly instantiate the tool parameters to get opti-
mal results.

Other obstacles are the relatively low number of available benchmarks and
missing input language standards. In some other communities, e.g. in SAT and
SMT solving or in software verification, the development of such standards
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and the organisation of annual competitions gave impressive force and led to
a new sequence of innovations in the given areas. A standardised specification
language for hybrid system models could have a similar positive effect. Currently,
the number of available benchmarks is not satisfactory, even though lately some
improvements were achieved [2,8,16]. The situation is worsened by the fact that
nearly each tool has its own input specification language. To solve this problem,
a CIF 3 standard was proposed [6], however, it is not yet widely established in
the community. Furthermore, some approaches for model conversion were pro-
posed in [4]. A standardisation could drastically improve the situation, enable
the establishment of a competition, give new drive to tool development and thus
contribute to stronger tool functionalities and better efficiency, and ease the
selection of a suitable tool.

To give an impression for the analysis capabilities of available tools and to
motivate some challenges, in the following we give some exemplary verification
results, where we focus on limitations.

Two tanks [8,29]: A two-tank system consists of two connected tanks. The first
is filled with a constant inflow and an additional controlled inflow of a liquid.
A drain at the bottom of the first tank leads to a constant outflow and thus a
constant inflow in the second tank. Conversely, the second tank has a drain which
creates a constant outflow, and a controlled valve which results in an additional
controlled outflow. The hybrid automaton model of this tank system has four
locations, corresponding to the different states of the valves for the controlled in-
and outflows. The dynamics is described by linear differential equations. Initially
both valves are closed, and for the filling levels x1 and x2 of the first respectively
the second tank it holds that x1 ∈ [1.5, 2.5] and x2 = 1. More details about the
model can be found at [8].

Figure 2 shows the reachability analysis results of SpaceEx/STC (max. iter-
ations: 50, local time horizon: 5, flowpipe tolerance: 0.1) and Flow* (jump
depth: 2, local time horizon: 5, time-step size: 0.01) on this benchmark. The ini-
tial set is located in the upper right of each diagram. As we can see, the results on
this benchmark are comparable, though Flow* gave a bit more precise results.

Fig. 2. SpaceEx/STC (left) and Flow*(right) results for the two-tanks benchmark.
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Fig. 3. SpaceEx/LGG results for the three-vehicle platoon benchmark.

Three-vehicle platoon [7,8]: The system consists of a human-driven vehicle and
three communicating vehicles following it in a platoon. Two locations are used to
model functioning and disrupted communication, respectively. The flows in the
locations are described by linear differential equations (without uncertainties).
For more details on the model and the initial states see [8].

Some reachability analysis results for this benchmark using SpaceEx/LGG
are shown in Fig. 3, using local time horizon 12 and max. iterations 5. The results
show the distance e1 between the human-controlled vehicle and the first following
platoon vehicle, and the distance e2 between the first and the second following
platoon vehicles, which are initially e1, e2 ∈ [0.9, 1.1] units. The three results in
the first row in Fig. 3 are created using boxes while for the results in the second
row octagons are chosen. In the analysis we use time-step sizes 0.3, 0.1 and
0.01 s (from left to right in both rows). We can observe that in general boxes
over-approximate more strongly, whereas octagons give more precise results.
As expected, for both representations the error can in general be reduced by
reducing the time-step size. The error reduction comes at the cost of longer
running times: for boxes the computations needed 0.05, 0.1 resp. 0.14 s, whereas
in the case of octagons the computational effort has grown from 2.97 over 9.5 to
42.4 s. Note that the plots in the left column use different scales.

Furthermore, an interesting effect can be observed in the top-right plot: the
reachable set for precision 0.01 seems to be larger as for time-step size 0.1. How-
ever, this fact is not due to stronger over-approximation. In contrast to Flow*,
where the user specifies a jump depth (i.e., all paths with this number of jumps
are explored), SpaceEx takes the total number of jump successor computations
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Fig. 4. SpaceEx/LGG (left) and Flow* (right) results for the three-vehicle platoon
benchmark.

in the analysis (in this example 5) as input parameter. Some jumps, which were
enabled due to over-approximation with larger step-sizes, are not enabled any
more with step size 0.01. Thus the larger reachable set is due to the fact that
with the finer precision longer paths can be explored.

Some more results for Flow* are presented in Fig. 4 (right) in comparison
to the octagon setting in SpaceEx/LGG (left). Both tools used a time-step size
of 0.01 s and local time horizon 12, max. iterations was set to 5 in SpaceEx,
and jump depth to 5 in Flow*. The computed reachable set is clearly larger for
Flow* than for SpaceEx. This has two reasons. Firstly, in Flow* all paths
with 5 jumps are considered, in contrast to SpaceEx computing a total of 5
jumps. Secondly, the intersection computations for jumps lead to stronger over-
approximations in Flow*, which accumulate in further computation steps. This
case illustrates that sometimes tools, which were designed for more expressive
model classes (Flow* was designed for non-linear dynamics), work less optimal
on simpler models (here linear dynamics).

Navigation [16]: This benchmark models the movement of an object in a two-
dimensional plane. In our case the plane is subdivided into a 3 × 3 grid struc-
ture, whereas other configurations with more cells are also possible. The linear
dynamics inside each cell is determined by its position. The corresponding hybrid
automaton models each cell by an own location. Jumps between the locations
are enabled for all states at the boundaries between the cells; these jumps modify
only the location but no other state components. Therefore, this hybrid automa-
ton model exhibits Zeno behaviour, because such switches between the cells can
be done back-and-forth infinitely often, without letting time elapse.

This Zeno behaviour can be observed on the reachability analysis results of
SpaceEx/LGG (max. iterations: 5, local time horizon: 2, time-step size: 0.001)
shown in Fig. 5 (top left). In the zoomed part (top right) the effects of the Zeno
behaviour are exposed.

The two plots in the bottom of Fig. 5 show some Flow* results (jump depth:
1 for bottom left and 2 for bottom right, local time horizon: 2, time-step size: 0.1).
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Fig. 5. SpaceEx/LGG results for the navigation benchmark (above), Flow* results
below.

We have chosen a larger time-step size for Flow*, in order to make the same
effect of the Zeno behaviour visible in the plots, however, a similar reachable set
is computed also for the smaller time-step size 0.001. For comparability, in the
bottom-left plot, we indicate the SpaceEx domain [0.4, 2.0] × [0.9, 1.25] of the
plot above by a rectangle.

5 Further Challenges

The previously described tools cope with a wide range of models and offer pow-
erful technologies for reachability analysis. Nevertheless, there are several chal-
lenges still to be addressed in order to increase the applicability and usability of
the tools. In this section we discuss some of these challenges.

State set representation: The choice of the state set representation is always a
trade-off between computational complexity and precision. There are many dif-
ferent representations usable for the analysis of a hybrid system. Boxes and poly-
topes are frequently used, also support functions and zonotopes are prominent for
models with linear ODEs, whereas Taylor models can be used also for non-linear
ODEs. However, none of the representations offers an optimal solution, since they
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have individual strengths and weaknesses, mainly in the representation size and
in the efficiency of certain operations (e.g., union, intersections, Minkowski sum,
linear transformation, etc.) needed during the reachability analysis. Although
several tools use conversions between representations for certain computations,
context-sensitive approaches are still missing. For example, the representation
could be adopted to the form of the ODEs in different locations. Also an auto-
mated dynamic conversion to reach an optimal trade-off between precision and
efficiency during computation using an iterative refinement technique is not yet
supported. Furthermore, there is rare support for non-convex representations.
Last but not least, most representations are over-approximative, and therefore
applicable for safety verification. However, for proving unsafety, novel under-
approximative computations would be of help.

Precision: Precision is a crucial component during analysis. For systems, where
the distance between the reachable and the unsafe states is small, the used
precision can be crucial for the outcome of the reachability analysis. If the out-
come is inconclusive (the over-approximation intersects with the unsafe state
set), currently the only solution is to re-start the analysis from scratch with new
parameters which lead to an error reduction (e.g., reduction of the time-step size
in the flowpipe construction). However, since higher precision comes with longer
running times, the new parameters must be chosen carefully by the user. An
automatic adaptation of the parameters would be not only more user-friendly,
but could also be applied dynamically to refine the search only along those paths
which led to an intersection with the unsafe state set, instead of executing the
whole analysis with high precision.

Fixed-point recognition: Recognising fixed-points in the reachability analysis,
i.e., when the whole reachable state set of a hybrid system is already checked
for safety, enables the solution of the unbounded reachability problem. How-
ever, in order to detect fixed-points, a huge number of state sets need to be
stored, and successor sets must be tested for inclusion. As this comes at high
costs, current tools use only heuristic checks for fixed-points. A more systematic
check would require a highly efficient storage of state sets and fast operations on
them - a possible approach could use memory-efficient under-approximations in
a representation with fast inclusion and intersection computations (e.g. boxes).

Large uncertainties: Uncertainties can be included in the models when, e.g.,
some coefficients of the dynamics cannot be fixed precisely, or in the presence of
time-varying external inputs like natural forces or users. Though systems with
bounded uncertainties can be verified, models with large uncertainties are one
more challenge in the verification of hybrid systems. Each uncertainty intro-
duces a bloating factor which is carried onwards and even aggregated during
the computation of the reachable set. Although a few approaches were proposed
to overcome these limitations (see, e.g., [35]), most tools have problems to find
conclusive answers for models with large uncertainties.
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Zeno behaviour: Whenever it is possible to execute an infinite number of jumps
in a finite amount of time, we observe Zeno behaviour (see the navigation bench-
mark example and Fig. 5). Naturally, no real system exhibits Zeno behaviour.
However, it is hard to avoid Zeno paths in modelling. In [3] the authors distin-
guish between chattering Zeno (infinite jump sequences with zero dwell time)
and genuine Zeno (infinite jump sequences with nonzero dwell time in-between
converging to zero) behaviour.

Examples for chattering Zeno behaviours can be found in switching systems,
where the state space is divided into grids, each grid having its own dynamics,
modelled by an own location. Switching between different grids does not modify
the continuous state and is always possible whenever the current state lies at
the boundary between two grids. Therefore, infinite back-and-forth switching
on boundaries can happen in such models, causing a problem for reachability
analysis if the reach-set approximation is not idempotent: Even if no new states
are reached, successor states in a sequence of jumps may grow and even diverge
as the approximation errors accumulate. If the reach-set computation is exact
(such as in HyTech or PHAVer), chattering Zeno has no particularly adverse
effect (it may increase the number of image computations necessary to reach a
fixed-point).

Genuine Zeno can be problematic for any computation that follows the exe-
cution of the system, because any finite number of successor computations may
not be able to cover all reachable states. Over-approximations may resolve the
problem if they cover the limit points of the sequence. This can be achieved
automatically with widening operators [14]; here the difficulty lies in keeping
the over-approximation reasonably small [30].

Non-convex invariants: Most tools require that the invariants of the locations are
convex sets, mainly for representation reasons. However, similarly to programs
which might have disjunctions in loop conditions, also non-convex invariants
appear in hybrid system applications. Though one can apply model transfor-
mation to eliminate non-convex invariants by splitting the non-convex set into
convex subsets and introducing a new location for each convex subset, with this
approach the models are extended with Zeno behaviour, hardening their analysis
(see Fig. 6). An efficient analysis without such model transformations could be
enabled for example by non-convex state set representation techniques.

Urgent transitions: Invariants are one possibility in modelling to force the con-
trol to move from one mode to another. Another possibility are urgent tran-
sitions, which must be taken as soon as they are enabled. Urgent transitions
have the advantage that they make the reason for the mode change more visible
(observable), and therefore they are sometimes preferred instead of the usage of
invariants. However, most tools do not support urgent transitions, though their
analysis would even reduce the computation effort: both the expensive compu-
tations of intersections with invariants as well as the computation of flowpipes
from those state sets which are included in the guard of an outgoing urgent
transition become superfluous.
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Fig. 6. The split of a location with a non-convex invariant (left) into two locations
with convex invariants (right) might introduce Zeno behaviour.

Compositionality: Large systems are usually modelled compositionally as a set of
modules running concurrently. Most available tools build the parallel composi-
tion of the modules to get a non-compositional model, which can be subsequently
analysed. However, the composition results in high-dimensional systems, which
pose challenges for the analysis. Compositional analysis techniques would be
advantageous, but there is no straightforward way to extend the available tech-
niques to support compositionality. As assume-guarantee methods proved to be
useful in program verification, it might also be a promising option in hybrid
systems reachability analysis. But when we aim at push-button approaches,
suitable assumption-commitment specifications should be derived automatically.
Another possibility could be to analyse the concurrent modules simultaneously
and communicate between the concurrent analysers on synchronisation-relevant
computations using, e.g., partial order reduction techniques.

Counterexamples: Although a few tools, like for example KeYmaera, can pro-
vide counterexamples for unsafe models, most tools do not have this func-
tionality. However, counterexamples are extremely important and provide valu-
able information for system developers to correct unsafe designs. Furthermore,
counterexamples play an important role in counterexample-guided abstraction
refinement (CEGAR).

CEGAR: Frequently used in various other research areas, counterexample-guided
abstraction refinement is not yet established in the field of hybrid systems. Util-
ising a relaxed version of the problem can introduce a significant speed up in
verification. In case the verification fails, a counterexample path is used to refine
relevant components of the model.

Parallelisation: Regarding the efficiency of the reachability analysis of hybrid
systems, the current main focus lies on improving the efficiency of sequential
algorithms. Approaches for parallelisation are rare and not yet well understood.
However, the exploitation of multi-core hardware systems could help to improve
the scalability and the applicability of available technologies to large-scale
systems.
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Modelling language expressiveness: To make hybrid automata as a modelling
language more attractive and usable for a wider range of applications, also
further extensions regarding expressiveness should be considered. For exam-
ple, cyber-physical systems are distributed hybrid systems, where additionally
to discrete and dynamic aspects, also communication plays an important role.
Spatio-temporal hybrid automata [37] are a possible extension in this direction,
supporting the modelling of communication and other spatial aspects.

Another relevant aspect is randomised behaviour, which can affect either
the dynamics of a system via stochastic differential equations [9] or the discrete
behaviour via probabilistic transitions [38]. The later can involve probabilistic
properties regarding the choice between enabled transitions as well as the when
to take an enabled transition. A pioneer tool in this area is ProHVer [34],
which implements analysis algorithms using a transformation of probabilistic
hybrid automata to hybrid automata without probabilistic components.

6 Conclusion

In this paper we gave a brief introduction to state-of-the-art tools for the reach-
ability analysis of hybrid systems, and discussed current challenges for further
research. Despite great achievements, there is still a need for efforts to increase
applicability and scalability. Standardisation, competitions, and the strengthen-
ing of the functionality and the efficiency of techniques and tools may increase
visibility and intensify the developments in this relevant research area.
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Abstract. In the automotive industry, current activities focus heavily
on the development of automated driving systems (ADS). ADS process
environmental data from different sensors [10], which are fused to gener-
ate a model of the surrounding world. Actors in the generated model are
objects, which are e.g., classified as vehicles or pedestrians. The actors
run in parallel, as in the real world actions from traffic participants can
be taken independently and asynchronously from each other. For verifi-
cation and validation of these systems a method is required, that allows
for a realistic and hence parallel modeling of the system under test’s envi-
ronment. Additionally, the method should allow for structured testing in
compliance with international norms such as the ISO 26262 and the first
international standard for software testing ISO/IEC/IEEE 29119, pub-
lished in 2013.

In this paper we present an approach for creating environmental mod-
els for structured testing of automated driving systems with a construc-
tive method. One step is the enumeration of all possible sequences, but
we first decompose the task into manageable units by input/output
dependency analysis. The expected behavior is formalized in tempo-
ral logic [4,5]. In doing so, the effort for the creation of the model is
feasible in industry. On the other hand, the test model guarantees the
representation of all possible scenarios of use, making it a stable basis to
derive significant test cases. We applied the method on an embedded sys-
tem functionality in the automotive industry at AUDI. The system was
architectured using the AUTOSAR 3.2 standard and implemented with
Matlab Simulink. An existing, previously created test suite was avail-
able. This existing test suite served as a benchmark to assess the quality
of the new test suite, derived from the environmental models. We com-
pared the reachability of the test cases inside the implementation with
code coverage measures and examined the variance of use imposed by
the test suites. We present the promising results in this paper.

1 Introduction

Testing is an essential activity for validation and verification in the development
of cyber-physical systems. By observing the execution of the system under test,
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one judges, whether the system behaves as expected. Misbehavior and malfunc-
tions can be identified. As testing provides realistic feedback of the behavior, it
is a key activity in industry before releasing a product on the market.

Requirements definition is the first main activity after the decision for the
development of a system is made. It also constitutes the first activity in which
errors can be made. It is even the most critical activity with regard to faults and
defects, because defects discovered in late development phases might have their
origin in the initial requirements.

In 2013 the first, second, and third part of the international standard for
software testing ISO/IEC/IEEE 29119 were released [3]. The ISO 29119 com-
plements the ISO 26262 [2] w.r.t. the activities for software testing. It states
the main purpose of requirements based testing as ‘to determine whether the
test item meets end-user requirements’ [3, Part 1, p. 31]. It should be noted,
that in the same section it is highlighted that testing may suffer if the require-
ments are incomplete or not consistently specified. Following Boris Beizer’s bug
taxonomy [8, p. 2], the main defects in requirements can be classified into
incorrectness, inconsistency, incompleteness, and obsolescence. In this paper we
present an approach, to base the testing activities on a validated, consistent and
complete environmental model.

The paper is structured as follows: In Sect. 2 related work is described and
the issue of this paper is extrapolated, whereas current approaches are described.
In Sect. 3 terminology definitions and foundations of the method are given. In
the subsequent Sect. 4 our new approach is presented, followed by a case study
and application on an automotive embedded software in Sect. 5. In Sect. 6 we
offer the conclusions and an outlook for future work.

2 Related Work

As noted in the introduction, ISO 26262 [2] has a great impact on testing safety
critical systems. The standard calls for work products, like a functional safety
concept and technical safety concept, to specify how the system shall reduce risk
exposure. To satisfy this claim, it proposes mechanisms to raise fault tolerance
by trying to detect and mitigate faults [2, Part 3, 8.2]. Moreover, it proclaims
that the effectiveness of such mechanisms controlling random and systematic
failures has to be validated [2, Part 4, 9.4.3.2]. For this reason, the ISO 26262
recommends ways of testing a certain functionality of the system based on the
assigned Automotive Safety Integrity Level (ASIL). The ASIL is a risk classifi-
cation determined via hazard analysis and risk assessments based on the sever-
ity, the exposure and the controllability of a possible failure. For example, the
recommended amount of testing system reliability, called performance testing,
increases with higher ASIL [2, Part 3, 8.2].

Model-based Testing (MBT) techniques make use of formal descriptions
(models) of either the system-under-test (SUT) or the expected usage from the
environment of the SUT. UPPAAL is an environment to model the system as net-
works of timed automata and to simulate and analyze with a model-checker [7].
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It provides a complementary method and tooling for the usage oriented approach
presented in this paper, in which environmental models are being deduced from
the requirements. The environmental model serves as a basis for the subsequent
verification and validation activities.

Elaborated techniques are understood to determine dependability measures
of the SUT with models. Examples include techniques based on a Bayesian
model [16] and on a Markovian Models [11].

The credibility of the dependability measures is up to the quality of the
model and the derived testing activities. Sequence-based specification [13] is a
constructive requirements engineering method to create an environmental model.
In doing so the correctness of the model is ensured by the method of creating it.
Sequence-based specification originates from the functional treatment of software
by Mills [15]. It is based upon a component-oriented view of software, which is
also a main principle of the AUTOSAR methodology [6]. In AUTOSAR, embed-
ded functionality is partitioned into application software components. These
components are iteratively developed. Nowadays, AUTOSAR is the prevailing
methodology used in the automotive domain for the development of embed-
ded software systems [14]. Also in this paper, we evaluate our approach on an
embedded software functionality developed with AUTOSAR, that is presented
in Sect. 5.

3 Constructive Requirements Modeling

In this section we introduce foundations of our approach: The elements of the
environmental model, and the method to analyze and transform the requirements
into the model.

3.1 Modeling Elements

The environmental modeling is done by creating time usage models (TUM). The
TUM-representation is the output of the constructive requirements modeling
method, that is presented in the following Subsect. 3.2, and the basis for all
subsequent activities on the basis of the model. A TUM consists of:

– A set of states S = {s1, . . . , sn}, that represent possible usage states.
– A set of arcs A, representing state transitions. An arc from state si to state

sj is denoted by aij .
– A set of stimuli Y on the SUT. A stimulus yj is assigned to each arc.
– The transition probability from state i to state j, denoted by pij for an existing

arc aij . The transition probabilities obey the conditions 0 ≤ pij ≤ 1 and

n∑

j=1

pij = 1 ∀i = 1, . . . , n (1)

states that the probabilities of all outgoing arcs from a certain state si must
sum up to one.
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– A probability density function (pdf) ti to reflect the sojourn time is assigned
to each state si.

– A pdf of the stimulus time tij is assigned to each arc aij . This pdf describes
the duration of the execution of a stimulus on the SUT.

Test cases can be sampled from the model via a random path using the
probabilities pij . In our approach we focus on the graph abstraction of the model
and to apply deterministic and heuristic algorithms for the derivation of test
cases. Transitions and states of the model are tagged with information to control
the test case generation.

3.2 Foundations of Constructive Requirements Modeling

The method for creating a TUM is the key activity, since the following activities
for validation and determination of estimators about the reliability depend on
the quality of the model. The method for creating a TUM as the test model
follows the principles of sequence-based specification (SBS) [13]. This includes
the identification of the system’s boundaries as well as the enumeration of all
sequences of stimuli, considering their responses over time. Following this pro-
cedure one ensures, that the final dynamic model represents the environment
completely, consistently, and traceably correct.

Previously uncovered system behavior is identified by this method. Require-
ments must be derived for it and formulated. The stakeholders who are respon-
sible are invoked to manage this task. They have to derive a new requirement
and add it to the existing set of requirements, usually in a document based form.
This step allows for linking people with requirements. The model is enhanced
with the derived requirements, which are also added to the initial requirements.
So this procedure is a technique for analyzing and clarifying the requirements.

4 Leveraging the Environmental Modelling

As described in the previous section, the output of the sequence-based specifi-
cation is an environmental model for model-based testing.

In practice, environmental models derived from a sequence-based specifica-
tion can be very complex and confusing. This is due to the growth of required
enumerations which result from an increased number of inputs. Additionally, it
is challenging to handle requirement changes in a thoroughly correct way. There-
fore, it is useful to break away from the traditional way of modelling, in which
everything is covered in one enumeration.

4.1 Decomposition of Functional Specification

Applying the sequence-based specification in practice showed some significant
improvements in the analysis and modeling of requirements and therefore led
to better test suites and more reliable software. With the increase of software
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Fig. 1. Function hierarchy

complexity, the feasibility of applying this process is limited to functions with a
manageable number of inputs and level of complexity. A safety relevant function
with four inputs and simple timing conditions resulted in a TUM containing
35 states. In order to identify the approximately 230 state transitions, more
than 600 sequences of stimuli had to be analyzed.

To address this problem of complexity, the analysis of the requirements can
help to reduce the necessary effort. These analyses concentrate on dependences
between input signals and are influenced by our experiences with sequence-based
specification in practice.

Multi-dependencies on Single Values. Often, the processing of a function
is active only if a certain trigger condition is met. This can be for many reasons
such as saving processing time or power. If such an activation stimulus exists
and the output of the respective functionality is independent from the rest of
the system, it can be treated in a separate enumeration process. This step can
reduce the enumeration effort significantly.

The same principle can be applied to hierarchically structured function calls
as well. Figure 1 shows the processing hierarchy with dependences on various
conditions. If and only if the trigger condition is met, one of the available func-
tions will be called and the specific return value will be returned. Otherwise,
a default or error value is returned. The graph shows the hierarchy inside the
module, with function A as the highest order function. If function A is called,
its return value is generated and the module step is finished. Depending on the
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input conditions, only one function is called in one step. The mutual exclusion
resulting from the hierarchy allows to simplify the sequence-based enumeration
process by dividing it according to the functions. Hence an enumeration process
is done for all functions separately. This leads to a larger number of enumera-
tions, yet they are less complex and less time consuming.

Independent Input Values. Another way to reduce the overall complexity of
the enumeration process is to identify independent input stimuli. After defining
the systems boundaries, the lists of input and output stimuli are defined. If the
focus is on low level functionality, it is hard to find independent input values
because often one is at a level in which one module implements one feature.
Having a look at higher level modules, it’s more likely to find independent input
signals as these modules encapsulate the underlying modules.

Fig. 2. Software component

Figure 2 shows a software component containing six input signals and three
output signals. The subsystem represents the boundaries of the system under
test. The internal structure is given in Fig. 3 to get a simpler view on the mod-
ules behavior instead of listing the requirements of the example. The analysis of
dependent input variables has to certainly be done on the requirements. Figure 3
shows that input one (notation: In1) to four are used to calculate output one
(Out1) and two. Output three depends only on input five and six. Thus, In5 and
In6 do not affect the outputs calculated by In1 to In4 and vice versa. We propose
to split up the enumeration process for the two mentioned groups of inputs. If
supported by the testing tool, the test cases derived by the two different enu-
merations can be run in parallel as the inputs cannot affect each other according
to the specification. Sometimes, safety critical functions require the testing of
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Fig. 3. Internal view of Fig. 2

every possible input combination. In this case, it is still possible to separate the
enumeration processes. This leads to two different test suites. Testsuite A runs
all the valid sequences developed by enumerating In1 to In4, while the indepen-
dent stimuli can be stimulated in parallel in the background. The same principle
can be applied to Testsuite B, where the enumerated sequences of In5 and In6
can be evaluated together with the combinations of In1 to In4.

4.2 Global Assessments

Instead of defining local assessments, as in the classic sequence-based specifi-
cation, we define global assessments. These are defined in temporal logic. For
leveraging the use in a daily routine we provide patterns [12]. Global assessments
can be seen as a global observer checking the output of the SUT. For each enu-
meration step at least one global assessment and the corresponding requirement
must be defined.

4.3 Model Composition

After decomposing the input streams and applying the enumeration separately,
the final model consists of different regions. Figure 4 depicts an example of a
model. Completely parallel regions are on the top, below are regions with enu-
merations, which can be run in parallel, but must be synchronized. These regions
with synchronization points result from dependencies on trigger conditions.
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Fig. 4. Requirement and test model structure of embedded system functionality

5 Application on Embedded Body Functionality

After case studies and the elaboration of the theoretical aspects, which were
introduced in Sects. 3 and 4 we applied the method in practice on a real imple-
mentation in the automotive industry at AUDI. In this section we give a brief
introduction to the embedded function and illustrate the methods and processes
by means of the example. To gain a evaluation of the results, the derived test
model is compared to the existing test suite and presented at the end of this
section.

5.1 Application on an Automotive Embedded System

The system controls the timing of various modules in the interior of the car. It
was designed in Matlab Simulink [17] and architectured in AUTOSAR [6], as
it is done for developing automated driving systems. Depending on the interac-
tion of a human with the car like opening or closing doors as well as the car’s
environment, the function decides whether to trigger modules and checks the
activation, the duration of an activation or the deactivation of a specific timer.

The selected timing-module of the function has a total input of 14 signals, it
processes all information in a single step and provides the results by six output
signals. Most input signals are described by boolean values and define a certain
state of the car, e.g. a signal which gives information whether a door is open(ed)
or not. The six output signals give information about the three available timers,
two signals for each timer. One describes the running state, a second is true
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whenever a timer elapses. None of the output signals are returned and used as
an input of the module Fig. 5.

The timing behavior is specified by 17 requirements. Timers run in parallel
and independently from each other. The timer-related events can be classified
into four categories:

– Timer activation:
Input conditions that cause the start of a timer

– Timer cancellation:
Input conditions that abort a running timer

– Timer restart:
Input conditions that lead to a restart of the timer

– Timer elapsed:
After reaching the timer’s threshold value, a timer has to be stopped and the
elapsed-signal is transmitted.

The initial requirements seemed to be clear and straightforward. However,
Subsect. 5.4 will show that multiple adjustments had to be made to gain a com-
plete and unambiguous module specification, and hence a thorough basis for
verification and validation activities.

Fig. 5. Architecture of embedded system
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Fig. 6. Detail of a test model in TPT tool

5.2 Tool Framework

Based on the steps and principles described in the previous sections, the mod-
eling framework comprises two tools to perform the two major steps: sequence
enumeration and test execution. The sequence-based specification is associated
with requirements engineering. As our primary goal was to improve the activ-
ities for validation and verification, we implemented it for test case derivation
and automated test case execution and assessment. The modeling framework is
described below.

Enumeration Tool. It is highly recommended to perform the enumeration with
tool support, especially, when changes become necessary in previous sequences
during a enumeration. Tools can be found in the Internet such as Protoseq [18],
written in Ruby, or REAL [1]. REAL is an Eclipse-based implementation of the
sequence-based enumeration with similar features of Protoseq which works faster
than the Ruby implementation. Thus, it is more suitable for larger enumerations.
Using other software like Excel seems to be justified for very simple examples,
but proved to be very error prone when used for more complex functions.

Test Environment. For modeling, test derivation, test execution, and test
assessment we used the application TPT (Time Partition Testing) [9]. TPT is
a model-based testing tool that provides the required features for the method
described in this paper. The tool suited perfectly to our test purpose due to the
following reasons [9]:

– Graphical modeling of hybrid, hierarchical, and parallel state charts:
Models in TPT are decribed by hybrid and parallel automatons with syn-
chronization. Both states and transitions can be mapped on transitions in the
underlying automaton. Thus, a complex test model can be visualized with a
small number of states. Individual test cases describe different combinations of
state sequences, state variants and variations of transition conditions. Figure 6
shows an example test model chart.
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– Global and flexible assessment handling with temporal logic:
TPT offers the implementation of a global assessment library to check the
expected behavior. Instead of assigning an expected result to a specific state,
one can include global assessments in temporal logic.

5.3 Model of the Embedded System

After defining the test environment, the proposed methods were put into prac-
tice. In this subsection, our main focus is on the test model and the derived test
cases rather than on the enumeration process, as it was described in detail in
Sect. 3. To complement this, we offer information about the enumeration below
as well as some details and figures about the decomposition in Table 3.

Before the enumeration, a decomposition of the function took place.
We present the resulting figures of the decomposition in Table 1.
On the top layer, the test model consists of 52 transitions and 26 states and

covers all 615 legal sequences gained from the three enumerations. This provides
a nice view on the system compared to the overall complexity of the system and
model. Furthermore, the visual way of building up the model with preconditions
plus stimulus provided a good basis for understanding and discussion between
the stakeholders of the project Table 2.

5.4 Results and Evaluation

Prior to applying the decomposed enumeration method, the timer module was
tested on basis of the requirements. The existing test suite achieved a code

Table 1. Decomposition details

Timer
Total

Number of
Inputs

Total
Number of
Outputs

Decomposed
Number of

Inputs

Affected
Number of
Outputs

TimerA

14 6

5 2

27BremiT

28CremiT

Table 2. Requirements clarification measurements

Timer Initial requirements Modified requirements Derived requirements

TimerA 5 4 (80 %) 1

TimerB 6 4 (≈ 67 %) 2

TimerC 6 5 (≈ 83 %) 1

Total 17 13 (≈ 77 %) 4
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coverage of 100 %. In this section we show the results of the new test suite and
compare it with the existing one.

During the first steps of the sequence-based enumeration, the method quickly
discovered the incompleteness of the module’s specification. It was notable, that
many requirements define an expected result under specific conditions, but make
no statement of the expected behavior if the condition is not met. Consequently,
there were sequences for which no requirement specified the output of the func-
tion. It was therefore necessary to extend six requirements. This conspicuousness
occurred at all three different timers.

In addition, inconsistent requirements were discovered. For some sequences,
multiple requirements applied and consequently resulted in a contradictory
behavior. It is remarkable, that these inconsistencies were discovered only by
considering the timing dependent behavior. The explicit consideration of timing
aspects eased their discovery (cf. Subsect. 3.1) Additional requirements had to
be defined in consultation with the function developer.

All in all, 12 of the 17 existing requirements had to be altered and three
additional requirements had to be added. The derived requirements in combina-
tion with the enumerated sequences were the basis of the test model. Executing
the test cases showed no errors as requirements and implementation had already
been corrected during the enumeration process.

The most interesting fact was found when a comparison between the exist-
ing and the new test suite was made. The existing test suite turned out to be
incomplete w.r.t. the possible legal and expected uses, as only 45 % of the pos-
sible operating states and only 9 % of the operational transitions were reached.
Table lists some detailed numbers for each of the three timers. Even though,
the existing test suite reached a code coverage of 100 %. This finding highlights
the importance and significance of a complete and consistent requirements spec-
ification, followed by a good test strategy with a suitable stopping criterion.
Evidently modern code generators, due to their optimizations for embedded tar-
gets, reduce control flow. Code coverage measures catch control flow paths and
decisions. In the optimized code decisions are carried out on bit level and with
bit shifts, that are not covered by control flow measurements.

An incomplete specification and disputable subsequent test activities give
a distorted view of the quality and reliability of the developed system.

Table 3. Original test suite measurements

Model figures Original Test Suite Coverage

Timer Operational states Operational state
transitions

State coverage Transition coverage

TimerA 11 83 9 (≈ 82 %) 9 (≈ 11 %)

TimerB 30 231 6 (20 %) 10 (≈ 4 %)

TimerC 45 301 24 (≈ 53 %) 34 (≈ 17 %)

Total 86 615 39 (≈ 45 %) 53 (≈ 9 %)
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With the presented improved method (cf. Subsect. 4.1) it was possible to apply
a systematic method for requirements clarification, formalization and structured
testing.

6 Conclusion

The development of automated driving systems that process parallel and com-
plex inputs from the environment poses not only a challenge for the test environ-
ments, such as virtual simulation, but also for the methods of determining the
significant and required test scenarios. International norms like the ISO 26262
state requirements for dealing with such complex systems in its complete life
cycle, with a focus on the design and verification and validation activities.

The methods for verification and validation of software were substantiated
in 2013, when the first, second, and third parts of the international standard for
software testing ISO/IEC/IEEE 29119 were released. It states the main purpose
of requirements based testing as ‘to determine whether the test item meets end-
user requirements’ [3, Part 1, p. 31]. In the same section it remarks that testing
may suffer if the requirements are incomplete or not consistently specified.

In this paper we presented our approach to facilitate the creation of a com-
plete, traceably correct, and consistent environmental model in industry. Its
foundation lies in a separate modeling of the environmental actors with a con-
structive method. By this approach, the subsequent activities for quality assur-
ance, such as validation and verification, measurement of coverage criteria, and
estimators e.g. of the reliability profit from this approach. This improvement
heavily relies on a provably correct basis for all the activities mentioned above.
Hence, significant test cases can be derived by applying appropriate strategies
from the model.

The application of constructive requirements modeling can be hardly feasible
for larger systems, because it can result in a rapid growth of the state space.
The state space explosion results from the fact, that the method itself requires
all possible stimulations to be sequentialized on a certain level of abstraction. To
deal with this, we presented techniques, that allow for an early reduction of the
modeled state space. Input streams are classified in two categories: completely
independent and parallel, and those which can be run in parallel between syn-
chronisation points. The input streams are separately enumerated, which reduces
tremendously the state growth. The final complete environmental model is a
composition of all models. In doing so, the creation of the model is de-composed
into manageable pieces: the creation of the model is feasible for real applications
in industry.

We presented the application of this approach on a real automotive embedded
functionality in AUTOSAR with timing requirements. A model was created with
the method presented in this paper. During the creation of the model, incon-
sistencies and flaws in the requirements were identified. These were clarified in
collaboration with the function owner. In addition, new requirements had to be
derived and defined, to obtain a complete specification of the expected behavior.
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The functionality was already tested before, with the test stopping criterion
of 100 % branch Code Coverage. We mapped the reached operating states for
100 % Code Coverage to the model. The analysis revealed that only 45 % of the
operating states from an environmental usage view were reached. This implies
that 55 % of all possible use scenarios were untested. Moreover, the stopping
criteria such as requirements- or code-coverage did not require testing activities
for the omitted scenarios.

We derived a test suite to cover all identified operating states. The test
suite revealed a software failure w.r.t. the completed requirement specification.
This result affirms the statement of the ISO29119, that testing may suffer if the
requirements are not consistent or incomplete [3, Part 1, p. 31].

The determination of dependability estimators is well understood for mod-
els created in the classical way. In a next step, we examine how dependability
estimators hold for the new composed model, and how they can be computed,
respectively.
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Abstract. The CPSoS project is developing a roadmap for future
research and innovation in cyber-physical systems of systems. This paper
presents preliminary findings and proposals that are put forward as a
result of broad consultations with experts from industry and academia,
and through analysis of the state of the art in cyber-physical systems of
systems.

1 Introduction

Cyber-physical systems of systems (CPSoS) are large physical systems as, e.g.,
railway systems, the electric grid and production plants that consist of many
interacting physical elements and of distributed IT systems for monitoring, con-
trol, and optimization and interaction with human operators and managers that
are interfaced to the physical system elements and are interconnected via com-
munication networks. These systems are of crucial importance for the welfare of
the citizens of Europe as they represent some of the most important infrastruc-
tures and the backbone of the European economy.

Characteristic features of cyber-physical systems of systems are:

– Complex dynamics,
– Distributed control, supervision and management,
– Partial autonomy of the subsystems,

This project has received funding from the European Union’s Seventh Programme
for research, technological development and demonstration under grant agreement
No 611115.

c© Springer International Publishing Switzerland 2015
C. Berger and M.R. Mousavi (Eds.): CyPhy 2015, LNCS 9361, pp. 40–55, 2015.
DOI: 10.1007/978-3-319-25141-7 4



Core Research and Innovation Areas in CPSoS 41

– Dynamic reconfiguration of the overall system on different timescales,
– Continuous evolution of the overall system during its operation, and
– Possibility of emerging behaviours.

As cyber-physical systems of systems comprise physical elements as well as
computing systems that are tightly coupled, the engineering and operation of
these systems must build upon theories, tools and knowledge from a large num-
ber of domains, from population dynamics and nonlinear systems theory over
advanced modelling, simulation, optimisation and signal processing to software
engineering, computer networks, validation and verification and user interaction.
Knowledge about the physical aspects of the systems as well as about the appli-
cation domains is indispensable to arrive at solutions that are taken up in the
real world. To integrate these diverse research and development communities to
realise the opportunities and to respond to the challenges of large-scale, intercon-
nected, distributed synergistic systems and to mitigate the associated risks and
challenges is the most crucial aspect for a successful future development of the
domain of CPSoS. Relevant theory and tools for CPSoS can only be developed
with awareness and in-depth knowledge of application needs and industry trends.

The CPSoS project (www.cpsos.eu) is a Communication and Support Action
that acts as an exchange platform for systems of systems (SoS) related projects
and communities [10]. One of the main goals of the project is to develop a
European research and innovation agenda on CPSoS. To support this process,
the project has set up three working groups to capture the views of industry and
academia:

– Systems of Systems in Transportation and Logistics, led by Haydn Thompson,
Haydn Consulting Ltd, United Kingdom,

– Physically Connected Systems of Systems, led by Sebastian Engell, TU
Dortmund, Germany, and

– Tools for Systems of Systems Engineering and Management, led by Michel
Reniers, Eindhoven University of Technology, Netherlands.

The working groups currently comprise of 36 members, leading specialists from
industry and academia, and include delegates from ongoing EU-funded projects
in the area of SoS to ensure that as many views as possible are represented.
Information about the composition of these working groups can be found via
www.cpsos.eu.

Based on input from the working group members, and extensive consulta-
tions with domain experts in three public meetings with over 100 participants,
and more than 130 written contributions and interviews, a state of the art docu-
ment was produced (www.cpsos.eu/state-of-the-art, [5]) and the proposals were
synthesized into a first research and innovation agenda (www.cpsos.eu/roadmap,
[4]). The agenda describes three main areas of research and development:

1. Distributed, reliable and efficient management of CPSoS,
2. Engineering support for the design-operation continuum of CPSoS, and
3. Cognitive CPSoS.

www.cpsos.eu
www.cpsos.eu
www.cpsos.eu/state-of-the-art
www.cpsos.eu/roadmap
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The contents of this paper is based on documents produced in the context of
the CPSoS project [3–5]. An abstract of the research challenges has also been
published in [11].

Below, these challenges are explained in more detail. First, Sect. 2 gives an
overview of the properties of CPSoS. The specific features and challenges of
CPSoS in operation and design are analysed in Sect. 3. Building upon this analy-
sis, the three main areas that have been identified as key challenges for future
research and innovation are then outlined in Sect. 4. Section 5 provides a sum-
mary of the paper.

2 Cyber-Physical Systems of Systems

The concept of systems of systems has been developed to characterize large,
distributed systems that consist of interacting and networked, but partially
autonomous, elements that together can show emergent behaviour [7,9]. Generic
approaches to the analysis, design, management and control of SoS has become
an active domain of research in recent years at the interface of various disciplines,
such as computer science, systems and control, and systems engineering.

Cyber-physical systems are large complex physical systems that interact with
a considerable number of distributed computing elements for monitoring, control
and management. Additionally, they can exchange information between them-
selves and with human users. The elements of the physical system are connected
by the exchange of material, energy, or momentum and/or the use of common
resources (roads, rail-tracks, air space, waterways) while the elements of the con-
trol and management system are connected by communication networks which
may impose restrictions on the frequency and speed of information exchange.

The CPSoS project has refined the above definitions into the following defi-
nition [3].

Definition 1. Cyber-physical systems of systems are cyber-physical systems
that exhibit the features of SoS:

– Large, often spatially distributed physical systems with complex dynamics,
– Distributed control, supervision and management,
– Partial autonomy of the subsystems,
– Dynamic reconfiguration of the overall system on different timescales,
– Continuous evolution of the overall system during its operation,
– Possibility of emerging behaviours.

Prominent examples of CPSoS are rail and road transport systems, power plants,
large production facilities, gas pipeline networks, container terminals, water sys-
tems, and supply chains.
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3 Features of CPSoS and Industrial Challenges in Their
Development and Operation

In this section the key features that characterise CPSoS are highlighted. This is
put into context of real applications to explain the key challenges faced by indus-
trial developers of such systems. Major challenges are in dealing with constantly
evolving, highly complex systems with distributed management, a mixture of
autonomous and human control interactions, and dynamic reconfiguration to
deal with local failure management.

3.1 Size and Distribution

CPSoS comprise a significant number of interacting components that are (par-
tially) physically coupled and together fulfil a certain function, provide a service,
or generate products. The components can provide services independently, but
the performance of the overall system depends on the “orchestration” of the
components. The physical size or geographic distribution of the system are not
essential factors to make it a system of systems, but rather is its complexity.
A factory with many “stations” and materials handling and transportation sys-
tems is structurally not much different from a large rail transportation network
that extends over several countries.

A distinguishing feature for a system of systems is that at least some of the
components can provide useful services also independently. So a car engine with
several controllers that are connected by a communication system is a cyber-
physical system, but not a system of systems, as the components only provide a
useful function together with the engine, and there is no local autonomy of the
subsystems but only a distributed deployment of control functions.

3.2 Control and Management

Owing to the scope and the complexity of the overall system or due to the
ownership or management structures, the control and management of CPSoS
cannot be performed in a completely centralized or hierarchical top-down manner
with one authority tightly controlling and managing all the subsystems. Instead,
there is a significant distribution of authority with partial local autonomy, i.e.,
partially independent decision making.

The distribution of the management and control structure usually follows the
physical distribution of the system elements. Large systems are always controlled
in a hierarchical and distributed fashion where local “uncertainties”, e.g., the
effects of non-ideal behaviours of components or of disturbances, are reduced
by local control. In CPSoS, there are partly autonomous human or automatic
decision makers that steer the subsystems according to local priorities. The
“managerial element” of the components of the management and control sys-
tems in CPSoS goes beyond classical decentralized control where decentralized
controllers control certain variables to externally set reference values.
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Communication between the physical sub-systems and the control and man-
agement of sub-systems takes place via sensors and actuators and various types
of communication channels, from wires to connections over the internet that
may be unreliable or have limited bandwidth. The elements of the management
and control systems similarly communicate via suitable channels. Internet com-
munication mechanisms and wireless channels have provided a much greater
connectivity of distributed system elements and this trend will continue (“Inter-
net of Things”). Research and innovation in CPSoS is about how to use this
connectivity for better management and control of the overall SoS. Internet con-
nectivity adds a significant element of flexibility but also of vulnerability to
technical systems that can have consequences that go far beyond issues of pri-
vacy, as potentially large damages (accidents, power outages, standstills) can
be caused. Therefore, security against unauthorized access is a major system
issue, and detection of manipulated signals or commands are important aspects
of CPSoS design.

For CPSoS, the management of the overall system as well as of its sub-systems
will usually not only be driven by technical criteria but rather by economic,
social, and ecologic performance indicators, e.g., profitability, acceptance, sat-
isfaction of users, and environmental impact. CPSoS are managed by humans,
and many performance criteria concern providing services to human users. Thus,
CPSoS have to be addressed as socio-technical systems with the specific feature
of a large technical/physical structure that determines and constrains the behav-
iour of the system to a large extent.

3.3 Partial Autonomy

Partial autonomy of the subsystems both in terms of their independent ability to
provide certain services and of partial autonomy of their control and management
systems is essential in the definition of CPSoS. Often, the sub-systems can exhibit
selfish behaviour with local management, goals, and preferences. The autonomy
can in particular result from human users or supervisors taking or influencing
the local decisions.

Autonomy is understood as the presence of local goals that cannot be fully
controlled on the system of systems level. Rather, incentives or constraints are
given to the subsystem control in order to make it contribute to the global
system targets. An example is the operation of units of a chemical plant that
consume and produce steam as a necessary resource or by-product of their main
task. Their operators or managers run their processes autonomously to achieve
local goals and meet local targets. The site owner/operator sets mechanisms
to negotiate about the steam generation/consumption and in doing so provides
suitable incentives so that the global profit of the site is maximized.

Autonomy can lead to self-organizing systems: Consider the flow of cars in a
city when there is a new construction site. Due to their autonomous intelligence,
the drivers seek new paths, quite predictably, and after a few days each one
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re-optimizes her or his route to minimize travel time, and a new flow pattern
establishes itself. This may not be provably optimal, but the autonomous actions
of the “agents” lead to resilience of the overall system.

3.4 Dynamic Reconfiguration

Dynamic reconfiguration, i.e., the frequent addition, modification or removal of
components is a widespread phenomenon in CPSoS. This includes systems where
components come and go (like in air traffic control) as well as the handling of
faults and the change of system structures and management strategies following
changes of demands, supplies or regulations.

Fault detection and handling of errors or abnormal behaviours is a key issue
in CPSoS design and operation. Due to the large scale and the complexity of
CPSoS, failures occur all the time. The average system performance, as well
as the degree of satisfaction of the users, is strongly affected by the impact of
unforeseen events and outer influences that require non-continuous actions and
cannot be compensated on the lower system levels. There is a massive need
for detecting such situations quickly and, if possible, preventing them, and for
fail-soft mechanisms and resiliency and fault tolerance at the systems level. The
handling of faults and abnormal behaviour is challenging from a systems design
point of view. In many cases it cannot be done optimally by a design based on
separation of concerns but requires a trans-layer design of the reaction to such
events.

Living cells with their multiple metabolic pathways are an example of a
system that has optimized its ability to reconfigure itself to cope with changing
conditions (availability of nutrients and other external factors) by keeping many
options (metabolic pathways) intact and being able to switch between them.
They may be used as a paradigm for the design of resilient CPSoS that do not
operate in a strictly controlled environment.

3.5 Continuous Evolution

CPSoS are large systems that operate and are continuously improved over long
periods of time. In many systems, from railways to chemical plants, the hardware
(real physical hardware) infrastructure “lives” for 30 or more years, and new
functionalities or improved performance have to be realized with only limited
changes of many parts of the overall system. Management and control software as
well usually has long periods of service, while the computing hardware base and
the communication infrastructure change much more rapidly. Components are
modified, added, the scope of the system may be extended or its specifications
changed. So engineering to a large extent has to be performed at runtime.

The V-model paradigm with consecutive phases: requirements – modelling –
model-based design – verification – validation – commissioning – operation –
dismantling, is not applicable in its pure form to SoS where the requirements
change during operation. There is a need for a scientific foundation to handle
multi-layer operations and multiple life-cycle management.
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Specification needs to be particularly thorough in the context of SoS, and
should be as simply and clearly articulated as possible. Testing also needs to
be thorough in the context of real SoS and must include also “mis-use cases”.
Once rolled out, operating and maintaining a system of systems requires a good
knowledge of the “as-deployed-and-configured” system’s physical, functional and
behavioural configuration. Here the aviation industry has great experience.

When a new system is developed and deployed, the two activities of design
and operational management usually can clearly be distinguished and often dif-
ferent groups of people are responsible for them. But later, the distinction is
blurred, the experience gained in (day-to-day) management must be taken into
account in revisions, extensions etc. The operational management must also take
care of the implementation of engineered changes in a running system. Validation
and verification has to be done “on the fly”. This integration strengthens the
role of models in both engineering processes. Up-to-date (because continuously
updated) models of the running operation can be used for both purposes. The
engineering of system of systems requires methods and tools that can be used
seamlessly during design as well as operation (design-operations continuum).

3.6 Possibility of Emerging Behaviours

Emerging behaviours are an issue that is highly disputed. It is a simple and often
stated fact that the system as a whole is more than its parts and can provide
services that the components cannot provide autonomously. Sometimes the term
emerging behaviour is used for the consequences of simple dynamic interactions,
e.g., that a feedback loop that consists of stable subsystems may become unstable
(and vice versa), or of design flaws due to an insufficient consideration of side-
effects. The term emerging behaviour however seems more appropriate for the
occurrence of patterns, oscillations or instabilities on a system-wide level, as
it may occur in large power systems or in transportation systems, and to self-
organization and the formation of structures in large systems.

Emerging behaviour should be distinguished from cascades of failures, like if
a traffic jam on one motorway leads to one on the alternative route. However, if
faults lead to instabilities and possible breakdowns of a large system due to “long-
range interactions” in the system, like in power blackouts, then this can be called
emerging behaviour. Emerging behaviour should be addressed both from the side
of system analysis under which conditions does emerging behaviour occur and
from the side of systems design how can sufficient resiliency be built into the
system such that local variations, faults, and problems can be absorbed by the
system or be confined to the subsystem affected and its neighbours and do not
trigger cascades or waves of problems in the overall system. Formal verification
(e.g., assume/guarantee reasoning) as well as dynamic stability analysis for large-
scale systems are possible approaches to prove the non-existence of unwanted
emerging behaviours.
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3.7 Enabling Technologies and Methodologies

In order to build and to operate CPSoS, knowledge and technologies from many
domains are needed. We distinguish between enabling technologies that are
required to realize CPSoS but are developed independently and for a broad
range of purposes, and core technologies that are specific and have to be specif-
ically developed for CPSoS. The following are examples of enabling technolo-
gies/methodologies:

– Communication technologies and communication engineering. Standardized
protocols, exploiting the Internet of Things, e.g., interactions between phone
and car, to provide new functionality/services, LiFi light communications.

– Computing technologies, high-performance and distributed computing. Mul-
ticore computing and new computer architectures to deal with more data and
provide localised processing, low power processing for ubiquitous installation
(with energy harvesting supplies), ability to implement mixed criticality on
multicores.

– Sensors, e.g., energy harvesting, Nano NEMs sensors - the next generation
beyond MEMs.

– Management and analysis of huge amounts of data (“big data”).
– Human-machine interfaces, e.g., head up displays, display glasses, polymer

electronics and organic LEDs to display information.
– Dependable computing and communications.
– Security of distributed/cloud computing and of communication systems.

Research and innovation in these areas contributes strongly to the ability to
build more efficient and more reliable CPSoS, but have broader applications and
includes investigating how to best make use of these technologies and to trigger
and jointly perform specific developments related to CPSoS.

4 Key Research and Innovation Challenges in CPSoS

In this section, the identified key research and innovation challenges in the engi-
neering and management of CPSoS are introduced.

4.1 Distributed, Reliable and Efficient Management of CPSoS

Due to the scope and the complexity of CPSoS as well as due to ownership
or management structures, the control and management tasks in such systems
cannot be performed in a centralized or hierarchical top-down manner with one
authority tightly controlling all subsystems. In CPSoS, there is a significant dis-
tribution of authority with partial local autonomy. An illustrative example of
such a system is a self-organizing automation system for coordinating smart
components within the grid as presented in [1]. See Fig. 1 for an illustrative
example. The design of such management systems for reliable and efficient man-
agement of the overall systems poses a key challenge in the design and operation
of CPSoS.
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Fig. 1. Self-Organizing energy automation systems: coordinating smart components
within the grid, from [1].

The following sub-topics should be addressed:

– Decision structures and system architectures,
– Self-organization, structure formation, and emergent behaviour in technical

SoS,
– Real-time monitoring, exception handling, fault detection and mitigation of

faults and degradation,
– Adaptation and integration of new components,
– Humans in the loop and collaborative decision making, and
– Trust in large distributed systems.

Decision Structures and System Architectures. The interaction and
coordination of dynamic systems with partial autonomy in SoS, possibly with
dynamic membership, must be studied broadly. Examples of applicable meth-
ods are population dynamics and control and market-based mechanisms for the
distribution of constraining resources. The partial autonomy of the components
from the overall system of systems perspective leads to uncertainty about the
behaviour of the subsystems. Therefore the system-wide coordination must take
into account uncertain behaviour and must nonetheless guarantee an acceptable
performance of the overall system. Stochastic optimization and risk management
must be developed for CPSoS. It must be understood better how the manage-
ment structure (centralized, hierarchical, distributed, clustered) influences sys-
tem performance and robustness.
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Self-Organization, Structure Formation, and Emergent Behaviour in
Technical SoS. Due to local autonomy and dynamic interactions, CPSoS can
realize self-organization and exhibit structure formation and system-wide insta-
bility, in short, emergent behaviour. The prediction of such system-wide phenom-
ena is an open challenge at the moment. Distributed management and control
methods must be designed such that CPSoS do not show undesired emerging
behaviour. Inputs from the field of dynamic structure or pattern formation in
large systems with uncertain elements must be combined with classical stability
analysis and assume-guarantee reasoning. Methods must be developed such that
sufficient resiliency is built into the system so that local variations, faults, and
problems can be absorbed by the system or be confined to the subsystem affected
and its neighbours and no cascades or waves of disturbances are triggered in the
overall system.

Real-Time Monitoring, Exception Handling, Fault Detection, and
Mitigation of Faults and Degradation. Due to the large scale and the
complexity of CPSoS, the occurrence of failures is the norm. Hence there is a
strong need for mechanisms for the detection of abnormal states and for fail-soft
mechanisms and fault tolerance by suitable mechanisms at the systems level.
Advanced monitoring of the state of the system and triggering of preventive
maintenance based on its results can make a major contribution to the reduc-
tion of the number of unexpected faults and to the reduction of maintenance
costs and downtime. Faults may propagate over the different layers of the man-
agement and automation hierarchy. Many real-world SoS experience cascading
effects of failures of components. These abnormal events must therefore be han-
dled across the layers.

Adaptation and Integration of New or Modified Components. CPSoS
are operated and continuously improved over long periods of time. New function-
alities or improved performance have to be realized with only limited changes
of many parts of the overall system. Components are modified and added, the
scope of the system may be extended or its specifications may be changed. So
engineering to a large extent has to be performed at runtime. Additions and
modifications of system components are much facilitated by plug-and-play capa-
bilities of components that are equipped with their own management and control
systems (decentralized intelligence).

Humans in the Loop and Collaborative Decision Making. HMI concepts,
i.e., filtering and appropriate presentation of information to human users and
operators are crucial for the acceptance of advanced computer-based solutions.
Human interventions introduce an additional nonlinearity and uncertainty in the
system. Important research issues are the human capacity of attention and how
to provide motivation for sufficient attention and consistent decision making. It
must be investigated how the capabilities of humans and machines in real-time



50 S. Engell et al.

monitoring and decision making can be combined optimally. Future research
on the monitoring of the actions of the users and anticipating their behaviours
and modelling their situation awareness is needed. Social phenomena (e.g., the
dynamics of user groups) must also be taken into account.

Trust in Large Distributed Systems. Cyber-security is a very important
element in CPSoS. A specific challenge is the recognition of obstructive injections
of signals or takeovers of components in order to cause malfunctions, suboptimal
performance, shutdowns or accidents, e.g., power outages. The detection of such
attacks requires taking into account both the behaviour of the physical elements
and the computerized monitoring, control and management systems. In the case
of the detection of insecure states, suitable isolation procedures and soft (partial)
shut-down strategies must be designed.

4.2 Engineering Support for the Design-Operation
Continuum of CPSoS

While model-based design methods and tools have been established in recent
years in industrial practice for traditional embedded systems, the engineering of
CPSoS poses key challenges that go beyond the capabilities of existing method-
ologies and tools for design, engineering, and validation. These challenges result
directly from the constitutive properties of CPSoS:

– CPSoS are continuously evolving which softens, or even completely removes,
the traditional separation between the engineering/design phases and the
operational stages,

– The high degree of heterogeneity and partial autonomy of CPSoS requires
new, fully integrated approaches for their design, validation, and operation,

– CPSoS are highly flexible and thus subject to frequent, dynamic reconfigu-
ration, which must be supported by design support tools to enable efficient
engineering,

– Failures, abnormal states, and unexpected/emerging behaviours are the norm
in CPSoS, and

– CPSoS are socio-technical systems in which machines and humans interact
closely.

The efficient design and operation of such systems requires new design support
methodologies and software tools in the following areas:

– Integrated engineering of CPSoS over their full life cycle,
– Modelling, simulation, and optimization of CPSoS,
– Establishing system-wide and key properties of CPSoS.

Integrated Engineering of CPSoS over Their Full Life Cycle. The dis-
appearance of the separation between the design and engineering phases and
the operational stage necessitates new engineering frameworks that support the
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Fig. 2. DANSE system engineering life cycle, from [6].

specification, adaptation, evolution, and maintenance of requirements, structural
and behavioural models, and realizations not only during design, but over their
complete life cycle.

An example of such a life cycle is the DANSE system engineering life cycle
shown in Fig. 2 which features a continuous SoS management phase [6]. The
challenges in rolling out SoS are the asynchronous life cycles of the constituent
parts and also the fact that many components are developed independently and
that legacy systems may only be described insufficiently.

New engineering frameworks must enable the engineers to design fault-
resilient management and control architectures by an integrated cross-layer
design that spans all levels of the design and of the automation hierarchies, and
by providing model-based analysis facilities to detect design errors early and
to perform risk management. Such engineering frameworks must be integrated
closely with industrial infrastructure (e.g., databases, modelling and simulation
tools, execution and runtime systems, ...).

CPSoS usually are not designed and maintained by a single company, but
instead many providers of tools and hardware may be involved. Thus, collabo-
rative engineering and runtime environments are essential that enable providers
to jointly work on aspects of the CPSoS while competing on others. Integra-
tion must be based on open, easy-to-test interfaces and platforms that can be
accessed by all component providers. Methods and software tools must provide
semantic integration to simplify the interactions of existing systems as well as
the deployment of new systems.

The advantages of these new CPSoS technologies may not be immediately
apparent to industrial users, in particular in smaller companies. Thus, the
demonstration of industrial business cases and application results that clearly
illustrate the benefits of these technologies is an important goal.
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Modelling, Simulation, and Optimization of CPSoS. Challenges in mod-
elling and simulation are the high cost for building and maintaining models,
modelling of human users and operators, simulation and analysis of stochastic
behaviour, and setting up models that include failure states and the reaction to
abnormal situations for validation and verification purposes. Key for the adap-
tation of models during the life cycle of a system and for reduced modelling
cost are methodologies and software tools for model management and for the
integration of models from different domains. Such model management requires
meta-models.

Efficient simulation algorithms are needed to enable the system-wide sim-
ulation of large heterogeneous models of CPSoS, including dynamic on-the-fly
reconfiguration of the simulation models that represent the reconfiguration of
the underlying CPSoS. For performance and risk analysis, global high-level mod-
elling and simulation of CPSoS is necessary including stochastic phenomena and
the occurrence of abnormal states.

The model-based development of SoS necessitates collaborative environments
for competing companies and the integration of legacy systems simulation as well
as open approaches for tight and efficient integration and consolidation of data,
models, engineering tools, and other information across different platforms. New
business models may lead to a situation where for potential system components
simulation models are delivered such that the overall system can be designed
based on these models.

The real potential of model-based design is only realized if the models can
be coupled to optimization algorithms. Single-criterion optimization of complex
systems, including dynamic systems that are described by equation-based mod-
els has progressed tremendously in the recent decade. The next steps will be
to develop efficient optimization tools for heterogeneous models, to progress
towards global optimization and to use multi-criterion optimization in order
to explore the design space.

Establishing System-Wide and Key Properties of CPSoS. Establish-
ment, validation, and verification of key properties of CPSoS is an important
challenge. New approaches are needed for dynamic requirements management
during the continuous evolution of a CPSoS, ensuring correctness by design dur-
ing its evolution, and for verification especially on the system of systems level.
New algorithms and tools should enable the automatic analysis of complete,
large-scale, dynamically varying and evolving CPSoS. This includes formal lan-
guages and verification techniques for heterogeneous distributed hybrid systems
including communication systems, theory for successive refinements and abstrac-
tions of continuous and discrete systems so that validation and verification at dif-
ferent levels of abstraction are correlated, and the joint use of assume-guarantee
reasoning and simulation-based (Monte Carlo) and exhaustive (model checking)
verification techniques.
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4.3 Cognitive CPSoS

SoS by their very nature are large, distributed and extremely complex presenting
a myriad of operational challenges. To cope with these challenges there is a
need for improved situational awareness [2,8]. Gaining an overview of the entire
SoS is inherently complicated by the presence of decentralized management and
control. The introduction of cognitive features to aid both operators and users
of complex CPSoS is seen as a key requirement for the future to reduce the
complexity management burden from increased interconnectivity and the data
deluge presented by increasing levels of data acquisition. This requires research in
a number of supporting areas to allow vertical integration from the sensor level to
supporting algorithms for information extraction, decision support, automated
and self-learning control, dynamic reconfiguration features and consideration
of the socio-technical interactions with operators and users. The following key
subtopics have been identified as being necessary to support a move to cognitive
CPSoS.

– Situation awareness in large distributed systems with decentralized manage-
ment and control

– Handling large amounts of data in real time to monitor the system perfor-
mance and to detect faults and degradation

– Learning good operation patterns from past examples, auto-reconfiguration
and adaptation

– Analysis of user behaviour and detection of needs and anomalies

Situation Awareness in Large Distributed Systems with Decentralized
Management and Control. In order to operate a system of systems efficiently
and robustly there is a need to detect changes in demands and operational
conditions (both of the equipment and outer factors) and to deal with anomalies
and failures within the system. This can only be achieved via the introduction of
much greater levels of data acquisition throughout the CPSoS and the use of this
data for optimization, decision support and control. Here a key enabler is the
introduction of novel, easy to install, low cost, sensor technologies and monitoring
concepts. If wireless monitoring is to be used there is also a need for ultra-low
power electronics and energy harvesting technologies to avoid the need for, and
associated maintenance costs of, battery change. An increase in data gathering
will also require robust wired and wireless communication protocols that can
deal with efficient transmission of individual data values from a multitude of
sensors to streaming of data at high data rates, e.g., for vibration and video
monitoring.

Handling Large Amounts of Data in Real Time to Monitor the System
Performance and to Detect Faults and Degradation. A challenge for the
future will be the physical system integration of highly complex data acquisition
systems and the management of the data deluge from the plethora of installed
sensors and the fusion of this with other information sources. This will require
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analysis of large amounts of data in real time to monitor system performance
and to detect faults or degradation. Here there is a need for visualization tools to
manage the complexity of the data produced allowing managers to understand
the “real world in real time”, manage risk and make informed decisions on how
to control and optimize the system.

Learning Good Operation Patterns from Past Examples, Auto-
Reconfiguration, and Adaptation. There is a great opportunity to aid
system operators by incorporating learning capabilities within decision support
tools to identify good operational patterns from past examples. Additionally, to
deal with the complexity of managing system faults, which is a major burden
for CPSoS operators, auto-reconfiguration and adaptation features can be built
into the system.

Analysis of User Behaviour and Detection of Needs and Anomalies.
CPSoS are socio-technical systems and as such humans are an integral element
of the system. SoS thus need to be resilient to the effects of the natural unpre-
dictable behaviour of humans. There is thus a need to continuously analyse user
behaviour and its impact upon the system to ensure that this does not result in
system disruption.

The end result of combining real world, real-time information for decision
support with autonomous control and learning features will be to provide cog-
nitive CPSoS that will support both users and operators, providing situational
awareness and automated features to manage complexity that will allow them
to meet the challenges of the future.

5 Summary

After a thorough investigation of the state of the art in the domains of trans-
portation and logistics, electrical grids, processing plants, smart buildings, dis-
tribution networks and methods and tools for the engineering and management
of CPSoS and discussions and consultations with stakeholders in the domains
from industry and from academia, the project CPSoS has identified three core
research and innovation areas for the next decade:

1. Distributed, reliable and efficient management of CPSoS,
2. Engineering support for the design-operation continuum of CPSoS, and
3. Cognitive CPSoS.

Important long-term research topics in these domains have been described
above. CPSoS will continue to raise awareness about cyber-physical systems of
systems and their importance for the welfare of Europe and will propose also
shorter term research and innovation topics for national and European research
and innovation funding.
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Abstract. The Speed and Distance Monitoring (SaDM) in a train con-
trol system is a cyber physical system, which constantly has to process
information about the train and its environment. The specification of
such systems, however, is often done in an informal way, hindering formal
analysis and optimization. In this paper, we propose to use Parametric
Synchronous Dataflow Graphs (PSDF) to formally specify the SaDM.
For this purpose, the information about the environment is modeled via
piecewise constant functions, where each discontinuity corresponds to a
physical location. As the number of relevant locations depends on the
actual track side and, thus, is unknown a priori, we use parameters to
construct consistent PSDF models. Based on our formal model, we have
implemented the SaDM using SCADE.

1 Introduction

Model-based system engineering has proven to be a well-suited methodology to
develop embedded systems and especially safety-critical cyber-physical systems.
Model-based approaches are widely used in the automotive and avionics domain
but are still uncommon in the railway sector. The increasing complexity of soft-
ware in locomotive on-board units renders software development and verification
with traditional methods nearly impossible. We propose model-based engineer-
ing techniques as a means to ease this process. However, finding the right model
for a model-based engineering approach is a challenging task.

The modeling formalism of synchronous dataflow models (SDF) and its exten-
sions like parametric synchronous dataflow (PSDF) are well-suited for stream-
ing applications e.g. from the domain of multimedia. The big advantages like
well-developed formal methods for analysis and optimization could enhance the
development process of safety-relevant applications in other domains as e.g. the
railway sector.

In this paper, we propose to use PSDF for modeling parts of the train control
system, which constantly interacts with its physical environment. Train control
c© Springer International Publishing Switzerland 2015
C. Berger and M.R. Mousavi (Eds.): CyPhy 2015, LNCS 9361, pp. 56–66, 2015.
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systems (or respectively automatic train protection systems) have been devel-
oped since the very beginning of railway operation. Consequently, trains oper-
ated by different countries mostly use non-interoperable train control systems.
Especially in the converging European Union this leads to a problem: all trains
that need to cross borders also need to be equipped with several expensive train
control systems.

The European Train Control System (ETCS), designed in the 1990s, is the
designated solution to overcome this problem. ETCS includes a set of modern
concepts for train control to achieve high speed and high utilization of the rail
network. Besides this, ETCS aims to be flexible to address all requirements of
national railway operators. The resulting ETCS standard became rather complex
and difficult to implement, since the standard is currently only available as a
natural, non-formal language document. This leads to high development costs
and incompatible implementations by different vendors caused by ambiguities of
the specification.

In this environment, the openETCS project was created with to implement
an open source version of the on-board unit software. To achieve this, model-
based systems engineering methods are employed. In this paper we present our
efforts to model and implement the Speed and Distance Monitoring (SaDM)
component using PSDF, which is part of the ETCS standard.

2 Related Work

Since the first release of the ETCS standard, several publications examined dif-
ferent aspects of the ETCS specification. Many of them deal with real-time
properties and reliability of the communication link between train and track-
side equipment. In [10–12,17] Petri net extensions are used to investigate the
functional properties and stochastic guarantees of the communication. Modeling
and calculation of SaDM of ETCS were covered in [8,14,16]. These focus on
the functional properties of the computation and use of an application-specific
modeling methodology. Other publications in the ETCS context focus on for-
malization and safety analysis. The authors in [7] show in three case studies
how formal languages can ease the verification process of safety-critical systems.
They show how the SPARK language and its toolset can be integrated into the
existing development process to decrease the effort of system certification in the
railway domain. However none of these publications deal with the modeling of
the tight interaction with the physical environment.

In the last decades, the formalism of dataflow graph models as a refinement
of process networks, have evolved to a valuable approach to develop stream-
ing application like multimedia processing. The specialized type of synchronous
dataflow graphs (SDF graphs) were presented in [13]. Due to their static nature,
many analysis and optimization methods are available for SDF graphs. Since the
expressiveness of SDF graphs is limited, many adoptions to increase their com-
putational power have been proposed. Examples are Boolean Dataflow Graphs
[6] and cyclo-static dataflow graphs[5]. Parametric synchronous dataflow graphs
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(PSDF graphs) extend the modeling features towards even more dynamic behav-
ior, which allows reconfiguration of subgraphs based on a set of parameters. The
computation of these parameters could be done by a configuration dataflow
model or a parent model, where this subgraph is embedded. The applications
of PSDF graphs described in research are mostly limited to applications in the
area of de-/encoding data. An exception is [9], which discusses an approach to
integrate the timing of cyber physical systems into process networks, but it lacks
of other physical constrains as locations. In this paper, we propose to model the
physical environment by a set of piecewise constant function, where each dis-
continuity corresponds to a physical location. As the number of discontinuities
is not known a priori, we use the PSDF model to construct a consistent model.

3 Parametric Synchronous Dataflow

The basic formalism for PSDF graphs are SDF graphs. A SDF graph G =
(V,E, cons, prod,D) consists of a set of Vertices V , a set of edges E ⊆ V → V ,
token consumption rates cons : E → N, token production rates prod : E → N,
and a delay function D : E → N0. The vertices are actors communicating data
tokens over unbounded channels represented by edges, so every channel is anno-
tated with the number d(e) of tokens on it. In SDF graphs the consumption and
production rates need to be static. An actor v ∈ V can be fired if ∀e = (ṽ, v) ∈ E :
d(e) ≥ cons(e). If actor v fires, it consumes cons(e) token from each incoming edge
e = (ṽ, v) ∈ E and produces prod(e) token on each outgoing edge e = (v, ṽ) ∈ E A
SDF graph is called consistent, if a non-trivial repetition vector γ could be found,
which describes the number of activations (firings) of every actor to get into the
same state (count of tokens on the channels) as in the initial situation. In PSDF
graphs this description is extended by configurable consumption and production
rates are specified by parameters, which represent a runtime determined integer
consumption or production rate.

4 ETCS - Speed and Distance Monitoring

To illustrate our proposed modeling approach, we use the speed and distance
monitoring (SaDM) from the European Train Control System (ETCS). The
SaDM is described next.

One of the main tasks of ETCS is to supervise the speed and position of a
train to ensure that the train stays in the permitted speed ranges. Because of
the low friction between steel wheels and rail and the relatively high mass of
the train, the braking distance is very large compared to, e.g., automobiles. As
a consequence driving on sight is limited to relative low speeds and for higher
speeds technical assistant is needed.

An established approach to ensure the safe track operation cascaded sig-
nals and mutual exclusive track usage is used. The size of the track segments
significantly effects the utilization and possible throughput and therefore the
profitability of a track. Since the signal equipment is fixed at the track side, a
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Fig. 1. Simplified overview of the ETCS SaDM extracted from [15]

customization for different rolling stock is effectively impossible. This becomes a
serious problem if trains with significantly different maximum speeds and brak-
ing abilities are used on a track.

To prevent a human failure of the perception of safety-critical information, all
modern train control systems must have an automatic intervention possibility
for dangerous situations. More sophisticated train control systems like ETCS
make usage of customized signaling with displays within the train cab. This
“cab signaling” helps to customize the speed and distance limits for every train.
The challenge of a calculation on the on-board unit of the train control system
is to ensure the safe operation of the train. This includes the functional safety
and the time-critical aspects of the calculation of speed and distance limits.

4.1 Overview

An overview SaDM is shown in Fig. 1. The tasks of SaDM are defined within the
System Requirements Specification [15]. The main output of the SaDM comprises
information for the driver, e.g., the currently permitted speed or monitoring
targets. For critical situations, the SaDM issues automatic braking commands. In
order to determine this information, SaDM needs several inputs such as dynamic
values of the current position, speed and acceleration of the train. Moreover, a
certain number of other train and track related inputs are needed which have
lower dynamics as position or speed.

The most important train related inputs are the braking abilities of a train.
Modern trains have multiple sets of brakes which have different operating princi-
ples and are used in several combinations according to various conditions. Thus,
the applicable braking deceleration in a dangerous situation needs to be defined
for all possible combinations. Other important characteristics such as curve tilt
abilities, maximum train speed or the train length also need to be considered to
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calculate the train dependent impact on the speed and distance limits. All train
related inputs are combined to a function called Asafe, that assigns a braking
acceleration to the two independent parameters of speed and location on track.
Hence, Asafe is a piecewise constant function or so-called step function of speed
and position.

Beside the train characteristics, the track related information are important
input data as well. A train equipped with ETCS receives information about the
track properties while moving on it. This includes a profile of track slopes and a
set of static speed restrictions which are caused by the shape of a track. Further-
more, dynamic speed restrictions (e.g., in areas which are under maintenance)
are transmitted to the train. This collection of location-based speed restrictions
is compressed to a single data structure called Most Restrictive Speed Profile
(MRSP) which contains a single speed limit for every position on the track ahead.
Again, the MRSP can be modeled by a piecewise constant function where every
discontinuity corresponds to a location on the trackside.

From this profile the particular targets for the supervision are derived by
getting all points with a decreasing allowed speed. An additional special target
is derived from the limited permission of a train to move on the track. This
End of Authority results from the Movement Authority which is transmitted by
the chief of operation to the train. All of the described supervision targets are
forwarded to the calculation of the target-specific braking curve. To predict the
behavior of the train in an emergency case the Emergency Brake Deceleration
(EBD) curve is one of the most important calculations. It is therefore in the
focus of the following sections.

4.2 Emergency Brake Deceleration Curve Calculation

The Emergency Brake Deceleration curve (EBD) represents the reliably expected
braking behavior in case of emergency. The system has to use all available and
allowed brakes to reach zero speed at a concrete location. In addition, there
exist several constraints, e.g., there is a slippery track which leads to a reduced
braking performance, or the system is unable to use all brakes but only a specific
combination. The system has to calculate the position of brake initiation to
stop before the target position under any circumstances. As shown in Fig. 2 the
braking performance influences the braking distance and as a consequence the
maximum allowed speed for a constant deceleration value a at a given position s
is described by the formula vmax =

√
2 × a × (s − s0) + v2

0 , where s0 and v0 are
a known point on the parabola. Since the deceleration value is only piecewise
constant for a given speed and location range, several arcs of the form of the latter
function are needed to describe the maximum allowed speed for a bigger part
of the track. If the stop location and the braking performance on each section
of the track are known, the latest point for brake initiation can be calculated
to stop at the desired position. Hence, there is a need of a backward calculation
algorithm which starts its calculation from the target location and calculates
backwards to at least the current front end position of the train on the track as
Fig. 3 shows.
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Fig. 2. Braking performance and its influence on the braking distance

Fig. 3. Backward calculation of brake initiation depending on braking performance

The result of this algorithm is the maximum speed of the train on a specific
position on the track. By exceeding this speed limit the train will fail to stop
at the desired location. This information is known as EBD. After determining
the maximum speed in comparison to the current speed, the ETCS on-board
computer can intervene and brake automatically.

5 Parametric Dataflow Modeling of the EBD Calculation

For a formalized representation of the EBD calculation several analyses were
done. The first step was the construction of the program flowchart in Fig. 4 to
describe the algorithm. The calculation starts for every speed reduction location
(supervised target) at the first known data point on the curve of allowed maxi-
mum speed. This is essentially the position of the supervised target itself and its
associated speed limit. The initialization phase also includes a look-up into the
two-dimensional array A safe(V,d) containing information about deceleration
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values of the train depending on the on-track location and speed. These three val-
ues lead into a first arc of the EBD. Afterwards, the iteration checks whether the
current iteration point is behind the current real front end position of the train.
This condition serves as a fast exit of the algorithm which is specified in [15]
because the information behind the current real front end is irrelevant. Following
model shows that for the worst case analysis and a static memory allocation this
condition could be substituted by a static parameter-based condition.

START
Find initial 

values

[WHILE]
Current iteration does not 

overrun front end

Get current decelleration

Get speed, based on current speed until 
distance step

[IF]
Speed <= next speed 

step

Set current iteration to next 
distance step

Save calculated 
arc

true

END
false

true
Get position 

until next speed step

Set current 
iteration to next 

speed step

false

Fig. 4. Algorithm of the EBD curve calculation

The next step of the calculation determines the current acceleration of
the A safe(V,d) function and calculates the speed which the train would have
at the next speed step if constantly accelerated from the current speed starting
at the current position. This derived speed is compared to the speed of the next
speed step of A safe(V,d). If it is lower, the arc is valid and stored. Derived speed
and position are updated to the end of the new arc. In the other case, the arc is
only continuous until the speed of the next speed step of A safe(V,d) so that
the position where this speed step is passed needs to be determined. These three
values make up the following arc and the current iteration values are updated.

For clarification it is noted that – seen from the absolute position – the
calculated arc parameters are the end point of an arc and describe the parabolic
before this position until the next point with other parameters is reached.

Table 1 illustrates an example of an iteration through a simplified
A safe(V,d). As already indicated by the parameter of the function, the table
consists of a location and a velocity dimension. While iterating over this func-
tion, a diagonal path through this table is taken. The only possible directions
are the cell at the left or the bottom cell. Special conditions could also allow
a diagonal jump, but this could be safely approximated by two arcs, where the
first one would start and end at the same point.
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Table 1. Iteration through A safe(V,d)

v[m/s]
s[m]

0 1000 3000 4400

0 1.0 1.2 1.3 0.7
40 0.8 0.6 0.8 0.9
80 0.7 0.7 0.6 0.8

120 0.6 0.8 0.6 0.7

Fig. 5. Parametric synchronous dataflow of braking curve calculation

When we choose the parameter N to describe the number of position steps
and the parameter M as the number of speed steps, the worst case of needed
iteration steps is from the right uppermost corner to the left lowermost corner
which will lead into a count of N+M−1 iterations. Most safety-relevant software
designs inhibit dynamical memory allocation. Thus, a result array with N+M−1
arcs entries needs to be reserved.

With this parameter model a parametric synchronous dataflow was imple-
mented, which is shown in Fig. 5. The N +M −1 factor is taken from the physical
environment. Note that the exact value is depending on the track side and is
unknown at compile time. Here a parametric model is needed. An additional
aspect present in the parametric model, which was unmentioned in the previous
model, is the effect of multiple targets. Since every supervision target needs its
own adjusted emergency braking curve, the calculation has to be repeated for
every target. Therefore, for every target N +M −1 tokens are generated with the
data of A safe(V,d) and the specific target to match the number of iterations
for every curve. Afterwards, the iteration node consumes one token from this
edge and compares its value to the last iteration which is saved in the self-edge.

If they differ, a new braking curve is calculated and the first arc based on
the target data is saved. In this case the token from choose arc is discarded,
as it is a dummy trailing token of the last braking curve.

As in the program flow before (see Fig. 4), the cycle in the graph determines
the end point of the next arc with its parameters. Because of the data dependency
of each arc on the last iteration, low parallelism can be achieved, except the
parallel calculation of the two possible cases. Until the N + M − 1-th iteration,
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every result of the choose arc node is used as a new end point of an arc. But for
the next braking curve a dummy token needs to be generated. In general, if the
path through A safe is shorter than N + M − 1, e.g., if the supervised target is
located before the upper right corner, the last significant arc is in the left lower
corner and all arcs to fill up the structure are copies of this arc. Therefore, the
trailing token of the last iteration is such a copy as well.

Because of the sequential characteristics of this PSDF graph, the values of the
repetition vector of the cyclic subgraph are N + M − 1 firings for every target.
If the count of targets is considered, the factor l needs to be multiplied.The
spatial dimensions change slowly – only when the train receives new information
from the track-side. Since every change requires a recalculation of all curves, the
parameters are of the static type described in [4]. But the parameters N and
M also met the requirements for the dynamic type of [4], because the subgraph
fulfill the local synchrony condition defined in [4].

6 Implementation

The realization of the parametric SDF graph was done as part of the ecosystem
of the openETCS project. Therefore, the integration into the existing modeling
framework SCADE-Suite was used. SCADE-Suite is a widely used model devel-
opment tool which is used to generate safety-critical software with the require-
ments of, e.g., ISO 26262 or EN 50128. SCADE-Suite bases on the synchronous
reactive language scade, a successor of the esterel language (first mentioned in
[1], see [2,3] for further details). The translation of the given PSDF graph needs
some adaptation, caused by the different models of computation. But the changes
are minimal due to the nature of applying the PSDF graph. Since the cyclic sub-
graph of the computation only consists of edges which are obviously bounded to
a capacity of 1, they could be easily translated into connections in scade. More-
over, synchronous reactive languages do forbid direct feedback loops. The loop
of the calculation needs to be cut and feedbacked through a memory element
or other elements. In the case of our graph, the feedback is solved by the itera-
tion scheme foldwi operator which virtually performs a sequential instantiation
of every iteration, where every iteration is connected through an accumulator
connection. In Fig. 6 the top operator with the foldwi is shown. A special con-
straint of the virtual inflation of the foldwi operator is the fact that every
input needs to have the dimensions of the iteration count, so they are inflated
to cMAX BC ARCS which is equal to the former defined N + M − 1 parameter.

Fig. 7 shows the inner part of the foldwi operator which defines the calcu-
lation cycle. The left side comprises the part of choosing the acceleration values
according to the next distance step (upper part) and the next speed step (bottom
part). Afterwards, the two cases are calculated in the boxes FormularNewSpeed
and FormularNewPosition. The selection of the result of the two cases is broken
up into several switches which are controlled by the Boolean expression in the
upper right corner. The result is passed to the newArc output and saved in a
higher stage.
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Fig. 6. Top operator of calculation subgraph

Fig. 7. Subgraph for inner operator calculation

What is unmentioned here is the operator to execute the braking curve calcu-
lation for every target of the target list. But again, this is only a foldwi operator
with the target list as input.

7 Conclusion

This paper has presented a PSDF graph model of a real world safety-critical
application of a cyber-physical system in the railway domain. The PSDF graph
have proven the ability to reflect the spatial dimension parameters of the track
side layout in the form of piecewise constant function, which were extensively
used in ETCS. The created model of the calculation of the emergency brake
deceleration curve have been implemented in the development environment
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SCADE-Suite, which encourage the goals of the openETCS project to get a
formalized specification of the ETCS norm.
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Abstract. Resilience engineering is a recent paradigm for the develop-
ment, analysis and control of systems that interact with their environment
and are subject to perturbances or part failures. Resilience engineer-
ing has many facets, some of them being well studied in control engi-
neering like fault tolerance or robust control. In this paper, we propose
a mathematical model that considers the following aspects relevant to
resilience engineering: uncertainty, autonomy, and system-environment
interaction. The model extends stochastic hybrid systems with Markov
decision processes to capture system autonomy, and game theory to cap-
ture the system-environment interaction. For this model, we consider the
state-constrained reachability problem as defined for stochastic hybrid
systems. We give a characterization of the solutions of this problem in
terms of the value function of an ergodic stochastic game.

Keywords: Resilience · Autonomous stochastic hybrid systems · Sto-
chastic reachability · Markov models · Zero-sum stochastic games · Aver-
age payoff criteria

1 Introduction

Resilience engineering offers a new perspective on system safety [11]. If the risk
analysis is more concerned with the computation of various probabilities of fail-
ure, resilience engineering has a different approach. The major concerns are the
prevention of failures, or recovery following a failure.

Resilience engineering has been developed mostly in application areas like
psychology and social sciences. Examples include: the resilience of the brain
against stress, the resilience of a community in the face of natural or industrial
disasters, or the resilience of a business organization in conditions of economic
crisis [18].

For engineering systems [16], the resilience has been studied mostly in the
form of fault tolerant and/or robust control. Recently, a new discipline of resilient
control has been investigated for uncertain dynamical systems [15]. Resilience
is also an important feature of VLSI [2] and nano circuits. Complex networked
systems [19] also demand resilience as an essential feature. Resilience is a major
necessary condition for aerospace and air traffic control systems [7]. For exam-
ple, for a flight, beyond all performance criteria, the most important goal is to
c© Springer International Publishing Switzerland 2015
C. Berger and M.R. Mousavi (Eds.): CyPhy 2015, LNCS 9361, pp. 67–82, 2015.
DOI: 10.1007/978-3-319-25141-7 6
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land safely despite adverse weather influence, or the failure of a physical part.
Other examples can be easily found when considering the deployment of systems
in their physical environment. Such examples constitute cyber-physical systems
(CPS) with formally proved correctness of design or safe behaviour. This cor-
rectness might no longer be ensured when the system is deployed in a physical
environment, or when facing the failure of a physical part.

In this paper, we propose a mathematical model that can be used for the
resilience engineering of cyber-physical systems. The paper is structured as fol-
lows. In the first section, we explain the key ideas of the modelling framework:
what are the main features of a CPS model such that we can define indicators for
resilience? In the Sect. 3, we develop a multi-scale modelling framework (that is
constructed by adding autonomy and reactivity features to the ‘classical’ models
of stochastic hybrid systems) suitable for CPS resilience. The result is a type of
hybrid Markov decision process. The interaction with the environment is mod-
eled via a zero-sum stochastic hybrid game. In the Sect. 4, we model resilience in
the form of state-constrained stochastic reachability, for the model developed in
the previous section. We give a characterization of this stochastic reachability
in terms of the value function with respect to an appropriate payoff function of
the stochastic hybrid game that describes the interaction system-environment.
The paper ends with some conclusions.

2 Problem Formulation

In this paper, we address resilience modelling in cyber-physical systems.
Resilience—in the contex of CPS—is the ability of a system to perform ade-
quately, not only in standard situations, but also to manage unexpected events.
A resilient system is able to anticipate and to adapt to potentially unexpected sit-
uations, faults/failures and to cope with uncertainty. Traditionally, fault analysis
is just simple cause-and-effect analysis; hence this analysis is not able to capture
unforeseen failings. Qualitative, decisional and quantitative models are neces-
sary to capture CPS interdependencies and hierarchical structures. We propose
a multi-scale model-based formalism for CPS, where different layers like hybridic-
ity, uncertainty, and decision are encapsulated in a hierarchical structure.

A model for resilient cyber-physical systems should be flexible enough to
accommodate with some important CPS features:

(i) Autonomy: The mathematics of autonomous systems are very diverse.
Markov decision processes are able to capture the decisional activity of
autonomous agents quite adroitly.

(ii) Hybrid dynamics: Hybrid discrete continuous models have proven very well-
suited in modelling CPS. Highly interdisciplinary methods have been devel-
oped for safety verification, and control.

(iii) Reactivity: A well known mathematical framework for reactive systems is
provided by game theory.

(iv) Randomness: The theory of Markov processes is by far the most developed
framework for understanding and modelling the uncertainty.
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Therefore, CPS resilience requires a modelling framework that integrates
stochastic models, hybrid systems, and Markov decision processes.

The aim of resilience analysis is to develop methods to quantify the resilience
of a given CPS towards unpredictable scenarios (hazards or rare events). A haz-
ard is understood as any kind of exogeneous or endogenous condition, event or
circumstance that has a potentially negative impact on the performance measure.
This includes malicious attacks, faults, disturbances, changes in the system archi-
tecture or system parameters. The performance measure of the system might be
defined as the probability of reaching a safe state/mode. One way to quantify
resilience is to use state-constrained reachability analysis and to see resilience
as the ability of the system to transit from a bad state (where the system was
subject to hazards) to a good state (where the system is in an operational mode).

There are many ways to connect reachability analysis with resilience. In this
paper, we present just the first steps of a research program. First, we construct
such an integrated hierarchical model and then we quantify resilience as a reach-
ability problem.

3 Integrating Models of Hybrid Systems and Autonomic
Control

Hierarchical hybrid systems (HHS) [14] have been introduced with the primary
scope of modeling multi-agent hybrid systems. An HHS has two controllers orga-
nized in two layers. At the basic layer, a controller is responsible with the mode
change that ensures the standard system behaviour. Usually, this controller is
specified by the guards (Boolean formulas) for the discrete transitions. At the
top layer, an additional controller ensures satisfaction of additional control con-
straints such as keeping a safe distance from another agent, execution of col-
laboration activities, and so on. At this layer, a discrete abstraction (like time
automaton) of the underlying hybrid system is used. In our approach, HHSs
are defined such that the top level controller is responsible for safety analysis,
adaptive control and autonomic behavior. For this purpose, the top controller
operates at the mode switching level, the hierarchical controller being realized
by introducing priorities or constraints over the controlled transitions. In our
setting, the top controller is specified by a Markov decision process.

It is known that a stochastic hybrid dynamical system can be thought of
as a continuous space stochastic process with discrete or continuous transitions,
which are governed by two different types of controllers. We adopt the perspec-
tive of dynamical system theory (used in mathematics and control engineering)
that models a system as the collection of all its possible trajectories. Therefore
a controller is identified by the corresponding set of (discrete) transitions it can
govern. One controller is responsible for those mode changes necessary for the
basic system operation. The corresponding transitions are called forced transi-
tions. The other controller is responsible for some mode changes that ensure
near optimal behaviour. The corresponding transitions are called supervised
transitions.
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Stochastic Hybrid Systems. For the purposes of this paper, we consider here
with a simplified version of the general model of stochastic hybrid systems (SHS)
presented in [3]. Usually, a stochastic hybrid process is defined on an appropriate
state space S (which is a subset of an Euclidean space R

p), partitioned into a
boundary Sδ and interior So, although the state space might be something more
general as we have seen [3]. Its Borel σ-algebra, denoted by B(S), is the σ -algebra
generated by the open sets. By convention, by “measurable” sets/functions we
mean “Borel measurable” sets/functions.

Let P(S) be the space of probability measures (equipped with the topology
of weak convergence) on the measurable space (S,B).

If S and U are nonempty topological spaces, a stochastic kernel on S given
U is a function R(·, ·), R : U × B(S) → [0, 1], or R : U →P(S), such that R(u, ·)
is a probability measure on S for each fixed u ∈ U, and R(·, B) is a measurable
function on U for each fixed B ∈ B(S).
If S and U coincide, R is called stochastic kernel on S.

Under standard assumptions an SHS can be uniquely characterized by

– a vector field: b : S → R
p,

– a matrix: σ : S → R
p×m that is a R

p-valued matrix, m ∈ N,
– a rate function: λ : S → R+, and
– stochastic kernels: Ro : So → P(S), and Rδ : Sδ → P(S).

Between discrete transitions the SHS dynamics obeys to the stochastic dif-
ferential equation

dz(t) = b(z(t))dt + σ(z(t))dWt.

In the interior of the state space So, the process may have discrete transitions
with the rate λ(x) when the process is at state x, independently of the process
history. Then the process is transferred immediately to a new state randomly
according to the stochastic kernel Ro(x|dx). This type of discrete transition is
called supervised transition. If the process reaches the boundary at x ∈ Sδ, the
process has a discrete transition to a new random state given by Rδ(x|dx). This
type of discrete transition is called forced transition.
Always, we assume that Ro(x,So) = 1 and Rδ(x,So) = 1.

A controlled SHS is defined when the tuple (b, σ, λ,Ro, Rδ) is allowed to
depend on a control parameter u.

Markov Decision Processes. Markov decision processes (MDP) represent an auto-
mata theoretic concept used in formal methods and AI. An MDP is a five-tuple
(Q,A, {A(x)|x ∈ Q},R, r} consisting of

– state space: Q - a nonempty Borel space,
– control or action set: A - a nonempty Borel space,
– feasible controls or actions: {A(x)|x ∈ Q} - a family of nonempty measurable

subsets A(x) of A, such that the set K := {(x, a)|x ∈ Q, a ∈ A(x)} of
feasible state-action pairs is a measurable subset of Q × A;

– transition law : R - a stochastic kernel on Q given K; and
– reward per-stage function: r : K → R - a measurable function.
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Autonomous Hybrid Systems. Autonomous hybrid systems (AHS) are open hybrid
systems that are partially driven by a controller of complexity similar to that
of a hybrid automaton. This means that an AHS is partially self-managed
(autonomous behavior) and potentially controlled from outside (supervised auto-
nomy). A simple example is the human bipedal walking: it may be learned, it can
be performed autonomously if necessary, and it can be also controlled to a large
extent. An increased complexity of the controller means more system auton-
omy in the form of agile or adaptive behaviors, or performing complex tasks
via effectors. Sometimes, AHS can change their environment and consequently
affect their own future behavior. In fact, AHS can be very diverse and they can
be described using different modeling paradigms. Autonomous hybrid systems
raise plenty of research issues: learning, adaptive behavior, and optimization
under uncertainty are such examples. An important class of AHSs is given by
multi-agent systems where a single AHS agent may be influenced not only by
the environment, but also by the other agents. In this case, additional topics
appear like concurrency, communication, coordination, collaboration, security,
and so on.

In this paper, we present the foundations of an interdisciplinary modelling
paradigm for CPS thought of as AHS deployed in continuous dynamic and ran-
dom environments. For such systems, we introduce the problem of probabilis-
tic verification known as stochastic reachability analysis in control engineering.
Moreover, the stochastic reachability problem will be treated in game theoretic
framework.

3.1 Autonomous Stochastic Hybrid Systems

In the following we present one way to model Autonomous Stochastic Hybrid Sys-
tems. We integrate the dynamical system viewpoint and the automata theoretic
viewpoint into a new model that combines the advantages of both approaches.
The autonomy of an SHS is obtained adding a decision maker modeled by a
Markov Decision Process (MDP).

Assumption 1. The elements of an SHS: λ : S → R+ (the stochastic rate) and
Ro, Rδ (stochastic kernels on So-interior of S, respectively Sδ-boundary of S) are
assumed to be Borel measurable functions.

Let IT be the time interval [0, T ] if T < ∞ and [0,∞) if T = ∞. Let A be an
action space consisting of a family of continuous trajectories ω : IT → R

p with
ω(0) = 0, i.e.

A := {ω ∈ CRp(IT )|ω(0) = 0}.

The action space A can be described in different ways. Its elements may be sam-
ple paths of some diffusion processes, continuous flows that represent solutions
of some ordinary differential equations (continuous dynamical systems), or can
be described by some algebraic functions. Moreover, these trajectories can be
associated with some continuous random dynamical systems. We may consider
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only deterministic trajectories, and study the additional noise later for solving
different practical problems.

Formally, A is a compact metric space in which convergence implies pointwise
convergence.

For each x ∈ S, let Ax ⊂ A be the set of those continuous trajectories from
A that are available at state x. We can also consider a disjoint partition of the
action space A over the operational modes of a given SHS H, i.e.

A = ∪q∈QAq, Aq ∩ Aq′ = ∅, if q 	= q′.

In this case, for a hybrid state space x = (q, z) ∈ {q} × Xq, it is necessary that
Ax ⊂ Aq.

For any trajectory ωx(t) = x + ω(t), we consider its first hitting time of the
boundary defined as

t∗(ωx) = inf{t ∈ IT : ωx(t) ∈ Sδ},

and define its final time

tf (ωx) = inf{T, t∗(ωx)}
with the convention that inf ∅ = ∞.

For each x ∈ S, we define the state-action space

Γ := {ωx|x ∈ S, ω ∈ Ax}
that can be identified with a subset of S × A. The following assumption needs
to be in force:

Assumption 2. For all ωx ∈ Γ, we assume:

(i) Invariance of S: ωx(t) ∈ S, ∀t ≤ tf (ωx);
(ii) “Killing” besides of hitting times of the boundary: ωx(t) = ωx(t∗(ωx)), for

all t ≥ t∗(ωx) when t∗(ωx) < ∞.

The Assumption 2 implies that ωx(t∗(ωx)) ∈ Sδ for all ωx ∈ Γ and for any
boundary point the only admissible action is ω ≡ 0.

An autonomous stochastic hybrid systems (ASHS) will be defined as a hybrid
decision process whose skeleton (discrete states) is given by the discrete modes
of the given SHS, and the action space has been described above. The continuous
dynamics of an ASHS is packed in the action space. The semantics of this ASHS
will be described using the embedded (discrete time) decision process

{ω̂n = (ωn)x̂n
∈ Γ|n ≥ 0}

with the associated time sequence for the discrete transitions (Tn)n≥0.
This ASHS can be defined iteratively as follows. Suppose that we have a

hybrid state x̂n ∈ So for which we have chosen a decision ωn ∈ Ax̂n
and time Tn.

Then the process follows the trajectory ω̂n(t) = x̂n+ωn(t−Tn), t ≥ Tn, until time
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Tn + tf ((ωn)x̂n
), unless a supervised discrete transition appears at a time t′ ∈

(Tn, Tn + tf ((ωn)x̂n
)). These supervised discrete transitions occur at rate λ(x)

when the process is in state x ∈ So, independently of the process history. If such a
discrete transition appears at state x′ , then the post discrete transition location
x̂n+1 ∈ So is chosen randomly accordingly with the distribution Ro(x′, dx), and
we set Tn+1 := t′. If no supervised discrete transition occurs, before reaching the
boundary, we set Tn+1 := Tn + tf ((ωn)x̂n

). In this case, if t∗((ωn)x̂n
) < ∞, and

the process has reached the boundary at state x′ ∈ Sδ, then the post discrete
transition state x̂n+1 ∈ So is given by Rδ(x′, dx). Otherwise, if the end of the
trajectory piece ωn has been reached before the boundary, i.e. t∗((ωn)x̂n

) = ∞,
T < ∞, then set

x̂n+1 = x̂n + ωn(Tn+1 − Tn).

A new decision ωn+1 ∈ Ax̂n+1 is then made.
An initial state x̂0 and initial decision ω0 are specified with T0 = 0. If x̂0 ∈ Sδ,

then we set T1 = T0 = 0, ω0 ≡ 0 and the next post discrete transition location
x̂1 ∈ So is given by Rδ(x̂0, dx). Consequently, each x̂m ∈ So, for m ≥ 1. The
initial state x̂0 can be chosen accordingly with an initial probability distribution
Init ∈ P(S).

The ASHS realization is defined in the style of a revival process [3] or a
Markov string. The embedded discrete decision process (x̂n, ωn) will be char-
acterized by its transition measure R : Γ × B(S) → [0, 1], where R(x, ω,K) is
the probability that x̂n+1 ∈ K given that trajectory ωn = ω is selected at state
x̂n = x.

The overall structure of the model can be easily described, as follows. An
abstract SHS model is used by a double nested feedback controller for continu-
ous modelling and control of a multi-modal CPS. One feedback is used to update
the knowledge about the environment, and it is called perturbation evaluation.
Another feedback, called state update, uses measurements (from a sensor net-
work deployed on the CPS) and tests them against the SHS model to identify
the current mode of the CPS. The parameters of the Gaussian perturbations
from the environment are statistically checked and used to update the model
(the perturbation evaluation feedback). Then a control policy is chosen and the
corresponding commands are transmitted to the CPS.

Example 1. (The Titan Aerobot Mission [6]): A proposed mission to Titan con-
sists of a satellite orbiting Titan that would release an aerobot probe. It will use
wind currents to explore Titan. The environment of this ASHS is remarkable
for its atmosphere—which is comprised of almost 95 % nitrogen. The aerobot’s
forced transitions are responsible for localizing and mapping the surface of Titan
while maintaining a safe altitude above Titan’s surface. The supervised transi-
tions are responsible for detecting spontaneous events such as cloud formation,
precipitation, and cryo-volcanism. The system must be highly autonomous sas
there are long communication latencies between the aerobot and the Earth-based
supervisor due to a significant time delay of about 2.5 hours. Some operating
modes of the aerobot are: “flight” towards a constrained area; “station keeping”
where the current position is maintained; and “float” where drifting is executed
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without position control. This, however, is a CPS based on two agents. The
satellite and the aerobot can collaborate on reducing uncertainty of the moon
map. An abstract model for multi-agent based CPS has been proposed in [5]
in the form of a colored SHS. That construction can be easily adapted to the
current model.

The ASHS model makes possible to combine the verification methods developed
for SHS, like reachability analysis and model checking, with the optimization
methods available for MDP. Moreover, from the integration process gives rise to
new emergent and useful features like adaptive and autonomic behavior.

3.2 Probabilistic Hybrid Games

We model the interaction between the autonomous CPS (modeled as a stochas-
tic hybrid decision process) and the environment (modeled as another decision
process) as a probabilistic two-player hybrid game.

A hybrid multi-player game is a game in which the players have both discrete
and continuous dynamics [14]. Each player controls a set of real-valued variables.
The game takes place in a sequence of steps. In each step, every player either
updates some of its variables (a discrete transition) according with a probability
law, or chooses a law that will govern the dynamics of its variables together with
a probability distribution for the duration of the round (a continuous dynam-
ics). If some player chooses a discrete transition, then the variables are updated
instantaneously. If all players choose continuous (stochastic) dynamics, then the
variables evolve according to the selected laws until the minimum jumping time
occurs.

We consider a two-player zero-sum Markov hybrid game that describes the
interaction system-environment. The mathematical model for such a game is a
tuple:

HG := (S,A,Ae, ω, ωe, D, R, r)

of the following meaning:

– S is a nonempty Borel space called the (common) state space of the game,
– A, Ae are nonempty Borel spaces that represent action sets of the two players,

respectively,
– α (resp. αe) is a measurable multivalued mapping from S into nonempty

measurable of A (resp. Ae). For each x ∈ S, Ax := α(x) (resp. Ae
x := αe(x))

represents the set of actions available to player I (resp. II) in state x.
– We assume that the set of feasible state-action tuples

D := {(x, ω, ωe)|x ∈ S, ω ∈ Ax, ωe ∈ Ae
x}

is a measurable subset of S × A × Ae;
– R is a stochastic kernel on S given D called the transition law ; and
– r : D → R is a measurable function called the payoff function (called also

reward function for player I, and cost function for player II).
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If x is a state at some stage of the game and the players select (ω, ωe) ∈
Ax × Ae

x then the first player receives the immediate payoff r(x, ω, ωe) and
the second player receives −r(x, ω, ωe). A new state y for the game is selected
according to the probability distribution R((x, ω, ωe), ·).

We have to consider also the sequence of decision times, or discrete transition
times (Tn) where T0 := 0 and Tn := Tn−1 + δn . δn represents the time between
the (n− 1)th and the nth decision epoch. Note that these sojourn times between
decisions may be either exponentially distributed, or hitting times of some active
boundaries. Then their direct distributions cannot be used when defining the
payoff function.

The hybridicity of the game arises from the fact that the continuous dynam-
ics are encoded in the action spaces. Each player is an ASHS defined in the style
presented in the previous subsection. The actions of the environment represent
the ‘disturbances’ exerted towards the trajectories of the underlying system.
These can be thought of as the effect of the ‘noise’ produced by the environment
over the continuous trajectories usually governed by some deterministic equa-
tions. We may have ‘small’ or ‘large’ perturbations that can be modelled by the
Gaussian noise multiplied by a parameter ε > 0 that represents the magnitude
of the deviation from the prescribed trajectory. Therefore, we can consider that
the environment actions are also paths of the underlying system with a certain
degree of randomness (small/large deviations of the prescribed trajectories). In
other words, if the controller chooses a certain action (path) for the system then
the environment tries to perturb/randomize this path.

Each space of action A (resp. Ae) is endowed with P(A) (resp. P(Ae)) that
represents the set of all probability measures. Such spaces will be equipped
with the weak∗ topologies based on bounded continuous functions. The Borel σ-
algebra of P(A) will be the smallest σ-algebra such that the functions p �→ p(X)
is measurable for each Borel measurable set of actions X of A. Further, P(A) is
a Borel space. For x ∈ S, we consider P(Ax) as the set of probability measures
on A with support in Ax. Then

K := {(x, λ, μ)|λ ∈ P(Ax), μ ∈ P(Ae
x)}

is a measurable subset of S × P(A) × P(Ae).
We write H1 := S; Hn+1 := D × Hn, for n ∈ N and H∞ := D

∞. These are
the history spaces. A strategy for player I is a measurable mapping (transition
probability) which associates with each given finite history Hn of the game a
probability distribution on the set A of actions available to him, i.e. π = (πn)

πn : Hn → P(A)

such that πn(h) ∈ P(Axn
) for any h = (x, ω, ωe, ..., xn) ∈ Hn. Let Δ be the set

of all strategies for the player I. Denote by F the set of all measurable functions
f : S → P(A) such that f(x) ∈ P(Ax). A stationary strategy for player I is a
mapping which associates with each state x ∈ S a probability distribution on the
set Ax, independent of the history that led to the state x. Formally, a stationary
strategy is a strategy (fn) ∈ F∞ such that fn = f independent of n. Such a
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policy will be denoted shortly by f . In a similar way, for the player II, we define
the set of all strategies Σ and the set of stationary strategies G.

Given an initial distribution γ ∈ P(S) and a pair of strategies (π1, π2) ∈
Δ × Σ, the corresponding state and action processes {xk}, {ωk}, {ωe

k} are
stochastic processes defined on the canonical space (H∞,B(H∞), Pπ1,π2

γ ) (where
B(H∞) is the Borel σ-algebra of H∞) via the projections on the space H∞,
where P

π1,π2
γ is uniquely defined probability measure by π1, π2, and γ by the

Ionescu Tulcea’s theorem. When γ = δx, x ∈ S, we simply write E
π1,π2
x .

The agent is interested in maximizing its expected return in the minimax
sense, that is, assuming the worst case of an optimal opponent. Since the under-
lying rewards are zero-sum, we can suppose that the opponent is acting to min-
imize the agents return. Therefore, the state value function for the zero-sum
Markov game can be defined in similar way like the value function for MDPs.
The n-stage payoff function is

Vn(x, f, g) := E
fg
x

n∑

k=0

r(xk, ωk, ωe
k)

E
fg
x represents the conditional expectation given that player I and II have chosen

the stationary strategies f and g, respectively, and the system starts in x ∈ S.
Here, xk; ωk and ωe

k represent the state and the actions for players I and I,
respectively, at the kth decision epoch. The average payoff per unit time is defined
as:

V (x, f, g) :=lim inf
n→∞

1
n

E
fg
x

n−1∑

k=0

r(xk, ωk, ωe
k)

In a usual way, we define the lower value and the upper value, respectively,
of the (expected) average payoff game as follows

L(x) := supf infg V (x, f, g) U(x) := infg supf V (x, f, g)

In general, it is clear that L(·) ≤ U(·). The zero-sum Markov game has a
value if

L(x) = U(x).

We now introduce the following notations (bilinear extensions of r and R ):

r̂(x, λ, μ) : =
∫

r(x, ω, ωe)λ(dω)μ(dωe);

R̂(x, λ, μ, dy) : =
∫

R(x, ω, ωe, dy)λ(dω)μ(dωe).

Let B(S) be the set of all bounded measurable functions on S. Then the isotone
operators L, Lfg, and U are well defined on B(S):

Hu(x, λ, μ) : = r̂(x, λ, μ) +
∫

u(y)R̂(x, λ, μ, dy); (1)
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Hfgu(x) : = Hu(x, f(x), g(y)) = rfg(x) + R̂fgu(x); (2)
Tu(x) : = sup

λ
inf
μ

Hu(x, λ, μ), x ∈ S.

A pair of stationary strategies (f, g) ∈ F ×G is called stable if the corresponding
state process {xk} is ergodic, i.e. it has a unique invariant measure denoted by
η[f, g] ∈ P(S) such that

1
n

n−1∑

k=0

R̂n(x, f(x), g(y), ·) → η[f, g]

in P(S) as n → ∞ for any x ∈ S, where R̂n(x, f(x), g(y), ·) denotes the n-step
transition function under (f, g).

4 Resilience Analysis

We will quantify the resilience of a CPS using stochastic reachability indicators.
A CPS is resilient if these indicators remain in some predefined safety intervals.
For SHSs, the problem of safety verification is dealt with stochastic reachability.
In the presence of random environments, reachability can thought of as char-
acterizing the probability of the state reaching certain (desirable/unsafe) set of
states. If control inputs are available, one may want to select a control policy to
maximize or minimize this probability. The difficulty arises from the interaction
between discrete/continuous dynamics and the active boundaries.

For an SHS, given a target set (measurable set in the state space), stochastic
reachability problem aims to compute the probability (or upper/lower bounds of
this probability) of the trajectories that start in a given initial state (eventually
chosen with a given probability distribution) and reach in finite/infinite horizon
time T > 0 the target set.

For a CPS modelled as an ASHS, the formulation of the stochastic reachabil-
ity has also to consider a measurable set of destination states E ⊂ S. Usually,
we consider that E is a subset of the (given) invariant open set Sp associated to
a discrete mode p.

The new elements that have to be considered for defining reachability of
ASHS are:

(i) running cost functions that associate with each mode q and each action ω
(continuous path) the cost c(q, ω);

(ii) reachability cost function
∫ TE(ω)

0

[g(ω(t))]dt

in the mode Sp, where TE is the first hitting time of E along the trajectory
ω in the mode Sp and g is a cost function defined along the trajectories.
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Then stochastic reachability analysis for ASHS is twofold into two subproblems:

(i) the stochastic shortest path problem (see [1] for more details) for the embed-
ded MDP (i.e. find the minimum cost path for reaching the mode p);

(ii) the local optimal control problem for the mode p that aims to minimize the
reachability cost function over the actions available for the mode p.

The use of an embedded decision process makes also possible the study of the
mode/state constrained reachability problem for ASHS. That means computing
the min/max cost for reaching a target set whilst avoiding another dangerous
state set or mode. It is clear that as soon as a strategy is chosen, the stochastic
reachability analysis becomes the “classical” reachability that has been studied
elsewhere.

In the remaining of this section, we present the problem of state-constrained
reachability for hybrid games. Suppose that HG is a hybrid game as we defined
earlier in this paper. Remember that the two-player structure of HG is given by
the player I, which is an ASHS H, and the player II, which is the environment.
The stochastic reachability problem will be defined with respect to the player I.

Let E ∈ B(S) be a set of goal states, and O ∈ B(S) be a set of obstacle states.
The ‘controller’ wins if it can keep the system from entering the interior of the
set O and drive the system towards E. Conversely, the environment wins if it
can drive the system into the interior of O. The reachability problem is depicted
in the Fig. 1

Fig. 1. Reachability for ASHS.
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For safety reasons, we consider an “invariant set” � outside of O (i.e. � ⊂
S\O) with a ‘large enough’ distance between � and O, i.e.

dist(�, O) := inf{d(x, y)|x ∈ � ∧ y ∈ O} ≤ ε

where ε > 0 is the maximum allowed deviation magnitude and d(x, y) is the
Euclidean distance between x and y. Then we can define a set of “good actions”
(such that ‘disturbed trajectories’ from � to not ‘touch’ ∂O) for player I as
follows

A(O−) := {ω ∈ A|ω ⊂ �}. (3)

and the “targeted actions” are

A(O−, E) := {ω ∈ A|ω ∈ A(O−), ω ∩ E 	= ∅}.

Then the “neuter actions” are

A(O−, E−) := A(O−)\A(O−, E)

Since the “hybrid trajectories” of the player I are obtained by concatenation of
actions (elements of A), then the set of ‘safe hybrid trajectories’ that arrive at
the destination E is:

Reach(E) : = {ω1 ∗ ω2 ∗ ... ∗ ωn|
ω1, ω2, ..., ωn−1 ∈ A(O−, E−), ωn ∈ A(O−, E)}.

To set up the stochastic reachability analysis in the game theoretic frame-
work, we need to specify the reward function r that should illustrate the cost of
obstacle avoidance.

Let f and g be arbitrary stationary strategies for the system and its envi-
ronment, respectively. Clearly, for any state x ∈ S, a good strategy f should
be chosen such that any λ = f(x) is a probability distribution supported in the
subset of Ax of the actions that do not intersect the obstacle. O. Formally, if we
define

Ax(O−) := {ω ∈ Ax|ω ⊂ �}. (4)

then suppλ ⊂ Ax(O−).
The natural choice for the reward function r is to take the value 0 for all

actions that do not intersect the obstacle O. Value 1 can be attributed to r for
all “targeted actions” that do not intersect the obstacle O, but intersect E. For
the “bad actions”, the player I will be penalized with (−∞). Formally, r : D → R

r(x, ω, ωe) :=

⎧
⎨

⎩

1, if ω ∈ A(O−, E); dev(ωe) ≤ ε
0, if ω ∈ A(O−, E−); dev(ωe) ≤ ε
−∞, otherwise.

(5)

where dev(ωe) represents the magnitude of the deviation of ωe from the pre-
scribed path ω. Clearly, the actions of the environment that produce large devi-
ations have a very “negative effect” towards the payoff function r.
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It is easy to see that the underlying ASHS will evolve safe for all stationary
strategies for which the value function of the average payoff game with respect to
the ‘reachability reward’ r is nonnegative. Since we consider the average payoff
criterion with respect to a non-continuous unbounded reward function of a zero-
sum stochastic hybrid game, we need to impose the ‘right assumptions’ that will
ensure the existence of the game value function and stationary optimal strategies
for each player.

For zero-sum stochastic games with general state space, conditions for the
existence of the value function have been studied starting with Nowak’s semi-
nal work (see [17], and the references therein). Since then, other authors have
investigated this problem assuming different types of hypotheses according with
various practical applications [10,12,13], and so on. In the context of the sto-
chastic reachability analysis of the hybrid processes studied in this paper, we
consider that the ergodic payoff criterion and the ergodicity assumptions of [9]
are more appropriate with the theoretical foundations we have proposed. We
can not impose Feller transition probabilities like in [13], since the stochastic
hybrid processes allow predictable jumps (governed by some guard conditions),
or continuity conditions for the reward function like in [12], since our reachability
reward may not fullfil such conditions.

In the following, we briefly recall the ergodicity assumption from [9].

Assumption 3 (Ergodicity). (i) There exists α < 1 such that

sup ||R̂(x, λ, μ, ·) − R̂(x′, λ′, μ′, ·)||TV ≤ 2α,

where the supremum is over all x, x′ ∈ S, λ, λ′ ∈ P(A), μ, μ′ ∈ P(Ae), and
|| · ||TV denotes the total variation norm.
(ii) For x ∈ S, ω ∈ A, ωe ∈ Ae, R(x, ω, ωe, A) > 0, for any open set A ⊂ S.

Under this ergodicity assumption, all pairs of stationary strategies (f, g) ∈ F ×G
will be stable [9]. Then we can define

ρ(f, g) :=
∫

S

r̂(x, f(x), g(x))η[f, g](dx).

Under such a condition, we have

V (x, f, g) = ρ(f, g)

for any x ∈ S.
Usually, the existence of a value and the optimal strategies are obtained as

solutions of appropriate dynamic programming equations:

ρ + u(x) = min
μ∈P(Ae)

max
λ∈P(A)

Hu(x, λ, μ)

= min
λ∈P(A)

max
μ∈P(Ae)

Hu(x, λ, μ) (6)

where H is given by (1). A solution to (6) is a pair (ρ, u) satisfying (6), where ρ
is a scalar and u ∈ B(S).
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Proposition 1. [9] Let (ρ∗, u∗) ∈ R × B(S) be a solution of (6). Then:
(i) ρ∗ is the value of the game.
(ii) Let (f∗, g∗) ∈ F × G be such that for each x ∈ S

ρ∗ + u∗(x) = min
μ∈P(Ae)

Hu∗(x, f∗, μ)

= max
λ∈P(Ae)

Hu∗(x, λ, g∗),

then f∗ is a stationary strategy for player I, and g∗ is a stationary strategy for
player II. Under our assumption such f∗, g∗ always exist.

Under the ergodicity assumption, a solution of (6) always exists. A uniform
approximation of ρ∗ can be obtained using the value iteration scheme (see [9]).

Regarding the safe evolution of the underlying stochastic hybrid system, we
can derive now the following result.

Theorem 1. Under the ergodicity Assumption 3, the ASHS H (player I of HG)
will evolve in safety conditions (in the invariant set �) if and only if the game
value ρ∗ with respect to the average payoff criterion defined with respect to the
reachability reward r given by (5) satisfies the following condition ρ∗ ≥ 0.

5 Conclusions

Recent developments in cyber-physical systems raised a new discipline called
resilience engineering. So far, this discipline has been investigated mostly for
social organizations and in psychology. A rigorous approach to resilience engi-
neering of CPS will start by constructing a suitable mathematical model. We
have identified four major features for such a model: autonomy, hybridicity, reac-
tivity, and uncertainty. We have described a guided construction of such a model
by starting with a stochastic hybrid system model, and integrating it with other
concepts like Markov decision processes and stochastic games. Furthermore, we
have studied resilience through reachability analysis for this model.

The future developments of this model will include more features that will
allow us to model interdependencies/interconnections in networked cyber-
physical systems (like intelligent transportation systems). These will consider
both quantitative and qualitative connections. Most likely, we will have to intro-
duce multi-layered networked cyber-physical systems. Also, more resilience indi-
cators (e.g. fault-tolerance, physical and cyber security, or recovery) will be
added. Tools will be developed to enable the assessment and improvement of
resilience.

Acknowledgments. This work was funded by the EPSRC project EP/L007177/1.
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Abstract. Battery powered systems are a major area of cyber phys-
ical system innovation. This paper develops a kinetic battery model
with bounded capacity in the context of piecewise constant yet ran-
dom charging and discharging. The resulting model enables a faithful
time-dependent evaluation of the risk of a mission failure due to battery
depletion. This is exemplified in a power dependability study of a nano
satellite mission currently in orbit.

1 Introduction

More and more cyber physical systems are operating at hard-to-reach locations
and are exposed to hostile environment conditions such as extreme tempera-
tures [20]. Many are battery-operated and include energy harvesting technology,
combined with self-adaption concepts. For this, the systems have to keep track
and control their power budget. This induces the need to conduct power-aware
scheduling [3,26] of tasks rather than to simply monitor the remaining power
budget so as to guarantee successful operation.

A prime example of a cyber physical system exhibiting these features is a
satellite system, typically drawing its energy from a built-in battery which in
turn is charged by solar panels, unless in eclipse. Especially low-earth orbiting
nano satellites are gaining popularity [11,18]. Since the battery is physically
inaccessible after launch, the mission planning in turn depends crucially on a
model of the battery that is as accurate as possible, while still being abstract
and easy-to-handle.

The kinetic battery model (KiBaM) is a popular representation of the
dynamic behaviour of the state-of-charge (SoC) of a conventional rechargeable
battery [27,28]. Given a constant load, it characterizes the battery SoC by two
coupled differential equations. Empirical evaluations show that this model pro-
vides a good approximation of the SoC across various battery types [23,24],
especially because it can capture two important real phenomena; the rate capac-
ity effect (the higher the discharge rate, the smaller the fraction of the batteries
nominal capacity that can be used) and the recovery effect (the battery recovers
to some extent during periods of no or little discharge). The original KiBaM
however does not take capacity bounds into considerations, it can thus be inter-
preted as assuming infinite capacity. Reality is unfortunately different. When
studying the KiBaM operating with capacity bounds, it becomes apparent that

c© Springer International Publishing Switzerland 2015
C. Berger and M.R. Mousavi (Eds.): CyPhy 2015, LNCS 9361, pp. 83–98, 2015.
DOI: 10.1007/978-3-319-25141-7 7
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charging and discharging are not dual to each other. In contrast to the dis-
charging process, the charging process near capacity bounds has not received
dedicated attention in the literature. That problem is attacked in the present
paper.

Furthermore, real of-the-shelf batteries exhibit considerable variances in
actual performance [7], rooted in manufacturing and wear differences. This obser-
vation asks for a stochastic re-interpretation of the classical KiBaM to take the
observed SoC variances into account on the model level, and this is what the
present paper develops – in a setting with capacity bounds. It views the KiBaM
as a transformer of the continuous probability distribution describing the SoC
at any real time point, thereby also supporting uncertainty and noise in the load
process.

The approach presented not only enables the treatment of randomness with
respect to the battery itself, but also makes it possible to determine the SoC dis-
tribution after a sequence of piecewise constant, yet random charge or discharge
loads. We develop the approach in a setting with continuous randomness so as
to directly support normal (i.e. Gaussian), Weibull or exponential distributions.

The resulting battery model can be viewed as a particular stochastic
hybrid system [1,2,4,6,30], developed without discretising time. It is similar in
nature, yet somewhat orthogonal to Piecewise Deterministic Markov Processes
(PDMPs) [10]. Instead of having Markovian jump times as in PDMPs, jump
times are considered deterministic while the randomness is present in the evolu-
tion of the system given by ODEs over continuously distributed SoC and load.
It can (for instance) for any given real time point provide probabilistic guar-
antees about the battery never being depleted before. We apply our abstract
findings to a concrete case study inspired by a nano satellite currently orbiting
the earth [18], for which we need to superpose it with a periodic charge load,
representing the infeed from on-board solar panels.

2 Battery Kinetics

The kinetic battery model (KiBaM) approximates the ion density throughout
a battery by dividing the stored charge into two parts, the available charge
and the bound charge. When the battery is strained only the available charge
is consumed instantly, while the bound charge is slowly converted to available
charge by diffusion. In contrast to the simpler and widely used linear model,
the KiBaM captures well the recovery effect and the rate capacity effect, rooted
in the relatively slow conversion of bound charge into available charge. This
diffusion between available and bound charge can take place in either direction
depending on the amount of both types of energy stored in the battery.

p

b(t)
1−c a(t)

c

I

1 − c c

b(t) a(t)

The KiBaM is often depicted as two
wells holding liquid, interconnected by a
pipe that represents the diffusion of the
two types of charge, as depicted on the
right. The available charge well is exposed
directly to the load I and connected to the
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bound charge well by a pipe of width p. Value c ∈ [0, 1] corresponds to the width
of the available charge well, and 1 − c is the width of the bound charge well.
Formally, the KiBaM is characterized by two coupled differential equations,

ȧ(t) = −I + p

(
b(t)
1 − c

− a(t)
c

)
, ḃ(t) = p

(
a(t)
c

− b(t)
1 − c

)
. (1)

[The functions a(t) and b(t) describe how the available and bound charge
respectively, evolve over time. Intuitively, a(t)/c and b(t)/(1−c) are the level of the
fluid stored in the available charge well and the bound charge well, respectively.

Example 1. We illustrate the evolu-
tion of the state of charge as time
passes (top) with the battery strained
by a piecewise-constant load (bottom).
The initially available charge decreases
heavily due to the load 400 but the lim-
ited diffusion makes the bound charge
decrease only slowly up to time 10;
after that the battery undergoes a mild
recharge, and so on. At all times the
bound charge approaches the available charge by a speed proportional to the
difference of the two values.
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By Laplace transforms, we arrive at a solution of the ODEs at time t when
applying load I expressed as a vector-valued linear mapping taking the initial
available and bound charge a0 and b0 as argument:

Kt,I

[
a0

b0

]
=

[
qa ra sa
qb rb sb

]
·
⎡

⎣
a0

b0
I

⎤

⎦ where
qa = (1 − c)e−kt + c,
ra = −c e−kt + c,

sa = (1−c)(e−kt−1)
k − t · c

and qb = 1 − qa, rb = 1 − ra, sb = −t − sa and finally k = p/c(1 − c).
In the following we use [a; b] to denote column vectors inline. Whenever

[a0; b0] and I are clear from context, we denote the SoC Kt,I [a0; b0] at time t
also simply by [at; bt]. When comparing vectors, as in [a; b] ≤ [a′; b′], we use
component-wise comparison.

Powering a Task. A standard problem in battery modelling and evaluation is
to find out whether a task can be performed with a given initial state of charge
without depleting the battery. A task is a pair (T, I) with T being the task
execution time, and I representing the load, imposed for duration T . For an
execution time T and a load I, we say that a battery with a SoC [a0; b0] > [0; 0]
powers a task (T, I) iff ∀0 < t ≤ T : at > 0.
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It is worthwhile to mention that the SoC of the battery as presented evolves
in negative numbers in the same way as in positive numbers. Furthermore, it is
not monotonous with respect to time. We however observe that the KiBaM is
monotonous with respect to crossing a bound κ when both tanks start below (or
above) this bound.

Lemma 1. For any I ∈ R, κ ∈ R, ≺ ∈ {<,>}, [a0; b0] ≺ [cκ; (1 − c)κ] and for
t ∈ R>0 such that at = cκ we have

• bt ≺ (1 − c)κ (available charge is always the first to cross a bound);

• aT �≺ cκ for all T > t (available charge never crosses back for a given load).

As a consequence of Lemma 1, we can decide the task powering problem by
evaluating the SoC after task execution: a battery with a SoC [a0; b0] > [0; 0]
powers a task (T, I) if and only if aT > 0, i.e. the SoC at the end of the task
execution is positive.

3 Random Battery Kinetics

In order to consider the KiBaM as a stochastic object, it appears natural to
consider the vector [a0; b0; I] as being random. This reflects the perturbations
of the load and of the initial SoC of the batteries. The latter is a notorious real
phenomenon, rooted in wear and manufacturing variances [7]. We thus assume
the initial SoC to be random variables A0, B0 jointly distributed according to
a density function f0, while the load on the battery is a random variable I
independent of the SoC, endowed with a probability density function g.

Example 2. Instead of a single (Dirac) SoC, we
now consider that the joint density f0 of the charge
is, say, uniform over the area [4, 6.5] × [4, 6.5]. We
shall illustrate how the SoC distribution evolves as
the time passes on this particular example, using
illustrations as depicted on the right.

Evolution Over Time. We are interested in the random vector expressing the
SoC after some time T for a constant (but random) load I. This is given by

[AT ;BT ] = KT,I [A0;B0] (2)

The core tool for studying the joint density of [AT ;BT ] is the transformation
law for random variables, which enables the construction of unknown density
functions from known ones if given the relation between the corresponding ran-
dom variables. Formally, for every d-dimensional random vector X and every
injective and continuously differentiable function g : Rd → R

d, we can express
the density function of Y := g(X) at value y in the range of g as
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fY(y) = fX
(
g−1(y)

) · ∣∣det
(
Jg−1(y)

)∣∣ (3)

where Jg−1(y) denotes the Jacobian of g−1 evaluated at y. However, the map-
ping (2) is not invertible, thus we cannot directly apply the transformation law.
Instead, we express the joint density conditioned by the random load I attain-
ing some arbitrary but fixed value i. For this fixed i, we can exploit the specific
structure of the KiBaM to express the transformation using an invertible linear
mapping

KT,i

[
A0

B0

]
=

[
qa ra
qb rb

]
·
[

A0

B0

]
+

[
sa
sb

]
· i.

A straightforward inversion of the mapping results in

K−1
T,i

[
a
b

]
= ekT

[
rb −ra rasb − rbsa
−qb qa qbsa − qasb

]
·
⎡

⎣
a
b
i

⎤

⎦ .

Applying (3) we arrive at the joint density of [AT ;BT ] conditioned by I = i

fT (a, b | i) = f0

(
K−1

T,i[a; b]
)

· ∣∣ekt
∣∣

where ekT is the determinant of the Jacobian of K−1
T,i. Interestingly, it is constant

in a, b and i, it only depends on T . It is also non-negative for T ≥ 0 as k > 0.
Finally we get rid of the conditional I = i by marginalizing the variable

[AT ;BT ]. Intuitively, this averages the conditional densities over the distribution
g of I. It corresponds to integration over the support of I:

fT (a, b) =
∫ ∞

−∞
f0

(
K−1

T,i[a; b]
)

· ekT · g(i) di.

Example 3 (Cont.). We
return to our example
assuming the density g
of the load being uniform
between [−0.1, 0.1]. We can
compute the SoC of the
battery after task (20, g),
displayed on the left, and
(60, g), displayed on the
right. Here, we arbitrarily
chose the parameters c =
0.5 and p = 0.002.
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Probability of Powering a Task. We are now in the position to transfer the
problem of powering a task to the stochastic setting. We say that a density f0
is positive if it does not support any negative points, i.e. for any a, b such that
either a ≤ 0 or b ≤ 0 we have f0(a, b) = 0. For an execution time T > 0 and a
load density g, we say that the battery (with positive initial SoC f0) powers a
task (T, g) with probability (at least) p > 0 if

Pr [∀0 ≤ t ≤ T : At > 0] ≥ p.

Due to the monotonicity of the KiBaM from Lemma 1, this is equivalent
to observing the probability of being empty only at time T . We obtain that a
battery with SoC f0 powers with probability p > 0 a task (T, g) if and only if

∫ ∞

0

∫ ∞

0

fT (a, b) db da ≥ p.

Example 4 (Cont.). It suffices to perform the integration on the densities dis-
played in the above plots in this running example. The probability to power the
tasks (20, g) is 1, while for the task (60, g) it is just ≈ 0.968 (note that the axes
are labelled starting from −5).

4 Bounded Recharging

Both charging and discharging are well supported by the theory developed so
far, as charging has occurred in our examples in the form of negative loads. What
is not treated in the theory yet is a capacity bound. This however is an obvious
real constraint in applications employing rechargeable batteries. To the best of
our knowledge, charging in KiBaM while respecting its capacity restrictions has
not been addressed even in the deterministic case. This is what we are going to
develop first, and then extend to the randomized setting. We assume that the
battery has capacity d divided into capacity amax = c · d of the available charge
well and capacity bmax = (1 − c) · d of the bound charge well.

Deterministic KiBaM with Lower and Upper Bounds. Charging and
discharging are not fully symmetric: A battery with empty available charge can
no longer power its task, contrary to a battery with full available charge that
continues to operate. We thus need to consider its further charging behaviour.

When the available charge is at its capacity amax = c · d and is still further
charged by a sufficiently high charging current, its value stays constant and
only the bound charge increases due to diffusion. Hence, for any t ≥ 0 we have
a(t) = c · d and thus ȧ(t) = 0 and the equation for the bound charge from (1) is
modified to an ODE

ḃ(t) = p

(
d − b(t)

1 − c

)
(1a)
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with the solution at point T given by b̄T := e−ckT b̄0+
(
1 − e−ckT

) ·bmax. Here we
write b̄ instead of b to distinguish the solution of (1a) from the solution of (1).
Let us point out that for a fixed b̄0, the curve of T 
→ b̄T is a negative exponential
starting from the point b̄0 with the full capacity bmax of the bound charge being
its limit. Thus, the bound charge in finite time never gets full and there is no
need to discuss this situation. Finally, similarly to KT,I , we define a mapping
K̄T

[
amax; b̄0

]
:= [amax; b̄T ].

Staying at the Upper Bound. The differential equation above describes the behav-
iour of the battery at time t only if the incoming current to available charge tank
is sufficient to compensate the diffusion, i.e. −I ≥ ḃ(t). Since I is constant and
the diffusion is decreasing over time, the charging current is sufficient at all times
if and only if it is sufficient at time 0, i.e. −I ≥ ḃ(0). Using (1a), one can express
the condition equivalently as

b(0) ≥ btresh(I) := bmax + I · 1 − c

p
, (4)

which requires the initial bound charge to be close enough to the maximum
capacity so that the charging current overcomes the diffusion.

Hitting the Upper Bound. When charging with a given constant load I, we have
two types of behaviour of the battery: (i) before the available charge hits amax

and (ii) after it hits (and stays at) amax. The remaining question is when it
hits that capacity limit. For a given initial state [a0; b0] < [amax; bmax] and a
load I, this amounts to finding t̄ ∈ R>0 such that at̄ = amax. This induces an
equation with t̄ appearing in an exponential as well as in a linear term, which
is characteristic for a non-elementary function called product logarithm. The
solution can be expressed as

t̄ = −W
(u

v
· e−w

v

)
− w

v
(5)

where W is the product logarithm function, u = a0 (1 − c) − b0c + (c + 1) · I/k,
v = −Ic, and w = cd − a0c − b0c − (1 − c) · I/k. The product log function can
approximated by numerical methods [9].

Integrating Lower and Upper Bounds into KiBaM. All the previous building
blocks allow us to express easily the SoC of a deterministic KiBaM after powering
a given task (T, I) when considering battery bounds. We define it as

K�
T,I [a0; b0] =

⎧
⎪⎨

⎪⎩

KT,I [a0; b0] if a0 > 0 ∧ 0 < aT ≤ amax,

K̄t ◦ Kt̄,I [a0; b0] if a0 > 0 ∧ aT > amax,

[0; 0] if a0 = 0 ∨ 0 ≥ aT

where t̄ is the largest solution of (5) and t = T − t̄.
The first two cases in K�

T,I match the behaviour explained earlier thanks to
Lemma 1. Whenever the upper bound is hit, it will never be crossed back with
the given I and thus also I is sufficient according to (4).
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Example 5 (Cont.). If we put an upper
bound of 9000 to the previous scenario,
the battery ends up with a slightly
smaller charge at time 100. The com-
putation of the final SoC changes only
in the interval [40, 55]. Here, instead of
K15,−600, we apply Kt̄,−600 for the first
t̄ ≈ 7.8 time units, followed by K̄15−t̄.

1500

5000

9000

-600

0
400

10 40 55

available
bound

load

Efficient Approximation. For our application later, we need the computation of
bounded KiBaM to be as efficient as possible. The problematic part is the com-
putation of the time point t̄, the solution of (5). An efficient and less cumbersome
alternative to numerical approximation can be developed as follows: If [a0; b0],
T and I is fixed, we can check whether aT > amax. If it is the case, we solve
the equation aT = amax for load I instead of time t, determining the charging
current Ī (which is a weaker charging current than I) for which the available
charge hits the upper bound exactly after T time units, i.e. aT = amax when
applying Ī instead of I. The load Ī can be expressed much simpler than t̄ by

Ī = −qa

sa
· a0 − ra

sa
· b0 +

amax

sa
.

Based on this observation, we define an operator K≈�
T,I by

K≈�
T,I [a0; b0] =

⎧
⎪⎨

⎪⎩

KT,I [a0; b0] ifa0 > 0 ∧ 0 < aT ≤ amax,

KT,Ī [a0; b0] ifa0 > 0 ∧ aT > amax,

[0; 0] ifa0 = 0 ∨ 0 ≥ aT .

This is a conservative under-approximation of K�
T,I as for any [a0; b0], T and I,

we have K≈�
T,I [a; b] ≤ K�

T,I [a; b].
This remains true, by a transitivity argument, along sequences of tasks, as

KiBaM preserves order, meaning: for any [a; b], [a′; b′], T and I, we have

[a; b] ≤ [a′; b′] =⇒ K�
T,I [a; b] ≤ K�

T,I [a
′; b′].

In other words, from the moment we used K≈� first, we will never overshoot
the exact behaviour K�.

Example 6 (Cont.). Let us apply K≈�

to the same situation as before. In the
interval [40, 55], we apply Ī ≈ −432.49
instead of I = −600 so that the available
charge reaches 9000 exactly at t = 55.
From here on, the SoC is in both com-
ponents (slightly) smaller than the SoC
from the previous figure.
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Random KiBaM with Lower and Upper Bounds. We now turn our atten-
tion to the challenge of assuming that the random variables (At, Bt) evolve
according to K�

T,I . We first observe that the joint distribution of (AT , BT )
may not be absolutely continuous, because positive probability may accumu-
late in the point (0, 0) where the battery is empty as well as on the line
{(amax, b) | 0 < b < bmax} where the available charge is full. Hence, we rep-
resent each (At, Bt) by a triple 〈ft, f̄t, zt〉 where

– ft is the joint density describing the distribution in the “inner” area (0, amax)×
(0, bmax),

– f̄t is the density over bound charge describing the distribution on the upper
line {amax} × (0, bmax), and

– zt ∈ [0, 1] is the probability of being empty.

For a technical discussion concerning measurability as well as derivations of how
SoC distributions 〈ft, f̄t, zt〉 evolve over time, we refer to [21]. While being techni-
cally non-trivial, the ideas of the K≈�

T,I operator can basically be lifted to SoC dis-
tributions. For the remainder it is however enough to assume that we can express
such 〈fT , f̄T , zT 〉 for any task (T, g) given an initial SoC distribution.

Example 7 (Cont.). Weil-
lustrate the transformation
of the SoC distribution from
our second running exam-
ple for battery bounds [0, 10].
We consider the same tasks,
(20, g) on the left and (60, g)
on the right. The bounded
area of the joint density fT
is depicted by the large box
in the middle. In the smaller
box above we display the
density f̄T at the capacity
limit. The numbers next to the smaller boxes are the probabilities of available
charge being full and empty, respectively (the color encodes the probability).

5 Random Charging and Discharging in Practice

We apply the results established in the previous sections to a concrete scenario.
The problem is inspired by experiments and evaluations currently being carried
out with the earth orbiting nano satellite GomX–1, as part of the European
FET project SENSATION [29]. The empirical studies carried out with GomX–
1 serve as a source for parameter values and form the base line of our modelling
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efforts. The case study described below is derived from a number of detailed
observations and well-justified assumptions. We refer to [21] for details.

Markov Task Process. To faithfully represent the load imposed by the satellite,
we use a discrete-time Markov model which randomly generates representative
charging and discharging tasks: A Markov task process (MTP) is a tuple M =
(S, P, π,Δ,g) where S is a finite set of states, P : S × S → [0, 1] is a probability
transition matrix, π is an initial probability distribution over S, Δ : S → N

assigns to each state an integer time duration, and g assigns to each state a
probability density function of the load. A pictorial representation of an MTP
is provided below.

For a given T ∈ R≥0, the SoC of the battery w.r.t. an MTP at time T is
expressed by random variables AT , BT . We are then interested in the probability
to power an MTP for time T , which corresponds to determining Pr [AT > 0].
To arrive there, intuitively we can propagate a SoC distribution along the paths
of an MTP by splitting and scaling it into subdistributions and assigning them
to MTP states according to its probabilistic branching. Subdistributions can
be merged again once they are assigned to the same MTP state at the same
time. For a detailed development of a procedure to (under-)approximate the
probability that an MTP is powered for a given time we refer to [21].
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Satellite Model. Induced by the specific
earth orbiting characteristics, the load
on the satellite is the superposition
of two piecewise constant loads: (i) a
strictly periodic charge load alternat-
ing between 66 minutes at −400 mA,
and the remaining 33 minutes of the
orbit at 0 mA (reflecting solar infeed),
and (ii) a probabilistic load reflecting
the different operation modes, mod-
elled by the MTP depicted on the right, where all load distributions are normal
with mean depicted next to the states and with standard deviation 5. One can
easily express the solar infeed as a second independent Markov task process
(where all probabilities are 1) and consider the combined loads generated by
these two processes in parallel, the analysis methods adapt straightforwardly to
this setting.

The KiBaM in our model is parameterised with c = 1/2 (artificially chosen
value as parameters fitted by experiments on similar batteries strongly vary
[24,32]); and a diffusion rate of p = 0.0006 (we decreased the value reported
by experiments [24] by a factor of 4 because of the low average temperature in
orbit, 3.5◦C, and the influence of the Arrhenius equation [25]).

Computational Aspects. We implemented the continuous solution developed in
the previous sections in the high-level computational language Octave. This
turned out to be practical only up to sequences of a handful of tasks. There-
fore, we implemented a solution over a discretised abstraction of the stochastic
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process induced by the MTP and the battery. By discretising the battery state
space into K ∈ N bins along both dimensions we can represent SoC densities
by an array and a matrix of dimension K and K × K respectively. Every cell is
represented by the smallest battery state still contained in the cell (i.e. the the
lower left corner). Whenever, by transforming the densities, a SoC is mapped
into a cell, the target SoC will instead be under approximated by the represen-
tative of that cell. Thus, the probability of the battery powering the satellite is
under approximated as well.

The continuous methods introduced before are easily adapted to this discrete
setting, basically replacing integrals by finite sums. We do not have any prior
error bound, but one can make the results arbitrarily precise by increasing K,
at the price of quadratic cost increase.

Our implementation is done in C++, we used K = 1200, 600, 300 and
150 for the experiments with the batteries of capacity 5000, 2500, 1250 and 625
mAh, respectively to guarantee equal relative precision. All the experiments have
been performed on a machine equipped with an Intel Core i5-2520 M CPU @
2.50 GHz and 4GB RAM. All values occurring are represented and calculated
with standard IEEE 754 double-precision binary floating-point format except for
the values related to the battery being depleted where we use arbitrary precision
arithmetic (as to this number, we keep adding values from the inner area that
are of much lower order of magnitude).

Model Evaluation. We performed various experiments with this model, to explore
the random KiBaM technology. We here report four distinct evaluations, demon-
strating that valuable insight into the model can be obtained. Each instance of
the experiments took no longer than 7 hours of computation.

(1) The 5000 mAh battery in the real satellite is known to be over-dimensioned.
Our aim was to find out how much. Hence, we performed a sequence of
experiments, decreasing the size of the battery exponentially. The results
are displayed in Fig. 1. We found out that 1/4 of the capacity still provides
sufficient guarantees to power the satellite for 1 year while 1/8 of the capac-
ity, 625 mAh, does not. The smaller the battery, the more crucial is the

Fig. 1. SoC of the satellite after 1 year for battery capacity 5000, 2500, 1250, and
625 mAh (Actually it is after 364 days, as this is in the middle of the charging phase.
After 365 days the satellite is in eclipse and no density is exhibited in the upper dia-
gram). Density values are depicted on a log scale, labels of the color bar indicate orders
of magnitude.
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(a) SoC for 1250 mAh with Dirac loads

(left) compared to noisy loads (right).

(b) SoC for 5000 mAh battery with 9

(left), respectively 6 solar panels (right).

Fig. 2. SoC after 1 year with noisy loads and with reduced solar input.

distinction of available and bound charge as a larger area of the plots is
filled with non-trivial density.

(2) We compared our results with a simple linear battery model of the same
capacity. This linear model is not uncommon in the satellite domain, it has
for instance been used in the Envisat and CryoSat missions [16]. The deple-
tion probabilities are displayed on the
right. We can see that the linear model
turns out to be surprisingly (and likely
unjustifiably) optimistic, especially for
the 625 mAh battery.

capacity linear KiBaM

5000 mAh 1.86 · 10−84 1.7 · 10−63

625 mAh 2.94 · 10−8 0.0365

(3) We (computationally) simplified the two experiments above by assuming
Dirac loads (thus showing zero variance). To analyse the effect of white noise,
we compared the Dirac loads with the noisy loads, explained earlier, on the
1250 mAh battery. As expected, the noise (a) smoothes out the distribution
and (b) pushes more of the distribution to full and empty states, see Fig. 2a.

(4) Our reference satellite is a two-unit satellite, i.e. is built from two cubes,
each 10 cm per side. In the current design, 9 of the 10 external sides are
covered by solar panels, the remaining one is used for both radio antenna
and camera. We thus analysed whether a one-unit design with only 5 solar
panels is possible. The answer is negative, the system runs out of energy
rapidly with high probability. Figure 2b displays that even for 6 panels the
charge level is highly insufficient to sustain the load.

6 Related Work and Analysis Alternatives

Haverkort and Jongerden [23] review broad research on various battery models.
The problem of capacity bounds does not get dqedicated attention. The latter
has been addressed by Boker et al. [5], with respect to a discretised, unbounded
KiBaM together with a possibly non-deterministic and cyclic load process, syn-
thesizing initial capacity bounds to power the process safely. Hence, capacity is
here understood as an over-dimensioned initial condition and not as a limiting
charging bound.
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Random discharge loads have been studied in the context of continuous-
time Markov approximations of the KiBaM [8,28]. That setting views available
and bound charge levels as two types of accumulated reward in a reward-
inhomogeneous Markov reward model. Since charging would correspond to accu-
mulation of negative reward, the solution techniques do not easily extend to cover
charging.

An extension of the KiBaM to battery scheduling problems has been con-
sidered [22], where optimal schedules for multiple batteries are computed in a
discretized setting with only discharging. This has been taken up and improved
using techniques from the planning domain [13].

While the theoretical basis of the present paper is developed in continuous
time, the results reported for the experimental evaluation are obtained from a
discretized abstraction of the stochastic process induced by the MTP and the
battery, solved numerically and with high-precision arithmetic where needed.
One could instead consider estimating the probability zt of the battery deple-
tion using ordinary simulation techniques [17]. Considering a battery of capacity
5000 mAh, this would mean that about 1063 simulations traces are needed on
average to observe the rare event of a depleted battery at least once. This seems
prohibitive, also if resorting to massively parallel simulation, which may reduce
the exponent by a small constant at most. A possible way out of this might lie
in the use of rare event simulation techniques to speed up simulation [31].

The behaviour of KiBaM with capacity bounds can be expressed as a rela-
tively simple hybrid automaton model [19]. Similarly, the random KiBaM with
capacity bounds can be regarded as an instance of a stochastic hybrid system
(SHS) [1,2,4,6,10,30]. This observation opens some further evaluation avenues,
since there are multiple tools available publicly for checking reachability proper-
ties of SHS. In particular, Faust2 [12], SiSat [15] and ProHVer [14,33] appear
adequate at first sight. Our experiments with Faust2 however were unsuccess-
ful, basically due to a model mismatch: The tool thus far assumes stochasticity
in all dimensions, because it operates on stochastic kernels, while our model is
non-stochastic in the bound charge dimension. With SiSat, we so far failed to
encode the MTP (or its effect) into an input accepted by the tool. The MTP can
be considered as a compact description of an otherwise intricate semi-Markov
process running on a discrete time line. This is in principle supported by SiSat,
yet we effectively failed to provide a compact encoding. Our ProHVer experi-
ments failed for a different reason, namely the sheer size of the problem. All the
above tools have not been optimized for dealing with very low probabilities as
they appear in the satellite case.

7 Conclusion

Inspired by the needs of an earth-orbiting satellite mission, we extended in
this paper the theory of kinetic battery models in two independent dimensions;
adding capacity bounds and casting the theory into a stochastic setting. We
provided a symbolic solution for a random initial SoC and a sequence of piece-
wise constant random loads. These sequences can be generated by a stochastic
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process representing an abstract and averaged behavioural model of a nano satel-
lite operating in earth orbit, superposed with a deterministic representation of
the solar infeed in orbit. We illustrated the approach by several experiments
performed on the model, especially varying the size of the battery, but also the
number of solar panels.

We showed how the random KiBaM can help quantify the risk of premature
depletion for the various battery dimensions at hand, highlighting the inadequacy
of the simpler linear battery model as a side result.

The approach enables a sophisticated exploration of the design space of a
cyber-physical battery powered system with respect to optimal use of weight
and space budget. For a particular satellite mission, one can apply the technol-
ogy offered by us for optimal online task scheduling by branching into several
distributions and determining which of them is best according to some metric.
Taking inspiration from [32], this can be combined with statistical model check-
ing so as to find the optimal task schedule of a given set of tasks. Computing
optimal schedules using the methods presented in this paper will indeed play a
major role in the upcoming GomX–3 CubeSat mission which is faced with a
much tighter energy budget.

As further work, extensions regarding temperature dependency should be
integrated into the model, as temperature is known to influence both the dif-
fusion rate of the KiBaM as well as the solar panel efficiency. Another chal-
lenge manifests when lifting the restriction of the load being piecewise constant.
This would void Lemma 1. An extension particularly important for long lasting
missions, is incorporating a model of battery wearout, typically manifesting by
decreasing the capacity over time.
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Abstract. In model-based analysis of energy consumption behavior,
detecting energy bugs is formulated as a model checking problem. Model
checkers can check the energy consumption behavior automatically, but
significant manual effort is required to study the generated counter-
example trace for finding the root causes of the failure. This effort can be
reduced by using a formula-based automatic fault localization method.
The present paper proposes a new trace formula, encoding all potential
transition sequences, with modest assumptions on the failure. The paper
also discusses the precision of the identified root causes and limitations
of the adapted failure model.

1 Introduction

Removing energy bugs is one of the primary concerns in constructing mobile
systems, because the capacity of batteries is limited. Although hardware compo-
nents are the direct consumers of battery power, programs must also be respon-
sible for energy consumption because they control the usage of the hardware
components. Such energy bugs (e-bugs) [22] are usually checked at runtime using
energy profilers in, for example, Android-based mobile systems [1]. Some e-bugs
are attributed to design faults, and model-based analysis methods (cf. [8,17]) are
desirable for use in early stages of development.

Energy consumption behavior concerns both discrete and continuous dynam-
ics [17], and linear hybrid automata (LHAs) [5] are appropriate as rigorous for-
mal models. There are a number of early studies on the use of a subclass of
LHAs, stopwatch automata [8] or n-rated timed systems [18]. Later, power con-
sumption automaton (PCA) is introduced, which is a variant of weighted timed
automata (WTAs) [3]. When we use linear temporal logic with freeze quantifiers
to express properties to be checked, energy consumption analysis is reduced to
a logical model checking problem [19,20]. Model checkers can check the energy
consumption behavior automatically, but significant manual effort is required
to study generated counter-example traces in order to find the root causes of
e-bugs.

Automatic fault localization attempts to reduce the effort involved in finding
root causes, and is successful for VLSI circuit designs [24] or imperative pro-
grams [11,12], which are formula-based approaches that adapt the model-based
c© Springer International Publishing Switzerland 2015
C. Berger and M.R. Mousavi (Eds.): CyPhy 2015, LNCS 9361, pp. 99–115, 2015.
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diagnosis (MBD) framework [23] and use a Boolean satisfiability method or
specifically a maximum satisfiability (MaxSAT) method (cf. [7]). In the MBD, a
system and its property specification are encoded in a logic formula. The formula
is unsatisfiable if the system violates the given property. The fault localization
problem involves finding a subset of clauses in the formula so that removing the
clauses in this subset makes the formula satisfiable. These clauses are obtained
as a minimal correction subset (MCS) of the unsatisfiable formula [14].

The present paper proposes a formula-based fault localization method for
PCAs [19] using MaxSAT. The main contributions are, (1) introducing a trace
formula, encoding all potential transition sequences, with modest assumptions
on a failure model, and (2) demonstrating the feasibility of the proposed method
with experiments on a small example case using Yices-1, a partial MaxSAT solver
[10]. We, then, discuss issues such as the limitation of the adapted failure model
and the precision and efficiency of the fault localization method.

2 Energy Consumption Behavior

We first review an energy consumption model. The presentation is based on
[17,19] using an example of a Wi-Fi subsystem, referring to a diagrammatic
representation of a PCA in Fig. 1. The example PCA consists of four power
states and several transition edges between the states.

A Wi-Fi station (Wi-Fi STA or simply STA) of a smartphone operates in a
passive scan mode [2]. An access point (AP) periodically sends beacon signals
to notify the STA to start a data transfer. The STA is initially in the DeepSleep
state and enters the HighPower state to send or receive data frames. The STA
remains in the IdleListen state in order to determine whether additional frames
will be received. When the STA recognizes a no-more-data flag in a transferred
data frame, it enters the LightSleep state. The STA remains in this state to
be ready for a quick re-start when a further data transfer is initiated. The STA

Deep
Sleep

Light
Sleep

Idle Listen

High Power

beacon
[TIM]

beacon
[not TIM]

Data transfer

/ reset inactivity timer
[not more]

beacon 
[not TIM]

Beacon
[TIM]

Data transfer
[more]

beacon 

Authentication
Association

expire inactivity timer

[not TIM]

beacon 
[TIM]

Fig. 1. PCA of a Wi-Fi Station
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does not reenter the DeepSleep state immediately. An inactivity timer is used
to generate a time-out event, which forces the STA into the DeepSleep state.

The amount of consumed energy is different in each power state. For example,
the HighPower state consumes a lot of energy in order to decode the transferred
frames. In the DeepSleep state, only power sufficient to activate a portion of the
electric circuits is necessary, and thus the energy consumption rate is small. If
we let F j(t) be a function of time that represents the rate of energy consumed
at a state j, the total energy consumed in the time interval a to b is Ej =∫ b

a
F j(t)dt. Since the power states are visited many times as state transitions

continue, the total energy consumption is calculated as a summation over Ejs,
E =

∑n
j=0E

j =
∑n

j=0

∫ bj

ajF
j(t)dt. If we introduce a linear approximation such

that dEj/dt = F j(t) = M j for a constant M j in each power state, then E =∑n
j=0M

j×(bj − aj). Each constant M � is an average energy consumption rate
for the power state �, and is given as a specification of the hardware component.

The PCA falls within a subclass of LHAs [5] because the flow dynamics of
the energy consumption variable E takes the form dE/dt = M , and the inac-
tivity timer G is a clock variable such that dG/dt = 1 [17]. However, a PCA
is more restricted than an LHA in that E is an observer and does not have
any effect on the state-transition behavior, whereas G controls the timings of
state-transitions. We regard a PCA as a WTA [3]. A WTA is a timed automa-
ton (TA) in which a weight variable stores the accumulated consumed energy,∑n

j=0E
j , from the initial state to the current nth state. The weight variable E

is initially zero. For example, if a PCA remains in the DeepSleep state for an
amount of time t1 and then remains in the HighPower state for t2, E becomes
MDeepSleep×t1 + MHighPower×t2. The weight E is increased as the PCA makes
transitions between the power states.

From a naive viewpoint, a property on the energy consumption seems simple
enough to state that a total amount of consumed energy must be less than a
specified maximum value. However, because the amount of consumed energy is
proportional to the duration in which the hardware components are used, this
simple property is eventually violated. When we check a property on the energy
consumption, we must specify a duration in which the property is checked. This
can be captured by duration-bounded cost constraint, in which the cost refers to
the amount of energy consumption [19].

3 Preliminaries

This section introduces basic concepts. The term SAT method here refers to both
pure Boolean satisfiability and satisfiability modulo theories (SMT) methods.

Scope-Bounded Analysis. SAT method is a basis of various automatic analy-
sis methods, such as bounded model checking (BMC) [6]. Given a system, we
encode potential execution paths of the system in a trace formula (TF) ϕTF . If
we let ϕAS be an assertion (AS), or a property to be checked, a BMC problem
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is to determine whether ϕTF ∧ ¬ϕAS is satisfiable. If the whole formula is sat-
isfied, then obtained assignments constitute a counter-example to demonstrate
that the system (ϕTF ) violates the property (ϕAS).

Fault Localization Problem. Let a formula ϕFL be ϕEI ∧ ϕTF ∧ ϕAS for
the above mentioned ϕTF and ϕAS , and ϕEI that encodes error-inducing input
data values. We construct ϕEI by extracting from the counter-example a set of
input data values that lead the system to such a failing execution. Thus, the
ϕFL is unsatisfiable.

A fault localization problem is to find clauses in ϕTF that are responsible
for this unsatisfiability. Clauses in the identified unsatisfiable core constitute a
conflict, which is an erroneous situation containing root causes of the failure.
Both ϕEI and ϕAS are supposed to be satisfiable because they encode the input
data values and the property respectively. This is exactly a problem in which we
search for root causes of the faulty system.

In what follows, C refers to a set of clauses that constitute a given formula ϕ
in conjunctive normal form (CNF). We use C and ϕ interchangeably. For details
about basic concepts, refer to the standard literature (cf. [7]).

Minimal Unsatisfied Subset. A set of clauses M , M ⊆ C, is a minimal
unsatisfiable subset (MUS) iff M is unsatisfiable and ∀c∈M :M\{c} is satisfiable.

Maximal Satisfiable Subset. A set of clauses M , M ⊆ C, is a maximal satis-
fiable subset (MSS) iff M is satisfiable and ∀c∈(C\M):M∪{c} is unsatisfiable.

Minimal Correction Subset. A set of clauses M , M ⊆ C, is a minimal correc-
tion subset (MCS) iff C\M is satisfiable and ∀c∈M :(C\M)∪{c} is unsatisfiable.
By definition, an MCS is a complement of an MSS.

Hitting Set. Let Ω be a set of sets from some finite domain D. A hitting set of
Ω, H, is a set of elements from D that covers every set in Ω by having at least
one element in common with it. Formally, H is a hitting set of Ω iff H⊆D and
∀S∈Ω:H∩S �=∅. A minimal hitting set is a hitting set from which no element can
be removed without losing the hitting set property.

Partial Maximum Satisfiability. A maximum satisfiability (MaxSAT) prob-
lem for a CNF formula is finding an assignment that maximizes the number of
satisfied clauses. Partial MaxSAT (pMaxSAT) is a variant of MaxSAT, in which
some clauses are marked soft or relaxable, and the other clauses are marked hard
or non-relaxable. A pMaxSAT problem is finding an assignment that satisfies all
the hard clauses and maximizes the number of satisfied soft clauses.

Model-based Diagnosis Framework. In the MBD framework [23], fault local-
ization involves finding a subset of clauses, called diagnosis, in the unsatisfiable
formula ϕFL so that removing the clauses in this subset makes the formula sat-
isfiable. A conflict is an erroneous situation and a diagnosis refers to the root
causes. A faulty system usually contains multiple conflicts and diagnoses. For-
mally, diagnoses are a set of MCS elements (or MCSes), while conflicts are a
set of MUS elements (or MUSes). MCSes and MUSes are related by a hitting
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set relationship [14]. The formula-based approach [11,12,24], adapted in the
present paper, calculates an MSS to obtain an MCS by complementing the MSS
and repeats this process to collect MCSes.

The fault localization problem requires means to represent the fact that
ϕEI and ϕAS are satisfiable and that some clauses in ϕTF are suspicious. The
pMaxSAT approach is well suited to satisfying this requirement [11,12]. The
clauses in ϕEI and ϕAS are marked hard. Suspicious clauses in ϕTF are soft.
The other clauses in ϕTF that are assumed to be bug-free are hard. This deci-
sion, in which clauses are marked soft in ϕTF , is dependent on a failure model.

An Example. Here is an example [13] to illustrate the basic concepts.

C1 C2 C3 C4

ϕ = (a) ∧ (¬a) ∧ (¬a∨b) ∧ (¬b)

Its MUSes, MCSes, and MSSes are the following.

MUSes(ϕ) = { {C1, C2}, {C1, C3, C4} }
MCSes(ϕ) = { {C1}, {C2, C3}, {C2, C4} }
MSSes(ϕ) = { {C2, C3, C4}, {C1, C4}, {C1, C3} }

MUSes(ϕ) and MCSes(ϕ) are related by a hitting set relationship.
Next, if we mark C3 as hard and all the rest to be soft, a set consisting of

two MCS elements, { {C1}, {C2, C4} }, is obtained as MCSes. This illustrates
that there are two possible diagnoses to make the formula ϕ satisfiable under the
assumption that C3 is correct. We may remove either a single clause (C1) or two
clauses (C2 and C4). We must decide which candidate we choose as a repair. This
decision requires a piece of information beyond the fault localization method.
Repairing is not the focus of the present paper.

4 A Method for Bounded Analysis

Bounded analysis methods rely on Boolean encoding of all possible transition
sequences. The encoding of the trace formula is one of the primary concerns.

4.1 Power Consumption Automata

As mentioned above, PCAs are a variant of WTAs [3]. WTAs, an extension of
TAs [4], are state-transition systems that have a finite numbers of non-negative
real-valued clocks and weight variables. PCAs are different from WTAs in that
PCA does not have weights on its edge. We first present a basic model of PCAs.

Basic Model. A PCA A is a tuple consisting of 〈 Loc, �0,X,W,Edg, F low, Inv 〉.
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1. Loc is a non-empty finite set of locations.
2. �0 is the initial location, �0∈Loc.
3. X is a finite set of non-negative real (R+) clock variables. For a positive

natural number n(∈ N ) and an operator �� ∈ {<,≤,=,≥, >}, constraints of
the form x �� n and x1 − x2 �� n constitute a set of clock constraints Z(X).

4. W is a finite set of weight variables that take non-negative real values.
5. Edg represents a set of transitions, and is a finite set Loc×Z(X)×2X×Loc.

An element of Edg, (l, g, r, l′), is written as l
g,r−→ l′, where g is a guard

condition in Z(X), and r refers to a set of clock variables (∈ 2X) to reset.
6. Flow represents the flow dynamics accounting for the change rate of weight

variables, which is represented in terms of ordinary differential equations,
dw/dt = M �

w. Flow : Loc → (W → R+)
7. Inv is a mapping from Loc to clock constraints, Inv : Loc→Z(X). Each

element in Inv defines a clock invariant defined at each location.

Parallel Composition. We represent a complex system as a parallel composi-
tion of PCAs, where two PCAs are synchronized for a same event. The PCAs
are defined in terms of a finite set of events Σ and an empty symbol ε. A PCA
A is 〈 Loc, �0,X,W,Σ∪{ε}, Edg, F low, Inv 〉.

Edg is Loc×(Σ∪{ε})×Z(X)×2X×Loc, and its element (l, a, g, r, l′) is written
as l

a,g,r−→ l′. Parallel composition is defined for two given PCAs A(1) and A(2),
where Σ(1)∩Σ(2) �=∅ and W (1)∩W (2)=∅. Locations of the composed automaton
are pairs of locations, 〈l(1), l(2)〉 ∈ Loc(1)×Loc(2). An invariant at each location
is a conjunction, Inv(1)(l(1))∧Inv(2)(l(2)). Symbols common to both alphabets
(a∈Σ(1)∩Σ(2)) synchronize two automata. For such a common alphabet, A(1)

and A(2) take transitions simultaneously.

Power Consumption Automata. PCAs add internal state variables to the
basic model and discriminate input-output actions. We introduce a finite set of
variables V , whose values are Booleans, naturals or elements in some finite dis-
crete domains. Such variables are updated along with a transition, Update. Here,
Edg is Loc×(Σ∪{ε})×Z(X)×2X×Update×Loc, and its element (l, a, g, r, u, l′)
is written as l

a,g,r,u−→ l′. Furthermore, parallel composition is communication
between two PCAs. The participants in such a parallel composition use unidi-
rectional communication. The alphabet involved in the synchronous transitions
consists of two disjoint sets, Σ and Σ. Here, a∈Σ indicates that Σ contains
its counterpart a, where Σ denotes receive, and Σ denotes send. Two transi-
tions with a and a are taken simultaneously. Formal model of PCAs is now
〈 Loc, �0,X,W, V, (Σ∪Σ)∪{ε}, Edg, F low,Update, Inv 〉.

4.2 Boolean Encoding

Fault localization, as well as bounded model checking, requires Boolean encod-
ing of a trace formula ϕTF . We follow the encoding method of TAs in [25] and
extend this method to PCAs. In the following, we use an abbreviation x̂ to refer
to a vector of variables (x1, . . . , xn) ∈ Xn.
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Trace Formula. A state of a single PCA A is characterized by a location
variable (at), clock variables (x̂), weight variables (ŵ), and discrete variables
(v̂). We introduce a set S={at, x̂, ŵ, v̂}, where x̂, ŵ, and v̂ are vectors of a
suitable number of variables, x̂ ∈ Xn, ŵ ∈ Wm, and v̂ ∈ V l. Here, a PCA A is
defined as 〈I, T 〉 over S.

1. Initial State: Variables in v̂ are appropriately initialized.

I=(at = �0 ∧ x̂ = 0 ∧ ŵ = 0 ∧ v̂ = init)

2. Discrete Transition Step:

T (e) is a relation on S and S′, where e = l
g,r,u−→ l′, and zi = 0 if xi ∈ r,

zi = xi otherwise. The internal variable vi is modified using an updating
function fi ∈ ui.
T (e)=(at = l ∧ at′ = l′ ∧ g ∧ x̂′ = ẑ ∧ ŵ′ = ŵ ∧ v̂′ = f̂(v̂) ∧ Inv(l′)(x̂′))

3. Delay Transition Step:

D(δ, �) is a relation on S and S′ at a location �∈Loc, where δ is a positive
real value of delay, and M � is a non-negative real-valued constant given at
each location. In particular, weight variables are updated in accordance with
the flow dynamics (cf. Flow).

D(δ, �)= (Inv(�)(x̂′) ∧ at′ = at ∧ x̂′ = x̂ + δ ∧ ŵ′ = ŵ + M �×δ ∧ v̂′ = v̂)

4. Transition Relation:

T is a relation on S and S′.
T= (

∨
e∈EdgT (e)) ∨ (∃ δ ≥0 .

∨
�∈LocD(δ, �))

5. K-step Unfolding of PCA:

ϕK
TF is a trace formula encoding potential K-step transition sequences. Let

Sj be a set of j-indexed variables {atj , x̂j , ŵj , v̂j}. Here, S in I is S0. S and
S′ in Tj are Sj−1 and Sj , respectively.
ϕK

TF = I ∧ (
∧

j=1..K Tj)

Next, we consider parallel composition cases. In order to define delay transition
steps, we introduce a special symbol delay to represent that the automaton takes
a delay transition. In the definition of a PCA, synchronization symbols are either
receive (Σ) or send (Σ). The Boolean encoding here does not discriminate the
annotation because the symbols are just meant for synchronizing transitions.
Therefore, the input alphabet is Σ∪{ε, delay}. The set S is extended to include
a variable act referring to an input symbol (S ∪ { act }).

1. Inactivity Transition:

F=(at′ = at ∧ x̂′ = x̂ ∧ ŵ′ = ŵ ∧ v̂′ = v̂ ∧ (
∧

α∈(Σ∪{delay})act�=α))
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2. Discrete Transition Step for e = l
a,g,r,u−→ l′.

T (e)=(at = l ∧ at′ = l′ ∧ act = a ∧ g ∧ x̂′ = ẑ ∧ ŵ′ = ŵ ∧ v̂′ = f̂(v̂)
∧ Inv(�′)(x̂′))

3. Delay Transition Step:

D(δ, �)= (Inv(�)(x̂′) ∧ at′ = at ∧ act = delay ∧ x̂′ = x̂+δ ∧ ŵ′ = ŵ+M �×δ
∧ v̂′ = v̂)

4. Transition Relation:

T= (
∨

e∈EdgT (e)) ∨ (∃ δ ≥0 .
∨

�∈LocD(δ, �)) ∨ F

5. K-step Unfolding of N numbers of PCAs: A total of N PCAs A(1) . . . A(N)

are composed, where A(i) is 〈I(i), T (i)〉. Here, I(i) and T (i) define the initial
state and transition relation of an i-th automaton.

ϕK
TF =

∧
i=1..N (I(i) ∧ (

∧
j=1..K T

(i)
j )), which is rewritten as I ∧ (

∧
j=1..K Tj)

where I =
∧

i=1..N I(i) and Tj =
∧

i=1..N T
(i)
j .

An Example. We show a Boolean encoding of a client that will appear later in
Fig. 3. This automaton does not have weight variables and thus is a TA.

1. Initial State:

I=(at = �0 ∧ Xc = 0)

2. Discrete Transition Steps:

T (e1)=(at = �0 ∧ at′ = �1 ∧ X ′
c = 0 ∧ act = lock)

T (e2)=(at = �1 ∧ at′ = �0 ∧ Xc≥C ′
1 ∧ act = unlock)

3. Delay Transition Steps:

D(δ, �0)= (at′ = at ∧ at = �0 ∧ act = delay ∧ X ′
c = Xc + δ)

D(δ, �1)= ((X ′
c≤C1) ∧ at′ = at ∧ at = �1 ∧ act = delay ∧ X ′

c = Xc+δ)

4. Inactivity Transition:

F=(at′ = at ∧ X ′
c = Xc ∧ act�=lock ∧ act�=unlock ∧ act�=delay)

5. Transition Relation: T=(T (e1) ∨ T (e2) ∨ D(δ, �0) ∨ D(δ, �1) ∨ F )
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4.3 Scope-Bounded Analysis

Bounded Model Checking. We introduce a labeling function Lab from each
location to a set of atomic propositions, Lab : Loc→2Prop. Here, Prop is defined
over state variables U such that U = S\{at} = {x̂, ŵ, v̂}. Specifically, a propo-
sition p (p∈Prop) takes the form of clock constraints Z(X) for clock variables
(xj), and of weight constraints Z(W ) for weight variables. These constraints are
represented in linear real arithmetic (LRA) theory.

Although a BMC problem is usually defined for arbitrary formulas of linear
temporal logic (LTL) [6,25], we restrict to consider safety properties only. We
let ψ(û) be a propositional formula constructed from Prop, and ûj be state vari-
ables in U j . A safety property is expressed in LTL as ��ψ. Recall a BMC problem
is checking the satisfiability of ϕTF ∧ ¬ϕAS . Because ¬(��ψ)=♦¬ψ, the entire
formula for the K-unfolded case is

ϕsafety = I(û0) ∧ (
∧

j=1..K Tj(ûj−1, ûj)) ∧ (
∨

j=1..K ¬ψ(ûj)).

This BMC problem is searching for an erroneous state, that satisfies ¬ψ(ûj),
within K transition steps from an initial state.

Guide Constraints. The energy consumption analysis is a duration-bounded
cost constraint problem (see Sect. 2). We need means to specify a duration in
which numerical constrains on weight variables are checked. Such a duration is
defined by an LTL formula ϕG, a guide constraint. Then, the entire formula for
a BMC problem is ϕTF ∧¬(ϕG⇒ϕAS), which is (ϕTF ∧ϕG)∧¬ϕAS .

δ-Stuttering. A PCA has delay transitions in addition to discrete transitions.
When a discrete transition at a location � is not enabled, there is a chance to
fire a delay transition so long as the invariant at the location � is satisfied. The
amount of such a delay, δ in the definition, can be arbitrary, which implies, in
principle, that a countable number of delay transitions are able to fire on the
same location �. The number of such transitions may increase to reach the bound
K with no meaningful discrete transition at all. Such δ-stuttering is effectively
the same as the scope being chosen to be smaller than K.

We remove the δ-stuttering from the transition sequences. A transition
sequence containing δ-stuttering has a sub-sequence that consists of consecutive
delay transitions and either is ended with a discrete transition or reaches the
scope limit. Here, we write such a sub-sequence ended with a discrete transition
en, where en = �s→�t, to be 〈D(δ1, �s), · · ·,D(δn−1, �s), T (en)〉. We compress the
delay transition fragment to be D(δT , �s) where δT = Σn−1

i=1 δi. Then, the sub-
sequence becomes 〈D(δT , �s), T (en)〉. For the case of reaching the scope limit,
we simply truncate the sequence by removing the delay transitions.

Practically, we can remove δ-stuttering by choosing a scope bound of a BMC
carefully. Imagine that we notice δ-stuttering in a counter-example trace of a
K-bounded BMC. If the δ-stuttering has N consecutive delay transitions, we
re-run the BMC in which its scope is chosen to be smaller than K, for example
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(K − N + 1). We ensure that δ-stuttering does not appear anymore in a newly
generated counter-example.

5 Automatic Fault Localization

5.1 Fault Localization Method

Fault Localization Problem for PCA. Parallel compositions of PCAs are
closed in that there is no free event symbol; any symbol a (∈Σ) has a match-
ing a (∈Σ). Although the original fault localization problem in Sect. 3 refers to
the error-inducing input ϕEI , the problem here does not need to consider this
condition. Because a set of PCAs are closed, there is no input data that is given
externally. However, as discussed above, we must take into account of the guide
constraint ϕG. Therefore, the formula ϕFL used in the fault localization prob-
lem for PCAs takes the form such that ϕFL = ϕTF ∧ϕG∧ϕAS . The problem is
searching for MCS elements in ϕTF of the unsatisfiable ϕFL.

Failure Model. PCAs are state transition systems that control the enabling
of transitions by non-negative real-valued clocks. Weight variables are observers
and does not affect the enabling of transitions. When multiple PCAs are com-
posed, synchronization can be considered to result in introducing further con-
straints on transition sequences of the constituent PCAs, which indirectly affects
possible transition sequences controlled by the clock variables.

We assume that faulty behavior in PCAs is originated from some faults in
using clock variables. PCAs refer to clocks in invariants, or transition guards and
resets, Inv(l), or g and r on an edge of l

a,g,r,u−→ l. We consider possibilities that
the elements referring to clocks may contain root causes, These are suspicious
elements in faulty systems. We do not consider structural bugs such as missing
edges or redundant edges. Now, the fault localization problem involves checking
a set of clock constraints collected from a failing trace with respect to a given
property ϕAS .

In a fault localization problem using the pMaxSAT approach, these suspicious
elements are marked soft. Since the initial state is usually definite, all of the
elements in the initial state formula (I) are hard. The inactivity transition F , in
parallel compositions of automata, is also definite because it encodes situations
in which a constituent automaton does not take any transition.

Next, we consider the discrete transition step T (e) and the delay transition
step D(δ, �). Elements, which are related to invariants in the transition step,
guards and resets, are marked soft. Below the notation pH (or, pS) indicates
that p is hard (or, soft).

1. Discrete Transition Step:

T (e) = ( (at = l)H ∧ (at′ = l′)H ∧ (act = a)H ∧ (g)S

∧ (x̂′ = ẑ)S ∧ (ŵ′ = ŵ)H ∧ (v̂′ = f̂(v̂))
H ∧ (Inv(�′)(x̂′))S )
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2. Delay Transition Step:

D(δ, �)= ((Inv(�)(x̂′))S ∧ (at′ = at)H ∧ (act = delay)H

∧ (x̂′ = x̂ + δ)H ∧ (ŵ′ = ŵ + M �×δ)H ∧ (v̂′ = v̂)H)

Non-deterministic Transitions. PCAs have non-deterministic transitions, i.e.
more than one transition can be enabled simultaneously. A PCA may have mul-
tiple edges ei such that ei = ls

as,gi,ri,ui−→ li. The edges share a common source
location ls and enabling conditions, but have a different reset ri, an update ui,
and a destination location li, where the enabling conditions are described in
terms of a common input symbol as and overlapped guard conditions gi. Fur-
thermore, a PCA has a delay transition D(δ, ls) at the same source location ls,
which is competing with discrete transitions. We have a set of transitions that
are enabled non-deterministically, {D(δ, ls), T (e1), . . ., T (eN )}.

Non-deterministic transitions complicate fault localization. The formula-
based fault localization method relies on the fact that MCSes are calculated from
the unsatisfiability of the ϕFL. However, if the system has non-deterministic
transitions, it can take transitions other than that in the failing execution
and some of the paths may be successful. Consequently, ϕFL may be satisfi-
able and have an empty MCSes.

The above observation implies that we cannot use the full flow-sensitive trace
formula, which is successful for the case of imperative programs [12]. The trace
formula used in the BMC is full flow-sensitive because the formula encodes all
potential execution paths and thus contains non-deterministic transitions when
we consider PCAs. Note that imperative programs are deterministic, and that
this issue does not come up.

Trace Formula for Fault Localization. Since ϕFL is ϕTF ∧ϕG∧ϕAS , the
ϕTF in the unsatisfiable formula ϕFL can be restricted to capture conflict sit-
uations only. These are in a subset of all potential transition sequences, and
the ϕTF does not need to encode all the sequences. Furthermore, a conflict sit-
uation is related to a counter-example trace that a K-scoped BMC procedure
returns1. The trace contains a transition sequence leading to the violation of
ϕAS and other information. The sequence is actually a mixture of discrete step
(T (ei

j)) and delay transition step (D(δi, �i)). Here, T (ei
j) is a discrete transition

T (ej) taken as the i-th step. If the length is K, the sequence is encoded to be∧
i=1..K(T (ei

j) or D(δi, �i)).
Recall that the formula ϕAS is a safety property (��ψ). If it is violated, then

there is an index L (L≤K) such that L is the state at which ϕAS violates at the
first time, a minimum of such indices. Since the transition sequence up to L con-
tains enough information leading to the violation, the sequence is encoded in a
formula

∧
i=1..L(T (ei

j) or D(δi, �i)). We can ensure that I(û0) ∧ (
∧

i=1..L(T (ei
j)

or D(δi, �i))) ∧ ¬ψ(ûL) is satisfiable.

1 We can assume here the counter-example trace is free from the δ-stuttering issue.



110 S. Nakajima and S.-M. Lamraoui

A Sliced Transition Sequence. We use a sliced transition sequence
as the trace formula (ϕsliced

TF ) for the fault localization. It is a con-
junction of transition steps in a L-scoped counter-example trace. ϕsliced

TF =
I ∧ (

∧
i=1..L(T (ei

j) or D(δi, �i))). The formula involves soft clauses referring to
clock variables. Since soft clauses are relaxable, we can find MCS elements that
make the formula ϕsliced

TF ∧ϕAS satisfiable. Note that the formula ϕG does not
appear because ϕsliced

TF , by construction, satisfies the guide constraint.

Fault Localization Steps. The fault localization steps are described below.

1. Execute K-scope BMC of ϕTF ∧ ϕG ∧ ¬ϕAS .
2. Remove δ-stuttering if present by executing BMC with a chosen small scope.
3. Construct ϕsliced

TF (a sliced transition) from the counter-example trace.
4. Use pMaxSAT for ϕsliced

TF ∧ ϕAS to enumerate MCSes.

6 An Example Case

In the following, we present a simple example case conducted as an initial study
under MacO/S 10.9.5 on a 1.3 GHz Intel Core i5, using Yices-1, a pMaxSAT
solver supporting LRA theory [10].

Scenario. Figures 2 and 3 illustrate a diagrammatic representation of automata
used in the example. This is a simplified scenario reported in [21].

The client locks or unlocks the Lock controlling the Wi-Fi STA, which com-
municates with the Wi-Fi AP. The Wi-Fi STA (Fig. 2) is a PCA that has three
power states; �0 is a deep-sleep state whose battery consumption rate (M0) is
small, �1 is a light-sleep state whose battery consumption rate (M1) is larger
than M0 so as to be ready for a quick re-start in the near future, and �2 is an
active state in which the battery consumption rate (M2) is the largest because
incoming data frames are decoded. If the Lock is disabled, the Wi-Fi STA takes
a transition from �2 to �1 when a data transfer is finished. An expiration timer

0 1 2

transfer

transfer

transfer finish [ locked ]

finish [ not locked ] 
/ timer := 0

[ timer >= Expire]

lock / locked := true unlock / locked := false

Fig. 2. A simplified Wi-Fi STA with a Lock
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0 1

/ lock; Xc := 0

[ Xc >= C1’ ]  
/ unlock

{ Xc =< C1 } 

0 1

{ Xs =< C3 } 
[ Xs >= C3’ ]  
/ finish; Xs := 0

[ Xs >= C2’ ]  
/ transfer; Xs := 0

{ Xs =< C2 } 

Fig. 3. A client (left) and a simplified Wi-Fi AP (right)

enables a transition from �1 to �0. Alternatively, if the Lock is enabled, the sys-
tem stays in the �2 state even if the transfer is finished. The Client and Wi-Fi
AP in Fig. 3 are TAs since they have clock variables, but no weight variable.

BMC Problem. We introduce a simple safety property to specify that a total
energy consumption E is less than a given threshold C0. This relationship is
expressed in an LTL formula such that ϕAS = ��(E ≤ C0). We also specify
a duration for the analysis such that the interval starts with a lock message
and eventually involves a finish followed by a transfer, which is encoded
in a guide constraint ϕG such that ϕG =lock∧♦(finish∧♦transfer). Because
¬ϕAS=♦(E > C0), the formula for our BMC problem is ϕTF ∧ ϕG ∧ ♦(E > C0),
where the formula ϕTF encodes all possible interleaving execution paths gener-
ated by the parallel composition of three automata.

In the experiments, we set concrete values to the parameters, those appeared
in the clock invariants (C1, C2, and C3), in the guard conditions on the clocks
(C ′

1, C ′
2, and C ′

3), and in the property to check (C0). In particular, we choose
a large value for C2 and C ′

2, which is a source of potential e-bugs injected so
that Wi-Fi STA (Fig. 2), if locked, remains at the location �2 for a long time.

Failing Execution. We conducted BMC with a scope bound of nine, which
is just an initial guess. The BMC procedure returns a counter-example that
contains a sub-sequence involving δ-stuttering of a length two. We re-run the
BMC with a new scope bound of seven. The resultant transition sequence is
(lock, δ2,transfer, δ4, finish, δ6,transfer). Figure 4 illustrates the obtained

Client Wi-Fi STA Wi-Fi AP

lock

transfer

finish

transfer
d6

0

2

Fig. 4. A Failing Execution
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failing execution trace in a message sequent chart. Three PCAs execute in
parallel, and the trace is an instance of possible interleaving that results in
violating the property. The Wi-Fi STA, first in the �0 state, enters the �2 in
response to receiving a transfer. Although it receives a finish, the Wi-Fi
STA stays at the same state. After an amount of time d6 is passed, another
transfer event occurs where d6≥C ′

2 is satisfied. Because C ′
2 is large, the total

energy E consumed up to this point violates the given condition. E is equal
to M0×d2 + M2×d4 + M2×d6. From this we constructed a sliced trace formula
ϕsliced

TF that encodes the obtained counter-example transition sequence.

Localizing Faults. We constructed a formula ϕFL to be ϕsliced
TF ∧��(E ≤ C0)

whose scope is seven, and iteratively invoked Yices-1 pMaxSAT procedure to
enumerate all MCS elements. The result is MCSes to have two MCS elements,
{{[Xs≥C ′

2] on �0→�1}, {(Xs := 0) on �1→�0}}, which concern with clocks in
Wi-Fi AP (Fig. 3 - right).

The first MCS element, {[Xs≥C ′
2] on �0→�1}, shows that the time between

the last finish and a coming transfer is large because C ′
2 is large. The Wi-Fi

STA waits for another transfer at the state �2 and consumes a lot of energy.
The second MCS element, {(Xs := 0) on �1→�0}, may suggest a repair in which
the clock Xs is initialized to be larger than zero so that the guard condition
on the edge from �0 to �1 is enabled sooner. PCA, however, allows only a reset,
assigning zero to a clock. This second MCS element is not a real root cause.

7 Discussion and Conclusion

Precision of Identified Root Causes. Because diagnoses of a fault in the
formula-based fault localization method are MCS elements, we have two aspects
to discuss in regard to the precision of identified root causes. First, MCS is not
minimum and may have extra clauses, which implies that a diagnosis may not be
accurate enough to pinpoint a specific fault location. However, in our experience
of either PCA or imperative programs [12] and in existing work on imperative
programs [11,26], an MCS element consists of a single clause or at most a few.
Thus, being minimal is not an issue in practice.

Second, the number of MCS elements is sometimes large, which means that
there are many root cause candidates. It requires human insight to determine
which candidate MCS is a real root cause to repair. The fault localization method
is not concerned with such differences. In our experiment in Sect. 6, the obtained
MCSes contains a real root cause ({[Xs≥C ′

2] on �0→�1}) and a spurious one
({(Xs := 0) on �1→�0}).

Trace Formula for Fault Localization. The trace formula, playing a pri-
mary role in the fault localization method, depends on computational models,
the operational semantics of PCAs in our case. Because of the issue on non-
deterministic transitions in PCA, we used a sliced trace formula ϕsliced

TF for the
fault localization. The formula is essentially encoding a counter-example transi-
tion sequence obtained by a BMC method. The sliced trace formula is similar



Fault Localization of Energy Consumption Behavior 113

to a flow-insensitive trace formula for imperative programs in BugAssist [11].
The flow-insensitive trace formula is introduced in order to counter a less effi-
cient MCS algorithm that the tool uses. However, it cannot deal with failures
due to bugs in control flows of programs [9]. SNIPER [12] showed that the full
flow-sensitive trace formula was able to identify such control flow bugs and the
adapted algorithm was as efficient as that of BugAssist. The sliced trace formula
ϕsliced

TF in this paper is introduced not for an efficiency reason, but is essential
because of the issues relating to non-deterministic transitions.

Limitation of Failure Model. The failure model in this paper is based on
an assumption that PCA elements referring to clock variables are suspicious
(Sect. 5.1). Here, ϕsliced

TF is considered as a sequence of transition steps and each
transition step has a conjunct of conditions on clock variables as its sub-formula
(Sect. 4.2). The sliced trace formula is essentially a set of conditions on clock
variables that are collected along the counter-example transition sequence. We
denote φclk a formula encoding such constraints here. Imagine that a given prop-
erty φAS uses clock variables and weight variables. Since values of the weight
variables are dependent on time, the formula φAS can be considered as clock
constraints. A violation of a given LTL property is indeed an unsatisfiability of
clock constraints, φclk∧φAS . The example case in Sect. 6 was exactly an instance
of this constraint problem.

The failure model currently does not consider possible structural bugs. We
can, however, extend our method to consider such a bug, but in a restricted case
only. Recall that the method relies on finding MCS elements, which is indeed
finding clauses that must be removed. If a new failure model considers a case in
which a certain transition step, or an edge in PCA, is suspicious, then an edge,
actually a clause corresponding to the edge, can be a candidate to be relaxed.
Contrarily, if a bug appears because of a missing edge, we cannot find any root
cause. There is no MCS element to account for the missing edge. This limitation
is unavoidable in the MBD approaches.

Efficiency of MCS Enumeration. Enumerating all MCSes is time-consuming
and a scalability problem remains. We may use an efficient method in [12] imple-
mented using Yices-1, which adapts a technique for blocking MCS [16], or may
use recent new algorithms such as the one in [15].

Last, as far as we know, the present paper is the first report on formula-
based fault localization of energy consumption behavior, or a variant of WTA.
The work is still preliminary, but we believe it can be a start of further research.
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Abstract. Secure data aggregation aims at combining security and data
aggregation together to meet the requirements of data-centric networks
such as wireless sensor network. Secure data aggregation protocols pro-
vide either hop-by-hop security or end-to-end security. However, hop-by-
hop secure data aggregation is vulnerable to attackers at intermediate
nodes while end-to-end secure data aggregation increases the communica-
tion overhead. In this paper, we propose a hybrid secure data aggregation
protocol to balance the trade-off between privacy and communication
overhead. The proposed protocol uses the symmetric-key based privacy
homomorphism to ensure the privacy of sensor readings at intermediate
nodes. In addition, the proposed protocol efficiently deals with the key
management issues that exist in the state-of-the-art symmetric-key based
protocols. The proposed protocol also reduces the communication over-
head as compared to the existing end-to-end secure data aggregation pro-
tocols. Comprehensive analysis and comparisons validate the viability of
the proposed protocol in resource-constrained wireless sensor networks.

Keywords: Wireless sensor networks · Security · Secure data aggrega-
tion · Privacy homomorphism · Communication overhead

1 Introduction

Wireless sensor network (WSN), a collection of tiny and cost-effective sensor
devices, has envisioned many applications such as battlefield surveillance, target
tracking, environmental & health care monitoring and traffic regulation. [1].
These tiny sensor devices have very limited resources such as memory, processor,
energy and bandwidth [1]. Amongst these resources, energy is the most limiting
factor that has a profound impact on the WSNs’ lifetime [6]. Therefore, the major
objective of WSNs’ protocols is to reduce the energy consumption. In addition,
as communication operations in WSNs consume significantly more energy than
computation operations [11], WSNs’ protocols aim at reducing communication
overhead. One of the techniques used for reducing the communication overhead
is “In-network data aggregation” [6]. In-network data aggregation processes the
raw sensor readings at intermediate nodes, and forwards the aggregated result
towards the base station. Along with data aggregation, data security becomes

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-25141-7 9
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an important design parameter due to hostile and unattended deployments and
unreliable communication channel [4,25].

The requirement to bind the security and data aggregation together leads
the development of secure data aggregation protocols. Secure data aggregation
protocols have been classified as either hop-by-hop secure data aggregation pro-
tocols or end-to-end secure data aggregation protocols. Hop-by-hop secure data
aggregation protocols [12,18] assume that intermediate nodes are trustworthy.
Hence, data forwarded by leaf nodes can be decrypted at intermediate nodes.
Intermediate nodes perform the aggregation operations over raw sensor readings
and encrypt the aggregated data before forwarding the result towards the next
hop. Though viable, such hop-by-hop aggregation becomes problematic when
intermediate nodes are not trustworthy. Malicious intermediate nodes can read
and modify the sensor readings that eventually violate the privacy and confiden-
tiality of sensor readings. In addition, hop-by-hop secure data aggregation also
incurs extra computation overhead at intermediate nodes. Intermediate nodes
have to decrypt the sensor readings, perform the aggregation, and re-encrypt
the aggregated data before forwarding it to the parent nodes. Hence, with the
aim to protect the privacy of sensor readings, and to reduce the computation
overhead at intermediate nodes, Girao et al. [8] proposed the end-to-end secure
data aggregation (also known as concealed data aggregation).

End-to-end secure data aggregation protocols [8,17,18,20] process the
encrypted data at intermediate nodes. End-to-end secure data aggregation uses
privacy homomorphism [23] to support encrypted data processing. End-to-end
secure data aggregation can be classified in three categories: (1) Symmetric-key
based end-to-end secure data aggregation [3,8] (2) Asymmetric-key based end-
to-end secure data aggregation [17], and (3) Elliptic curve cryptography (ECC)
based end-to-end secure data aggregation [7,19]. Amongst these protocols,
asymmetric-key/ECC based protocols are not viable for resource-constrained
sensor devices due to their high computation and communication overhead [12].
In addition, symmetric-key cryptosystems, such as SKIPJACK, with 80-bit key
size can provide the same level of security as compared to the asymmetric-key
based cryptosystems such as the RSA [24] with 1024-bit key size [10]. However,
there exist numerous research articles [17,18,22] that use asymmetric-key/ECC
based cryptosystems in WSNs. The only reason to pursue the costly asymmetric-
key/ECC based cryptosystems is the key management issues related to the
symmetric-key based cryptosystems.

Symmetric-key based cryptosystems use a shared secret key at both ends of
the communication channel. Moreover, if data are encrypted with different pair-
wise keys in symmetric-key based protocols, such as Domingo-Ferrer’s cryptosys-
tem [5], aggregator nodes cannot perform the in-network processing. Hence in
order to perform the in-network processing of encrypted data, the global shared
secret key needs to be distributed throughout the network. In WSNs where the
deployment of nodes is in hostile environments, such a global shared secret key
mechanism has a devastating effect on the overall aggregated result. The only
symmetric-key based cryptosystem that does not require the global shared secret
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key across all nodes is Castelluccia et al.’s cryptosystem (The CMT cryptosys-
tem) [2,3]. Although the CMT cryptosystem [2,3] mitigates the key management
issues typically found in other symmetric-key based cryptosystems [8,21,26], it
has an identity management issue. Each node in the CMT cryptosystem shares
a unique secret key with the base station. Hence, if there exist non-responding
nodes in the network, then the identities of non-responding nodes need to be
forwarded towards the base station. The identity of a node is used to uniquely
identify the node and to find the secret key it shares with the base station. As
the identity-related information cannot be aggregated in the same way as the
sensor readings, transmission of the identities of nodes increases the significant
communication overhead.

In this paper, we propose a hybrid secure data aggregation protocol to deal
with the challenges typically found in existing hop-by-hop as well as end-to-end
secure data aggregation protocols. The proposed protocol uses the symmetric-
key based privacy homomorphism to ensure the privacy of sensor readings nearer
to the base station. In addition, the proposed protocol attempts to balance the
trade-off between privacy and communication overhead. Finally, we compare the
proposed protocol with existing hop-by-hop and end-to-end secure data aggre-
gation protocols and validate the viability of the proposed protocol in resource-
constrained WSNs.

The rest of the paper is organized as follows. In Sect. 2, we discuss the relevant
literature. In Sect. 3, we provide a brief overview of the symmetric-key based
CMT cryptosystem. Section 4 presents the proposed protocol for hybrid secure
data aggregation. We analyze the resource overhead of the proposed protocol
in Sect. 5. In Sect. 6, we analyze the security strength of the proposed protocol.
Section 7 concludes the paper by emphasizing our contributions.

2 Related Work

Although security and data aggregation are vital design parameters for WSNs’
protocols, their objectives are contradictory. Data aggregation protocols aim at
reducing the communication traffic while security protocols increase the com-
munication traffic. The need to provide security and data aggregation together
has initiated secure data aggregation. Initial secure data aggregation protocols
[12,18] aim at providing security in a hop-by-hop manner. Hu et al. [12] pro-
posed a secure data aggregation protocol that ensures hop-by-hop security and
en route data aggregation. Although, there have been numerous solutions [12,18]
that provides hop-by-hop security, all of them consider the trustworthy interme-
diate nodes. Hence, intermediate aggregator nodes that contain a large volume
of information gathered from their child nodes become the prime target for
attackers.

Girao et al. [8] proposed a concealed data aggregation to protect the sensor
readings at intermediate nodes. Authors used the privacy homomorphism intro-
duced by Rivest et al. [23] to perform the encrypted data processing. Privacy
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homomorphism can be classified as either symmetric-key based [3,21], asymmet-
ric based key [5,24] or ECC based [13] privacy homomorphism. Asymmetric-
key based and ECC based privacy homomorphism have much higher resource
consumption than the symmetric-key based privacy homomorphism [9,15].
Although, Gura et al. [9] and Malan et al. [15] argue in favor of asymmetric-key
based and ECC based cryptosystems, their results clearly show that the resource
overhead of their protocols are significantly higher than the protocols based on
symmetric-key based cryptosystems [3,8].

The reason to pursue asymmetric-key based or ECC based privacy homo-
morphism in sensor networks is due to the key management issue of symmetric-
key based techniques, such as [8,21,26], or the identity management issue of
symmetric-key based techniques such as [2,3,21]. Mlaih et al. [16] proposed the
protocol to combine the hop-by-hop and end-to-end secure data aggregation to
provide the flexibility during aggregation and optimal data privacy at intermedi-
ate nodes. However, their proposed protocol requires the identity transfer similar
to the one required by the CMT cryptosystem. Hence, the communication cost
incurred by identity transfer remains as high as the CMT cryptosystem.

3 Preliminaries

In this section, we briefly discuss Castelluccia et al.’s [2,3] stream cipher based
additively homomorphic cryptosystem (The CMT cryptosystem). As the CMT
cryptosystem supports additive homomorphism, it can be used to compute the
mean, variance and standard deviation over encrypted data without performing
any decryption. The majority of sensor network’s applications require computing
an optimum value, such as the sum, minimum, maximum, variance, movement
detection, etc., over data [2,26]. Such operations can be easily computed with
the help of the additively homomorphic CMT cryptosystem.

The CMT Cryptosystem
Encryption E :
1. Represent a plaintext m as an integer m ∈ [0,M − 1], where M is the modulus.
2. Let k be a pseudo random number such that k ∈ [0,M − 1].
3. Compute the ciphertext, c = Ek(m) = m + k mod M .

Decryption D:
1. Decrypt the ciphertext, DK(c) = c − k mod M = m.

Ciphertexts Aggregation A:
1. Given c1 = Ek1(m1) and c2 = Ek2(m2).
2. Compute an aggregated ciphertext, C = c1 + c2 mod M = EK(m1 +

m2) where K = k1 + k2 mod M .

To ensure the correctness, modulus M should be sufficiently larger than the
sum of individual messages such as M >

∑n
i=1(mi). If modulus M is smaller

than the sum of aggregated messages, the correctness does not hold.
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4 The Proposed Hybrid Secure Data Aggregation

The major advantage of using end-to-end secure data aggregation over hop-by-
hop secure data aggregation is due to the privacy protection of sensor readings
at intermediate aggregator nodes. However, end-to-end secure data aggregation
protocols, such as the CMT cryptosystem, increase the communication over-
head. As shown by Castelluccia et al. [2,3], the requirement of transmitting node
identities (responding or non-responding, whichever is less) to the base station
increases the communication overhead that in turn depletes the energy of sensor
nodes. Due to the identity transfer of non-responding nodes, the communication
overhead of the CMT cryptosystem remains nearly same as any non-aggregation
based protocols when there exist a high number of non-responding nodes. In no-
aggregation based approaches, data are not aggregated at intermediate nodes
while in the CMT cryptosystem, the identities of nodes are not aggregated.

In this section, we present the proposed hybrid secure data aggregation pro-
tocol. The proposed protocol reduces the communication overhead and protects
the privacy of sensor readings at aggregator nodes nearer to the base station. In
Table 1, we describe the notations used in the proposed protocol.

Table 1. Notations used in the proposed protocol

Symbol Description

i A sensor node (leaf node) ID

j An intermediate node (Aggregator)

ki,j A pair-wise secret key between a node i and its parent node j

m The distance between a node i and a node j (in hops)

km′ A shared secret key between an intermediate node at mth hop and
the base station

Si A plaintext value sensed by a sensor node i

ci A ciphertext generated by a node i

Sj An aggregated plaintext value generated by an aggregator node j

cj A ciphertext generated by an aggregator node j

Sm′ An aggregated plaintext value generated by an aggregator node at
mth-hop

cm′ A ciphertext generated by an aggregator node at mth-hop

cm′′ An aggregated ciphertext

h A height of the data aggregation tree for a node at level m

pm An identity of a non-responding node, stored at its parent node at
(m + h)th-hop

pm′′ A product of non-responding nodes’ identities

C An aggregated ciphertext received at the base station

S An aggregated plaintext retrieved at the base station
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The Proposed Protocol for Hybrid Secure Data Aggregation
Upto mth - hop
Encryption:
1. Each leaf node i, encrypts a sensor reading Si using a shared secret key ki,j of

a node i and its parent node j.
2. Compute ci = Encki,j (Si).

Decryption:
1. Each parent node j, decrypts a ciphertext ci using a shared secret key ki,j of a

node j and its child node i.
2. Compute Si = Decki,j (ci).

Plaintext Aggregation:
1. Each parent node j, aggregates the decrypted data Si for all i ∈ [1..n]
2. Compute Sj =

∑n
i=1 Si.

3. Node j re-encrypts the aggregated sensor readings Sj , using a shared secret key
kj,m′ of a node j and its parent node m′.

4. Compute cj = Enckj,m′ (Sj).

At mth hop
Decryption:
1. Each node m′ at mth hop decrypts the ciphertext cj using a shared secret key

kj,m′ of a node m′ and its child node j.
2. Compute Sj = Deckj,m′ (cj).

Plaintext Aggregation:
1. Each node m′ aggregates the decrypted data.
2. Compute Sm′ =

∑n
j=1 Sj .

Encryption:
1. Each node m′, encrypts an aggregated data Sm′ using a shared secret key km′ .
2. cm′ = Enckm′ (Sm′).

mth - hop onwards
Ciphertext Aggregation:
1. Each node m′′ at (m + h)th hop, where h ∈ [1...x], aggregates the encrypted

data cm′ . Here, x is a height of a data aggregation tree.
2. cm′′ =

∑n
m′=1(cm′).

Key Management:
1. Each node m′′ at (m + h)th hop, where h ∈ [1...x], computes the product of its

child nodes’ identities pm that do not responded during the aggregation process.
2. pm′′ =

∏n
m=1(pm).

At the Base Station
Key Management:
1. The base station uniquely identifies the non-responding/responding nodes using

the received product of primes pm′′ .
2. pm′′ =

∏n
m=1(pm).

3. The base station uses these primes to uniquely identify the nodes at mth hop
and their respective keys km′ .

Decryption:
1. The base station removes the shared secret keys km′ where m′ ∈ [1..n], of nodes

at mth hops, who responded during the aggregation process.
2. Compute Dec(C) = cm′′ −∑n

m′=1 km′ =
∑n

i=1 Si. Here, n ∈ [1....x] represents
the sensor nodes at mth hops, that provided the sensor readings Si.
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5 Overhead Analysis

In this section, we comparatively evaluate the performance of the proposed pro-
tocol with hop-by-hop secure data aggregation and end-to-end secure data aggre-
gation (The CMT cryptosystem) scenarios. For ease of calculation, we assume a
ternary tree-based data aggregation topology in which the packets are forwarded
from leaf nodes towards the base station. However, the proposed protocol can
be seamlessly adopted for other network topologies such as, a cluster-based net-
work topology or a hybrid network topology. In addition, we consider a network
model similar to the one found in Castelluccia et al. [2] to calculate the band-
width consumption.

5.1 Network Model

Let us assume a balanced k-ary tree with a sink node and multitude of sensor
nodes. In Fig. 1, we present a ternary tree where k = 3. In addition, for the
ease of calculation, we assume that leaf nodes are sensor nodes and remaining
intermediate nodes are forwarders. We also assume that the sensor reading, Si,
of node i, (e.g. Temperature ranges between 0 and 127 Fahrenheit) is 7-bit long.

Base Station

Sensor
Nodes

Aggregator
Nodes

Level 0

Level 1

Level 2

Fig. 1. Ternary tree-based data aggregation topology

We analyze the bandwidth consumption of nodes at various levels in the
hierarchy by computing number of bits transmitted by the nodes. We consider a
packet format used in TinyOS [14], an operating system for embedded devices,
where the packet header (HDR) is of 56-bit and the maximum supported payload
is 232 bits. We compare the proposed protocol with hop-by-hop secure data
aggregation and end-to-end secure data aggregation scenarios. In addition, three
scenarios considered for evaluation are as follows: (1) All nodes reply to their
parent nodes (2) 10 % nodes are exhausted/compromised and do not reply (3)
30 % nodes are exhausted/compromised and do not reply. Here, we assume that
non-responding nodes are distributed uniformly across the network.
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5.2 Communication Overhead

In hop-by-hop secure data aggregation (SDA), a total number of bits transmitted
by a node vary depending on the node’s position in the hierarchy. As symmetric-
key cryptosystems have negligible message expansion compared to asymmetric-
key cryptosystems, a total number of bits transmitted by leaf nodes, remains the
same as raw sensor readings, log2(t). Here, the total number of bits transmitted
by leaf nodes in no aggregation based scenarios and hop-by-hop secure data
aggregation scenarios remains nearly same. However, aggregator nodes in hop-
by-hop secure data aggregation require to transmit a few more bits compared to
the leaf nodes as they receive more data compared to the leaf nodes.

As shown in Fig. 2, the total number of bits transmitted by a leaf node in
hop-by-hop encryption is HDR + log2(t), where t is the range of all possible sen-
sor measurements. As shown above, temperature sensor requires 7-bit, log2(127),
to represent 127 different temperature values. Hence, 56 + 7 = 63-bit data are
transmitted by each leaf node. Moreover, each intermediate node has to trans-
mit log2(n′ · t) bits, where n′ represents the aggregation of child nodes’ sensor
readings. Hop-by-hop encryption does not incur any additional communication
overhead when there exist 10 % or 30 % non-responding nodes (NRN) in the net-
work. In addition, the communication overhead reduces in these scenarios due
to the less number of packets coming for aggregation.

Fig. 2. Communication overhead of hop-by-hop SDA

If there aren’t any non-responding nodes, the CMT cryptosystem (end-to-
end secure data aggregation) performs nearly as good as hop-by-hop secure data
aggregation protocols. In the CMT cryptosystem, a total number of bits trans-
mitted by a node (leaf/intermediate node) remains constant due to en route
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aggregation. The ciphertext size in the CMT cryptosystem depends on the mod-
ulus M . The total number of bits transmitted by the CMT cryptosystem is cal-
culated as HDR +log2(n)+log2(t), where n represents the total number of nodes
in the network and t represents the range of sensor readings. Here, each sensor
node has to transmit 56 + 12 + 7 = 75-bit. However, due to non-responding
nodes’ identity transfer, communication overhead increases drastically.

Fig. 3. Communication overhead of hybrid SDA (m = 1 and 0 % NRN)

As shown in Fig. 3, the proposed hybrid secure data aggregation protocol
has the same communication overhead as a hop-by-hop secure data aggrega-
tion protocol between leaf nodes to mth hop intermediate nodes. In addition,
from mth hop onwards, the communication overhead of the proposed protocol
remains same as the CMT cryptosystem. Figure 4 comparatively evaluates the
performance of the proposed protocol and presents the communication overhead
when data are aggregated after 2nd hop intermediate node, m = 2. In addi-
tion, when we compared the proposed hybrid secure data aggregation protocol
with hop-by-hop secure data aggregation, it has negligible additional communi-
cation overhead. The proposed protocol does not require the extra computation
overhead at each intermediate nodes as required by the hop-by-hop secure data
aggregation protocols. In addition, unlike hop-by-hop secure data aggregation
protocols, the proposed protocol ensures the privacy of sensor readings at inter-
mediate nodes.

As shown in Fig. 5, when we choose m = 1 and if 10 % nodes are not respond-
ing to the aggregator nodes, the communication overhead of the proposed proto-
col is 2.2 times less compared to the end-to-end secure data aggregation protocol.
In addition, the proposed protocol has 1.9 times more communication overhead
compared to the hop-by-hop secure data aggregation protocol. However, the
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Fig. 4. Communication overhead of hybrid SDA (m = 2 and 0 % NRN)

increase in communication overhead is due to the much higher level of security
at intermediate nodes in the network. The communication overhead of the pro-
posed protocol remains same as the hop-by-hop secure data aggregation for the
1st hop (m = 1), it reduces significantly compared to the CMT cryptosystem
after 1st hop onwards (m = 1). The communication overhead of the proposed
protocol after mth hop is HDR +log2(n)+ log2(t)+ log2(n′′). Here, n′′ represents
the number of bits used to uniquely identify the child nodes of an intermediate
node at (m + 1)th hop. Moreover, the proposed protocol ensures the privacy of
sensor readings at intermediate nodes higher than 1st hop intermediate nodes.
In addition, for 30 % non-responding nodes (Fig. 6), the proposed protocol has
nearly 2.9 times less communication overhead compared to the end-to-end secure
data aggregation protocol.

As shown in Fig. 7, if we choose m = 2, the proposed protocol has 3.5 times
less communication overhead compared to the end-to-end secure data aggrega-
tion protocol. In addition, the communication overhead of the proposed protocol
is only 1.2 times more compared to the hop-by-hop secure data aggregation. For
30 % non-responding nodes at level m = 2 (Fig. 8), the proposed protocol has
nearly 7 times less communication overhead compared to the CMT cryptosys-
tem. In addition, the communication overhead of the proposed protocol is only
1.6 times more compared to the hop-by-hop secure data aggregation. The com-
parison of the proposed protocol with hop-by-hop secure data aggregation and
end-to-end secure data aggregation protocol proves that the proposed hybrid
secure data aggregation protocol reduces the significant communication over-
head without affecting the privacy of a major part of the network.

The reason to pursue the hybrid secure data aggregation protocol is to
reduce the communication overhead of symmetric-key based cryptosystem [3], or



126 K. Parmar and D.C. Jinwala

Fig. 5. Communication overhead of hybrid SDA (m = 1 and 10 % NRN)

Fig. 6. Communication overhead of hybrid SDA (m = 1 and 30 % NRN)

asymmetric-key based or ECC based cryptosystems. In addition, without affect-
ing the privacy of a network at a large, we can achieve a significant reduction
in communication traffic. Hence, instead of having hop-by-hop or end-to-end
secure data aggregation protocols, if we choose the hybrid secure data aggre-
gation protocol, we can trade-off between communication overhead and privacy
requirements for different applications, depending on the needs of applications.
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Fig. 7. Communication overhead of hybrid SDA (m = 2 and 10 % NRN)

Fig. 8. Communication overhead of hybrid SDA (m = 2 and 30 % NRN)

Computation operations also consume sensor nodes’ limited resources. How-
ever, energy consumption due to the CPU processing is negligible compared to
the radio frequency operations. As shown by Hill et al. [11], transmitting a single
bit over a meter range requires the same amount of energy as required by the
1000 CPU instructions. Hence, in this paper, we focus on the communication
overhead only, and we neglect the computation overhead that is negligible [11]
compared to the communication overhead.
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6 Security Analysis

In this section, we discuss the resilience of the proposed protocol against well-
known cryptographic attacks [22]. In addition, we analyze the security of the
proposed protocol against active and passive adversaries.

Ciphertext Analysis. In the ciphertext analysis, an adversary eavesdrops
the ciphertexts and analyzes them to infer knowledge about the corresponding
plaintexts or the key(s). In the proposed protocol, two different symmetric-key
based cryptosystems have been used to secure the communication. Symmetric-
key based cryptosystems remain secure against ciphertext analysis as long as the
key being shared remains secret. Here, the shared secret key needs to be updated
periodically to thwart the ciphertext analysis attacks.

Known-Plaintext Attack. In a known-plaintext attack, an adversary has
plaintext-ciphertext pairs and the objective is to recover the complete or partial
information related to the secret key or the plaintext(s). As WSNs are deployed in
hostile and unattended environments, for an adversary to capture the plaintext-
ciphertext pairs becomes relatively easy. In the proposed protocol, we use two
different symmetric-key based cryptosystems. The proposed protocol can use
symmetric-key based cryptosystem, such as AES, DES, or Triple DES, for com-
munication between the leaf nodes to the mth hop nodes. Any node before mth

hop shares a unique secret key with its parent node. Hence, if an adversary gets
the hold of the node’s secret key, it cannot decrypt the ciphertexts produced
by other sensor nodes. From mth hop onwards, we use additively homomor-
phic symmetric-key based CMT cryptosystem. In the CMT cryptosystem, each
node shares a unique pairwise key with the base station. As the CMT cryp-
tosystem does not have a limitation to share a global shared secret key in order
to perform en route aggregation, the proposed protocol remains secure against
known-plaintext attacks.

Forge Packets. If an adversary can generate a valid ciphertext with a specific
content, then it does not have to modify the existing ciphertexts. An attacker
can easily insert the ciphertext into the network without being detected. Any
asymmetric-key based cryptosystem, where the public key is used to generate the
ciphertext, is vulnerable to this attack. However, in the proposed cryptosystem,
we use symmetric-key based cryptosystems. Hence, an adversary must have to
compromise a sensor node and extracts the shared secret key in order to generate
a valid ciphertext.

Denial of Service Attacks. Amongst the various types of denial of service
attacks, sensor networks are more prone to the attacks where the scarce energy
is a target. In this attack, an adversary’s goal is to keep sensor nodes busy doing
activities that deplete sensor nodes’ precious energy. In addition, there cannot
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be any cryptographic solution for such attacks as the cryptographic solution also
consumes the energy. In the proposed protocol, the communication overhead is
significantly less compared to the end-to-end secure data aggregation. In addi-
tion, although it requires a little bit more communication overhead compared
to the hop-by-hop secure data aggregation, the privacy preservation at inter-
mediate nodes compensates that extra communication overhead. As the radio
frequency operations has the highest impact on the energy consumption [11],
the reduced communication overhead can significantly improve the performance
against denial of service attacks.

7 Conclusions

Although data aggregation and security remain essential design parameters for
secure data aggregation protocols, both of them have conflicting requirements.
Data aggregation protocols lessen the communication overhead in order to reduce
the energy consumption while the security protocols add extra communication
overhead in order to ensure the security of sensor readings. Amongst secure
data aggregation protocols, hop-by-hop secure data aggregation protocols ensure
lesser communication overhead while end-to-end secure data aggregation proto-
cols ensure the privacy of sensor readings at intermediate nodes. Hence, with
the intent to reduce the communication overhead and to ensure the privacy of
sensor readings at intermediate nodes, we proposed a hybrid secure data aggre-
gation protocol. The proposed protocol balances the trade-off between privacy
and communication overhead. It protects the privacy of sensor readings nearer to
the base station where it is required the most. In addition, the proposed protocol
ensures lesser communication overhead that eventually increases the lifespan of
WSNs. As per our knowledge, the proposed protocol is the first that achieves
advantages of both hop-by-hop secure data aggregation and end-to-end secure
data aggregation. As future work, we intend to formalize the security analysis. In
addition, we plan to implement the proposed protocol for measuring the impact
of computation and communication operations on the energy of sensor devices.
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Abstract. Traditionally, the continuous aspects of cyber-physical sys-
tems (CPS), usually modeled by differential equations, are analyzed
using paper-and-pencil proof methods, computer based numerical meth-
ods or computer algebra systems. All these methods are error-prone and
thus the analysis cannot be termed as accurate, which poses a serious
threat to the accuracy of the cyber-physical systems. To guarantee the
correctness of analysis, we propose to use higher-order-logic theorem
proving to reason about the correctness of solutions of differential equa-
tions. This paper presents a formalization framework to express homoge-
neous linear differential equation of arbitrary order and formally verify
their solutions within the sound core of the higher-order-logic theorem
prover HOL4. In order to illustrate the usefulness of the proposed for-
malization, we utilize it to formally verify a couple of CPS used in the
domain of bio-medicine, namely, a heart pacemaker and a fluid-filled
catheter.

1 Introduction

Cyber-physical systems (CPS) [26] are characterized as computational systems,
with software and digital and/or analog hardware components, that closely inter-
act with their continuously changing physical surroundings. These days, CPS are
widely being used and advocated to be used in a variety of applications rang-
ing from ubiquitous consumer electronic devices, such as tele-operated health-
care units and autonomous vehicles, to not so commonly used but safety-critical
domains, such as tele-surgical robotics, space-travel and smart disaster response
and evacuation. Due to the tight market windows or safety-critical nature of
their applications, it has become a dire need to design error-free CPS and thus a
significant amount of time is spent on ensuring the correctness of CPS designs.

Traditionally, physical and continuous aspects of a CPS are analyzed by cap-
turing their behaviors by appropriate differential equations [33] and then solving
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-25141-7 10



Formally Analyzing Continuous Aspects of Cyber-Physical Systems Modeled 133

these differential equations to obtain the required design constraints. This kind
of analysis can be done using paper-and-pencil proof methods or computer based
numerical techniques. Whereas, the software and digital hardware components
of a CPS are usually analyzed using computer based testing or simulation meth-
ods, where the main idea is to deduce the validity of a property by observing its
behavior for some test cases. However, all the above mentioned analysis tech-
niques, i.e., paper-and-pencil proof methods, numerical methods and simulation,
cannot ascertain the absence of design flaws in a design. For example, paper-and-
pencil proof methods are error prone due to the human error factor. Moreover,
it is quite often the case that many key assumptions of the results obtained
using paper-and-pencil proof methods are in the mind of the mathematician
and are not documented. Such missing assumptions may also lead to erroneous
CPS designs. Similarly, computer based numerical methods cannot attain 100 %
accuracy as well due to the memory and computation limitations and round-off
errors introduced by the usage of computer arithmetics. Thus, given the above
mentioned inaccuracies, these traditional techniques should not be relied upon
for the analysis of CPS, especially when they are used in safety-critical areas,
such as medicine and transportation, where inaccuracies in the analysis could
result in design bugs that in turn may even lead to the loss of human life.

In the past couple of decades, formal methods [5] have been successfully
used for the precise analysis of a variety of software, hardware and physical
systems. The main principle behind formal analysis of a system is to construct
a computer based mathematical model of the given system and formally verify,
within a computer, that this model meets rigorous specifications of intended
behavior. Two of the most commonly used formal verification methods are model
checking [4] and higher-order-logic theorem proving [16]. Model checking is an
automatic verification approach for systems that can be expressed as a finite-
state machine. Higher-order-logic theorem proving, on the other hand, is an
interactive approach but is more flexible in terms of tackling a variety of systems.
The rigorous exercise of developing a mathematical model for the given system
and analyzing this model using mathematical reasoning usually increases the
chances for catching subtle but critical design errors that are often ignored by
traditional techniques like paper-and-pencil based proofs or simulation.

Given the extensive usage of CPS in safety-critical applications, there is a dire
need of using formal methods for their analysis. However, the frequent involve-
ment of ordinary differential equations (ODEs) in their analysis is a main lim-
iting factor in this direction. For example, ODEs are essential for modeling the
motion of mechanical parts, analog circuits and control systems, which are some
of the most common elements of any CPS. Thus, automatic state-based formal
methods, like model checking, and automatic theorem provers cannot be used to
model and analyze the true CPS models due to their inability to model contin-
uous systems. This is the main reason why most of the formal verification work
about CPS utilizes their abstracted discrete models (e.g., [30]). Hybrid model-
checking and theorem proving based approaches, e.g., [1], have been generally
used for analyzing systems that can be modeled as differential equations. More-
over, safety properties of such systems have also been formally verified using
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differential invariants [3,24] based on fixed point algorithms. Similarly, the Coq
theorem prover has been used to formally verify the convergence of numerical
solutions for a widely used partial differential wave equation [6]. Other notable
higher-order-logic formalizations related to differential equations include veri-
fication of the convergence of numerical solutions for differential equations [6]
and the approximate numerical solution of ordinary differential equations using
the one-step method [19]. However, to the best of our knowledge, none of these
formal approaches allow us to verify the solutions of differential equations.

These limitations can be overcome by using higher-order-logic theorem prov-
ing [13] for conducting the formal analysis of CPS since the high expressiveness of
higher-order logic can be leveraged upon to model elements of continuous nature.
However, the main challenge in this direction is the enormous human guidance
required in the formal verification of CPS due to the non-decidable nature of
higher-order logic. As a first step towards using a higher-order-logic theorem
prover for formally verifying solutions of differential equations, we presented the
formal reasoning support for the solutions of second-order homogeneous linear
differential equations [23], i.e., a simple yet the most widely used class of differ-
ential equations, in [27]. In the current paper, we extend this work by presenting
a formal definition that can be used to specify arbitrary order homogeneous lin-
ear differential equations. Moreover, we provide the formal verification of some
mathematical facts, like a couple of general solutions of arbitrary order homo-
geneous linear differential equations and the quadratic formula, that allow us
to reason about the correctness of the solutions of arbitrary order homogeneous
linear differential equations in a very straightforward way. The prime advantage
of these results is that they greatly minimize the user intervention for formal
reasoning about differential equations and thus facilitate the usage of higher-
order-logic theorem proving for verifying the solutions of differential equations
for real-world industrial problems. In order to demonstrate the practical effec-
tiveness and utilization of our formalization, we utilize it to analyze two CPS
used in biomedical applications, i.e., a heart pacemaker and fluid-filled catheter.

Our formalization primarily builds upon the higher-order-logic formalization
of the derivative function and its associated properties. This formalization is
available in a number of theorem provers like HOL4 [14], PVS [8] and Coq
[10]. Our work is based on Harrison’s formalization [14] that is available in the
HOL4 theorem prover [29]. The main motivations behind this choice is include
the availability of formalized transcendental functions, which play a key role in
the reported work, and the general richness of Harrison’s real analysis related
theories. Though, it is important to note here that the ideas presented in this
paper are not specific to the HOL4 theorem prover and can be adapted to any
other LCF style higher-order-logic theorem prover as well.

2 Related Work

Formal methods have been extensively used these days for analyzing CPS due
to their ever increasing usage in various safety and financial-critical domains.
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Zhang et al. [21] proposed to use formal specification for CPS in order to reduce
the infinite set of test parameters in a finite set. Similarly, the aspect-oriented
programming based on the UML and formal methods is utilized for QoS modeling
of CPS in [20]. Moreover, in order to formally specify CPS along with their
continuous aspects, a combination of formal methods Timed-CSP, ZimOO and
differential (algebraic) equations is used in [32]. Even though such rigorous formal
specifications allow us to catch bugs in the early stages of the design but they
do not guarantee error-free analysis due to the informal nature of the analysis.

For formal verification of CPS, model-checking has been frequently explored.
For example, Akella [2] proposed to discretize the events causing the change of
flow and thus model the CPS as a deterministic state model with discrete values
of flow within its physical components. This model is then used to formally ver-
ify insecure interactions between all possible behaviors of the given CPS using
model checking. Similarly, Bu et al. [7] used hybrid model checking for verifying
CPS. However, this verification is also not based on true continuous models of
the system and instead a short-run behavior of the model is observed by provid-
ing numerical values of various parameters in order to reduce the state-space.
A statistical model checker has been recently utilized to analyze some aspects of
CPS [9]. However, this approach also suffers from the classical model checking
issues, like the state-space explosion and inability to reason about generic math-
ematical relations. Thus the model checking approach, even though is capable of
providing exact solutions, is quite limited in terms of handling true continuous
models of CPS and thus various abstractions [30] have to be used for attaining
meaningful results. The accuracy of the analysis is thus compromised, which is
undesirable in the case of analyzing safety-critical applications of CPS.

Hybrid theorem provers, like KeYmaera [25], have also been used to ver-
ify CPS. However, these theorem provers use the support of computer algebra
systems when it comes to solving differential equations and thus the solutions
obtained cannot be completely trusted due to the presence of unverified symbolic
manipulation algorithms in computer algebra systems.

Higher-order-logic theorem proving is capable of overcoming all the above
mentioned problems. Atif et al. [22] used the HOL4 theorem prover for the
probabilistic analysis of cyber-physical transportation systems. However, their
focus was only on the formal verification of probabilistic aspects of CPS and
they did not tackle the continuous aspects, especially the ones that require to
be modeled by ODEs, which is the main focus of the current paper.

3 Derivatives in HOL4

In this section, we give a brief introduction to the formalization of the derivative
function in HOL4 function to facilitate the understanding of the rest of the paper.
Harrison [14] formalized the real number theory along with the fundamentals
of calculus, such as real sequences, summation series, limits of a function and
derivatives and verified most of their classical properties in HOL4. The limit of
a function f , which takes a real number and returns a real number, is defined in
HOL4 using the operator → as follows [14]:
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Definition 1: � ∀ f y0 x0. (f → y0)(x0) = ∀e. 0 < e ⇒
∃d. 0 < d ∧ ∀x. 0 < |x - x0| ∧ |x - x0| < d ⇒

|f(x) - y0| < e

where (f → y0)(x0) can be written mathematically as lim(x→x0)f(x) = y0,
i.e., the function f approaches y0 as its real number argument approaches x0.
Based on this definition, the derivative of a function f is defined as follows [14]:

Definition 2: � ∀ f l x.(f diffl l) x =

((λ h.(f (x + h) - f x) / h)→ l)(0)

Definition 2 provides the derivative of a function f at point x as the limit value of
f(x+h)−f(x)

h when h approaches 0, which is the standard mathematical definition
of the derivative function. Now, the differentiability of a function f is defined as
the existence of its derivative [14].

Definition 3: � ∀ f x. f differentiable x = ∃l. (f diffl l) (x)

A functional form of the derivative, which can be used as a binder, is also defined
using the Hilbert choice operator @as follows [14]:

Definition 4: � ∀ f x. deriv f x = @l. (f diffl l) x

The function deriv accepts two parameters f and x and returns the derivative
of function f at point x.

The above mentioned definitions associated with the derivative function have
been accompanied by the formal verification of most of their classical properties,
such as uniqueness, linearity and composition [14]. Moreover, the derivatives
of some commonly used transcendental functions have also been verified. For
example, the derivative of the Exponential function has been verified as follows:

Theorem 1: � ∀ g m x. ((g diffl m) x ⇒
((λx. exp (g x)) diffl (exp (g x) * m)) x)

where exp x represents the exponential function ex and (λx.f(x)) represents
the lambda abstraction function which accepts a variable x and returns f(x).
We build upon the above mentioned formalization to develop formal reasoning
support for homogeneous linear differential equations and the details of our work
are given in the next two sections.

4 Homogeneous Linear Differential Equations

An nth-order homogeneous linear ordinary differential equation can be mathe-
matically expressed as follows:

pn(x)
dny(x)

dx
+ pn−1(x)

dn−1y(x)
dx

+ · · · + p0(x)y(x) = 0 (1)
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where dif
dx denotes the ith ordinary derivative of the function f with respect to

variable x and terms pi(x) represent the coefficients of the differential equation
defined over a function y. The equation is linear because (i) the function y and
its derivatives appear only in their first power and (ii) the products of y with
its derivatives are also not present in the equation. By finding the solution of
the above equation, we mean to find functions that can be used to replace the
function y in Eq. (1) and satisfy it.

The first step in the proposed reasoning support framework is the ability to
formalize homogeneous linear differential equation. We proceed in this direction
by first formalizing an nth-order derivative function as follows:

Definition 5: � (∀ f x. n order deriv 0 f x = f x) ∧
(∀f x n. n order deriv (n+1) f x = n order deriv n (deriv f x) x)

The function n order deriv accepts a positive integer n that represents the
order of the derivative, the function f that represents the function that needs to
be differentiated, and the variable x that is the variable with respect to which we
want to differentiate the function f . It returns the nth-order derivative of f with
respect to x. Now, based on this definition, we can formalize the left-hand-side
(LHS) of Eq. (1) in HOL4 as the following definition.

Definition 6: � ∀ P y x. diff eq lhs P y x =

sum (0,LENGTH P) (λn. (EL n P) x * (n order deriv n y x))

The function diff eq lhs accepts a list P of coefficient functions corresponding
to the pi’s of Eq. (1), the differentiable function y, the order of differentiation n
and the differentiation variable x. It utilizes the HOL4 functions sum (0,n) f,
EL n L and LENGTH L, which correspond to the summation (

∑n−1
i=0 fi), the nth

element of a list Ln, and the length of a list |L|, respectively. It generates the
LHS of a differential equation of LENGTH(P)th order with coefficient list P . It is
important to note that the order of the differential equation has been inferred
from the number of its coefficients in the above definition.

The linearity property of derivatives play a very important role in our work.
We verified this property for class Cn functions, i.e., the functions for which the
first n derivatives exist for all x as the following higher-order-logic theorem:

Theorem 2: � ∀ f g x a b.

(∀m x. m ≤ n⇒(λx. n order deriv m f x)differentiable x) ∧
(∀m x. m ≤ n⇒(λx. n order deriv m g x)differentiable x) ⇒

(n order deriv n (λx. a * f x + b * g x) x =
a * n order deriv n f x + b * n order deriv n g x)

where variables a and b represent constants with respect to variable x. The formal
reasoning about Theorem 2 involves induction on variable n, which represents
the order of differentiation, and is primarily based on the linearity property of
the first order derivative function [14].
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5 Solution of Homogeneous Linear Differential Equations

It is a well-known mathematical fact that if y1(x), y2(x), · · · , yn(x) are indepen-
dent solutions of Eq. (1) then their linear combination

Y (x) = c1y1(x) + c2y2(x) + · · · + cnyn(x) (2)

also forms a solution of Eq. (1), where c1, c2, · · · , cn are arbitrary constants [33].
This result plays a vital role in solving differential equations as it allows us
to find the solution of a differential equation if its n independent solutions are
known. A particular case of interest arises when the coefficients pi’s of Eq. (1)
are constants in terms of the differentiation variable x. In this case, using the
fact that the derivative of the exponential function y = erx (with a constant r) is
a constant multiple of itself dy/dx = rerx, we can obtain the following solution:

Y (x) = c1e
r1x + c2e

r2x + · · · + cnernx (3)

where c1, c2, · · · , cn are arbitrary constants and r1, r2, · · · , rn are the real and
distinct roots of the characteristic equation

pnrn + pn−1r
n−1 + · · · + p0 = 0 (4)

with constant pi’s [33]. The above mentioned results play a key role in solving
homogeneous linear order differential equations and the main focus of this paper
is the formal verification of these results, which in turn would facilitate formal
reasoning about the correctness of solutions of differential equations in a higher-
order-logic theorem prover.

We verified the first property, corresponding to Eq. (2), as follows:

Theorem 3: � ∀ Y C P x.

(n order differentiable fn list Y (LENGTH P)) ∧
(n order diff eq soln list Y P x) ⇒

(diff eq lhs P (λx. linear sol C Y x) x = 0)

where Y represents the list of solutions y1(x), y2(x), · · · , yn(x) of the
given differential equation, C represents the list of arbitrary constants
c1, c2, · · · , cn, P represents the list of functions corresponding to the coeffi-
cients p1(x), p2(x), · · · , pn(x) of the differential equation and x is the variable
of differentiation. The first predicate in the assumptions of Theorem 3, i.e.,
n order differentiable fn list, ensures that each element of the list Y is
nth-order differentiable, where n ranges from 0 to LENGTH P. It is defined in
HOL4 recursively as follows:

Definition 7: � (∀ n. n order differentiable fn list [] n = True) ∧
∀ h t n. n order differentiable fn list (h::t) n =
(∀m x. m ≤ n⇒(λx. n order deriv m h x)differentiable x) ∧

n order differentiable fn list t n

where :: represents the list cons operator in HOL4.
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The second predicate in the assumptions of Theorem 3, i.e.,
n order diff eq soln list, ensures that each element of the list Y is a solution
of the given differential equation with coefficients P . This predicate is recursively
defined in HOL4 as:

Definition 8: � (∀ P x. n order diff eq soln list [] P x = True) ∧
∀ h t P x. n order diff eq soln list (h::t) P x =
(diff eq lhs P h x = 0) ∧ n order diff eq soln list t L x

Finally the function linear sol, used in the conclusion of Theorem 3, models
the linear solution represented by Eq. (2) using the lists of solution functions Y
and arbitrary constants C as follows:

Definition 9: � (∀ C x. linear sol C [] x = 0) ∧
∀ C h t x. linear sol C (h::t) x =

EL (LENGTH C - LENGTH (h::t)) C * h x + linear sol C t x

The recursive variable of Definition 9 is instantiated with the list Y in Theorem 3
and the expression EL (LENGTH C - LENGTH (h::t)) C picks the correspond-
ing constant from list C for each yi. Thus, using the functions linear sol and
diff eq lhs, we have formally verified the intended property in Theorem 3.

We verified Theorem 3 by performing induction on the variable Y . The
proof is primarily based on the linearity properties of the nth-order derivative,
(Theorem 2) and the summation function along with arithmetic reasoning.

The second property of interest, described using Eq. (3), can be expressed in
HOL4 as the following theorem:

Theorem 4: � ∀ C P R x.(∀n. n < LENGTH R ⇒ EL n R <> r) ∧
(ch eq roots list R (const fn list P) x) ⇒
(diff eq lhs (const fn list P)

(λx. linear sol C (exp list R) x) x = 0)

where C represents the list of arbitrary constants c1, c2, · · · , cn, P represents the
list of constants corresponding to the coefficients p1, p2, · · · , pn of the differen-
tial equation, R represents the list of roots r1, r2, · · · , rn of the characteristic
equation, given in Eq. (4), and x is the variable of differentiation. The func-
tion const fn list used in the above theorem transforms a constant list to the
corresponding constant function list recursively as follows:

Definition 10: � (const fn list [] = []) ∧
(∀h t.const fn list (h::t) = (λ(x:real). h)::(const fn list t))

The function diff eq lhs permits coefficients that are functions of the variable
of differentiation but Theorem 4 is valid only for constant coefficients. Thus,
using const fn list we provide the required type for the coefficient list of the
function diff eq lhs while fulfilling the requirement of Theorem 4.
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The assumption predicate, i.e., ch eq roots list, recursively ensures that
each element of the list R is a valid root of the characteristic equation, like the
one given in Eq. (4), with constant coefficients given by list P :

Definition 11: � ∀ P r x. ch eq root P r x =

(sum(0,LENGTH P)(λn.((EL n P x)) * (r pow n)) = 0) ∧
(∀ P x. ch eq roots list [] P x = True) ∧
(∀ h t P x. ch eq roots list (h::t) P x =
(ch eq root P h x) ∧ (ch eq roots list t P x))

The first function ch eq root ensures that its argument r is a valid root of
the characteristic equation formed by coefficients given in list P . The function
ch eq roots list recursively calls function ch eq root for each entry of the
looping variable and thus ensures that all the entries of the looping list are valid
roots of the characteristic equation formed by coefficients given in list P .

Finally, the function exp list is used in Theorem 4 to model a list of expo-
nential functions that are used to form the solution of the main differential
equation, like the one given in Eq. (3). This function is defined as follows:

Definition 12: � (exp list [] = []) ∧
(exp list (h::t) = (λx. exp (h * x)) :: (exp list t))

It is important to note that the function linear sol is used to express the conclu-
sion of Theorem 4 as has been then case for Theorem 3. This way, the formally
verified result of Theorem 3 can be used in formally verifying Theorem 4. The
formal reasoning about Theorem 4 is conducted by performing induction on
variable Y and the reasoning is primarily based on Theorem 4 and the following
lemma that allows us to express the left-hand-side of the step case of Theorem 4
in terms of real summation.

Lemma 1: � ∀ P h x. (diff eq lhs P (λx. exp (h * x)) x =

(exp (h * x) * (sum (0,LENGTH P) (λn. EL n P x * h pow n))))

Now, If the roots of an characteristic equation are real and repeated then the
solution of Eq. (1) can be written as

Y (x) = c1e
rx + c2xerx + · · · + cnxn−1erx (5)

where c1, c2, · · · , cn are arbitrary constants and r is the real and repeated root
of the characteristic equation given below

pnrn + pn−1r
n−1 + · · · + p0 = 0 (6)

The solution of Eq. (1), described using Eq. (5), can be expressed in HOL4
as the following theorem:
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Theorem 5: � ∀ C R r. (∀n. n < LENGTH R ⇒ EL n R = r) ∧
(∀m. m < LENGTH R ⇒ (diff eq lhs
(const fn list C) (λx. x pow m * exp (r * x)) x =0))
⇒ (diff eq lhs (const fn list C)

(λx. linear sol C (polynomial function R) x) x = 0)

Where C and R are lists of constants and roots, respectively.
The assumptions of Theorem 5 ensure that the roots of the characteristic

equation are the same and equal to r and erx, xerx, x2erx, · · · , xLENGTH R −1erx

are all solutions of the given differential equation. The conclusion of the theorem
specifies that Eq. 5 is a solution of the given differential equation using the
functions polynomial function and linear sol. The function linear sol is
given in Definition 9 and the polynomial function is defined as follows:

Definition 13: � (polynomial function [] = []) ∧
(polynomial function (h::t) =
(λx.(x pow (LENGTH t))*exp(h*x))::(polynomial function t))

The formal reasoning about Theorem 5 is conducted by performing induction on
variable R and the reasoning is primarily based on Theorem 3 and the following
lemma that tells us that all derivatives of exponential with multiple of increasing
power of x are differentiable.

Lemma 2: � ∀ R n h x. (λx. n order deriv n

(λx. x pow LENGTH R * exp(h * x)) x) differentiable x

Besides the above mentioned key results, we also verified the famous quadratic
formula, which plays a vital role in reasoning about the characteristic equations
of second degree and also provides some support for reasoning about character-
istic equations of higher order. The quadratic formula is verified as follows:

Theorem 6: � ∀ a b c x. (a 	= 0) ∧ (4 * a * c < b pow 2) ⇒
ch eq roots list [((-b + sqrt (b pow 2 - 4 * a * c)) /
(2 * a));((-b - sqrt (b pow 2 - 4 * a * c)) / (2 * a))]
(const fn list [a; b; c]) x

where the functions sqrt and pow represent the square-root and square of a
real number, respectively. The theorem essentially says that the roots of the
characteristic equation ax2 + bx + c are given by the first list argument of the
function ch eq roots list. The assumption (4 * a * c < b pow 2) guarantees
that the roots are always real.

The main benefit of the formalization presented above is that now building
upon these results the formal verification of solutions of homogeneous linear
differential equations would be done almost automatically as will be illustrated
in the next section. It is worth while to point out that the major effort in our
development was spent in finalizing the formal nomenclature, presented in the
form of definitions in this paper, to represent homogeneous linear differential
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equations. The generic nature of these definitions allows us to represent almost all
kinds of homogeneous linear differential equations. The formal verification of the
theorems described in this section required human guidance but the simplifiers
were a great help in this process. Our HOL proof script [28] is composed of over
1200 lines of code and the verification took about 300 man-hours.

6 Biomedical Applications

Biomedical applications are one of the most safety-critical applications of CPS
as their bugs could eventually result in the loss of human lives. Differential equa-
tions form the core foundation of modeling almost all biomedical applications
[11]. Due to a lack of formal reasoning support for differential equation solutions,
most of the analysis of CPS used in biomedical applications with continuous com-
ponents is done using informal analysis techniques so far. Our work tends to fill
this gap and thus facilitates the usage of formal methods in this safety-critical
domain. We present two case studies, i.e., the analysis of a heart pacemaker and
a fluid-filled catheter, to illustrate the usefulness and effectiveness of our work.

6.1 Heart Pacemaker

Electronic heart pacemakers are widely used for supplementing or replacing
heart’s natural pacing mechanism in humans. The pacemaker specification has
been proposed as a pilot project for the Verified Software Initiative [17].

Their main working principle is to store electrical energy in a capacitor and
then discharge this energy in short pulses through the heart to provide it with
the required sudden electrical stimulus. Besides the capacitor, they include a
battery, which provides the energy source, and a switch to govern the charging
and discharging of the capacitor. Figure 1 illustrates the connections between
these main components and their working [11]. The capacitor is charged via the
battery when the switch S is moved to position A, while the capacitor provides
the short and intense pulses to the heart when the switch S is in position B.

Based on Fig. 1, the behavior of an electronic heart pacemaker can be
described in terms of the following differential equation [11]:

dV

dt
+

1
RC

V = 0, V (0) = E (7)

since the current through the capacitor (CdV/dt) equals the current through the
heart (V/R), which behaves as a resistor R, when the switch S is in position B.
Moreover, the capacitor is allowed to charge to its full capacity when the switch is
in position A and thus we obtain the initial condition V (0) = E. This simplistic
but realistic mathematical model of a heart pacemaker has been extensively used
in the literature to analyze the underlying properties of interest (See e.g., [11,31].
In this paper, we utilize our formalization described in the previous two sections
to formally reason about the solution of Eq. (7). We proceed by specifying the
theorem stating the solution (Ee− t

RC ) of Eq. (7) as follows:
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Fig. 1. Equivalent circuit of an electronic pacemaker

Theorem 7: � ∀ R C C1 V E t.

(diff eq lhs (const fn list [(1/(R*C)); 1])
(λx.linear sol [C1] (exp list [-(1/(R*C))]) x) t = 0)

The initial condition V (0) = C1 is implicitly contained in the above theorem
as it is satisfied for the case t = 0. Thus, the theorem provides the general
solution of the given differential equation and the value of the constant C for
the particular solution.

Our formalized definitions facilitated the formal specification of the above
theorem and the formally verified Theorem 4 allowed us to verify the above
theorem in a few reasoning steps where we just had to provide the definitions
of the functions used in Theorem 6 and some primitive list theory functions,
like EL and LENGTH, along with invoking an automatic arithmetic simplifier. The
straightforward reasoning process about the correctness of solution of the given
differential equation in the sound environment of HOL4 clearly demonstrates
the effectiveness of our work.

6.2 Fluid-Filled Catheter

As a second case study of our work, consider the dynamic analysis of a fluid-
filled catheter, which allows physicians to measure the pressure of the internal
organs and fluids of a human body without inserting a pressure transducer in
the body. The main idea is to insert a long and small-bore fluid-filled tube or
catheter in the body and thus bring the pressure of the pressure measuring site
outside and then use a conventional pressure transducer to measure it. However,
mechanical parameters like the mass of the catheter fluid and the friction of this
fluid with the catheter wall may introduce some discrepancies in the pressure
measurements. Therefore, it is very important to analyze the effects of such
mechanical parameters on the pressure measurements as a wrong reading may
endanger a patient’s life. A number of studies, e.g. [12,18], have analyzed this
aspect by considering the following second-order linear differential equation:
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1
ω2
n

d2p

dt2
+

2ζ

ωn

dp

dt
+ p = 0 (8)

where p is the applied pressure, ωn =
√

k/ρLA represents the undamped natural
angular frequency (radians per unit time) in terms of a constant k, catheter fluid
density ρ, length L and cross-sectional area A, and ζ = c/2

√
1/ρkLA is the

damping factor with a constant c. Equation (8) allows us to find the pressure in
response to any force function given that the coefficients ωn and ζ are known.
The solution of this equation can be formally verified as the following theorem:

Theorem 8: � ∀ rho A L k c C1 C2.

(sqrt(4 * rho * L * A * k)<c ∧ 0<rho ∧ 0<L ∧ 0<A ∧ 0<k ⇒
(diff eq lhs (const fn list

[k / (rho * L * A); c / (rho * L * A); 1])
(λx. linear sol [C1; C2]

(exp list [(-(c / (rho * L * A)) +
sqrt ((c / (rho * L * A)) pow 2

- 4 * (k / (rho * L * A)))) / 2;(-(c / (rho * L * A)) -
sqrt ((c / (rho * L * A)) pow 2 -
4 * (k / (rho * L * A)))) / 2]) x) x = 0))

The assumptions of the above theorem declare the relationships between the
various parameters that are required for the solution to hold. This is one of
strengths of the proposed theorem proving based verification as all the assump-
tions have to be explicitly stated besides the theorem for its formal verification.
Thus, there is no chance of missing a critical assumption which often occurs
in paper-and-pencil proof methods where there is no such guarantee that the
mathematician who worked out the proof has written down all the assumptions.

Formal reasoning about Theorem 8 is primarily based on Theorems 4 and 6
along with some arithmetic rewriting, which can be done in an automatic man-
ner using the HOL arithmetic simplifiers. The straightforward proof scripts for
of Theorems 7 and 8 clearly indicate the usefulness of our foundational formal-
ization presented in Sects. 4 and 5 of this paper. Just like these case studies our
formalization results can be utilized to formally reason about solution of any
homogeneous linear differential equation and the results would be guaranteed to
be correct due to the inherent soundness of theorem proving.

7 Conclusions

In this paper, we propose to use higher-order-logic theorem proving to analyze
continuous aspects of CPS. Due to the high expressiveness of the underlying
logic, we can formally model the continuous components of CPS while capturing
their true behavior and the soundness of theorem proving guarantees correct-
ness of results. To the best of our knowledge, these features are not shared
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by any other existing CPS analysis technique. The main challenge in the pro-
posed approach is the enormous amount of user intervention required due to the
undecidable nature of the logic. We propose to overcome this limitation by for-
malizing the foundational mathematical theories so that these available results
can be built upon to minimize user interaction. As a first step towards this direc-
tion, we presented the formalization of the solutions of any homogeneous linear
differential equation in this paper. Based on this work, we are able to formally
analyze the CPS used in a couple of biomedical systems.

The proposed approach opens the doors to many new directions of research.
We are working on developing reasoning support for non-homogeneous linear
differential equations. Moreover, the calculus theories available in HOL-Light
[15] are based on multivariate real numbers and thus can model complex num-
bers. Our formalization can be ported in a very straight-forward manner to this
formalization of complex numbers in HOL-Light, which would enable handling
the formal analysis of CPS that can be modeled in the complex plane only.
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6. Boldo, S., Clément, F., Filliâtre, J.-C., Mayero, M., Melquiond, G., Weis, P.: Formal

proof of a wave equation resolution scheme: the method error. In: Kaufmann, M.,
Paulson, L.C. (eds.) ITP 2010. LNCS, vol. 6172, pp. 147–162. Springer, Heidelberg
(2010)

7. Bu, L., Wang, Q., Chen, X., Wang, L., Zhang, T., Zhao, J., Li, X.: Towards online
hybrid systems model checking of cyber-physical systems’ time-bounded short-run
behavior. SIGBED 2, 7–10 (2011)

8. Butler, R.W.: Formalization of the integral calculus in the PVS theorem prover.
J. Formalized Reasoning 2(1), 1–26 (2009)

9. Clarke, E.M., Zuliani, P.: Statistical model checking for cyber-physical systems. In:
Bultan, T., Hsiung, P.-A. (eds.) ATVA 2011. LNCS, vol. 6996, pp. 1–12. Springer,
Heidelberg (2011)

10. Cruz-Filipe, L.: Constructive real analysis: a type-theoretical formalization and
applications. Ph.D. thesis, University of Nijmegen, April 2004

11. Glantz, S.A.: Mathematics for Biomedical Applications. University of California
Press, Berkeley (1979)

12. Glantz, S.A., Tyberg, J.V.: Determination of frequency response from step
response: application to fluid-filled catheters. Am. J. Physiol. 236, 376–378 (1979)

13. Gordon, M.J.C.: Mechanizing programming logics in higher-order logic. In:
Birtwistle, G., Subrahmanyam, P.A. (eds.) Current Trends in Hardware Verifica-
tion and Automated Theorem Proving, pp. 387–439. Springer, Heidelberg (1989)



146 M.U. Sanwal and O. Hasan

14. Harrison, J.: Theorem Proving with the Real Numbers. Springer, Heidelberg (1998)
15. Harrison, J.V.: A HOL theory of euclidean space. In: Hurd, J., Melham, T. (eds.)

TPHOLs 2005. LNCS, vol. 3603, pp. 114–129. Springer, Heidelberg (2005)
16. Harrison, J.: Handbook of Practical Logic and Automated Reasoning. Cambridge

University Press, Cambridge (2009)
17. Hoare, C.A.R., Misra, J., Leavens, G.T., Shankar, N.: The verifed software initia-

tive: a manifesto. ACM Comput. Surv. 41(4), 1–8 (2009)
18. Hougen, J.O., Hougen, S.T., Hougen, T.J.: Dynamics of fluid-filled catheter systems

by pulse testing. Ind. Eng. Chem. Fundam. 25, 462–470 (1986)
19. Immler, F., Hölzl, J.: Numerical analysis of ordinary differential equations in

Isabelle/HOL. In: Beringer, L., Felty, A. (eds.) ITP 2012. LNCS, vol. 7406, pp.
377–392. Springer, Heidelberg (2012)

20. Liu, J., Zhang, L.: QoS modeling for cyber-physical systems using aspect-oriented
approach. In: 2011 Second International Conference on Networking and Distributed
Computing (ICNDC), pp. 154–158 (2011)

21. Zhang, L., Hu, J., Yu, W.: Generating Test Cases for Cyber Physical Systems from
Formal Specification, pp. 97–103. Springerl, Heidelberg (2011)

22. Mashkoor, A., Hasan, O.: Formal probabilistic analysis of cyber-physical trans-
portation systems. In: Murgante, B., Gervasi, O., Misra, S., Nedjah, N., Rocha,
A.M.A.C., Taniar, D., Apduhan, B.O. (eds.) ICCSA 2012, Part III. LNCS, vol.
7335, pp. 419–434. Springer, Heidelberg (2012)

23. Oduola, K., Sofimieari, I., Nwambo, P.: A method for solving higher order homo-
geneous ordinary differential equations with non-constant coefficients. J. Emerg.
Trends Eng. Appl. Sci. 2(1), 7–10 (2011)

24. Platzer, A.: Differential dynamic logics for hybrid systems. J. Autom. Reasoning
41(2), 143–189 (2008)

25. Platzer, A., Quesel, J.-D.: KeYmaera: a hybrid theorem prover for hybrid systems
(system description). In: Armando, A., Baumgartner, P., Dowek, G. (eds.) IJCAR
2008. LNCS (LNAI), vol. 5195, pp. 171–178. Springer, Heidelberg (2008)

26. Rajkumar, R., Lee, I., Sha, L., Stankovic, J.J.: Cyber-physical systems: the next
computing revolution. In: 2010 47th ACM/IEEE Design Automation Conference
(DAC), pp. 731–736 (2010)

27. Sanwal, M.U., Hasan, O.: Formal verification of cyber-physical systems: coping
with continuous elements. In: Murgante, B., Misra, S., Carlini, M., Torre, C.M.,
Nguyen, H.-Q., Taniar, D., Apduhan, B.O., Gervasi, O. (eds.) ICCSA 2013, Part
I. LNCS, vol. 7971, pp. 358–371. Springer, Heidelberg (2013)

28. Sanwal, M.U.: Formal Reasoning about Homogeneous Linear Differential Equations
(2013). http://save.seecs.nust.edu.pk/students/usman/lde.html

29. Slind, K., Norrish, M.: A brief overview of HOL4. In: Mohamed, O.A., Muñoz, C.,
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