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Preface

The International Symposium on Integrated Uncertainty in Knowledge Modelling and
Decision Making (IUKM) aims to provide a forum for the exchange of research results
as well as ideas for and experience of applications among researchers and practitioners
involved in all aspects of uncertainty management and application. This conference
series started in 2010 at the Japan Advanced Institute of Science and Technology,
Ishikawa, under the title of the International Symposium on Integrated Uncertainty
Management and Applications (IUM 2010). The name of the conference series was
then changed to its current title at the second edition held in October 2011 at Zhejiang
University, Hangzhou, China, while the third edition was held in July 2013 at Beihang
University, Beijing, China.

The fourth IUKM was held during October 15–17, 2015 in Nha Trang City,
Vietnam, and was jointly organized by the Pacific Ocean University (POU), VNU-
Hanoi University of Engineering and Technology (VNU-UET), Hanoi National
University of Education (HNUE), and Japan Advanced Institute of Science and
Technology (JAIST).

The organizers received 58 submissions. Each submission was peer reviewed by at
least two members of the Program Committee. While 26 papers (45%) were accepted
after the first round of reviews, 17 others were conditionally accepted and underwent a
rebuttal stage in which authors were asked to revise their paper in accordance with the
reviews, and prepare an extensive response addressing the reviewers’ concerns. The
final decision was made by the program chairs. Finally, a total of 40 papers (69%) were
accepted for presentation at IUKM 2015 and publication in the proceedings. The
keynote and invited talks presented at the symposium are also included in this volume.

As a follow-up of the symposium, a special volume of the Annals of Operations
Research is anticipated to include a small number of extended papers selected from the
symposium as well as other relevant contributions received in response to subsequent
open calls. These journal submissions will go through a fresh round of reviews in
accordance with the journal’s guidelines.

The IUKM 2015 symposium was partially supported by The National Foundation
for Science and Technology Development of Vietnam (NAFOSTED). We are very
grateful to the local organizing team from Pacific Ocean University for their hard
working, efficient services, and wonderful local arrangements.

We would like to express our appreciation to the members of the Program Com-
mittee for their support and cooperation in this publication. We are also thankful to
Alfred Hofmann, Anna Kramer, and their colleagues at Springer for providing a
meticulous service for the timely production of this volume. Last, but certainly not the



least, our special thanks go to all the authors who submitted papers and all the attendees
for their contributions and fruitful discussions that made this symposium a success.

We hope that you will find this volume helpful and motivating.

October 2015 Van-Nam Huynh
Masahiro Inuiguchi
Thierry Denoeux

VI Preface
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Epistemic Uncertainty Modeling:
The-state-of-the-art

Hung T. Nguyen1,2(B)

1 New Mexico State University, Las Cruces, USA
2 Chiang Mai University, Chiang Mai, Thailand

hunguyen@nmsu.edu

Abstract. This paper is about the state-of-the-art of epistemic uncer-
tainty modeling from subjective probability (Thomas Bayes) to fuzzy
measures (Michio Sugeno).

Keywords: Bayesian statistics · Epistemic uncertainty · Fuzzy mea-
sures · Random sets

1 Introduction

Epistemic uncertainty (uncertainty due to lack of knowledge) clearly is an impor-
tant factor in decision-making problems. The Bayesian approach to modeling
epistemic uncertainty, in a statistical context, say, is well known since Thomas
Bayes [1] where uncertainty about “population parameters” is described as sub-
jective probability measures. The fact that uncertainty can take multiple forms
has been known since the beginning of probability theory. See, e.g., Fox and
Ulkumen [2] for a clear distinction between stochastic and epistemic uncertain-
ties, being the two main sources causing uncertainty.

A rationale for the Bayesian approach to modeling epistemic uncertainty is
provided by De Finetti’s theorem [3], and strongly defended by Dennis Lindley
[4] where he showed that confidence intervals, belief functions and possibility
measures are all inadmissible in a reasonable decision framework.

Belief functions (Shafer [5]) and possibility measures (Zadeh [6]), among other
non-additive set-functions, were suggested as extensions of Bayesian probability
measures to model epistemic uncertainty. It should be noted that it was Michio
Sugeno [7] who considered non-additive set-functions, known as fuzzy measures,
to model subjective evaluations, before Shafer and Zadeh, and Shafer’s belief
functions and Zadeh’s possibility measures are special cases of fuzzy measures.

It turns out that the message of Dennis Lindley, namely “You cannot avoid
probability” (when modeling epistemic uncertainty) is misleading, as discovered
by Goodman et al. [8]. Specifically, Lindley’s theorem says that, in a scoring
rule framework, admissible measures of uncertainty are only those which are
functions of probability measures. But then, a set-function which is a function
of a probability measure needs not be additive! Whether or not this “discovery”
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provided confidence for researchers to “propose” new alternatives to Bayesian
probability measures does not matter. Criticisms of the Bayesian approach to
epistemic uncertainty modeling from many perspectives seem to be responsible
for alternatives.

We focus here on epistemic uncertainty modeling in general contexts for
decision-making. Typically, these are situations where modeling epistemic uncer-
tainty is a must.

Even if we restrict ourself to the familiar practice of using statistical theory to
handle uncertainty, we are still facing many embarassing cryptic issues, especially
those concerning epistemic uncertainty modeling.

In 1900, David Hilbert posed 23 (unsolved at that time) mathematical
problems to the mathematical community whose solutions (in his view) should
advance mathematics. Almost 100 years later, at his (Johann)Bernoulli Lecture
1997, at Groningen University, The Netherlands, D.R. Cox handed out to the
public a list of 14 cryptic (obscure/ambiguous) issues concerning the nature of
statistical inference. See Kardaun et al. [9]. Among them, here are the cryptic
issues which seem to be of our concern:

(a) How possible and fruitful is it to treat quantitatively uncertainty not
derived from statistical variability?

(b) Are all sensitive probabilities ultimately frequency based?
(c) Is the formulation of personalistic probability by de Finetti and Savage

the wrong way round? It puts betting behaviour first and belief to be determined
from that?

(d) In a Bayesian formulation should priors constructed retrospectively, after
seeing the data, be treated distinctively?

(e) What is the role in theory and practice of upper and lower probabilities?
Clearly, unlike Hilbert’s list, the 14 “questions” of Cox are issues and not prob-
lems (to be investigated for possible solutions).

2 Information Measures

Epistemic uncertainty is due to our lack of knowledge. For example, we do not
know the exact value of the number π. Unlike stochastic uncertainty, we can
reduce epistemic uncertainty by seeking information (here, locating information,
e.g., 3.1 < π < 3.2 , 3.14 < π < 3.15, ...).

The fact that bounds on unknown quantities provide non probabilistic infor-
mation leads to the actual method of interval analysis for modeling epistemic
uncertainty. See, e.g., Swiler et al. [10].

Thus, modeling epistemic uncertainty should start with information (since
after all, information is more general than data as it can take on ”non-
conventional” forms such as linguistic values) and not probability! In fact, as
Kolmogorov [11] put it “Information theory must precede probability and not be
based on it”. It should be noted that the Wiener-Shannon information measure
J(A) = c log 1

P (A) , based upon probability, cannot be used for epistemic uncer-
tainty modeling as, e.g., the probability that π ∈ A does not make any sense.
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For a semantic information theory which could be applied to modeling epistemic
uncertainty, see Kampe’ de Feriet [12]. Essentially, an information measure is a
set function J(.) such as A ⊆ B =⇒ J(A) ≥ J(B). This order relation A � B
(more informative) when A ⊆ B in information theory is essential for defining
appropriate lattice-based topologies for random fuzzy sets [13], [14] which are
useful in extending Bayesian prior probability measures to linguistic information
gathering processes. Note that while the Wiener-Shannon information measure
is decomposable as

J(A ∪ B) = −c log[e− J(A)
c + e− J(B)

c ]

general information measures, not necessarily based on probability, could be
decomposable differently, such as

J(A ∪ B) = min{J(A), J(B)}

see Nguyen [15].

3 Fuzzy Measures

Fuzziness is a type of uncertainty due to the very nature of fuzzy concepts in
everyday natural language uses. A fuzzy subset A of a set U is a map, denoted
also as A(.) : U → [0, 1] where for u ∈ U , the value A(u) ∈ [0, 1] is interpreted as
the degree to which u is a member of A. The “set” A is called ”fuzzy” because
its boundary is not sharply defined. For example, A is the label describing the
set of low income people in a given population. Unless we define a threshold (a
poverty line) to distinguish low income people with others, the fuzzy concept
“low income” is fuzzy, by natural language. It is the set which is fuzzy, not
membership degrees of elements. Defining a “set” by its membership function
is just an extension of ordinary sets (using the equivalence with their indicator
functions).

An interesting example is in the designs of Regression Discontinuity for causal
inference in social sciences, where the use of membership functions with values
in [0, 1], rather than in {0, 1}, is necessary.

In 1974, M. Sugeno [7] developed a theory of subjective assignments (e.g.,
for pattern recognition problems) as follows. Let θo ∈ Θ be known. We wish
to know whether θo ∈ A, for a given subset A ⊆ Θ. Of course, if we know the
indicator function 1A(.), then we can tell!

Suppose we cannot assess 1A(.). The available (observed) characteristics of
θo are not sufficient to make a sure identification. There is uncertainty in the
assignment of θo to any set A. So let μ(A) = μ(θo ∈ A) ∈ [0, 1] be the degree
to which θo is in a (crisp) set A. Operating on, say, 2Θ, the set-function μ(.)
is called a fuzzy measure. Note that fuzzy measures differ from fuzzy sets since
the sets in the arguments of μ are not fuzzy: what is “fuzzy” is in the degree to
which we think A contains θo. Put it differently, with incomplete information,
we are unable to know whether our θo is in A or not, i.e., the situation is “fuzzy”
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(not clear, ambiguous, imprecise), we are forced to use some assignment reflecting
our uncertainty about our assignment. That was what Sugeno did: A fuzzy
measure is an ordinary set function whose values are “fuzzy” in the sense they
represent our uncertainty (not by probability necessarily), usually subjective, of
another type. Thus, a measure (a procedure to “measure” something) is fuzzy
because its values represent the “likelihoods” of membership, whereas, a fuzzy
set is “fuzzy” since the “set” itself is fuzzy (not sharply specified).

Formally, a fuzzy measure on a set Θ is a (monotone) map F (.) : 2Θ → [0, 1]
such that F (∅) = 0, F (Θ) = 1, and A ⊆ B =⇒ F (A) ≤ F (B).

In a sense, fuzzy measures provide information about the location of θ0 in
Θ, similar to the Bayesian probability, but no need to “view” θ0 as a random
variable, i.e., can “vary” in Θ.

When the fuzzy measure is (formally) a distribution of a random set on Θ,
then while retaining θ0 fixed (but unknown, as it should be), it induces a random
set modeling of the possible location of θ0, a reasonable way to express our
prior knowledge (information) about θ0, i.e., a “good” way to model epistemic
uncertainty in statistics (lack of knowledge about “where” is θ0). In other words,
we do not need to “view” our unknown (but fixed) θ0 as a random variable (like
the Bayesians did) in order to put our prior information on it by a probability
measure, we simply model our epistemic uncertainty about θ0 by putting our
prior information in the form of a bona fide random set on Θ whose “distribution
function” is a special fuzzy measure. What is “moving around” is not θ0 but our
random set governed by the distribution we provide from our (prior) information
about θ0. Extensions to random fuzzy sets could be considered, especially when
seeking experts’ knowledge to reduce epistemic uncertainty.

Note that we leave aside the now well known epistemic uncertainty due to
fuzziness in our natural language. We note however that there is a usefulconnec-
tion between fuzzy and interval methods in treating epistemic uncertainty (for
processing fuzzy data), via, e.g., Nguyen [16], which has been classified, at the
recent FUZZ-IEEE (Istanbul, August 3-5, 2015/celebrating the 50th anniver-
sary of Zadeh’s first paper on fuzzy sets [17]), as one among 100 most influential
papers and books in research involving fuzziness.

4 Belief Functions

One year after Sugeno’s thesis [7], G. Shafer [5] wrote a Ph.D. thesis in which
he proposed to establish a mathematical theory of evidence to model epistemic
uncertainty. This can be seen as an attempt to replace Bayesian priors by some-
thing more realistic from an application viewpoint (possibly in a more gen-
eral area of decision-making than statistics). Since personal probabilities in the
Bayesian approach are degrees of beliefs (of agents), Shafer called his new non-
additive set-functions induced from “evidence” belief functions. A belief function
F (.) on a (finite) set Θ, is a map F (.) : 2Θ → [0, 1] defined by weakening Henri
Poincare’s equality, namely F (∅) = 0, F (Θ) = 1, and, for any k ≥ 2, and
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A1, ..., Ak, subsets of Θ, with |I| denoting the cardinality of the set I,

F (∪k
i=1Ai) ≥

∑

∅ �=I⊆{1,2,...,k}
(−1)|I|+1F (∩i∈IAi)

Clearly, belief functions are fuzzy measures in Sugeno’s sense. In fact, they
are special types of fuzzy measures as they correspond to distributions and not
probability measures of random elements. This has been pointed out immedi-
ately by Nguyen [18] in 1976 (but appeared in 1978). Specifically, a given belief
function F (.) is precisely the distribution of a random set S : (Ω,A, P ) → 2Θ,
i.e., F (A) = P (ω : S(ω) ⊆ A). Note that, in the finite case, the fact that F (.)
characterizes the probability law of S is obvious. From an interpretation point
of view, this remark says that, using evidence to derive quantitative modeling
of epistemic uncertainty is somewhat similar to Bayesian approach by treating
unknown (but fixed) quantities, not as random variables, but as random sets,
i.e., as a more flexible (“higher”) level. For an introduction to the mathematical
theory of random sets, see Nguyen [19].

5 Possibility Measures

We are certainly familiar with categorical data analysis (e.g., via contingency
tables in elementary statistics) where variables take values as categories labeled
linguistically, such as “low”, “medium”, “high”, etc....In using natural language
to impart knowledge and information, there is a great deal of fuzziness in impre-
cise statements such as “John is young”. But, given only the information that
”John is young”, we do not know his exact (true) age (it is an epistemic uncer-
tainty), but we can “infer” subjectively a possibility distribution μA(.) with the
interpretation that, for each x ∈ [0, 120), μA(x) is the degree of possibility that
John is x years old. Clearly, possibility distributions are different from proba-
bility distributions. A possibility distribution on a set U is simply a function
ϕ : U → [0, 1].

According also to Zadeh, a possibility measure asociated with a possibility
distribution ϕ on U is a set-function Ψ defined on the power set 2U , with values
in [0, 1], defined simply as

Ψ(A) = sup{ϕ(u) : u ∈ A}
Possibility measures are not additive. In fact, they are “maxitive”:

Ψ(A ∪ B) = max{Ψ(A), Ψ(B)}

6 Imprecise Probabilities

Putting a (subjective) prior probability measure to describe an epistemic uncer-
tainty, by Bayesians, is just proposing a “model” for it. But “All models are
wrong, but some are useful” (Box, [20]). So, let’s try some models! Note that
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we are not discussing how “not to use priors” in a statistical framework! Inter-
ested readers could read recent works of Liu and Martin [21], [22] on “prior-free
probabilistic inference”, using random sets.

While the Bayesian approach to statistics consists essentially of modeling
the epistemic uncertainty of model parameters by prior (subjective) probability
measures, its usefulness (or reliability) is often questionable because of specific
choices of priors. From the above “random set connection”, Dempster-Shafer’s
work can be viewed as an attempt to address this reliability problem by con-
sidering a special case of the so-called imprecise probability approach, which, at
present, is still in full research activities.

The imprecise probability approach is this. In a robustness spirit, rather than
specifying a precise (prior) probability measure Po on Θ, it is “safer” to consider
some family of probability measures P, one of its (unknown) element could be
used as prior. But then, without knowning Po, we are force to work with the
whole family P, for example with its “lower probability”

F (A) = inf{P (A) : P ∈ P}
or its “upper probability” G(A) = sup{P (A) : P ∈ P} = 1 − F (Ac).

The set-function F (.) (lower envelop), viewed as a prior, is no longer additive.
The problem is this. Having a prior (whatever you model it) is just the first
step in the Bayesian program. The second and essential step is updating it in
view of new (observed) data via Bayes’ formula which is “doable” only with
probability measure prior. Research in this direction consists of, among others,
generalizing Bayes’ updating process for non-additive set functions, using, say,
Choquet integral concept in Potential Theory.

It might happen that, in some cases, the lower envelop F of a suitable P turns
out to be a distribution function of some random set on Θ, for which we could
use random set theory to proceed ahead. For example, let Θ be a finite set, and
A1, A2, ..., An be a partition of Θ. Let P be the set of probability measures on Θ
such that P ∈ P iff P (Ai) = αi, i = 1, 2, ..., n, with given αi > 0, i = 1, 2, ..., n,∑n

i=1 αi = 1. Let F (A) = inf{P (A) : P ∈ P}. Then F (.) is a belief function.
Now, if we view a random set S as a coarse data, i.e., the variable of interest is

X : Ω → Θ, which is not directly observable, and S (observable) is its coarsening,
i.e. P (X ∈ S) = 1 (the other way around, X is an almost sure selector of S).
An event A ⊆ Θ is realized (occured) if X(ω) ∈ A. But X is not observable,
only S(ω) is, so that we are uncertain about the occurence of A. If S(ω) ⊆ A,
then we are sure that A occurs since S(ω) 
 X(ω) and hence X(ω) ∈ A. Thus,
from a pessimistic viewpoint, we quantify our degree of belief in the occurence
of A based on S by P (S ⊆ A) = F (A) which is less than the actual probability
that A occurs, namely P (X ∈ A). On the other hand, if S(ω) ∩ A �= ∅, then it
is possible that A occurs since {ω : X(ω) ∈ A} ⊆ {ω : S(ω) ∩ A �= ∅}. Thus we
quantify this “plausibility” by

T (A) = P (S ∩ A �= ∅) = 1 − F (Ac)

The set-function T is dual to F , and referred to as the capacity functional
of the random set S. The capacity functionals play the role of distribution func-
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tions for random sets. In view of Choquet’s work in Capacity Theory, it is more
convenient to use T rather than F .

We turn now to the continuous case, where Θ = R
d. We restrict ourself to

the case of random closed sets, i.e., random elements taking closed subsets of
R

d as values. Let F denote the set of all closed sets of R
d. A random closed set

S is a measurable map from (Ω,A, P ) to (F , σ(F)) where σ(F) is the σ− field
of subsets of F generated by Matheron’s hit-or-miss topology (we skip technical
details here).

The counter-part of Lebesgue-Stieltjes characterization theorem for prob-
ability measures on R

d is the following Choquet theorem which provides the
axiomatic definition of capacity functional in the continuous case.

Let K denotes the set of all compact subsets of R
d. A function T : K → R is

called a capacity functional (of a random closed set) if it satisfies

(i) 0 ≤ T (.) ≤ 1, T (∅) = 0
(ii) T is alternating of infinite order, i.e., for any n ≥ 2, and K1,K2, ...,Kn in

K,
T (∩n

i=1Ki) ≤
∑

∅ �=I⊆{1,2,...,n}
(−1)|I|+1T (∪i∈IKi)

(iii) If Kn ↘ K in K, then T (Kn) ↘ T (K) (right continuity)

Choquet Theorem: If T : K → R is a capacity functional, then there exists a
unique probability measure Q on σ(F) such that, for all K ∈ K,

Q(FK) = T (K)

where
FK = {A ∈ F : K ∩ A �= ∅}

Choquet theorem justifies the above definition of a capacity functional, in the
sense that, like distribution functions of random vectors determine completely
corresponding probability laws, capacity functionals as defined above determine
completely (and uniquely) corresponding probability measures (laws) of random
closed sets on euclidean spaces.

Since T (K) = P (K ∩S �= ∅), it follows, in particular, for signleton sets, that

T ({x}) = P ({x} ∩ S �= ∅) = P (x ∈ S)

The function πS : R
d → [0, 1], defined by πS(x) = P (x ∈ S) is referred to as

the (one-point) coverage function of the random set S. The coverage function
is obtained from the capacity functional TS of S by setting π(x) = T ({x}).
Coverage functions are essential in sampling designs in finite populations in
classical statistics (see Hajek [23]). The coverage function alone is not enough to
conduct inference since it is much weaker than the associated capacity functional.

There is, however, a “canonical” case where coverage functions determine
capacity functionals. Let φ : R

d → [0, 1] be an upper- semi - continuous (usc)
function, i.e., {x ∈ R

d : φ(x) ≥ s} is closed, for any s ∈ R.
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a) Let α : (Ω,A, P ) → [0, 1] be a random variable, uniformly distributed on
[0, 1].Then S : Ω → F(Rd), defined by S(ω) = {x ∈ R

d : φ(x) ≥ α(ω)}, is
clearly a random closed set on R

d. What is its coverage function? Well,

πS(x) = P (x ∈ S) = P (φ(x) ≥ α(ω)) = φ(x)

What is its capacity functional? Well,

TS(K) = P (ω : K ∩ S(ω) �= ∅) = sup
x∈K

φ(x)

i.e, this canonical random set is completely determined by its coverage func-
tion.
Several remarks are in order:
(i) The set-function K ∈ K → supx∈K φ(x) is a capacity functional since it

is precisely of the form P (K ∩ S �= ∅) = Q(FK),
(ii) If φ(.) is taken as a Zadeh’s possibility distribution, then we got a neat

relation between possibility theory and Shafer’s (dual) belief functions
(which are subsumed by random sets).

(iii) The canonical random set S(ω) = {x ∈ R
d : φ(x) ≥ α(ω)} is nested,

i.e., for any ω �= ω′, either S(ω) ⊆ S(ω′), or S(ω) ⊇ S(ω′). It can
be shown that, in general, if a random set is nested, then its coverage
function determines its capacity functional.

b) The above canonical random closed set suggests a way to construct capac-
ity functionals. For any φ : R

d → [0, 1], an upper- semi - continuous (usc)
function, the set function

K ∈ K → sup
x∈K

φ(x) = T (K)

is a capacity functional of some random closed set.

7 Conclusions

We can say now that: There are many ways of representing epistemic uncer-
tainty, such as probability theory, fuzzy sets, possibility theory, and imprecise
probability, interval analysis, Dempster-Shafer evidence theory, and for mixed
aleatory/epistemic uncertainties, second-order probability.

Note however that the problem of selecting an appropriate mathematical
structure to represent epistemic uncertainty is challenging!

As econophysicists emphasized in the context of modeling uncertainty for
decision-making, the difference of socio-economic phenomena with natural phe-
nomena (e.g., physics, chemistry, cell biology) should be clearly noted. See e.g.,
McCauley [24]. While physics can be reduced to mathematical laws of nature
(at any levels: quantum field, Newtonian mechanics, general relativity) in view
of invariance principles, human invented laws can always be violated. Thus, one
should be careful when tempting to make, say, economics look like an exercise in
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calculus, and financial econometrics as a subset of stochastic processes obeying
the martingale representation theorem! As far as decision-making is concerned,
as McCauley put it, “We have a law to understand and explain everything, at
leat qualitatively, except phenomena involving decisions made by minds”.

The buzz word is uncertainty. And the questions are, e.g., what is uncer-
tainty? are there different types of uncertainty? why we run into uncertainty?
what about “known unknowns? unknown unknowns?”, and then, how to model
various types of uncertainty? how to combine different types of uncertainty in a
given problem? how to make decisions in the face of these uncertainties?

Can we answer the above questions by “solving” mathematical equations? Is
it obvious that not everything can be mathematized?

While random uncertainty is modeled by frequentist probability (accepted
universally), despite the objection of John Maynard Keynes (1883-1946): “In
the long run, we are all dead”, the problem of epistemic uncertainty modeling
seems to be an art rather than a science (just like in everyday medical diagnosis!).
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Abstract. Multisets alias bags are similar to fuzzy sets but essen-
tially different in basic concepts and operations. We overview multisets
together with basics of fuzzy sets in order to observe differences between
the two. We then introduce fuzzy multisets and the combination of the
both concepts. There is another concept of real-valued multisets as a
generalization of multisets. Rough approximations of multisets and fuzzy
multisets are discussed which uses a natural projection of the universal
set onto the set of equivalence classes.

1 Multisets

Let X = {x1, . . . , xn} is a universal set. As is well-known, a fuzzy set F of X
is characterized by a membership function µA : X → [0, 1], where µA(x) is the
degree of relevance of x to a concept represented by set symbol A. In contrast,
a multiset M of X is characterized by a count function CM : X → N , where
N = {0, 1, . . .}. CM (x) = m implies that x exists m times in multiset M . the
inclusion, equality, union, and intersection of multisets are defined by the same
relations as those of fuzzy sets except that the relations and operations are on
N instead of [0, 1]. Multisets have the addition (⊕) and minus (�) operations
which fuzzy sets do not have, while multisets do not have the complement while
a fuzzy set has µĀ(x) = 1 − µA(x). Note that CM1⊕M2(x) = CM1(x) + CM2(x)
and CM1�M2(x) = max{0, CM1(x) − CM2(x)}.

Note 1. Multisets [1] are also called bags [7]. The name of multisets are used
throughout this paper. Crisp multisets are simply called multisets.

2 Fuzzy Multisets

An easy generalization of multisets is real-valued multiset which generalizes
CM : X → N to CM : X → [0,+∞] which includes the point of +∞. We omit
the details of real-valued multisets here but there are important properties in
multi-relations and its algebra (see, e.g., [4]).

Another well-known generalization is fuzzy multisets which originally have
been proposed by Yager [7]. Later the author [2] proposed another set of oper-
ations as the union and intersection of fuzzy multisets. A fuzzy multiset is a
multiset of X × [0, 1] [7].
c© Springer International Publishing Switzerland 2015
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Example 1. Let X = {a, b, c, d}. A crisp multiset M is expressed as
{a, b, d, a, a, b} = {a, a, a, b, b, d}, i.e., CM (a) = 3, CM (b) = 2, CM (c) = 0, and
CM (d) = 1. An example of fuzzy multiset A of X is

A = {(a, 0.1), (b, 0.5), (c, 0.6), (c, 0.6), (a, 0.2), (c, 0.8)}.
A membership sequence is the collection of memberships for a particular

element of X which is arranged into decreasing order. In the above example, the
membership sequence form of the above A is

A = {(0.2, 0.1)/a, (0.5)/b, (0.8, 0.6.0.6)/c}.
The ith member of membership sequence is denoted by µi

A(x). Thus µ2
A(a) = 0.1,

µ3
A(c) = 0.6, etc. The inclusion, union, and intersection are then defined as

follows:

inclusion: A ⊆ B ⇐⇒ µi
A(x) ≤ µi

B(x), ∀x ∈ X, i = 1, 2, . . . ,
union: µi

A∪B(x) = max{µi
A(x), µi

B(x)}, i = 1, 2, . . . ,
intersection: µi

A∩B(x) = min{µi
A(x), µi

B(x)}, i = 1, 2, . . . ,
minus: µi

A�B(x) = max{0, µi
A(x) − µi

B(x)}, i = 1, 2, . . . ,

while addition is defined without the use of the membership sequence, by simply
gathering members of the two fuzzy multisets.

Example 2. Let

B = {(a, 0.1), (b, 0.5), (c, 0.6), (a, 0.1), (c, 0.7)}
= {(0.1, 0.1)/a, (0.5)/b, (0.7, 0.6)/c}

and

C = {(a, 0.3), (a, 0.1), (c, 0.5), (a, 0.2), (c, 0.9), (d, 0.7)}
= {(0.3, 0.2, 0.1)/a, (0.9, 0.5)/c, (0.7)/d}.

Then we have B ⊆ A and

A ∪ C = {(0.3, 0.2, 0.1)/a, (0.5)/b, (0.9, 0.6, 0.6)/c, (0.7)/d}
A ∩ C = {(0.2, 0.1)/a, (0.8, 0.5)/c}
A ⊕ C = {(a, 0.1), (b, 0.5), (c, 0.6), (c, 0.6), (a, 0.2), (c, 0.8),

(a, 0.3), (a, 0.1), (c, 0.5), (a, 0.2), (c, 0.9), (d, 0.7)}.
Let X and Y = {y1, . . . , yl} be two universal sets and f : X → Y . Suppose

G is an ordinary set: since f(G) =
⋃

x∈A

{f(x)}, the extension principle of fuzzy

sets is derived. Thus we have

Cf(M)(y) = max
x∈X,f(x)=y

CM (x).

In the same way, we have

µi
f(A)(y) = max

x∈X,f(x)=y
µi
A(x),

as the extension principle of fuzzy multisets, which is used below.
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3 Rough Approximations

Let us assume that an equivalence relation R is given on X, in order to consider
rough approximations [5,6]. In other words, relation xRy classifies X into equiv-
alence classes U1, . . . , UK . For convenience, let U = {U1, . . . , UK}. A natural
projection of X onto U is given by gR : X → U :

gR(x) = [x]R = Ui ⇐⇒ x ∈ Ui.

Let us recall that, given an ordinary set G of X, its upper approximation
and lower approximation are respectively given by

R∗(G) =
⋃

{Ui : Ui ∩ G �= ∅},
R∗(G) =

⋃
{Ui : Ui ⊆ G}.

Moreover the rough boundary is B(G) = R∗(G) − R∗(G).
The authors already defined rough approximations of fuzzy sets [3]:

µR∗(F )(x) = max
x′∈Ui

µF (x′), ⇐⇒ x ∈ Ui,

µR∗(F )(x) = min
x′∈Ui

µF (x′), ⇐⇒ x ∈ Ui.

We use the natural projection here to define the rough approximations of
multisets and fuzzy multisets.

Note first that

R∗(G) = g−1
R (gR(G)) = (g−1

R ◦ gR)(G),

where G is an arbitrary crisp set. In contrast, R∗(G) is expressed as follows: Let

Ĝ = g−1
R (gR(G)) − G.

Then
B(G) = g−1

R (gR(Ĝ))

and
R∗(G) = g−1

R (gR(G)) − g−1
R (gR(Ĝ)).

Rough approximation of a multiset M is then straightforward:

µR∗(M)(x) = max
x′∈Ui

CM (x′), ⇐⇒ x ∈ Ui,

µR∗(M)(x) = min
x′∈Ui

CM (x′), ⇐⇒ x ∈ Ui.

by using the natural projection gR. In a similar way, we can show that

µi
R∗(A)(x) = max

x′∈Ui

µi
A(x′), ⇐⇒ x ∈ Ui,

µi
R∗(A)(x) = min

x′∈Ui

µi
A(x′), ⇐⇒ x ∈ Ui.

for a fuzzy multiset A.
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4 Conclusion

We briefly overviewed the theory of multisets and fuzzy multisets as well as
their rough approximations. In this paper we focused upon the way how rough
approximations are derived using the natural projection. In contrast, many fun-
damental topics of multisets have been omitted here, but more about basics
of multisets and fuzzy multisets will be explained in the talk with illustrations
so that readers with no sufficient background will understand their fundamen-
tal concepts and basic theory. Readers interested in this theory could refer to,
e.g., [3,4,7]. Applications of fuzzy multisets will also be mentioned.
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Scientific Research, Japan Society for the Promotion of Science, Project number
26330270.
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Natural Logic. In 1970, G. Lakoff published a paper [8] in which he introduced
the concept of natural logic with the following goals:

– to express all concepts capable of being expressed in natural language,
– to characterize all the valid inferences that can be made in natural language,
– to mesh with adequate linguistic descriptions of all natural languages.

Natural logic is thus a collection of terms and rules that come with natu-
ral language and that allows us to reason and argue in it. According to G.
Lakoff’s hypothesis, natural language employs a relatively small finite number
of atomic predicates that take sentential complements (sentential operators) and
are related to each other by meaning-postulates that do not vary from language
to language. The concept of natural logic has been further developed by several
authors (see, e.g., [2,9] and elsewhere).

In this paper, we will briefly overview a special extension of the mathemati-
cal fuzzy logic in narrow sense (FLn) that is called Fuzzy Natural Logic (FNL).
Its goal stems from the above Lakoff’s characterization and can be specified as
follows: to develop a formal theory of human reasoning that includes mathemat-
ical models of the semantics of certain classes of special expressions of natural
language and generalized quantifiers with regard to presence of the vagueness phe-
nomenon. The main difference from the Lakoff’s characterization is that FNL is
a mathematical theory which, in addition, includes also the model of the vague-
ness phenomenon using tools of FLn. At the same time it must follow results of
the logical analysis of natural language (see, e.g., [3]).

Fuzzy Logic in Narrow Sense. Recall that FLn is a generalization of classical
mathematical logic (see [6,14]) in the sense that it has formally established syn-
tax and semantics. The syntax consists of precise definitions of a formula, proof,
formal theory, provability, model, etc. It is extended by more connectives and
more logical axioms. Semantics of this logic is many-valued. The completeness
theorem says that a formula A is provable iff it is true in the degree 1 in all
models.

There are many formal calculi in FLn, for example MTL (monidal t-norm-
based logic), BL (basic logic), �Lukasiewicz, product, �LΠ and other logics. They
differ from each other by the considered structure of truth values. For FNL,
c© Springer International Publishing Switzerland 2015
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the most important is higher-order fuzzy logic called Fuzzy Type Theory (FTT)
because the experience indicates that first-order logical systems are not powerful
enough for the proper formalization of linguistic semantics which is a necessary
constituent of FNL.

Paradigm of FNL. The fuzzy natural logic consists of several formal theories
developed on a unique formal basis:

(a) Formal theory of evaluative linguistic expressions [16]; see also [15].
(b) Formal theory of fuzzy/linguistic IF-THEN rules and linguistic descriptions;

approximate reasoning based on them [5,13,20,21].
(c) Formal theory of intermediate and generalized quantifiers [4,7,10,11,17].

Fuzzy Type Theory. This is a higher-order fuzzy logic being generalization of
classical type theory introduced by B. Russel, A. Church and L. Henkin (for
extensive presentation of it see [1]). The generalization consists especially in
replacement of the axiom stating “there are two truth values” by a sequence of
axioms characterizing structure of the algebra of truth values.

The fuzzy type theory (FTT) is the basic formal tool for FNL. We work with a
special case of the �Lukasiewicz FTT, which is based on the algebra of truth values
forming the standard �Lukasiewicz MVΔ-algebra L = 〈[0, 1],∨,∧,⊗,⊕,Δ,→,
0, 1〉. Important concept in FTT is that of a fuzzy equality, which is a reflexive,
symmetric and ⊗-transitive binary fuzzy relation on some set M , i.e. it is a
function .=: M × M → L.

Syntax of FTT is a generalization of the lambda-calculus constructed in a
classical way, but differing from classical type theory by definition of additional
special connectives and larger list of axioms. It has been proved that the fuzzy
type theory is complete. The details can be found in [12,18].

Evaluative Linguistic Expressions. These are expressions of natural language,
for example, small, medium, big, roughly one hundred, very short, more or less
deep, not tall, roughly warm or medium hot, quite roughly strong, roughly medium
size, etc. They form a small, syntactically simple, but very important part of
natural language which is present in its everyday use any time. The reason is
that people regularly need to evaluate phenomena around them and to make
important decisions, learn how to behave, and realize various kinds of activities
based on evaluation of the given situation. In FNL, a special formal theory of
FTT has been constructed using which semantics of the evaluative expressions
including their vagueness is modeled. The details can be found in [16].

Fuzzy/Linguistic IF-THEN Rules. In FNL, these are taken as genuine condi-
tional clauses of natural language with the general form

IF X is A THEN Y is B, (1)

where “X is A”, “Y is B” are the, so called, evaluative linguistic predications.
A typical example is
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IF temperature is extremely small THEN the amount of gas is very big.

A finite set of rules (1) is called linguistic description and it is construed as a
special text. The method of perception-based logical deduction enables to derive
conclusion from linguistic descriptions, thus simulating reasoning of people.

Intermediate and Fuzzy Quantifiers. These are natural language expressions such
as most, a lot of, many, a few, a great deal of, large part of, small part of. In
correspondence with the analysis given by P. Peterson in [22] they are in FNL
modeled as special formulas of fuzzy type theory in a certain extension of the
formal theory of evaluative linguistic expressions. Typical elaborated quantifiers
are

“Most (Almost all, Few, Many) B are A”.

The developed model stems from the assumption that intermediate quantifiers
are classical general or existential quantifiers for which the universe of quantifi-
cation is modified and the modification can be imprecise.

Intermediate quantifiers occur also in generalized Aristotle syllogisms, for
example:

PPI-III:
Major premise P1: Almost all employed people have a car
Minor premise P2: Almost all employed people are well situated
Conclusion C: Some well situated people have a car

Formal validity of more than 120 such syllogisms was already proved. This means
that the implication P1 ⇒⇒⇒ (P2 ⇒⇒⇒ C) is true in the degree 1 in all models.

Modeling Human Reasoning. Human reasoning is typical by employing natu-
ral language. We argue that formalism of FNL is rich enough to be able to
develop a sufficiently well working model of human reasoning. One such pos-
sibility was described in [19] where a model of non-monotonic reasoning based
on a series of linguistic descriptions characterizing a criminal case faced by a
detective Columbo was developed.
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Abstract. We introduce a game semantic approach to fuzzy models of
vague quantification that addresses a number of problems with previous
frameworks. The main tool is the introduction of a new logical operator
that supports context based evaluations of suitably quantified formulas.

1 Introduction

Vague quantifier expression, like few, many, about half are notoriously difficult
to model adequately in a degree based setting. The problems already arise with
precise quantifiers, like all, at most three, more than half, if range and scope pred-
icates are vague. The literature summarized in the recent survey article [3] and
the monograph [13] certainly documents research progress on this topic. Never-
theless there remain a number of challenges that call for variations and exten-
sions of traditional frameworks for fuzzy quantifiers. After quickly reviewing
relevant terminology and a very useful classification of fuzzy quantifiers by Liu
and Kerre [18] in Section 2, we formulate in Section 3 four desiderata for linguis-
tically adequate models of vague quantification that arguably have not yet been
fully met in current proposals. We argue the Giles’s game semantic approach to
�Lukasiewicz logic �L, revisited in Section 4, provides a suitable basis for addressing
the outlined challenges in principle. However, Giles did not consider generalized
quantifiers, as needed for natural language semantics. Moreover, as explained
in Section 5, the standard semantics for (unary) universal quantification in �L
cannot be straightforwardly extended to an adequate model of the correspond-
ing (binary) natural language quantifier all. To meet the crucial desideratum of
respecting a vagueness specific type of intensionality we adapt Giles’s game to
evaluation with respect to contexts modeled by sets of precisifications. For this
purpose we introduce a new logical operator ◦ that signifies a random choice of
some precisification. Random choices, not of precisifications, but of witness ele-
ments have already been introduced to obtain game based models of semi-fuzzy
quantifiers in [7,9]. In Section 6 we indicate that the new operator ◦ allows one
to lift these models to fully fuzzy quantification.

We emphasize that the focus of this paper is on conceptional analysis, rather
than on generalizing mathematical results. The limited space forces us to dele-
gate the systematic investigation of the suggested models, including correspond-
ing adequateness theorems, to future work.
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2 Classifying Vague and Fuzzy Quantifiers

The monograph [13] provides an extensive discussion of the achievements and
drawbacks in the literature on fuzzy quantifiers, initiated by Zadeh’s seminal
paper [23]; a more recent survey paper on the topic is [3]. However, fully ade-
quate models of vague quantifiers call for respecting certain features of vagueness
that are usually neglected in fuzzy models, but are in the focus of contem-
porary linguistic research on natural language semantics (see, e.g., [10,1,22]).
We refer the reader to those sources and just review some useful terminology
here. We are interested in formal models of quantifier expressions like many,
few, about a half, almost all, but also of statements like All athletes are tall or
At least two rich men are unhappy, where the quantifier expression has a precise
meaning, but at least some of the arguments to which it applies are vague. Nat-
ural language quantifiers are frequently binary ; i.e., they have the logical form
Qx(R(x), S(x)), where the unary argument predicate R is called the range (or
restriction) and the unary argument predicate S the scope of the quantifier Qx.
If the range is missing—i.e., implicitly assumed to coincide with the domain
of discourse—then the quantifier is called unary. Occasionally, more than two
arguments are present and a quantifier may bind more than one variable (like
in There are more bankers who are rich than doctors who are healthy). But we will
focus on unary and binary quantifiers here for sake of clarity.

In the fuzzy logic approach a unary predicate is interpreted by a fuzzy set B̃,
i.e., by a function B̃ : U → [0, 1], where the real number B̃(a) ∈ [0, 1] assigned to
an element a of the universe U is called the membership degree of a in B̃. Crisp
(i.e., classical) sets are obtained as a special case, where the membership degree is
either 0 or 1. A unary quantifier Q1 is modeled by a function Q̃1 : P(B̃) → [0, 1],
where the real number in [0, 1] assigned to the fuzzy set B̃ is called the truth
degree (truth value) of the formula Q1x S(x), if S is interpreted by B̃. Similarly,
a binary quantifier is modeled by a function Q̃2 : P(Ã × B̃) → [0, 1], where
Ã interprets the range and B̃ the scope of Q2. A quantifier is called precise if
resulting the truth degree is always either 0 or 1, otherwise it is called fuzzy.
Following Liu and Kerre [18], we distinguish four types of quantified statements:

Type I: the quantifier is precise and its arguments are crisp;
Type II: the quantifier is precise, but the arguments may be fuzzy;
Type III: the quantifier is fuzzy, but its arguments are crisp;
Type IV: the quantifier as well as its arguments are fuzzy.

Statements of type III are also called semi-fuzzy. Strictly speaking, the above
classification only applies to the fuzzy logic model of quantification; but it can
easily be adapted to a more general setting, where vague predicates may not
necessarily be modeled as fuzzy sets and vague quantifier expressions may be
modeled differently as well. Thus we will, e.g., talk of type II quantification in
All children are young and type III quantification in Many doors are locked, with-
out insisting that these statements are formalized according to the traditional
fuzzy logic approach.
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3 Problems with Fuzzy Models of Vague Quantifiers

It has been pointed out, e.g. in [13], that traditional fuzzy models of vague
quantification—based, e.g.,on Zadeh’s Σ-count or FG-count or on more sophis-
ticated methods like (variants of) OWA—are only applicable to certain types of
quantifiers and are frequently linguistically inadequate when applied to type II
or type IV quantification. For example, none of the above-mentioned methods
yields a fuzzy unary quantifier h̃alf : B̃ → [0, 1], that would correctly predict
that the statement Half are tall, interpreted with respect to a domain U of 2n
persons, is usually classified by English speakers as definitely false if all a ∈ U are
of the same height h, independently of whether a person of height h is considered
tall, borderline to tall, or not tall at all. On the other hand Glöckner [13] main-
tains that plausible results can usually be achieved with fuzzy models of semi-
fuzzy (type III) quantification, i.e., quantification over crisp arguments, like in
About half of the candidates passed the exam. For this reason Glöckner proposes
an approach to fuzzy quantification that proceeds in two separate steps:

1. Pick linguistically adequate truth functions for type I and III quantifiers.
2. Lift the crisp and and semi-fuzzy quantifiers obtained in step 1 to type II

and IV models by applying a so-called quantifier fuzzification mechanism
(QFM) that respects certain general conditions, presented as determiner
fuzzification scheme (DFS) axioms.

The term ‘linguistic adequateness’ is used by fuzzy logicians mostly in a
rather loose sense. Linguists usually apply stricter criteria when analyzing the
meaning of utterances of declarative sentences in given contexts. While lin-
guists certainly acknowledge the importance of graded adverbs, linguistic hedges
(including hedges regarding truth), degrees of emphasis and similar linguistic
devices (see, e.g., [16]) they prefer to model these phenomena with respect to
a binary interface (accepted/rejected, received/ignored) at the sentence level.
Consequently fuzzy models are often deemed incompatible with main stream
paradigms in natural language semantics. Moreover, linguistic research on the
semantics of quantifier expressions like many (see, e.g., [1,17,10]) focuses on sub-
tle intensional aspects of word meaning that calls for the consideration of context
specific expectations of speakers and hearers.

Some of the mentioned criticism of fuzzy models for natural phenomena
relating to vagueness can certainly be defused. For example, one might combine
fuzzy quantifier models with a de-fuzzification mechanism in order to restore
the binary interface at the outermost level of language processing. More impor-
tantly, we suggest that the alleged incompatibility of the linguistic and the fuzzy
approach can at least partly be resolved by making the different aims of the
respective formal models more explicit. In particular, fuzzy approaches often
aim at simple computational devices for automated information extraction or
data summary that deliberately abstract from all kinds of subtleties of human
communication. For such purposes, rough, quickly computable approximations
of natural language meanings that are only adequate with respect to simplifying
assumptions about context, expectations, pragmatic principles, etc, might well
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turn out to be adequate. Nevertheless, we will see that certain features of natural
language meaning in contexts of vagueness call for variations and extensions of
the traditional fuzzy logic approach to vague quantification.

We agree with Glöckner that it is useful to disentangle semi-fuzzy and fully
fuzzy quantification. However, we suggest a number of additional desiderata for
vague quantifier models that have not (yet) been adequately addressed in the
literature on fuzzy quantifiers, including Glöckner’s own approach.

(D1) Embeddability in t-norm based fuzzy logics: Fuzzy quantifiers are
often investigated in isolation from proof systems for propositional and first
order fuzzy logics. We argue that formal models of fuzzy quantifiers are most
useful if they can be directly embedded into at least some of the standard
systems of t-norm based logics as presented in, e.g., [2,19]. The most promi-
nent logics based on concrete continuous t-norms are �Lukasiewicz logic �L,
Gödel logic G, and Product logic P (see [14,2]. Of these, we single out
�Lukasiewicz logic here, since it is the only fuzzy logic, where all logical con-
nectives are modeled by continuous truth function, which amounts to a useful
desideratum in its own right. Unfortunately, neither the original proposals
by Zadeh [23], nor the later approaches to fuzzy quantifiers as reviewed in
[13] and [3] are fully compatible with principles of (continuous) t-norm based
deductive logic, as stated by Hàjek in [14].

(D2) Interpretability of truth degrees: In all previous approaches (includ-
ing Glöckner’s), the challenge to come up with an adequate semantics for
vague quantifier expressions is separated from the challenge to find convinc-
ing interpretations of truth degrees assigned to formalizations of partially
true statements. While we agree on the usefulness of separating these two
issues, we argue that a well-justified choice of truth functions for logical con-
nectives (see D3) cannot remain fully independent of particular models of
the meaning of truth degrees.

(D3) Guidance for the choice of truth functions: In traditional fuzzy
approaches the choice of truth functions for quantifier expressions like many
or about a half usually remains ad-hoc and is not guided by a systematic
method for determining optimal candidate functions. As indicated above,
Glöckner [13] convincingly criticizes this fact and proposes an axiomatic
approach that seeks to justify the choice of truth functions for fuzzy quanti-
fiers relative to truth functions for semi-fuzzy quantifiers. While this certainly
ameliorates the problem, it does not fully address the challenge to justify the
choice of particular families of truth functions with respect to first principles
about logical reasoning.

(D4) Respecting vagueness specific intensionality: As we will explain in
Sections 5 and 6, all current fuzzy models of quantifiers run into troubles if
range and scope predicates are vague (type II and type IV quantification).
The main reason for the lack of linguistic adequateness in these cases is that
semantic dependencies, that may well be ignored for semi-fuzzy quantifica-
tion, become essential if range or scope predicates are vague. We argue this
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fact calls for an extension of the traditional fuzzy approach that allows one
to model certain intensional aspects of vague predicates.

4 Giles’s Game for �Lukasiewicz Logic

As pointed out above, we focus on �Lukasiewicz logic �L, here. The standard
semantics of propositional �L is obtained by extending assignments vI(·) of values
∈ [0, 1] from atomic to complex �L-formulas as follows:

vI(F ∧ G) = min(vI(F ), vI(G)), vI(F ∨ G) = max(vI(F ), vI(G)),
vI(F &G) = max(0, vI(F )+vI(G)−1), vI(⊥) = 0,
vI(¬F ) = 1 − vI(F ), vI(F → G) = min(1, 1−vI(F )+vI(G)).

Note the �L features two different forms of conjunction: weak (∧) and strong (&),
respectively. At the first order level an interpretation I consists of a universe
(domain) U and a signature interpretation Φ that assigns a fuzzy relation P̃ :
Un → [0, 1] to each n-ary predicate symbol P . (Clearly Φ(P ) is a fuzzy set for
n = 1.) Moreover Φ assigns a domain element to every constant symbol. Abusing
notation, we identify each domain element with a constant symbol denoting it
(via Φ). Thus, for atomic formulas we may write

vI(P (a1, . . . , an)) = Φ(P )(a1, . . . , an).

The semantics of the standard universal and existential quantifier is given by

vI(∀xF (x)) = infa∈U (vI(F (a))), vI(∃xF (x)) = supa∈U (vI(F (a))).

Since we are interested in modeling natural language expressions we may fol-
low the conventional assumption that the universe (i.e., the relevant domain of
discourse) U is always finite. For later reference we point out that I = 〈U,Φ〉
is called classical if the range of the signature interpretation Φ is restricted to
{0, 1}. Thus evaluating statements with crisp predicates (‘classical reasoning’)
amounts to a sub-case of evaluating �L-formulas.

As demonstrated by Robin Giles in [12,11] the truth functions for �L need
not be imposed without further explanation, but rather can be extracted from
principles of reasoning with vague (fuzzy) predicates, modeled by combining a
dialogue game for reducing logically complex statements with a betting scheme
for evaluating final game states, where all remaining statements are atomic.

The dialogue part of Giles’s game is a two-player zero-sum game with perfect
information. The players are called ‘you’ and ‘me’, respectively. At every state
of the game each player maintains a multi-set of currently asserted statements
(called the tenet of that player), represented by �L-formulas. Accordingly a game
state is denoted by [F1, . . . , Fn | G1, . . . , Gm], where [F1, . . . , Fn] is your tenet
and [G1, . . . , Gm] is my tenet, respectively. In each move of the game one of the
players picks an occurrence of a formula from her opponent’s tenet and either
attacks or grants it explicitly. In both cases the picked formula is removed from
the tenet and thus cannot be attacked again. The other player has to respond
to the attack in accordance with the following rules.
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(R∧) If I assert F ∧ G then you attack by pointing either to F or to G; in
response I have to assert either F or G, accordingly.

(R&) If I assert F&G then, in response to your attack, I have to assert either
F as well as G or, alternatively, ⊥.

(R∨) If I assert F ∨ G then, in response to your attack, I have to assert either
F or G at my own choice.

(R→) If I assert G → F then, if you choose to attack, you have to assert G and
I have to assert F in reply.

(R¬) If I assert ¬F then you assert F and I have to assert ⊥ in reply.
(R∀) If I assert ∀xF (x) then you attack by choosing some domain element (con-

stant) a and I have to reply by asserting F (a).
(R∃) If I assert ∃xF (x) then I have to choose a domain element (constant) a

and to assert F (a).

Perfectly dual rules apply for your assertions and my corresponding attacks.
At the final state of a game, when all formulas have been replaced by

atomic subformulas, the players have to pay a fixed amount of money, say
1, for each atomic statement A in their tenet that is evaluated as ‘false’ (0)
according to an associated experiment EA. Except for the experiment E⊥
which always yields ‘false’, these experiments may show dispersion, i.e., they
may yield different answers upon repetition. However a fixed risk 〈A〉 spec-
ifies the probability that EA results in a negative answer (‘false’). My final
risk, i.e., the total expected amount of money that I have to pay to you in
the final state [A1, . . . , An | B1, . . . , Bm] therefore is 〈A1, . . . , An | B1, . . . , Bm〉 =∑m

i=1 〈Bi〉 − ∑n
j=1 〈Aj〉 .

Theorem 1. ([12,6]) For every atomic formula A let 〈A〉 be its risk and let I
be the �L-interpretation given by vI(A) = 1−〈A〉. Then, if we both play rationally,
any game starting in state [| F ] will end in a state where my final risk is 1−vI(F ).

Note that Giles’s approach directly addresses desiderata D1 and D3, for-
mulated in Section 3: it provides a semantic framework for �Lukasiewicz logic
(D1) that is based on a specific interpretation of truth degrees (D3). As far as
the standard logical connectives are concerned, also desideratum D2 is satisfied:
truth functions are extracted from reasoning principles presented by rules for
attacking and defending statements of a particular logical form. Giles only con-
sidered the standard quantifiers ∀ and ∃. However, we suggest that a large range
of precise quantifiers can be readily characterized by game rules as well. We do
not have space for a systematic investigation here, but rather present just two
examples of such rules, here.1

(R≤2) If I assert At most twox F (x) then you attack by choosing three different
a1, a2, a3 ∈ U and I have to reply by asserting ¬F (ai) for some i ∈ {1, 2, 3}.

(R≥U/3) If I assert At least a thirdx F (x) then, in reply to your attack, I have to
choose different a1, . . . an ∈ U where n ≥ |U |/3 and assert F (a1), . . .F (an).

1 For sake of conciseness we only present rules for unary quantifiers. Similar rules can
be formulated for binary and other quantifiers.
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In principle, these rules are applicable to crisp as well as to fuzzy predicates,
i.e., for risk values that are not just either 0 or 1. But, as we will see in the next
section, the linguistic adequateness of the resulting model is questionable if we
apply it to type II, rather than just to type I quantification.

5 From Type I to Type II Quantifiers Via Precisifications

For sake of clarity we will focus on the quantifier expression all in this section,
but mutatis mutandis our discussion also applies to the transition from type I
to type II quantification for quantifiers like some, at most 3, at least a half, etc.

Recall from Section 4 that in the unary case, i.e. if there is only a scope,
but no range predicate, all is modeled in �Lukasiewicz logic by2 vI(∀xF (x)) =
mina∈U (vI(F (a))). Moving to the more important binary case, i.e. models for
sentences of the form All F are G, at least two options arise.

O1: We may reduce the binary universal quantifier ∀2 to the unary one by
setting ∀2x(F (x), G(x)) := ∀x(F (x) → G(x)), which amounts to

vI(∀2x(F (x), G(x))) = min
a∈U

(min(1, 1 − vI(F (a)) + vI(G(a)))).

O2: Alternatively, we may follow the ‘fuzzy quantifier tradition’ outlined in
Section 2 (see, e.g., [13]) and set vI(∀2x(F (x), G(x))) = mina∈U (1 −
F̃ (a), G̃(a)), where F̃ is the fuzzy set corresponding to the (possibly log-
ically complex) predicate F and thus F̃ (a) coincides with vI(F (a)) (and
likewise for G̃). Accordingly, we obtain

vI(∀2x(F (x), G(x))) = min
a∈U

(max(1 − vI(F (a)), vI(G(a)))),

which amounts to identifying ∀2x(F (x), G(x)) with ∀x(¬F (x) ∨ G(x)).

Clearly O1 and O2 coincide for crisp predicates (type I quantification). To assess
their respective linguistic adequateness for type II quantification let us look
at corresponding formalizations of All children are poor, evaluated in a context
where the domain consists of persons that are all borderline cases of children as
well as of poor persons; i.e., vI(F (a)) = vI(G(a)) = 0.5 for all a ∈ U . According
to option O1 the sentence is evaluated as perfectly true (1), which (at least
according to Glöckner [13] and other fuzzy logicians) hardly is adequate. Option
O2 returns 0.5. The latter may seem more reasonable at a first glimpse; but
when we evaluate All children are children instead, which yields exactly the same
values in the given interpretation, O1 seems more plausible than O2.

In such a situation one might be tempted to talk about an inherent ambi-
guity of all. However this idea creates more problems than it solves, since it
runs counter to established linguistic wisdom about the concept of ambiguity
(see, e.g., [20]) and moreover would call for non-ad-hoc criteria for choosing the

2 Since we restrict attention to finite domains we may replace inf by min.
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‘correct’ indexical meaning of all. We claim that the presented example rather
hints to the fact that any fully adequate model of the meaning of all has to
respect intensionality. In other words: even if we accept the representation of
the meaning of vague predicates F and G as fuzzy sets F̃ and G̃, respectively,
no uniformly adequate degree of truth can be computed for All F are G from
F̃ and G̃ alone. As already indicated in formulating desiderata D4 and D5 in
Section 3, we need to extend the traditional framework for fuzzy quantifiers by
incorporating contexts in the evaluation mechanism.

Semanticists routinely employ various different mechanisms for context rep-
resentation. In particular Discourse Representation Theory (DRS) [15] has
emerged as a scientific standard that is amenable to many application scenarios.
While we maintain that linguistically adequate models of vague quantifiers will
eventually have to make extensive use of the corresponding literature, we think
that a straightforward representation of a given context as simply a (finite) set of
classical interpretations (similar, e.g., to [1]) is sufficient to illustrate the essential
features relevant for adequately evaluating vague quantified statements.

Definition 1. A context C is a non-empty finite set of classical interpretations
over the same signature that share the same universe UC and assign the same
domain elements to the constant symbols.

Some remarks and clarifications are appropriate regarding Definition 1.

– A context is not intended to represent real or potential states of ‘the world’. It
just represents information deemed sufficient for evaluating a given statement
in a given situation, independently of how this information is arrived at.

– Each element I ∈ C is called a precisification and signifies an admissible
manner to classify the elements of UC as either satisfying or not satisfying a
given predicate. One may imagine a ‘forced march sorites’ situation as, e.g.,
explained in [21], where competent speakers are forced to either accept or
reject some currently asserted statement, subject to revision.

– The fact that precisifications are classical does not entail classical evalua-
tions. A statement is considered vague according to this model precisely if
no single classical truth value emerges in a given context. Intermediary truth
degrees arise by taking the whole context of evaluation into account.

– The assumption of finiteness corresponds to the fact that cognition always
entails some level of granularity. In many situations very coarse levels of
granularity (in assessing, e.g., tallness, age, richness, etc.) will be sufficient
to represent the relevant information conveyed by uttering a sentence like
Peter is a tall child in a given context.

Given a context C with universe UC , every classical formula F (x) determines a
fuzzy set F̃C , where the membership degrees are defined by

F̃C(a) =
|{I ∈ C : vI(F (a)) = 1}|

|C| .
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One might want to refine this interpretation of membership degrees by endowing
the context C with a measure ν, where ν(I) is intended to represent the plau-
sibility of the precisification I relative to the other admissible precisifications
that form C. Equivalently, one may view the context as a fuzzy set of plausible
precisifications. However, here, we restrict attention to the basic case, where all
precisification are considered equally plausible.

Example 1. Consider a context C with universe UC = {Eve, Joe} that consists
of all possible precisifications that arise from assigning, independently of each
other, either 0 or 1 to child(a) and poor(a) for a ∈ UC . Then c̃hildC(Eve) =
c̃hildC(Joe) = 0.5 and likewise p̃oorC(Eve) = p̃oorC(Joe) = 0.5. Returning to
the two different options O1 and O2 for formalizing the binary all-quantifier
in �Lukasiwiecz logic, we obtain the following values for the corresponding �L-
interpretation IC :

O1: vIC (∀x(child(x) → child(x))) = 1 and vIC (∀x(child(x) → poor(x))) = 1
O2: vIC (∀x(¬child(x) ∨ child(x))) = 0.5 and vIC (∀x(¬child(x) ∨ poor(x))) = 0.5

As already pointed out, both options are problematic. In contrast, in classical
logic, ∀x(P (x) → Q(x)) is equivalent to ∀x(¬P (x) ∨ Q(x)). Obviously, for P =
Q = child all classical interpretations and therefore all precisifications evaluate
both formulas as true (1), whereas only 9/16 of the precisifications in C evaluate
the formulas as true for P = child and Q = poor. Clearly this latter style of
context based evaluation yields more plausible results than either O1 or O2.

To model the latter ‘context sensitive’ style of evaluation in Giles’s fashion we
stipulate that the dispersive experiment EA associated with an atomic formula A
consists in a (uniformly) random choice of some precisification I ∈ C, returning
vI(A) as result of EA. The risk value associated with A then amounts to the
fraction of precisifications in C that evaluate A as false. More formally, we have
〈A〉C = |{I ∈ C : vI(A) = 0}|/|C|. Note that this interpretation of EA does not
entail any change in Giles’s game itself. However the implied shift of perspective
suggests a mechanism that allows one to refer to precisifications not only at
final game states, but already at earlier states of evaluating logically complex
statements. To this aim we stipulate that each formula F occurring in either my
or your tenet may carry a reference to some I ∈ C, denoted by F↑I. Accordingly,
we introduce an operator ◦ and specify its semantics by the following game rule:

(R◦) If I assert ◦F then, in reply to your attack, some precisification I ∈ C is
chosen randomly and ◦F is replaced with F↑I in my tenet.

The other game rules remain unchanged, except for stipulating that any reference
↑I is inherited from formulas to subformulas. A final state is now of the form
Σ = [A1ρ1, . . . , Anρn | B1ρ

′
1, . . . , Bmρ′

m], where each ρi, ρ
′
j is either a reference

↑I for some I ∈ C or else is empty. This yields a local risk 〈Σ〉 by setting my
risk 〈A〉Σ associated with A in Σ to 1 − vI(A) in the former case and to 〈A〉C

in the latter case. To obtain the overall (expected) risk associated with a non-
final state we have to take into account that all choices of precisifications are
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uniformly random and thus have to compute the average over corresponding
local risks. Taking our clue from Theorem 1., let 〈F 〉C denote my final overall
risk with respect to context C in a game starting in [| F ], where we both play
rationally. We set vIC (F ) = 1 − 〈F 〉C . This in particular yields vIC (◦F ) =
|{I ∈ C : vI(F ) = 1}|/|C|. Our model amounts to simply adding ◦ in front of
any formula FS that is intended to formalize a universally quantified natural
language statement S according to either O1 or—now equivalently—O2. The
original options emerge as special cases that provide bounds for the context
sensitive evaluation.

Proposition 1. For every context C and its corresponding �L-interpretation IC :
vIC (∀x(¬F (x) ∨ G(x)) ≤ vIC (◦∀x(¬F (x) ∨ G(x)) = vIC (◦∀x(F (x) → G(x)) ≤
vIC (∀x(F (x) → G(x)).

Similar context sensitive models arise for precise quantifiers specified by game
rules like R≤2 and R≥U/3 (see Section 4). In any case, adding ◦ amounts to a
simple mechanism for the shift from type I to type II quantification, addressing
desideratum D4 of Section 3.3

6 From Type III to Type IV Quantifiers: Random
Witnesses

In [7,9] we have introduced a concept for characterizing semi-fuzzy (type II)
quantifiers game semantically, motivated by the challenges formulated as desider-
ata D1, D2, and D3 in Section 3. The central idea is to allow for a sampling
mechanism that augments the choice of witness constants by player ‘you’ in
rule R∀ and by player ‘I’ in R∃ with various types of random choices of witness
constants. For example, we may add the following rule for a family of so-called
blind choice proportional quantifiers Lk

m to Giles game for �L.

(RLk
m
) If I assert Lk

mxF̂ (x) then you may attack by asserting k random instances
of F̂ (x), in reply to which I have to assert m random instances of ¬F̂ (x).

The hat-symbol attached to the scope formula F̂ (x) indicates that it has to be
classical. This is established by working in a two-tiered language that syntacti-
cally separates classical from fuzzy predicates. We have argued in [9] that this
leads to adequate models for proportional type III quantifiers like about a half
or at least about a third in combination with other game based connectives.

Although rules like RLk
m

are, in principle, also applicable if the scope formulas
are fuzzy, we have deliberately refrained from generalizing type III to type IV
quantifiers in this manner, since the resulting models are hardly linguistically
3 Our model is reminiscent of the combination of supervaluation theoretic and fuzzy

evaluation described in [5]. However while ◦ measures the fraction of precisifications
satisfying the formula F in its scope, the supertruth operator S of [5] maps its
scope into classical logic. Another attempt to combine fuzzy logic with context based
evaluation can be found in [8], but only propositional logic is covered there.
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adequate, in general. More precisely: desideratum D4 of Section 3 cannot be
fulfilled in this manner, even for unary quantifiers.

Example 2. Consider the statement About half [of the people] are tall to be eval-
uated in a fixed universe of discourse. We argue that the degree of truth of this
statement should reflect the fraction of admissible precisifications of the predi-
cate tall that separate the universe into roughly equal numbers of people judged
as tall and as not tall, respectively. Note that this entails two levels of uncer-
tainty : (1) What precisifications of tall are plausible in the given context? (2)
When are two subsets of people to be judged as roughly equal in size? There is
nothing wrong with a graded approach in addressing these questions. However,
the problem with traditional fuzzy models of about half is that these two quite
different types of uncertainty are not clearly distinguished in the evaluation.

In analogy to Section 5, we lift type semi-fuzzy (type II) to type IV quan-
tification by adding the ◦-operator in front of a corresponding formula of �L.
The combination of an appropriate game rule for the semi-fuzzy quantifier, as
indicated above, and the rule R◦ triggers an evaluation with respect to a given
context C. Note that this model nicely separates the indicated different sources
of uncertainty by referring to two different levels of randomization:

(1) uncertainty arising from the non-crispness of tall is modeled by the random
choice of an admissible precisification in R◦;

(2) uncertainty regarding standards for about half is modeled by random choice
of witness constants in the corresponding game rule for the quantifier.

7 Conclusion

We have singled out four desiderata for models of vague quantification: (D1)
they should be embedded into deductive fuzzy logics, in particular �Lukasiewicz
logic; (D2) they should relate to some interpretation of truth degrees; (D3) truth
functions should not be imposed ad-hoc, but rather should be derived from
basic reasoning principles; and (D4)—central to this paper—certain intensional
aspects arising in contexts of vagueness should be respected. We have argued that
specific extensions of Giles’s game based semantics for �Lukasiewicz logic enable
one to meet these desiderata. In particular, we have suggested to re-interpret
the evaluation of atomic statements via dispersive experiments as evaluation
in randomly chosen precisifications specifying a given context. This triggers the
introduction of a new logical operator ◦, that allows one to refer to precisifications
not only at the final stage of the semantic game, but already during the process of
evaluation. This leads to new fuzzy as well as intensional (non-truth functional)
models of quantifiers, that address concerns about the linguistic adequateness of
fuzzy quantifiers with vague range and scope predicates.

We have outlined the main conceptual challenges and proposed solutions
only by way of specific examples, here. Clearly a more systematic exploration of
the scope and limits of context based game models for vague quantifiers than is
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possible in the limited space available here, is needed. In future work we plan to
systematically investigate properties of the indicated models, including formal
adequateness proofs in analogy to those for game based models of proportional
semi-fuzzy quantifiers in [7,9] and of specific vagueness related connectives in [4].
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Abstract. We propose a new theory of implicative fuzzy associative
memory. This memory is modeled by a fuzzy preorder relation. We give
a necessary and sufficient condition on input data that guarantees an
effective composition of a fuzzy associative memory, which is moreover,
insensitivity to a certain type of noise.

Keywords: Fuzzy associative memory · Fuzzy preorder · Upper set ·
Noise

1 Introduction

In this contribution, we are focused on knowledge integration in uncertain envi-
ronments and especially on data storage in the form of fuzzy associative mem-
ory (FAM) and retrieval. The latter is considered even in the case of damaged,
incomplete or noisy requests.

The first attempt to construct a fuzzy associative memory (FAM) has been
made by Kosko - [4]. This approach presented FAM as a single-layer feedforward
neural net containing nonlinear matrix-vector product. This approach was later
extended with the purpose to increase the storage capacity (e.g. [2]). Significant
progress was achieved by the introduction of the so called learning implication
rules [1,3], that afterwards led to implicative fuzzy associative memory (IFAM)
with implicative fuzzy learning. Theoretical background of IFAM were discussed
in [12].

In our contribution, we give a new theoretical justification of IFAM that is
based on the notion of a fuzzy preorder relation. This enables us to discover
conditions on input data that guarantee that IFAM works properly. We con-
structively characterize all types of noise that do not influence the successful
retrieval.

2 Preliminaries

2.1 Implicative Fuzzy Associative Memory

In this Section, we explain background of the theory of fuzzy associative memo-
ries and their implicative forms. We choose database {(x1,y1), . . . , (xp,yp)} of
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 32–42, 2015.
DOI: 10.1007/978-3-319-25135-6 5
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input-output objects (images, patterns, signals, texts, etc.) and assume that they
can be represented by couples of normal fuzzy sets so that a particular fuzzy set
xk, k = 1, . . . , p, is a mapping xk : X → [0, 1], and similarly, yk : Y → [0, 1]
where X = {u1, . . . , un}, Y = {v1, . . . , vm}.

A model of FAM is associated with a couple (W, θ), consisted of a fuzzy
relation W : X × Y → [0, 1] and a bias vector θ ∈ [0, 1]m. A model of FAM
connects every input xk of a corresponding database with the related to it output
yk, k = 1, . . . , p. The connection can be realized by a sup−t composition1 ◦, so
that

yk = W ◦ xk ∨ θ, k = 1, . . . , p, (1)

or by a one level fuzzy neural network endowed with Pedrycz’s neurons. The
first one is represented by the following expression

yk
i =

n∨

j=1

(wij t xk
j ) ∨ θi, i = 1, . . . , m, (2)

where xk
j = xk(uj), yk

i = y(vi) and wij = W (ui, vj). The second one is a com-
putation model which realizes (2). In the language of fuzzy neural networks, we
say that W = (wij) is a synaptic weight matrix and p is a number of constituent
input-output patterns.

In practice, the crisp equality in (1) changes to

yk ≈ W ◦ xk, k = 1, . . . , p, (3)

where the right-hand side is supposed to be close to yk. Moreover, FAM is
supposed to be tolerant to a particular input noise.

In [12], a model (W, θ) of implicative fuzzy associative memory (IFAM) has
been proposed where

wij =
p∧

k=1

(xk
j → yk

i ), (4)

θi =
p∧

k=1

xk
i ,

and → is an adjoint implication with respect to the chosen continuous t-norm.
One important case of IFAM is specified by identical input-output patterns.

This memory is called an autoassociative fuzzy implicative memory (AFIM),
and it is aimed at memorizing patterns as well as error correction or removing
of noise.

For a given input x, AFIM returns output y in accordance with (2). If x is
close to some pattern xk, then y is close to the same pattern xk. In the ideal
case, patterns from {x1, . . . ,xp} are eigen vectors of an AFIM model.

1 t is a t-norm, i.e. a binary operation on [0, 1], which is commutative, associative,
monotone and has 1 as a neutral element.
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One of the main benefits of AFIM is its error correction ability. By this we
mean that if an input x is close to some pattern xk, then the output y is equal
to the same pattern xk.

In the proposed contribution, we analyze the AFIM retrieval mechanism with
respect to two goals: (a) to have patterns from {x1, . . . ,xp} as eigen vectors of
that fuzzy relation W , which constitutes a model of AFIM; (b) to correct a cer-
tain type of noise. We find a necessary and sufficient condition on input patterns
that guarantees that the goal (a) is fulfilled and moreover, we characterize a
noise that can be successfully removed by the retrieval procedure.

Our technical platform is more general than that in [12]: we replace [0, 1] by
an arbitrary complete residuated lattice L and consider initial objects as fuzzy
sets with values in L. This allows us to utilize many known facts about fuzzy
sets and fuzzy relations of particular types.

2.2 Algebraic Background

In this Section, we will step aside from the terminology of associative memories
and introduce an algebraic background of the technique proposed below.

Let L = 〈L,∨,∧, ∗,→, 0, 1〉 be a fixed, complete, integral, residuated, com-
mutative l-monoid (a complete residuated lattice). We remind the main charac-
teristics of this structure: 〈L,∨,∧, 0, 1〉 is a complete bounded lattice, 〈L, ∗,→, 1〉
is a residuated, commutative monoid.

Let X be a non-empty set, LX a class of fuzzy sets on X and LX×X a class
of fuzzy relations on X. Fuzzy sets and fuzzy relations are identified with their
membership functions, i.e. elements from LX and LX×X , respectively. A fuzzy
set A is normal if there exists xA ∈ X such that A(xA) = 1. The (ordinary) set
Core(A) = {x ∈ X | A(x) = 1} is the core of the normal fuzzy set A. Fuzzy
sets A ∈ LX and B ∈ LX are equal (A = B), if for all x ∈ X, A(x) = B(x). A
fuzzy set A ∈ LX is less than or equal to a fuzzy set B ∈ LX (A ≤ B), if for all
x ∈ X, A(x) ≤ B(x).

The lattice operations ∨ and ∧ induce the union and intersection of fuzzy
sets, respectively. The binary operation ∗ of L is used below for set-relation
composition of the type sup-*, which is usually denoted by ◦ so that

(A ◦ R)(y) =
∨

x∈X

(A(x) ∗ R(x, y)).

Let us remind that the ◦ composition was introduced by L. Zadeh [15] in the
form max−min.

3 Fuzzy Preorders and Their Eigen Sets

In this Section, we introduce theoretical results which will be used below in the
discussed application. The results are formulated in the language of residuated
lattices. We will first recall basic facts about fuzzy preorder relations as they
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were presented in [5]. Then we will characterize eigen sets of fuzzy preorder
relations and how they can be reconstructed.

Our interest to fuzzy preorder relations came from the analysis of the expres-
sion (4) – a representation of a fuzzy relation in a model of AFM. In the particular
case of autoassociative fuzzy implicative memory, expression (4) changes to

wij =
p∧

k=1

(xk
j → xk

i ).

This is a representation of the Valverde (fuzzy) preorder (see Remark 1 below).

3.1 Fuzzy Preorders and their Upper and Lower Sets

The text in this Section is an adapted version of [8].
A binary fuzzy relation on X is a ∗-fuzzy preorder of X, if it is reflexive and

∗-transitive. The fuzzy preorder Q∗ ∈ LX×X , where

Q∗(x, y) =
∧

i∈I

(Ai(x) → Ai(y)), (5)

is generated by an arbitrary family of fuzzy sets (Ai)i∈I of X.

Remark 1. The fuzzy preorder Q∗ (5) is often called the Valverde order on X
determined by a family of fuzzy sets (Ai)i∈I of X (see [14] for details).

If Q is a fuzzy preorder on X, then the fuzzy set A ∈ LX such that

A(x) ∗ Q(x, y) ≤ A(y) (A(y) ∗ Q(x, y) ≤ A(x)), x, y ∈ X,

is called an upper set (a lower set) of Q (see [5]). Denote Qt(x) = Q(t, x)
(Qt(x) = Q(x, t)), x ∈ X, and see that Qt (Qt) is an upper set (lower set) of Q.
The fuzzy set Qt (Qt) is called a principal upper set (lower set).

If Q is a fuzzy preorder on X, then Qop ∈ LX×X such that Qop(x, y) =
Q(y, x) is a fuzzy preorder on X as well. It follows that an upper set of Q is a
lower set of Qop and vice versa. For this reason, our results will be formulated
for upper sets of respective fuzzy preorders.

The necessary and sufficient condition that a family of fuzzy sets of X con-
stitutes a family of upper sets of some fuzzy preorder on X has been proven in
[5]. In Theorem 1 [8], given below, we characterize principal upper sets of a fuzzy
preorder on X. Let us remark that assumptions of Theorem 1 are different from
those in [5].

Theorem 1. Let I be an index set, (Ai)i∈I ⊆ LX a family of normal fuzzy sets
of X and (xi)i∈I ⊆ X a family of pairwise different core elements such that for
all i ∈ I, Ai(xi) = 1. Then the following statements are equivalent:

(i) There exists a fuzzy preorder Q on X such that for all i ∈ I, x ∈ X,
Ai(x) = Q(xi, x) (Ai is a principal upper set of Q).
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(ii) For all i ∈ I, x ∈ X, Ai(x) = Q∗(xi, x) (Ai is a principal upper set of Q∗)
where Q∗ is given by (5).

(iii) For all i, j ∈ I,
Ai(xj) ≤

∧

x∈X

(Aj(x) → Ai(x)). (6)

Corollary 1. Let (Ai)i∈I ⊆ LX be a family of normal fuzzy sets of X and
(xi)i∈I ⊆ X a family of pairwise different core elements such that for all i, j ∈ I,
(6) holds true. Then Q∗ is the coarsest fuzzy preorder on X such that every fuzzy
set Ai, i ∈ I, is a principal upper set of Q∗.

Remark 2. On the basis of Theorem 1 and its Corollary 1, we conclude that a
family of normal fuzzy sets (Ai)i∈I ⊆ LX with pairwise different core elements
(xi)i∈I ⊆ X, such that (6) is fulfilled, generates the coarsest fuzzy preorder Q∗

on X such that every family element Ai is a principal upper set of Q∗ that
corresponds to its core element xi.

3.2 Eigen Sets of Fuzzy Preorders and their “Skeletons”

In this Section, we show that if the assumptions of Theorem 1 are fulfilled, and
if the fuzzy preorder Q∗ on X is generated (in the sense of (5)) by normal fuzzy
sets (Ai)i∈I ⊆ LX with pairwise different core elements (xi)i∈I ⊆ X, then these
fuzzy sets are the eigen (fuzzy) sets of Q∗ (see [10]), i.e. they fulfill

Ai ◦ Q∗ = Ai, i ∈ I. (7)

Proposition 1. Let family (Ai)i∈I ⊆ LX , i ∈ I, of normal fuzzy sets of X
with pairwise different core elements (xi)i∈I ⊆ X fulfill (6) and generate fuzzy
preorder Q∗ in the sense of (5). Then every Ai, i ∈ I, is an eigen set of Q∗.

Proof. Let us choose and fix Ai, i ∈ I. By Theorem 1, Ai(x) = Q∗(xi, x). Then

Ai(x) ◦ Q∗(x, y) =
∨

x∈X

(Q∗(xi, x) ∗ Q∗(x, y)) ≤

Q∗(xi, y) = Ai(y).

On the other hand,

Ai(x) ◦ Q∗(x, y) =
∨

x∈X

(Q∗(xi, x) ∗ Q∗(x, y)) ≥

Q∗(xi, y) ∗ Q∗(y, y) = Q∗(xi, y) = Ai(y).

Corollary 2. Let the assumptions of Propositions 1 be fulfilled and fuzzy set
Āi ∈ LX , i ∈ I, be a “skeleton” of Ai, where

Āi(x) =

{
1, if x ∈ Core(Ai),
0, otherwise.

(8)

Then Ai can be reconstructed from Āi, i.e.

Āi ◦ Q∗ = Ai. (9)
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Proof. By Proposition 1, and the inequality Āi ≤ Ai, we have Āi◦Q∗ ≤ Ai◦Q∗ =
Ai. On the other hand,

(Āi ◦ Q∗)(y) =
∨

x∈X

(Āi(x) ∗ Q∗(x, y)) ≥ Q∗(xi, y) = Ai(y).

Corollary 3. Let the assumptions of Propositions 1 be fulfilled and fuzzy set
Ãi ∈ LX be “in between” Āi and Ai, i.e.

Āi ≤ Ãi ≤ Ai,

where i ∈ I. Then Ai can be reconstructed from Ãi, i.e.

Ãi ◦ Q∗ = Ai. (10)

Proof. The proof follows from the following chain of inequalities:

Ai = Ai ◦ Q∗ ≥ Ãi ◦ Q∗ ≥ Āi ◦ Q∗ = Ai.

The following proposition is important for the below considered applications.
It shows that under the assumptions of Propositions 1, every Ai, i ∈ I, is an eigen
set of another fuzzy preorder Qr, which is composed from all these constituent
fuzzy sets. By saying “composed”, we mean that opposite to Q∗, Qr does not
require any computation.

Proposition 2. Let family (Ai)i∈I ⊆ LX , i ∈ I, of normal fuzzy sets of X with
pairwise different core elements (xi)i∈I ⊆ X fulfill (6). Then every Ai, i ∈ I, is
an eigen set of the following fuzzy preorder

Qr(x, y) =

⎧
⎪⎨

⎪⎩

Ai(y), if x = xi,

1, if x = y,

0, otherwise .

(11)

4 Fuzzy Preorders and AFIM

In this Section, we will put a bridge between the theory, presented in Section 3,
and the theory of autoassociative fuzzy implicative memories (AFIM), presented
in Section 2. We will see that in the proposed below model of AFIM, a connecting
fuzzy relation (denoted above by W ) is a fuzzy preorder relation.

In details, we choose a residuated lattice with the support L = [0, 1] and a
database {x1, . . . ,xp} of initial objects that are represented by fuzzy sets or fuzzy
relations. In the first case, we have a database of signals, while in the second one,
we have 2D gray-scaled images. The second case can be easily reduced to the first
one - it is enough to represent an image as a sequence of rows. Below, we assume
that our objects are normal fuzzy sets identified with their membership functions,
i.e. they are elements of [0, 1]X , where X is a finite universe. The assumption
of normality does not put any restriction, because any given finite collection
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of fuzzy sets on a finite universe can be normalized. Because we illustrate the
proposed technique by images, we refer to the initial objects as to images.

In accordance with (5), we construct the fuzzy preorder relation Q∗, such
that

Q∗(i, j) =
p∧

k=1

(xk(i) → xk(j)).

We remark that this is the reverse fuzzy preorder with respect to that given by
(4). In the terminology of the theory of autoassociative memories, the results
from Section 3 show that under condition (6),

– each constituent input image xk, k = 1, . . . , p, can be retrieved, if the weight
matrix W is equal to Q∗ and the computation of the output is based on the
simpler version of (2), i.e.

yi =
n∨

j=1

(xk
j t wij), i = 1, . . . , m, (12)

which does not involve bias θ;
– each constituent input image xk, k = 1, . . . , p, can be retrieved, if the weight

matrix W is equal to Qr (see (11)) with the subsequent computation of the
output by (12);

– each constituent input image xk, k = 1, . . . , p, can be fully reconstructed
from its binary “skeleton” (see (8) in Corollary 2).

Let us remark that from the second result, listed above, it follows that there
exists a weight matrix W which can be assembled from constituent input images
in accordance with (11) and by this, no computation is needed. This fact leads
to a tremendous saving of computational complexity.

Moreover, from Corollary 3 we deduce a complete characterization of a noise
Nk that can be “added to” (actually, subtracted from) a constituent input image
xk without any corruption of the output. In details,

Nk(t) =

{
nk(t), if t �∈ Corexk,

0, otherwise,
(13)

where for t �∈ Corexk, the value nk(t) fulfills the requirement 0 ≤ nk(t) ≤ xk(t),
k = 1, . . . , p.

Below, we demonstrate how the presented above theory works in the case of
some benchmark input images.

5 Illustration

The aim of this Section is to give illustrations to the theoretical results of this
paper. We used gray scaled images with the range [0, 1], where 0 (1) represents
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the black (white) color. We chose two different sets of images, both were artifi-
cially created from available databases. The sets contain 2D images of 20 × 20
and 32 × 32 pixels, respectively. All images are represented by vectors that
are comprised by successive rows. Each image corresponds to a fuzzy set on
{1, . . . , 20} × {1, . . . , 20} or {1, . . . , 32} × {1, . . . , 32} with values in [0, 1].

5.1 Experiments with Abstract Images

We have created three databases A, B, and C of 2D images of 20 × 20 pixels,
where condition (6) is/is not fulfilled, details are below.

– Database A - contains three images (see figure 1) such that (6) is fulfilled.
– Database B - contains four images (see figure 2) such that (6) is not fulfilled

with the non-separability degree as follows:

DB =
∧

x∈X

(Aj(x) → Ai(x)) → Ai(xj). (14)

.
– Database C - contains eight images (see figure 3) such that (6) is not

fulfilled, and the corresponding non-separability degree DC is less than DB .

Fig. 1. Database A contains three images such that (6) is fulfilled.

Fig. 2. Database B contains four images such that (6) is not fulfilled with the degree
DB .

For each database of images, we computed he corresponding fuzzy preorder Q∗

and its reduction Qr.
In Fig. 4, we demonstrate the influence of condition (6) on the quality of

retrieval by the AFIM mechanism, where the computation of the output is based
on (12) and the weight matrix W is equal to Q∗ or Qr. For this purpose we choose
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Fig. 3. Database C contains eight images such that (6) is not fulfilled with the degree
DC such that DC ≤ DB .

Fig. 4. Top left Third image from database A. Top right Binary “skeleton” of the
third image from database A. Bottom left Output image retrieved from the binary
“skeleton” of the third image and database A - identical with the third image. Bottom
right Output image retrieved from the third image and database C - different from
the third input image.

the third image from database A as an input and retrieve it from each of three
databases A, B and C.

In Fig. 4, we see that if the weight matrix W is computed (comprised) from
database A as fuzzy preorder Q∗ (Qr), then the output coincides with the iden-
tical to it input. Moreover, any image from database A can be retrieved from
its binary “skeleton”. If W is computed from database C as fuzzy preorder Q∗,
then the output differs from the input, i.e. images from database C cannot be
retrieved precisely.
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Fig. 5. Left Third image from database A with 70% density of eroded noise. Right
The output, retrieved by AFIM with the weight matrix Qr. Eroded noise has been
completely removed by the AFIM retrieval.

In Fig. 5, we demonstrate how eroded noise (13) can be removed by the
AFIM retrieval. We added 70% dense erosion to the third image from database
A and process the obtained eroded image by the AFIM with the weight matrix
W that corresponds to fuzzy preorder Qr, computed from database A. In the
right-hand side of Fig. 5, we show the output, retrieved by IFAM with the weight
matrix Qr. This output coincides with the original (non-eroded) third image.

6 Conclusion

A new theory of implicative fuzzy associative memory has been proposed. We
showed that

1. every database pattern can be successfully retrieved,
– if all database patterns are well separated, the weight matrix W corre-

sponds to a certain fuzzy preorder relation and the computation of the
output is based on a composition with W , which does not involve bias θ;

– if additionally to the above conditions, the weight matrix W corresponds
to a certain reduction of the fuzzy preorder relation.

2. the weight matrix W does not require computation, if the above mentioned
conditions are fulfilled.

We discovered a necessary and sufficient condition that guarantees insensitivity
to a certain type of noise. The latter is precisely characterized.
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Abstract. In this report, the ordinal sum theorem of semigroups is applied to 
construct logical operations for several fuzzy logics. The generalized form of 
ordinal sum for fuzzy logics on [0, 1] is defined in order to uniformly express 
several families of logical operations. Then, the conditions in ordinal sums for 
various properties of logical operations are presented: for examples, the mono-
tonicity, the location of the unit element, the left/right-continuity, or and/or-
likeness. Finally, some examples to construct pseudo-uninorms by the proposed 
method are illustrated. 

Keywords: Ordinal sum · Pseudo-t-norms · Pseudo t-conorms · Pseudo-uninorms 

1 Introduction 

The concept of ordinal sums has been originated by Climescu [3], and then has been 
generalized by Clifford [1], [2] to a method for constructing a new semigroup from a 
given linearly-ordered system of semigroups. In the history of the research on fuzzy 
logical connectives as t-norms, t-conorms, and uninorms, the ordinal sum has been 
often appeared as representations of such operations [4]-[14]. 

In this paper, the authors challenge to reform the ordinal sum on [0,1] to a more 
general scheme as a common platform to construct fuzzy logical connectives in the 
broader sense: including non-commutative ones besides t-norms, t-conorms and un-
inorms. The results of this work would be useful for obtaining an associative opera-
tion suitable for human thinking/evaluation, in several applications such as informa-
tion aggregation in diagnoses systems, construction of metrics based on fuzzy rela-
tion, constraint satisfaction in multicriteria decision making, and so on.  

2 Origin of Ordinal Sum Theorem 

Climescu [3] has introduced the original concept of ordinal sums which is a method to 
construct a new semigroup from a family of semigroups. According to Schweizer et 
al. [13], his definition of an ordinal sum is expressed as follows. 
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Ordinal Sum Theorem by Climescu [3] and Schweizer et al. [13] 
Let ( , )A F  and ( , )B F  be semigroups. If the sets A  and B  are disjoint and if 

H  is the mapping defined on ( ) ( )A B A B    by 

 

( , ), , ,
, , ,

( , )
, , ,
( , ), , ,

F x y x A y A
x x A y B

H x y
y x B y A
G x y x B y B

 
     
  

 (1) 

then ( , )A B H  is a semigroup.  
 

On the other hand, Clifford [1], [2] has introduced a more generalized definition of 
the same concept, and has named it an ordinal sum. The following theorem is the 
reformatted version by Klement et al. 

Ordinal Sum Theorem by Clifford [1], [2], and Klement et al. [11] 
Let ( , )A   with A    be a linearly ordered set and ( ) AG   with 

( , )G X     be a family of semigroups. Assume that for all , A    with 

   the sets X  and X  are either disjoint or that { }X X x    , where 

x  is both the unit element of G  and the annihilator of G , and where for each 

A   with      we have { }X x  . Put AX X  and define the 

binary operation  on X  by 

 

if ( , ) ,
if ( , ) and ,

if ( , ) and .

x y x y X X
x y x x y X X

y x y X X

  

 

 

 

 

   
    
   

 (2) 

Then ( , )G X   is a semigroup. The semigroup G  is commutative if and only if 

for each A   the semigroup G  is commutative. 

Here, G  is called the ordinal sum of ( ) AG  , and each G  is called a summand. 

3 A Generalization of Ordinal Sums on the Unit Interval [0, 1] 

In this research work, let us restrict the linearly ordered set A, mentioned in Section 2, 
to be finite. One of the main ideas proposed here is to give an indexing independently 
from ordering to the set of summands ( ) AG   by introducing a bijection as a cor-
respondence between them. 
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Definition 1.  Consider a permutation   on {1,2, , }A n  , i.e. a bijection 

:{1,2, } {1,2, }n n   , then define a linear order   in the family of sets 

{1,2, , }{ }i i nX    as follows:  

 
.

( ) ( )
def

i jX X i j      , {1, 2, , }for i j n   .  (3) 

Example 1.  If 6n  , and a permutation   is given as  

 1 2 3 4 5 6 1 6 2 5 3 4
,

1 3 5 6 4 2 1 2 3 4 5 6


   
    
   

 

then we get the linear order in {1,2, ,6}{ }i iX    as 1 6 2 5 3 4X X X X X X     . 

This permutation   works to locate an element iX  with index i  at the ( )i -th 
position.  

Hereafter, we treat the case that 1 [0,1]n
iiX X


   and ( 1,2, )iX i n   are 

disjoint each another, in order to apply the ordinal sum theorem for constructing vari-
ous logical connectives defined in [0,1] .  
 
Definition 2.  Let 1,2, ,{ }i i nI I    be a partition by a finite number of non-empty 

subintervals of [0,1] , i.e. 1 [0,1]n
ii I


  and ( )i jI I i j     hold. Also, we 

denote infi ia I , supi ib I . 
 

There exists the linear order relation among pairwise disjoint real subintervals ac-
cording to the real number order. Thus, the permutation   in Definition 1 gives the 
indexing as ( ) ( )i jI I i j    . In other words, the subinterval at k-th posi-

tion is indexed as 1( )kI  . 

 
Example 2.  If 4n  , and a partition I  and a permutation   are given as 

 {[0, 0.25], ]0.25, 0.5], ]0.5, 0.75], ]0.75,1]}I   and 

 
1 2 3 4 3 1 4 2
2 4 1 3 1 2 3 4


   

    
   

, 

respectively, then we have the following indexing for subintervals :  

 3 1 4 2[0, 0.25], ]0.25, 0.5], ]0.5, 0.75], ]0.75,1]I I I I    ; 

 3 1 4 2I I I I   . 
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Definition 3.  Let I   be a subset of 1,2, ,{ }i i nI I   . I   is called to be ascending 
ordered if i jI I  holds for , ( )i jI I I i j   . Similarly, I   is called to be des-

cending ordered if i jI I  holds for , ( )i jI I I j i   .  

 
Definition 4.  Two subsets I


 and I  of 1,2, ,{ }i i nI I    are defined as follows:  

    
. .

,
def def

i i n i n iI I I I I I I I   


. 

Example 3.  When 6n   and a permutation   is given as  

 
1 2 3 4 5 6 1 3 5 6 4 2

,
1 6 2 5 3 4 1 2 3 4 5 6


   

    
   

 

we obtain the indexing of 1,2, ,6{ }i iI I    as 1 3 5 6 4 2I I I I I I     , and we 

have  1 3 5 6, , ,I I I I I


 and  6 4 2, ,I I I I . Here, I


 is ascending ordered, and I  
descending ordered. 
 
Definition 5.  Assign each binary operation 2: [0,1]iH   [0,1]  to each direct 
product i iI I  of a subinterval iI I . Then, we define the binary operation 

2: [0,1] [0,1]H   as the following ordinal sum: 

 

( ) , if ( , )

( , ) if ( , )  and 

if ( , )  and .

i i
i i i i i i

i i i i

i j

i j

x a y aa b a H x y I I
b a b a

H x y x x y I I i j

y x y I I j i

   
       

   
   


 (4) 

4 Construction of Logical Connectives on [0, 1] 

4.1 Properties Required for Fuzzy Logical Connectives 

Conjunctive/disjunctive operations on [0,1] used in various fuzzy logic are defined by 
combining some of the following properties. 
 
Associativity:  
(A) ( ) ( )a b c a b c      
 
Commutativity:  
(C) a b b a    
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Existence of the unit element:  
(U1) 1 1a a a     
(U0) 0 0a a a     
(UE) a e e a a       ( ]0,1[ )e  
 
Boundary conditions:  
(Bmin) min( , )a b a b   
(Bmax) max( , )a b a b   
 
Monotonicity:  
(M) ,a b a c b c c a c b         
 
Left-continuity, right-continuity:  
(LC) 

0 0
lim , lim

x b x a
a x a b x b a b

   
       

(RC) 
0 0

lim , lim
x b x a

a x a b x b a b
   

       

 
And-like, or-like [6]:  
(AL) 0 1 1 0 0     
(OL) 0 1 1 0 1     
 

The definitions of already-known logical operations are expressed by the combina-
tions of the above-mentioned properties as follows.  
 
 t-Norms:    (A), (C), (U1), (M) 
 t-Conorms:   (A), (C), (U0), (M) 
 Uninorms:    (A), (C), (UE), (M) 
 
 Pseudo-t-norms [5]:  (A), (U1), (M) 
 Pseudo-t-conorms:  (A), (U0), (M) 
 Pseudo-uninorms [10]:   (A), (UE), (M) 
 
 t-Subnorms [8], [9]:   (A), (C), (Bmin), (M) 
 t-Subconorms:    (A), (C), (Bmax), (M) 
 

Here, the authors introduce the notion of pseudo-t-sub(co)norms as follows.  
 
 Pseudo-t-subnorms:   (A), (Bmin), (M) 
 Pseudo-t-subconorms:  (A), (Bmax), (M) 
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4.2 Realizations of the Properties in the Framework of Ordinal Sum 

We obtain the following theorems regarding to a binary operation 2: [0,1] [0,1]H   
defined in Definition 5. 
 
Theorem 1. (Clifford [1], [2]) 
(i) H  is associative if and only if all summands ( 1, , )iH i n   are associative.  
(ii) H  is commutative if and only if all summands ( 1, , )iH i n   are commuta-

tive.  
 
Theorem 2  
If I


 is ascending ordered, I  is descending ordered, iH  for ( ) ( )i n   satisfy 
the boundary condition (Bmin), iH  for ( ) ( )n i   satisfy the boundary condition 
(Bmax), and all summands including nH  are monotone-increasing (M), then H  is 
monotone-increasing (M). 
 

See Appendix for the detailed proof of Theorem 2.  
 
Theorem 3 
(i) If nI  is right-closed (i.e. there exists max nI ) and nH  satisfies (U1) (i.e. it 

has the unit element 1), then max n ne I b   is the unit element of H .  
(ii) If nI  is left-closed (i.e. there exists min nI ) and nH  satisfies (U0) (i.e. it has 

the unit element 0 ), then min n ne I a   is the unit element of H .  
(iii) If nH  satisfies (UE) (i.e. it has the unit element ]0,1[e ), then 

( )n n ne a e b a    is the unit element of H .  
 
Corollary of Theorem 3 
(i) If ( )n n   and nH  satisfies (U1) (i.e. it has the unit element 1), then H  

satisfies (U1). 
(ii) If ( ) 1n   and nH  satisfies (U0) (i.e. it has the unit element 0 ), then H  

satisfies (U0). 
 
Theorem 4 
(i) Let the subinterval including 0  be closed, and the other subintervals be left-

open and right-closed as ] , ]i i iI a b . Then, H  is left-continuous (LC) if and 
only if all summands ( 1, , )iH i n   are left-continuous (LC).  

(ii) Let the subinterval including 1  be closed, and the other subintervals be left-
closed and right-open as [ , [i i iI a b . Then, H  is right-continuous (RC) if and 
only if all summands ( 1, , )iH i n   are right-continuous (RC).  
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Theorem 5  
Suppose that the indices , {1,2, , }i j n   satisfy ( ) 1i   and ( )j n  . 
(i) If i j , then H  is and-like (AL).  
(ii) If j i , then H  is or-like (OL). 

5 Applications 

Example 4.  Let us consider the case to construct “a left-continuous t-norm.” We can 
obtain it by applying the following conditions to eq. (4):  

 
 Theorem 1 (i), (ii)   for associativity and commutativity,  
 Theorem 2   for monotonicity,  
 Corollary of Theorem 3 (i) for unit element 1e  , and  
 Theorem 4 (i)   for left-continuity. 
 

The above result is a finite version of Jenei’s method [8], [9], to construct a left-
continuous t-norm.  
 
Example 5.  Also, we can construct various kinds of pseudo-uninorms through apply-
ing the following conditions to eq. (4):   

 Theorem 1 (i)  for associativity,  
 Theorem 2  for monotonicity,  
 Theorem 3  for unit element [0, 1]e  , 
 Theorem 4  for left-continuity/right-continuity, and  
 Theorem 5  for and-likeness/or-likeness.   
Fig.1 (a) illustrates a case of left-continuous and-like pseudo-uninorms, where 

3n  , 
1 2 3 1 3 2
1 3 2 1 2 3


   

    
   

 and  [0, ], ] , ], ] ,1]I a a e e . All summands 

1T , 3̂T  and 2S  are associative, monotone increasing and left-continuous. Since 

(1) 1   and (2) 3  , Th.5(i) is applicable. Also, Th.3(i) is applicable because 3̂T  
is a pseudo-t-norm and 3 ( , ]I a e  is right-closed, thus 3maxe I  is the unit ele-
ment.  

Fig.1 (b) illustrates a case of right-continuous and-like pseudo-uninorms, where 

3n  , 
1 2 3
1 2 3


 

  
 

 and  [0, [, [ , [, [ ,1]I a a e e . All summands 1T , 2T  and 3Ŝ  

are associative, monotone increasing and right-continuous. Since (1) 1   and 

(3) 3  , Th.5(i) is applicable. Also, Th.3(ii) is applicable because 3Ŝ  is a pseudo-t-
conorm and 3 [ , )I a e  is left-closed, thus 3mine I  is the unit element.  
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  0    a    e     1 

1T

2S

3̂T  

min

min

min 

max 

max

min 
x

y 
1 

0 

e 

a 

   

 
 
 
 
 
 
 
 
  0    a    e     1 

1T

3Ŝ

2T
min

min

min

min

min

min
x 

y
1

0

e

a

 
(a) left-continuous (LC) case     (b) right-continuous (RC) case 

 [0, ], ] , ], ] ,1]I a a e e         [0, [, [ , [, [ ,1]I a a e e  

1T : LC pseudo-t-subnorm      1T : RC pseudo-t-subnorm 

2S : LC pseudo-t-subconorm      2T : RC pseudo-t-subnorm 

3̂T : LC pseudo-t-norm      3Ŝ : RC pseudo-t-conorm 

Fig. 1. Examples of and-like pseudo-uninorms ( , )H x y  ( 3n  , e : unit element) 

 
 
 
 
 
 
 
 
  0    e    a     1 

3̂T

1S  

2S  

max

max

max 

max 

max

max
x

y 
1 

0 

a 

e 

   

 
 
 
 
 
 
 
 
  0    e    a     1 

2T

1S

3Ŝ

max

min

min

max

max

max
x 

y
1

0

a

e

 
(a) left-continuous (LC) case    (b) right-continuous (RC) case 

 [0, ], ] , ], ] ,1]I e e a a        [0, [, [ , [, [ ,1]I e e a a  

1S : LC pseudo-t-subconorm      1S : RC pseudo-t-subconorm 

2S : LC pseudo-t-subconorm      2T : RC pseudo-t-subnorm 

3̂T : LC pseudo-t-norm      3Ŝ : RC pseudo-t-conorm 

Fig. 2. Examples of or-like pseudo-uninorms ( , )H x y  ( 3n  , e : unit element) 
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Fig. 2 (a) illustrates a case of left-continuous or-like pseudo-uninorms, where 

3n  , 
1 2 3 3 2 1
3 2 1 1 2 3


   

    
   

 and  [0, ], ] , ], ] ,1]I e e a a . All summands 

3̂T , 2S  and 1S  are associative, monotone increasing and left-continuous. Since 
(3) 1   and (1) 3  , Th. 5(ii) is applicable. Also, Th. 3(i) is applicable because 

3̂T  is a pseudo-t-norm and 3 [0, ]I e  is right-closed, thus 3maxe I  is the unit 
element.  

Fig. 2 (b) illustrates a case of right-continuous or-like pseudo-uninorms, where 

3n  , 
1 2 3 2 3 1
3 1 2 1 2 3


   

    
   

 and  [0, [, [ , [, [ ,1]I e e a a . All summands 

2T , 3Ŝ  and 1S  are associative, monotone increasing and right-continuous. Since 
(2) 1   and (1) 3  , Th. 5(ii) is applicable. Also, Th. 3(ii) is applicable because 

3Ŝ  is a pseudo-t-conorm and 3 [ , )I e a  is left-closed, thus 3mine I  is the unit 
element.  

6 Concluding Remarks 

In this paper, the authors proposed a general method to construct various fuzzy logical 
connectives on [0, 1]  by the ordinal sum scheme which generates a new semigroup 
from a system of semigroups. Through our proposed method, we can generate various 
fuzzy logical connectives as t-norms, t-conorms, uninorms, and also non- commuta-
tive ones such as pseudo-t-norms, pseudo-t-conorms, pseudo-uninorms, by combining 
the conditions corresponding to the required properties, and by choosing adequate 
summands from already-known operations.  
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Appendix 

Proof of Theorem 2 
 
(a) ( ( ) ( ))ix I i n    
Let us consider a partition of [0,1]  as follows: 

 
1 ( ) ( ) ( ) ( ) ( ) ( ) ( ) , ( ) ( ) ,

j i j j j
j i i j n n j n n j n

i j j i

I I I I I
               

 

       . 

Then we have  

 

1 ( ) ( )

( ) ( ) ( )

( ) ( ) ,

( ) ( ) ,

min( , ) if

( ) , if

( , ) min( , ) if

min( , ) if

max( , ) if .

j
j i

i i
i i i i i

i i i i

j
i j n

j
n j n i j

j
n j n j i

y x y y I

x a y aa b a H y I
b a b a

H x y x x y y I

x x y y I

y x y y I

 

  

 

 

 

 

  

  

  

   
       


  

  

  










 

Since iH  satisfies (Bmin) and (M), min( , ) ( , ) min( , )i i ix a a H x y x b    for any 

iy I . Besides min, max and iH  satisfy (M). Thus, ( , )H x y  is monotone increas-
ing w.r.t. [0,1]y  .  
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(b) nx I  
Let us consider a partition of [0,1]  as follows: 

1 ( ) ( ) ( ) ( )
j n j

j n n j n
I I I

      
   . 

Then we have  

1 ( ) ( )

( ) ( )

min( , ) if

( , ) ( ) , if

max( , ) if .

j
j n

n n
n n n n n

n n n n

j
n j n

y x y y I

x a y aH x y a b a H y I
b a b a

y x y y I

 

 

 

 

  



   
       
  






 

Since min( , ) ( , ) max( , )n n n nx a a H x y b x b     for any ny I  and min, max 
and nH  satisfy (M), ( , )H x y  is monotone increasing w.r.t. [0,1]y  . 
 

(c) ( ( ) ( ))ix I n i    
Let us consider a partition of [0,1]  as follows: 

1 ( ) ( ), 1 ( ) ( ), ( ) ( ) ( ) ( ) ( )
j j j i j

j n j n n j i i j n
j i i j

I I I I I
               

 

       . 

Then we have 

1 ( ) ( ),

1 ( ) ( ),

( ) ( ) ( )

( ) ( )

min( , ) if

max( , ) if

( , ) max( , ) if

( ) , if

max( , ) if .

j
j n
j i

j
j n
i j

j
n j i

i i
i i i i i

i i i i

j
i j n

y x y y I

x x y y I

H x y x x y y I

x a y aa b a H y I
b a b a

y x y y I

 

 

  

 

 


 


 

 

  




 


  



         
  










 

Since iH  satisfies (Bmax) and (M), max( , ) ( , ) max( , )i i ix a H x y b x b    for any 

iy I . Besides min, max and iH  satisfy (M). Thus, ( , )H x y  is monotone increas-
ing w.r.t. [0,1]y  .  

From (a), (b) and (c), for any [0,1]x  , ( , )H x y  is monotone increasing w.r.t. 
[0,1]y  . The similar discussion is valid for the case w.r.t. x . Therefore, H  is mo-

notone increasing.                     □ 
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Abstract. In game theory, recently models and solution concepts of
games with unawareness have been developed. This paper focuses on
static games with unawareness and points out a conceptual problem of an
existing equilibrium concept called generalized Nash equilibrium. Some
generalized Nash equilibria can be cognitively unstable in the sense that,
once such an equilibrium is played, some agent may feel that the out-
come is unexpected one at some level of someone’s perception hierarchy.
This may lead to change in the agent’s perception and thus her behav-
ior. Based on the observation, we characterize a class of generalized Nash
equilibrium that satisfies cognitive stability so that it can avoid such a
problem. Then we discuss relationships between cognitively sable gener-
alized Nash equilibrium and Nash equilibrium of the objective game, that
is, how unawareness can or cannot change the equilibrium convention.

Keywords: Game theory · Unawareness · Generalized Nash equilib-
rium · Perception hierarchy · Cognitive stability

1 Introduction

Standard game theory assumes that every agent (decision maker) is aware of all
the components of the game such as agents, actions and possible states of the
nature. On the other hand, recently models and solution concepts of games with
unawareness have been developed. (For a historical survey, see [11].) Focusing on
static (normal-form) games with unawareness, this paper characterizes a partic-
ular class of existing solution concept called generalized Nash equilibrium based
on cognitive aspects of the agents and examines its properties.

Unawareness is distinguished from uncertainty (in the sense of standard
incomplete information in game theory [4], or traditional Knight’s definition
of risk) in that under uncertainty the agent conceives all the relevant states to

Y. Sasaki—The author thanks two anonymous referees for helpful comments on this
paper. This research is supported by KAKENHI Grant-in-Aid for Young Scientists
(B) 15K16292.

c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 54–64, 2015.
DOI: 10.1007/978-3-319-25135-6 7



Cognitively Stable Generalized Nash Equilibrium 55

which she can assign probabilities, while under unawareness she cannot even
conceive all the states [1,10]. In strategic situations called games, the problem
becomes more complex because of asymmetric unawareness of the agents. This
includes not only the possibility that an agent may be unaware of something
but also the possibility that an agent believes another agent may be unaware
of something and so on. Thus we need to take into account perception hierar-
chies of the agents in order to deal with these situations, i.e. an agent’s view
about the game, an agent’s view about the others’ views about the game, and so
on. Several models and solution concepts of games with unawareness have been
proposed to deal with such interactive situations [2,3,5,8].

Among these, [3] defined generalized Nash equilibrium for games with
unawareness as a generalization of Nash equilibrium, the central solution con-
cept of game theory. Roughly speaking, in a generalized Nash equilibrium, in any
games someone believes to be the true game in someone’s perception hierarchy,
the agent who perceives the game takes her best response there given the others’
actions chosen in the game according to the equilibrium (precisely, see 2.2).

In this paper, we point out a conceptual problem of the equilibrium con-
cept, that is, some generalized Nash equilibria can be cognitively unstable in
the sense that, once such an equilibrium is played, some agent may feel that the
outcome is unexpected one at some level of someone’s perception hierarchy. This
may lead to change in the agent’s perception and thus her behavior. (We will
state the problem more clearly in 3.1.) If this is the case, it becomes hard to
be motivated with the standard argument about interpretation of equilibrium
concepts: Nash equilibrium is usually motivated as a convention1. Based on the
observation, we characterize a class of generalized Nash equilibrium that satis-
fies cognitive stability so that it can avoid such a problem. Then we examine
its properties particularly in terms of how unawareness can or cannot change
the equilibrium convention by discussing relationships between cognitively sable
generalized Nash equilibrium and Nash equilibrium of the objective game (which
is interpreted as the “true” game that would have been played if there had not
existed any kind of unawareness).

Following this introduction, Section 2 introduces static games with unaware-
ness and generalized Nash equilibrium. Then, in Section 3, we define cognitive
stability of the equilibrium concept and examine its properties. Finally we add
conclusion in Section 4. Proofs are presented in the appendix.

1 Therefore [11] pointed out, “equilibrium notions in strategic situations with unaware-
ness may make sense only in special situations such as when players’ awareness along
the equilibrium path never changes, or when becoming aware also implies magically
also mutual knowledge of the new equilibrium convention.” Indeed [3] also wrote,
“While we think that an understanding of these generalized Nash equilibrium will
be critical to understanding solution concepts in games with awareness ... we are
not convinced that (generalized) Nash equilibrium is necessarily the “right” solution
concept ... this still leaves open the question of what is the “right” solution concept.”
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2 Model

2.1 Static Games with Unawareness

We define static games with unawareness based on [9], which is essentially a
restriction of dynamic (extensive-form) games with unawareness in [3] to static
cases. Unlike [9], we do not consider unawareness of agents for simplicity. In
other words, the agent set is assumed to be common knowledge among the
agents2. In addition, we do not take into account the possibility that an agent
may be uncertain about the others’ awareness levels. An example of a game with
unawareness will be illustrated in the end of 2.2.

Definition 1. ΓU = (G,F) is a static game with unawareness, where:

– G = {Gk}k=0,...,n is a set of static games, where G0 is the objective game
while G1, ..., Gn are subjective games. For every k, Gk = (N,Ak, uk), where:

• N is a finite set of the agents, which is common in every Gk ∈ G.
• Ak = ×i∈NAk

i , where Ak
i is a finite set of agent i’s actions.

• uk = (uk
i )i∈N , where uk

i : Ak → � is agent i’s utility function.
– F = (fi)i∈N is a collection of awareness correspondences for each agent. For

any i ∈ N, fi : G → G.

To define a static game with unawareness, we need a collection of static
games, G0, ..., Gn. Among them G0 is the objective game, that is, the game per-
ceived by the modeler, or the “true” game. Since we assume that, by the nature
of unawareness, the agents may perceive different games, they may believe the
others may perceive different games, and so on, we need other games, G1, ..., Gn,
in order to describe such agents’ views, which are called subjective games. (n
should be finite in order to keep the model tractable, but we allow it to be infi-
nite.) The collection of these games, G, may contain two or more games which
has the same structure. To avoid confusion, in this paper, for any Gk, Gl ∈ G,
we write Gk = Gl if and only if k = l. On the other hand, we write Gk � Gl

if and only if the two games has the same components, that is, Ak = Al and
uk
i (a) = ul

i(a) for any agent i and outcome a. If this is the case, we say Gk and
Gl are equivalent.

The agents’ perceptions are described with awareness correspondences. Agent
i’s awareness correspondence, fi, is a mapping from a static game to another
(or possibly the same) game. When fi(Gk) = Gl, this is interpreted as, “An
agent who perceives Gk (or the modeler if k = 0) believes agent i perceives Gl”.
We say Gl is reachable from Gk if Gk = Gl or there exist compositions of
awareness correspondences that can map Gk to Gl, formally fi◦fj◦· · ·◦fx(Gk) =
Gl for some i, j, ..., x ∈ N . We denote Gk � Gl when Gl is reachable from Gk.

2 This is because of the difficulty in determining utility functions under unawareness of
agents. That is, the condition about relations of the agents’ utility functions among
static games, which we will define as C2 below, becomes not straightforward in such
cases.
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In a game with unawareness, an agent may not know all the games in G
and all the mappings of the awareness correspondences in F . In general, we
assume that, when fi(Gk) = Gl, every relevant perception of agent i there is all
the games reachable from Gl and all the mappings by the awareness correspon-
dences defined on such games. This can be captured equivalently by an infinite
hierarchy of static games, Vi(Gl) = (v1

i (G
l), v2

i (G
l), ...), with the interpretation

that vn
i (Gl) is i’s n-th order perception at Gl. Then we call Vi(Gl) the whole

view of agent i at Gl. It is defined for any positive integer n inductively as
follows: v1

i (G
l) = Gl, v2

i (G
l) = (fj(Gl))j∈N−i

, v3
i (G

l) = (v2
j (fj(G

l)))j∈N−i
, ...,

vn
i (Gl) = (vn−1

j (fj(Gl)))j∈N−i
, .... In this way, awareness correspondences can

deal with an agent’s any higher-order perceptions. Note that, in Gl, i’s whole
view can be defined only when there exists Gk ∈ G such that fi(Gk) = Gl. That
is, for agent i, let Gi = {Gl ∈ G| for some Gk ∈ G, fi(Gk) = Gl}, and then it
can be defined at each game in Gi. Intuitively, Gi consists of static games such
that i views as the true game at some point in the model. We say Vi(Gk) and
Vi(Gl) are equivalent when Vi(Gk) can be reformulated as Vi(Gl) by replacing
appropriately each game in Vi(Gk) with some equivalent game, and vice versa. If
this is the case, we also denote Vi(Gk) � Vi(Gl). We say i believes Gk is common
knowledge if and only if every game in Vi(Gk) is equivalent to Gk. If this is the
case, we also simply say Gk is believed to be common knowledge

In this study, we assume the following conditions C1-C4 with respect to the
structure of static games with unawareness so that the model works and makes
sense.

C1. For any Gk, Gl ∈ G, if Gk � Gl, then Ak
i ⊇ Al

i for any i ∈ N .
C2. For any a ∈ A0, in any Gk ∈ G, if a ∈ Ak, then uk

i (a) = u0
i (a) for any

i ∈ N .
C3. For any Gk ∈ G and i ∈ N , if fi(Gk) = Gl, then fi(Gl) = Gl.
C4. For any i ∈ N and Gk, Gl ∈ G, if Vi(Gk) � Vi(Gl), then Gk = Gl.

C1 refers to a natural property of unawareness of actions. It states that if
Gl is reachable from Gk, then an agent who perceives Gk is aware of all the
actions perceived by some agent who believes the true game is Gl, while the
converse may not hold true. Thus, for example, agent i’s view about agent j’s
view cannot contain any action of which agent i is unaware. C2 states that
whenever an agent is aware of an outcome, every agent’s utility there is same as
that in the objective game. C3 requires that, in a game reached by a mapping
of an agent’s awareness corresponding, it maps the game into the game itself.
This is assumed to avoid having two different games to describe agent i’s view
and i’s view about i’s view. The condition also makes it reasonable to define
an agent’s first order perception in the way above. C4 requires that an agent
cannot possess equivalent whole views at any two different games. Without this
condition, equilibria may depend on how to formulate the situation even if the
modeler would like to analyze the same situation [9].
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2.2 Generalized Nash Equilibrium

We introduce generalized Nash equilibrium [3] as follows. The formulation here
follows [9].

We first define local actions to describe each agent’s choice at each game
in G. For each i ∈ N , they are defined only in games in Gi. (Recall that these are
the games i believes to be the true game at some point in the model.) In order
to deal with mixed actions, denote the set of the probability distributions on Ak

i

by ΔAk
i , and let ΔAk = ×i∈NΔAk

i . Thus δi ∈ ΔAk
i is i’s mixed action in Gk.

Then i’s local action σ(i,k) describes her (possibly stochastic) choice in Gk ∈ Gi.

Definition 2. In a static game with unawareness ΓU = (G,F), for every i ∈ N
and Gk ∈ Gi, σ(i,k) ∈ ΔAk

i is called agent i’s local action in Gk.

Let σi be a combination of agent i’s local actions in all the games in Gi

and denote the set of such combinations by Σi, i.e. σi ∈ Σi. Although σi looks
like a contingency plan of agent i which specifies her choices for every possible
game, this should be interpreted in a different way. Rather, σ(i,k) is considered
as her choice in Gk when at some point in someone’s whole view she is viewed
as believing Gk is the true game. (Thus agent i herself may not conceive of
such a local action.) σi is just the collection of such her choices. Let us denote
Σ = ×i∈NΣi and call σ ∈ Σ a generalized action profile. By the nature of
unawareness, Σ may not be common knowledge. For convenience, when σ(i,k)

is a pure action that assigns probability one to ai ∈ Ak
i , we may simply write

σ(i,k) = ai.
Then let Euk

i (σ) be agent i’s expected utility in Gk ∈ Gi when σ ∈ Σ is
used. Only the actions (in σ) actually taken in Gk are needed to calculate this.
Here, i takes σ(i,k) but another agent j’s choice may not be given as σ(j,k) if
fj(Gk) 	= Gk. Generally, each agent j(	= i) uses σ(j,l) when fj(Gk) = Gl. (Note
that this makes sense due to C1.) Then Euk

i (σ) can be calculated based on uk
i

given that each agent uses such an action in Gk. Also let σ−(i,k) be all the local
actions in σ ∈ Σ other than σ(i,k). Then the equilibrium concept is defined as
follows.

Definition 3. In a static game with unawareness ΓU = (G,F), σ∗ ∈ Σ is
a generalized Nash equilibrium if and only if for every i ∈ N , Gk ∈ Gi and
σ(i,k) ∈ ΔAk

i , Euk
i (σ

∗) ≥ Euk
i (σ(i,k), σ

∗
−(i,k)).

A generalized Nash equilibrium is such a generalized action profile σ∗ that,
for every agent i and game Gk, if i believes Gk is the true game, then, in Gk, her
local action is a best response to the others’ choices specified by σ∗. (For more
detail about its interpretation, see [3] and [9].)

For agent i’s action sets in two different games, Ak
i and Al

i, when δi ∈ ΔAk
i

and δ′
i ∈ ΔAl

i, let us denote δi ≡ δ′
i if and only if δi and δ′

i have common supports
and moreover probabilities on them are all same. Usually the modeler’s interest
is in analyzing which outcome can be observed according to the equilibrium
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concept. To capture this, for a generalized Nash equilibrium σ∗, we call (δ∗
i )i∈N ∈

ΔA0 such that, for every i ∈ N , δ∗
i ≡ σ∗

(i,k) when fi(G0) = Gk its objective
outcome. This is interpreted as each agent’s choice in the objective game.

Example: (This example is based on [2,9]). Consider a two-agent game played
by Alice and Bob as shown in (a) in Fig. 1. Now Alice perceives this game,
while she believes that Bob is unaware of one of her actions, a3, and therefore
views another game (b). She also believes Bob believes the game (b) is common
knowledge. On the other hand, Bob actually is aware of a3 and views the game
(a). Furthermore he believes such a belief of Alice, that is, he believes that she
believes that he believes the game (b) is common knowledge.

Fig. 1. Example static game with unawareness

In our framework, the situation can be formulated as depicted in Fig. 2. G =
{G0, G1, G2}. Among them, G0 and G1 are same as the game (a) in Fig. 1, while
G2 is same as the game (b). fA and fB describe the awareness correspondences
of Alice and Bob, respectively. (Henceforth A and B in mathematical symbols
indicate Alice and Bob, respectively.) For instance, the arrow from G0 to G1

labeled as “fA” means fA(G0) = G1.

Fig. 2. Formulation of the example

In this game, GA = {G1, G2} and GB = {G0, G2}, and there are two pure-
action generalized Nash equilibria. In the first equilibrium, which we denote
σ∗
1 , (σ(A,1), σ(A,2)) = (a2, a2) and (σ(B,0), σ(B,2)) = (b1, b1). Thus its objective

outcome is (a2, b1), which is a Nash equilibrium of G0. On the other hand,
in the second equilibrium, which we denote σ∗

2 , (σ(A,1), σ(A,2)) = (a3, a1) and
(σ(B,0), σ(B,2)) = (b3, b2). Thus its objective outcome is (a3, b3), which is not a
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Nash equilibrium of G0. The basic idea to derive a generalized Nash equilib-
rium is similar to backward induction as follows: Alice and Bob play some Nash
equilibrium in G2, then Alice takes a best response in G1 to the Bob’s choice in
the Nash equilibrium, and finally Bob takes a best response in G0 to the Alice’s
choice in G1. Hence if they are expected to play the Pareto-dominant Nash
equilibrium in G2, (a1, b2), then σ∗

2 is achieved, and as a result the objective
outcome, (a3, b3), is Pareto-dominated by the objective outcome of σ∗

1 , namely
(a2, b1). Since (a2, b1) is the only Nash equilibrium in the objective game, this
example illustrates how unawareness can change the equilibrium set.

3 Cognitive Stability

3.1 Problem

Consider the two generalized Nash equilibria in the previous example, σ∗
1 and

σ∗
2 . Let us first focus on σ∗

2 , where the objective outcome is (a3, b3). Once this
equilibrium is played, the outcome gives a surprise, or cognitive dissonance in a
psychological term, to Alice because she had expected that Bob would choose
b2. Moreover, in Alice’s view about Bob’s view, namely in the game of (b) in
Fig. 1, b3 is weakly dominated. Hence, Alice would feel something strange and
may change her perception about the game in some way. Although how she can
change her view is not clear3, the update may lead to her behavioral change
if they play the game again. Likewise, since Bob had expected that Alice had
expected that Bob would take b2, he would notice that his choice of b3 may
bring such a surprise to her. Therefore he would change his view about her
perception after the play, which may also lead to his behavioral change next
time. In standard game theory, Nash equilibrium is often motivated with the
notion of convention: if a game is played repeatedly and the agents can learn
somehow the others’ choices, then their choices will be an equilibrium. But,
according to the discussion above, this interpretation cannot be applied to this
generalized Nash equilibrium.

On the other hand, σ∗
1 , where the objective outcome is (a2, b1), never brings

such cognitive dissonance to the both agents because, in the equilibrium, not
only that each agent considers the opponent’s choice is just as expected, but
also that each agent believes the opponent considers the agent’s choice is just
as expected and so on. Therefore, in contrast to σ∗

2 , it can be motivated with
convention like the standard argument above. That is, if they somehow come to
play this outcome in their repetitive interactions, they would naturally continue
to play it even under the existence of unawareness because the outcome never
reveals such misperceptions to the agents.

Hence there is a crucial conceptual difference between the two equilibria in
the example game. In general, generalized Nash equilibrium can be categorized

3 This would be related to “reverse Bayesianism,” i.e., in the belief update, an initially
null event will receive positive weight [6]. It would also be related to belief revision
studied in artificial intelligence.
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into two classes, one that can give cognitive dissonance in the sense above to
some agent at some level of someone’s perception hierarchy and the other that
can never bring such a problem. Thus only the latter can persist as an equi-
librium convention. Given the standard argument to motivate an equilibrium
concept, we need to characterize a class of generalized Nash equilibrium which
excludes the former and includes only the latter in order to deal with the intu-
ition. Next we define cognitive stability of generalized Nash equilibrium based
on this motivation.

3.2 Definition

Precisely, cognitive stability of generalized Nash equilibrium requires that all of
every agent’s expectation about the others’ choices, every agent’s expectation
about the others’ expectations about the others’ choices, every agent’s expec-
tation about the others’ expectations about the others’ expectations about the
others’ choices, and so on are same as the actions taken in an outcome that
will be realized, i.e. the objective outcome of the generalized Nash equilibrium.
In other words, for every agent i, anyone’s expectation about i’s choice, any-
one’s expectation about anyone’s expectation about i’s choice, and so on are
same as i’s choice in the objective outcome4. Hence we define cognitively stable
of generalized Nash equilibrium as follows.

Definition 4. In a static game with unawareness ΓU = (G,F), let σ∗ ∈ Σ be a
generalized Nash equilibrium. Then it is cognitively stable if and only if for every
i ∈ N and Gk, Gl ∈ Gi, σ∗

(i,k) ≡ σ∗
(i,l).

That is, cognitively stable generalized Nash equilibrium is a class of gener-
alized Nash equilibrium in which, for every agent i, the local actions in every
game in Gi are all identical. In the previous example, σ∗

1 is a cognitively stable
generalized Nash equilibrium while σ∗

2 is not.

3.3 Properties

We investigate some properties of cognitively stable generalized Nash equilib-
rium. In particular, when we consider it as such a class of equilibrium that can
be motivated as an equilibrium convention, let us examine how the existence of
unawareness can or cannot change the set of possible equilibrium conventions of
the game. We here consider relationships of the following three outcomes given
by different equilibrium concepts in a static game with unawareness:

– E ⊆ ΔA0: the set of Nash equilibria in G0.
– Eg ⊆ ΔA0: the set of objective outcomes of generalized Nash equilibria.
– Ec ⊆ ΔA0: the set of objective outcomes of cognitively stable generalized

Nash equilibria.

4 This is same as simple belief hierarchies discussed in [7].
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Based on the standard interpretation of Nash equilibrium, E can be con-
sidered as the set of outcomes that can be an equilibrium convention under
non-existence of unawareness. In contrast, Ec is interpreted as such a set under
existence of unawareness. To see how cognitive stability can provide unique
insights, we also compare it to Eg. In general, their inclusive relations can be
depicted as an Euler diagram of Fig. 3.

Fig. 3. Relationships among the equilibria (general)

We here present two propositions that shows, under specific condition, we
can have unique inclusive relations.

Proposition 1. In a static game with unawareness ΓU = (G,F) in which, for
every i ∈ N , Ak

i = A0
i when fi(G0) = Gk, Ec ⊆ E.

Proposition 1 claims that, when every agent is aware of all of her own actions
(i.e., her action set in the objective game), an objective outcome of cognitively
stable generalized Nash equilibrium is always a Nash equilibrium of the objective
game. Thus this can be interpreted as a sufficient condition that existence of
unawareness cannot make a new equilibrium convention. The inclusive relation
of this case is illustrated in (a) of Fig. 4. (Compare this to Fig. 3.)

Then, to describe the next proposition, we introduce a particular class of E.
Let E′ = {δ ∈ E| for every i ∈ N and Gk ∈ Gi, supp(δ) ⊆ Ak in Gk}, where
supp(δ) ⊆ Ak is the set of combinations of pure actions in Gk that can be played
with positive probability under a given mixed outcome δ ∈ ΔAk. That is, δ ∈ E′

is a Nash equilibrium of the objective game such that every agent is aware of
existence of such an outcome, every agent believes every agent is aware of it,
and so on. In other words, it is a Nash equilibrium of the objective game such
that the existence of the outcome itself is common knowledge.

Proposition 2. In a static game with unawareness ΓU = (G,F), Ec ⊇ E′.

Proposition 2 claims that if the objective game has a Nash equilibrium
included in E′, then it is an objective outcome of cognitively stable general-
ized Nash equilibrium. Therefore such an outcome can always be a candidate of
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Fig. 4. Relationships among the equilibria (a: Proposition 1; b: Proposition 2)

an equilibrium convention under unawareness. This does not hold generally for
any outcome in E. See (b) in Fig. 4 for the inclusive relation.

4 Conclusion

In this paper, we have defined cognitive stability of generalized Nash equilibrium
in static games with unawareness based on the observation that some generalized
Nash equilibria can bring cognitive dissonance and, in such cases, they cannot be
motivated as equilibrium conventions. Furthermore, we have shown some results
about its property from a viewpoint of how unawareness can or cannot change
the equilibrium convention.

Cognitive stability adds unique insights to the notion of generalized Nash
equilibrium by taking into account cognitive aspects of the agents, i.e., how they
can feel when they observe a particular outcome is played. We view the analysis
in 3.3 is just the first step and we need to characterize the concept in a more
rigorous way. Furthermore, we admit that our definition of cognitive stability
might not be the “right” definition of it but just its sufficient condition, that is,
it may be too strong to characterize an equilibrium that will never bring cognitive
dissonance in our sense. We still need to investigate this kind of stability.

Moreover, while we have focused on static games in this paper for simplicity,
it is possible to apply the similar discussion to dynamic games with unawareness.
This would be another future topic.

Appendix

Proof of Proposition 1

In ΓU in which, for every i ∈ N , Ak
i = A0

i when fi(G0) = Gk, suppose there
exists δ∗ = (δ∗

i , δ
∗
−i) ∈ Ec \ E. For every i ∈ N , let fi(0) ∈ {0, ..., n} such that

Gfi(0) = fi(G0). Since δ∗ ∈ Ec, there exists a cognitively stable generalized
Nash equilibrium σ∗ ∈ Σ, where, for any i ∈ N , σ∗

(i,fi(0))
≡ δ∗

i , and thus, for
any j ∈ N−i, σ∗

(j,fj◦fi(0)) ≡ δ∗
j , where fj ◦ fi(0) ∈ {0, ..., n} such that Gfj◦fi(0) =
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fj ◦ fi(G0), since σ∗
(j,fj(0))

≡ δ∗
j . Let ûk

i (δ) be agent i’s expected utility when the
agents take δ ∈ ΔAk in Gk. Then, by the definition of the equilibrium, for any
i ∈ N and δi ∈ ΔA

fi(0)
i , û

fi(0)
i (δ∗

i , δ
′
−i) ≥ û

fi(0)
i (δi, δ′

−i), where δ′
−i = (δ′

j)j∈N−i

such that δ′
j ≡ δ∗

j for any j ∈ N−i.
On the other hand, since δ∗ /∈ E, in G0, there exists k ∈ N such that δ∗

k is not
a best response to δ∗

−k, that is, there exists δk ∈ ΔA0
k, û0

k(δk, δ
∗
−k) > û0

k(δ
∗
k, δ

∗
−k).

Since A0
k = A

fk(0)
k , this implies, in fk(G0), û

fk(0)
k (δk, δ′

−k) > û
fk(0)
k (δ∗

k, δ
′
−k),

where δ′
−k is defined in the same way as above. This contradicts the statement

above. Hence Ec \ E = φ, that is, Ec ⊆ E. �

Proof of Proposition 2

Consider δ∗ = (δ∗
i , δ

∗
−i) ∈ E′. Then, in every Gk ∈ Gi for any i ∈ N , (δ′

i, δ
′
−i) ∈

ΔAk is a Nash equilibrium, where δ′
i ≡ δ∗

i for any i ∈ N , that is, for any i ∈ N
and δi ∈ ΔAk

i , ûk
i (δ

′
i, δ

′
−i) ≥ ûk

i (δi, δ
′
−i), where ûk

i is defined in the same way as
in the proof of Proposition 1.

Now consider a generalized action profile σ∗ ∈ Σ such that, for every i ∈ N
and Gk ∈ Gi, σ∗

(i,k) ≡ δ∗
i . (We can always define such a generalized action profile

based on δ∗ by the assumption of δ∗ ∈ E′.) Then, based on the discussion above,
for every i ∈ N , Gk ∈ Gi and σ(i,k) ∈ ΔAk

i , Euk
i (σ

∗) ≥ Euk
i (σ(i,k), σ

∗
−(i,k)). This

means that σ∗ is a cognitively stable generalized Nash equilibrium. Therefore,
for every i ∈ N , σ∗

(i,k) ≡ δ∗
i when fi(G0) = Gk, which means δ∗ is the objective

outcome of σ∗. Hence Ec ⊇ E′. �
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Abstract. In Interval AHP, our uncertain judgments are denoted as
interval weights by assuming a comparison as a ratio of the real val-
ues in the corresponding interval weights. Based on the same concept as
Interval AHP, this study denotes uncertain judgments as fuzzy weights
which are the extensions of the interval weights. In order to obtain the
interval weight for estimating a fuzzy weight, Interval AHP is modified
by focusing on the lower bounds of the interval weights similarly to the
viewpoint of belief function in evidence theory. It is reasonable to max-
imize the lower bound since it represents the weight surely assigned to
one of the alternatives. The sum of the lower bounds of all alternatives is
considered as a membership value and then the fuzzy weight is estimated.
The more consistent comparisons are given as a result of the higher-level
sets of fuzzy weights in a decision maker’s mind.

Keywords: Interval AHP · Fuzzy weight · Interval weight ·Membership
function · Uncertainty

1 Introduction

AHP (Analytic Hierarchy Process) is a useful tool to extract a decision maker’s
preference from his/her intuitive judgments [9]. When a decision maker gives the
comparisons of all pairs of alternatives, his/her preferences are obtained as the
weights of alternatives. It is easy for a decision maker to give his/her intuitive
judgments as pairwise comparisons since s/he focuses on comparing a pair of
alternatives without caring for the other alternatives. As a result, an alternative
is compared several times and the given comparisons are seldom consistent each
other.

The inconsistency of the given comparisons is well-known and discussed a lot
in AHP. One of the ways to treat inconsistency is to introduce the consistency
index and distinguish whether the given comparisons are too inconsistent [1,8].
On the other hand, Interval AHP [10,11] takes the comparisons possibly into
consideration, instead of distinguishing them. It is based on the idea that a
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 65–76, 2015.
DOI: 10.1007/978-3-319-25135-6 8
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decision maker does not perceive a precise weight of an alternative but a range
of its weight in his/her mind. In Interval AHP, a comparison is considered as a
part of the rational decision so that the interval weights are obtained so as to
include the given comparisons. In short, AHP and Interval AHP induce plausible
and possible preferences from the given judgments, respectively.

Based on the same idea as Interval AHP, this paper assumes that our judg-
ments are uncertain and obtains the possible preferences reflecting the uncer-
tainty. Instead of the interval weights, such uncertain judgments are denoted as
the fuzzy weights. Therefore, the method to estimate the fuzzy weights from the
given crisp comparisons is proposed. In some fuzzy approaches in AHP [2,4,7], a
fuzzy or interval comparison matrix is used. From the viewpoint of uncertainty,
several models of Interval AHP have been proposed [6]. This paper modifies
Interval AHP by focusing on the lower bound of an interval weight since it rep-
resents the weight surely assigned to an alternative similarly to the viewpoint of
belief function in evidence theory [5]. The left weight is considered as ignorance
since it is common of some alternatives and possible to be assigned to more than
two alternatives. The upper bound of an interval weight includes such a weight
as possibly assigned to an alternative. It is reasonable to assign the weight to one
of the alternatives as much as possible so that the lower bounds are maximized.
Then, the sum of the lower bounds of all alternatives is considered as a member-
ship value of a fuzzy weight in a decision maker’s mind. The more consistent the
given comparisons are, the higher the membership value becomes. The decision
maker gives the comparisons based on this certain level sets of the fuzzy weights
of alternatives.

The given comparison is represented as the ratio of the weights of the cor-
responding alternatives. In Interval AHP, the inclusion relation between a com-
parison and the interval ration of its corresponding interval weights are used
to obtain the interval weights. In the proposed model, the relation between a
comparison and a ratio of weights is reconsidered. It assumes that the weight of
an alternative is estimated by the corresponding comparisons and the weights of
the other alternatives. The interval weight of an alternative is estimated by the
other alternatives and the relation between the weight and its estimations are
used to obtain the interval weights. Since the proposed model is based on the
lower bound, the estimations by the lower bounds of the others are used. Such
lower bounds of estimations are compared to the upper bound of an interval
weight so that the interval weight and its estimations are common.

In order to estimate fuzzy weights from their certain level sets which are inter-
val weights focusing on their lower bounds, it assumes some membership values,
i.e., the sums of the lower bounds from 0 to 1, in addition. The relation between
an interval weight and its estimations are modified depending on whether the
membership value is higher than the certain level or not. In the higher case, the
weight is forced to be assigned to one of the alternatives so that a weight and its
estimations may not be common and the deficiency is minimized. While, in the
lower case, they are always common so that their differences can be minimized.
In each case, the interval weights are obtained based on the proposed model as
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the respective level sets of the fuzzy weight. Then, the fuzzy weight is estimated
such interval weights as its representative level sets.

This paper is organized as follows. In the next section, as the modification
of Interval AHP, the lower bound based Interval AHP which focuses on the
lower bounds is proposed. Then, in section 3, the fuzzy weights are estimated
from some representative interval weights by the proposed model as their level
sets. Section 4 shows two numerical examples and discusses the results. The last
section is the conclusion.

2 Lower Bound Based Interval AHP

A decision maker gives the pairwise comparisons on n alternatives as follows.

A =

⎡

⎢⎣
1 · · · a1n

... aij

...
an1 · · · 1

⎤

⎥⎦ , (1)

where aij is his/her intuitive judgment on the importance ratio of alternative i
to that of alternative j. The comparisons are identical and reciprocal as aii = 1
and aij = 1/aji. The comparisons are consistent if and only if

aij = ailalj ,∀i, j, l. (2)

However, (2) is seldom satisfied since an alternative is compared to the other
(n − 1) alternatives.

In AHP, the weights of alternatives are obtained from (1) by eigenvector
method Aw = λw, where w = (w1, . . . , wn)T is the eigenvector correspond-
ing to principal eigenvalue. The weights are normalized such that

∑
i wi = 1.

The weight is assigned to one of the alternatives without ignorance so that the
plausible preferences are obtained by AHP.

In Interval AHP, the interval weight Wi = [wL
i , wR

i ] which includes the given
comparisons is obtained by the following LP problem [10,11]. It is assumed that
the given comparisons are inconsistent since the weights of alternatives in a
decision maker’s mind are uncertain. A decision maker may use a real value in
interval weight Wi in giving comparison aij , where j > i.

min
∑

i(w
R
i − wL

i ),
s.t.

∑
i�=j wR

i + wL
j ≥ 1,∀j,∑

i�=j wL
i + wR

j ≤ 1,∀j,

wL
i

wR
j

≤ aij ≤ wR
i

wL
j

,∀i, j, j > i,

wL
i ≥ ε,∀i,

(3)

where the first two kinds of constraints are for the normalization of intervals based
on interval probability [3,12]. They are the interval counterparts of the ordinal
crisp probability. When the weights are real values as wR

i = wL
i = wi,∀i, two
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inequalities are replaced into
∑

i wi = 1. The redundancy of the intervals to make
the sum of any real values in the intervals be 1 is excluded. For instance, the 1st
inequality for j requires wL

j not to be too small. The next inequalities for aij are
the inclusion constraints. They require the obtained interval weights to include
the given comparisons as

aij ∈ Wi

Wj
=

[wL
i , wR

i ]
[wL

j , wR
j ]

=

[
wL

i

wR
j

,
wR

i

wL
j

]
, (4)

where the fraction of intervals is defined as its maximum range. By minimizing
the widths of the interval weights, both bounds in the right side of (4) become
the closest to the give comparison in the left side. In other words, the primal
objective is to minimize uncertainty of the interval weight. If the comparisons are
perfectly consistent as in (2), the weights are obtained as real values wR

i = wL
i ,∀i

and they equal to those by eigenvector or geometric mean method in AHP. On
the other hand, the more inconsistent the given comparisons are, the wider the
obtained interval weights become. The lower bound of the interval weight is
considered as the weight surely assigned to one of the alternatives. While, its
upper bound includes the possibly assigned weight in addition and such weight is
a common weight of some alternatives. As the surely assigned weight decreases,
the ignorance which is the possibly assigned weight increases.

In the same concept as Interval AHP, this paper assumes that our judgments
are often uncertain and then they are represented as fuzzy weights of alternatives,
instead of interval weights. The fuzzy weight can be considered as a set of interval
weights. In order to estimate a fuzzy weight, some representative interval weights
are used. The core interval weights, based on which a decision maker gives the
comparisons, are obtained as follows. We revisit Interval AHP by focusing on the
lower bound of interval weight. It is reasonable to focus more on the weight surely
assigned to one of the alternatives than the weight assigned to more than two
alternatives. Interval AHP by (3) is modified so as to be suitable for fuzzy weight
estimation and we name the proposed model lower bound based Interval AHP. In
Interval AHP, the inclusion relation as in (4) is considered based on the relation
between the given comparison and the corresponding weights as aij = wi

wj
. In

the proposed lower bound based Interval AHP, based on the same relation, the
weight of an alternative is estimated by the weight of the other alternative as
wi = aijwj . In case of the crisp weights, there are n−1 estimations of the weight
of alternative i as w′

i = aijwj ,∀j �= i. When the weights are extended to interval
Wi = [wL

i , wR
i ], its estimations are intervals W ′

i = [aijw
L
j , aijw

R
j ],∀j �= i. Since

the proposed model is based on the lower bound of the interval weight, the
estimations by the lower bounds aijw

L
j ,∀j �= i are used. The relation between

the interval weight of alternative i, Wi, and its estimation, W ′
i , by the other

alternative j �= i is as follows.

aijw
L
j ≤ wR

i ,∀j �= i, (5)

which are satisfied if the interval weight and its estimation have at least a value
in common.
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By replacing the inclusion relation (4) in (3) into the estimation (5) and max-
imizing the lower bound wL

i , the lower bound based Interval AHP is formulated
as the following LP problem.

α = max
∑

i wL
i ,

s.t.
∑

i�=j wR
i + wL

j ≥ 1,∀j,∑
i�=j wL

i + wR
j ≤ 1,∀j,

aijw
L
j ≤ wR

i ,∀i, j, j �= i,

(6)

where the optimal objective function value α represents the weight surely
assigned to one of the alternatives and the left weight 1 − α may be assigned to
some alternatives. The lower and upper bounds of the interval weight, wL

i and
wR

i , represent the weights surely and possibly assigned to alternative i, respec-
tively. In this way, the possible preferences are obtained by lower bound based
Interval AHP.

Let us denote the maximum surplus of the upper bound of alternative i from
its estimations by the other alternatives ∀j �= i in (5) as pi. The surplus should
be minimized and (6) is rewritten as follows.

max (
∑

i wL
i − ε

∑
i pi),

s.t.
∑

i�=j wR
i + wL

j ≥ 1,∀j,∑
i�=j wL

i + wR
j ≤ 1,∀j,

0 ≤ wR
i − aijw

L
j ≤ pi,∀i, j, j �= i,

(7)

where ε is a small positive value so that the surplus of the interval weight from
its estimations is minimized secondarily.

When the given comparisons are perfectly consistent as in (2), the optimal
solutions of (7) are wi = wR

i = wL
i ,∀i and then α = 1. The more inconsistent

the comparisons are, the less α becomes.

3 Estimating Fuzzy Weight

The weight of alternative i in a decision maker’s mind is denoted as fuzzy weight
W̃i. Let us denote the membership function of fuzzy weight W̃i as μW̃i

. In this
section, the fuzzy weight is estimated by its α-level set obtained by (7) in the pre-
vious section. A decision maker gives the comparisons based on α-level sets of the
fuzzy weights in his/her mind. The sum of the weights of all alternatives surely
assigned to one of the alternatives represents a membership value of a fuzzy
weight. It means that α = μW̃i

(wL
i ) = μW̃i

(wR
i ),∀i, i.e., α-level sets of fuzzy

weights W̃i,∀i are intervals [wL
i , wR

i ],∀i by (7). They are core interval weights
to estimate the fuzzy weights. The fuzzy weight consists of some representative
interval weights which are their level sets. As far as μW̃i

is less than α =
∑

i wL
i

by (7), the relation between an interval weight and its estimations satisfy (5),
however, in the other cases the relation is not satisfied. Therefore, we assume βk
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and γk, where α = β0 < β1 < . . . < βm = 1 and α = γ0 > γ1 > . . . > γl ≥ 0,
respectively, for given m and l. As m and l increase, the more precise estimations
can be done.

First, let assume μW̃i
= βk, which requires that the weight surely assigned

to an alternative is more than βk. Because of α ≤ βk, they cannot satisfy (5).
The maximum deficiency of interval weight Wi from its estimations, qi, should
be minimized.

min
∑

i qi,

s.t. βk ≤ ∑
i wLβk

i ,

w
Lβk−1
i ≤ wLβk

i , wRβk

i ≤ w
Rβk−1
i ,∀i

∑
i�=j wRβk

i + wLβk

j ≥ 1,∀j,
∑

i�=j wLβk

i + wRβk

j ≤ 1,∀j,

−qi ≤ wRβk

i − wLβk

j aij ,∀i, j, j �= i,

qi ≥ 0,∀i,

(8)

where [wLβk

i , wRβk

i ],∀i are the variables and [wLβk−1
i , w

Rβk−1
i ],∀i are obtained

previously. By repeating solving (8) from k = 1 to m, sequentially m representa-
tive interval weights are obtained. They are higher-level sets of the fuzzy weight
than α-level one by (7).

In case of m = 1, (8) is reduced to the following problem where β1 = μW̃i
= 1

indicates crisp weights as wi = wLβ1
i = wRβ1

i ,∀i. The weight is surely assigned
to one of the alternatives so that there is no ignorance which is possibly assigned
weight to an alternative.

min
∑

i qi,

s.t.
∑

i wi = 1,

wL
i ≤ wi ≤ wR

i ,∀i,

−qi ≤ wi − aijwj ,∀i, j, j �= i,

qi ≥ 0,∀i,

(9)

where wL
i = wLβ0

i ,∀i and wR
i = wRβ0

i ,∀i are the optimal solutions of (7). The
weight is forced to be assigned to one of the alternatives without ignorance,
instead of allowing some estimations of an alternative to be more than its crisp
weight. The crisp weights wi,∀i make their estimations be the closest to them
and be included in α-level set of the fuzzy weights denoted as interval weights
Wi,∀i by (7).

Next, let assume μW̃i
= γk, which requires that the weight surely assigned to

one of the alternatives is at most γk. Because of α ≥ γk, (5) is satisfied and an
interval weight and its estimations are always common. Since the upper bound
of the interval weight of an alternative is always more than the estimations by
the lower bounds of the others, the constraint of the sum of the lower bounds
is added into (7). The problem to obtained interval weights [wLγk

i , wRγk

i ],∀i, is
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formulated as follows.

max (
∑

i wLγk

i − ε
∑

i pi),

s.t.
∑

i wLγk

i ≤ γk,

ε ≤ wLγk

i ≤ w
Lγk−1
i , w

Rγk−1
i ≤ wRγk

i ,∀i
∑

i�=j wRγk

i + wLγk

j ≥ 1,∀j,
∑

i�=j wLγk

i + wRγk

j ≤ 1,∀j,

0 ≤ wRγk

i − wLγk

j aij ≤ pi,∀i, j, j �= i,

(10)

where pi,∀i are the surpluses of the weights from their estimations and in the
same way as (8), [wLγk−1

i , w
Rγk−1
i ],∀i are obtained previously. By repeating solv-

ing (10) from k = 1 to l, sequentially l representative interval weights are
obtained and they are lower-level sets of the fuzzy weight than its α-level set.

In case of γl = 0, the lower bounds of 0-level sets of the fuzzy weights are 0
as wLγl

i = wL0
i = 0,∀i. As a result, the estimations are also 0, as ajiw

L0
i = 0,∀i,

whatever aij is. In order not to ignore and to reflect the given comparison aij to
the weight of alternative i, its lower bound is assumed as wLγl

i = wL0
i = ε,∀i,

where ε is a small positive number so that γl = nε. Then, in case of l = 1, (10) is
reduced to the following problem to obtain the upper bounds = wRγ1

i = wR0
i ,∀i.

min
∑

i wR0
i − ε

∑
i ri,

s.t. wR
i ≤ wR0

i ,∀i
∑

i�=j wR0
i + ε ≥ 1,∀j,

∑
i�=j ε + wR0

j ≤ 1,∀j,

0 ≤ wR0
i − εaij ≤ pi,∀i, j, j �= i,

(11)

where wLγ1
i = wL0

i ,∀i are replaced into ε and the obtained interval weights
[ε, wR0

i ],∀i should include α-level sets of the fuzzy weights [wL
i , wR

i ],∀i by (7).
The weight surely assigned to an alternative is reduced to nε ≤ α and the
ignorance is increased to 1 − nε.

For simplicity, assuming m = l = 1, the membership function of fuzzy weight
W̃i is illustrated as in Figure 1. It is estimated by three representative interval
weights such as its 0-level set [ε, wR0

i ], its α-level set [wL
i , wR

i ] as a core interval
weight, and its 1-level set wi as follows.

μW̃i
(x) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

α

wL
i

x, 0 < x ≤ wL
i

1 − α

wi − wL
i

(x − wL
i ) + α, wL

i ≤ x ≤ wi

α − 1
wR

i − wi
(x − wi) + 1, wi ≤ x ≤ wR

i

−α

wR0
i − wR

i

(x − wR
i ) + α, wR

i ≤ x ≤ wR0
i

0, wR0
i ≤ x

. (12)
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Fig. 1. Membership function of fuzzy weight of alternative i

The interval weights by any level-sets of the fuzzy weights by (12) are normal-
ized so that they are interval probabilities and satisfy the 1st and 2nd constraints
in (3). For instance, the 1st constraint in case of α ≤ β ≤ 1 is verified as fol-
lows. Assume interval weights [wLβ

i , wRβ
i ],∀i, where μW̃i

(wLβ
i ) = μW̃i

(wRβ
i ) = β.

Their bounds are denoted by the 2nd and 3rd functions in (12) as follows.

β =
1 − α

wi − wL
i

(wLβ
i − wL

i ) + α ↔ wLβ
i =

1 − β

1 − α
wL

i +
β − α

1 − α
wi,∀i,

β =
α − 1

wR
i − wi

(wRβ
i − wi) + 1 ↔ wRβ

i =
1 − β

1 − α
wR

i +
β − α

1 − α
wi,∀i,

where [wL
i , wR

i ],∀i by (7) satisfy the 1st constraint in (3) so that
∑

i�=j wR
i +wL

j ≥
1,∀j and wi,∀i by (9) satisfy

∑
i wi = 1. The 1st constraint in (3) for β-level

sets of the fuzzy weights [wLβ
i , wRβ

i ],∀i is verified as follows.

∑
i�=j wRβ

i + wLβ
j

=
∑

i�=j

(
1 − β

1 − α
wR

i +
β − α

1 − α
wi

)
+

(
1 − β

1 − α
wL

j +
β − α

1 − α
wj

)

=
1 − β

1 − α
(
∑

i�=j wR
i + wL

j ) +
β − α

1 − α
(
∑

i wi) ≥ 1,∀j.

(13)

Similarly, the 2nd constraint in (3) for β-level sets is verified. In case of 0 < γ ≤ α,
in the same way, it is verified that γ-level sets of the fuzzy weights satisfy the 1st
and 2nd constraints in (3). Therefore, any-level sets of the fuzzy weights which
are denoted as interval weights are normalized from the viewpoint of interval
probability.
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In general, the membership function of fuzzy weight W̃i is denoted by the
representative interval weights by (8) and (10) as follows.

μW̃i
(x) =⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γk − γk−1

w
Lγk−1
i − wLγk

i

(x − wLγk

i ) + γk, wLγk

i ≤ x ≤ w
Lγk−1
i , k = l, . . . , 1

βk − βk−1

wLβk

i − w
Lβk−1
i

(x − w
Lβk−1
i ) + βk−1, w

Lβk−1
i ≤ x ≤ wLβk

i , k = 1, . . . , m

βk−1 − βk

w
Rβk−1
i − wRβk

i

(x − wRβk

i ) + βk, wRβk

i ≤ x ≤ w
Rβk−1
i , k = m, . . . , 1

γk − γk−1

wRγk

i − w
Rγk−1
i

(x − w
Rγk−1
i ) + γk−1, w

Rγk−1
i ≤ x ≤ wRγk

i , k = 1, . . . , l

0, wRγl

i ≤ x

.

(14)
The fuzzy weights denoted as in Figure 1 are obtained from a crisp compari-

son matrix A in (1) reflecting the uncertainty in A. They reflect the possibilities
of the given information with membership values. When a rigid order of alterna-
tives is needed, the interval weight by a high-level set of a fuzzy weight is used
and a crisp weight is found as a focal point in case of 1-level set. While, when
the possibility of an alternative is a concern, the low-level set is useful.

4 Numerical Examples

Two decision makers A and B give the pairwise comparison matrices on 4 alter-
natives as shown in Table 1. By (7), the core interval weights for fuzzy weight
estimation are obtained and they are shown next to each matrix. The weight
is assigned to each alternative as much as possible. The sum of lower bounds
of the interval weights by decision maker B, αB = 0.929, is more than that by
decision maker A, αA = 0.813, so that B gives the comparisons based on higher
membership value than A. These interval weights are assumed as 0.813-level
sets and 0.929-level sets of their fuzzy weights, respectively. For comparison, the
interval weights by (3), where the widths are minimized, are shown at the right
column of Table 1. Their sums of the lower bounds are shown at the 1st rows
and they are less than those by (7). It mentions that the more weight is surely
assigned to one of the alternatives by the proposed (7) than (3). Since the lower
bound is more suitable to represent a membership value than the width, Interval
AHP is modified by focusing on the lower bounds of the interval weights and
the proposed model is used to estimate a fuzzy weight.

In addition, the representative interval weights by βA1 = 0.9, βA2 = 1,
γA1 = 0.5, and γA2 = nε = 0.004 for decision maker A and those by βB1 = 1,
γB1 = 0.5, and γB2 = 0.004 for decision maker B are obtained by (8) and (10).
Then, the fuzzy weights by decision makers A and B are estimated by (14) and
illustrated as in Figures 2 and 3, respectively. It is noted that the numbers of
representatives, m and l, are arbitrary and the more they are, the more pre-
cisely a fuzzy weight is estimated. For instance, we can obtain 11 representative
interval weights assuming membership values, β or γ, as 0, 0.1, ..., 0.9, and 1.0.
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Table 1. Two comparison matrices

A1 A2 A3 A4 αA=0.813 by (7) 0.785 by (3)

A1 1 1/3 7 1/7 [0.037, 0.224] [0.025, 0.230]
A2 3 1 6 4 [0.671, 0.671] [0.689, 0.689]
A3 1/7 1/6 1 3 [0.032, 0.219] [0.033, 0.115]
A4 7 1/4 1/3 1 [0.073, 0.260] [0.038, 0.172]

B1 B2 B3 B4 αB=0.929 by (7) 0.914 by (3)

B1 1 7 1 9 [0.463, 0.534] [0.444, 0.444]
B2 1/7 1 1/7 1/9 [0.015, 0.066] [0.015, 0.063]
B3 1 7 1 3 [0.392, 0.463] [0.406, 0.444]
B4 1/9 9 1/3 1 [0.059, 0.131] [0.049, 0.135]

Fig. 2. Fuzzy weights by decision maker A

As for the fuzzy weights from the crisp comparisons by decision maker A,
alternative A2 is apparently better than the other alternatives regardless of
levels. Among the other alternatives, alternative A4 is a little better than alter-
natives A1 and A3 at 0.813-level. As higher the level becomes to 0.9 or 1, it
becomes more apparent that A4 is better than them. The common weight of
some alternatives is assigned more to alternative A4 than to alternatives A1
and A3. It may be because decision maker A potentially evaluates alternative
A4 better but s/he is not very sure of it. While, at 0-level, where the weight is
assigned to more than two alternatives, the possible weight of alternatives A3
increases, instead of the decrease of the weight surely assigned to alternative A2,
because alternatives A2 and A3 are similar and substitutes in a sense.

As for the fuzzy weights from the crisp comparisons by decision maker B,
at 0.929-level alternative B1 is better than B3, however, at 1-level their weights
are the same. The weight surely assigned to B1 does not increase when the
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Fig. 3. Fuzzy weights by decision maker B

membership value is higher than 0.929. Most of the left weight, 0.069 of 0.071,
is assigned to B3 at 1-level since decision maker B may not know alternative B3
well. S/he is sure of the weight of alternatives B1, B2 and B4 so that they are
assigned little weight at 1-level sets of their fuzzy weights.

5 Conclusion

Based on the idea that the decision maker’s judgments are uncertain, the fuzzy
weights have been obtained from the given crisp comparisons. This paper pro-
posed the lower bound based Interval AHP which obtains the interval weights
of alternatives from the given crisp comparisons for fuzzy weight estimation. In
the proposed model, the lower bound of an interval weight is focused on. It is
reasonable to maximize the lower bound since it represents the weight surely
assigned to one of the alternatives and an alternative is assigned the weight as
much as possible. The left weight is considered as ignorance and it is common of
some alternatives. The upper bound includes such a weight as possibly assigned
to the alternative, in addition to the lower bound. For fuzzy weight estimation,
the sum of the lower bounds of all alternatives is considered as a membership
value of a fuzzy weight in a decision maker’s mind. In other words, it is consid-
ered that the decision maker gives comparisons based on the certain level set
of the fuzzy weight in his/her mind. The comparisons are more consistent each
other when a decision maker gives them based on the higher membership values
of his/her fuzzy weights. The sums of the lower bounds are assumed to some
values from 0 to 1 so as to estimate a fuzzy weight. The relation between an
interval weight and its estimations are modified depending on whether the value
is higher than the certain level or not. For the higher-level set of the fuzzy weight,
whose extreme case is a crisp weight, the maximum deficiency of a weight from
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its estimations is minimized, while for its lower-level set, where some weights
are assigned to more than two alternatives, the maximum surplus of a weight
from its estimations is minimized. Then, the fuzzy weight is estimated by the
representative interval weights by the proposed lower bound based Interval AHP
as its level sets.
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Abstract. An alternative method for the estimation of interval priority
weights in Interval AHP is proposed. The proposed method applies the
logarithmic conversion to components of the pairwise comparison matrix
and obtains logarithmically-converted interval priority weights so as to
minimize the sum of their widths. The logarithmically-converted interval
priority weights are estimated as an optimal solution of a linear program-
ming problem. The interval priority weights are obtained by the antilog-
arithmic conversion of the optimal solution and by the normalization.
Numerical experiments are conducted to demonstrate the advantages of
the proposed estimation over the conventional estimation.

Keywords: Interval AHP · Interval priority weight estimation · Loga-
rithmic conversion · Linear programming · Normalization

1 Introduction

AHP (Analytic Hierarchy Process) [1] is a useful tool to evaluate the priority
weights of alternatives and criteria in multiple criteria decision problems. In the
method, a decision maker gives a pairwise comparison matrix whose component
shows the relative importance between the alternatives/criteria corresponding
to the row and the column. Based on the given pairwise comparison matrix, the
priority weights are estimated by maximum eigenvalue method [1] or by geo-
metric mean method [2]. However, the obtained pairwise comparison matrix is
seldom consistent each other because of the vagueness of human judgements.
The degree of inconsistency is measured by the consistency index and the esti-
mated priority weights are adopted for decision analysis when the consistency
index is in the empirically-defined allowable range. To cope with the inaccuracy,
imprecision and vagueness of human judgements, fuzzy and interval techniques
are applied to AHP. In many of fuzzy approaches, a pairwise comparison matrix
with fuzzy components is used to represent the vagueness of human judgment on
the relative importance between criteria. Then a fuzzy priority weight vector has
been estimated so as to approximate the fuzzy pairwise comparison matrix [3–5].
Similarly, a pairwise comparison matrix with interval components is also used
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 77–88, 2015.
DOI: 10.1007/978-3-319-25135-6 9
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to represent the vagueness of human judgment. However, a crisp priority weight
vector consistent or nearly consistent to a given interval pairwise comparison
matrix is estimated (see [6]).

On the other hand, in Interval AHP [7], an interval priority weight vector is
estimated from a given crisp pairwise comparison matrix. This approach is based
on the idea that the decision maker’s evaluation is vague so that the weights of
criteria are expressed by intervals and that the pairwise comparison matrix is
obtained by judgments with arbitrarily selected values from the intervals. An
interval priority weight vector covering the given pairwise comparison matrix is
estimated so as to minimize its total spreads. Later Interval AHP is extended to
treat interval pairwise comparison matrices [8] but we treat only a crisp pairwise
comparison matrix in this paper.

Although Interval AHP is developing, the validity of estimation method for
interval priority weights from a given pairwise comparison matrix has not yet
investigated considerably. In this paper, we propose an alternative estimation
method for interval priority weights and compare the validity of the conventional
and proposed estimation methods by numerical experiments. The proposed esti-
mation method, all components of the given pairwise comparison matrix are
logarithmically-converted and logarithmically-converted interval priorities are
estimated so as to minimize the sum of their widths. The interval priority weights
are obtained by the antilogarithmic conversion of the optimal solution and by
the normalization. We compare their validities in the similarities to the true
interval priority weights and in the adequateness in the alternative ranking.

This paper is organized as follows. In Section 2, AHP and Interval AHP are
briefly reviewed. The proposed approach is described in Section 3. In Section 4,
numerical experiments for comparison between the conventional estimation of
interval priority weights and the proposed one are described. The results of the
experiments are described also in Section 4. The concluding remarks are given
in Section 5.

2 Interval AHP

We introduce Interval AHP for multiple criteria decision problem with n criteria.
For simplicity and the consistency of notation with subsequent sections, we define
N = {1, 2, . . . , n} and N\j = N\{j} = {1, 2, . . . , j − 1, j + 1, . . . , n} for j ∈ N .

In AHP, the decision problem is structured hierarchically as criteria and alter-
natives. At each node except leaf nodes of the hierarchical tree, a priority weight
vector for criteria or for alternatives is obtained from a pairwise comparison
matrix A.

We first describe the estimation of a priority weight vector w = (w1, w2, . . . ,
wn)T from a given pairwise comparison matrix,

A =

⎡

⎢⎣
1 · · · a1n

... aij

...
an1 · · · 1

⎤

⎥⎦ , (1)
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where we assume the reciprocity, i.e., aij = 1/aij , i, j ∈ N . Because the (i, j)
component aij of A shows the relative importance of the i-th criterion over the
j-th criterion, theoretically, we have aij = wi/wj , i, j ∈ N . If aij , i, j ∈ N
are obtained exactly, the strong transitivity aij = ailalj , i, j, l ∈ N should be
satisfied. However, human evaluation is not very accurate so that the strong
transitivity is not satisfied. In the conventional approach [1], aij , i, j ∈ N are
assumed to be approximations of wi/wj . w is estimated as the normalized eigen-
vector corresponding to the maximal eigenvalue, because the nonnegativity of the
eigenvector corresponding to the maximal eigenvalue is guaranteed by Perron-
Frobenius theorem. There is the other popular way to estimate w. It is the
geometric mean method [4]. To evaluate the consistency of the given pairwise
comparison matrix, the following consistency index is used:

C.I. =
λmax − n

n − 1
, (2)

where λmax is the maximal eigenvalue of A. If C.I. is not greater than 0.1, it is
often considered that the obtained vector w is acceptable.

To this estimation problem, the idea of interval regression analysis [9] was
applied. In this approach, we assume that decision maker’s evaluation is not
very accurate to be expressed by a unique priority weight vector w but intrin-
sically vague so that the priority weight vector has a range. Therefore, the non-
fulfillment of the strong transitivity is not regarded as inconsistency but due to
the intrinsic variety of possible priority weight vectors. Accordingly, we consider
an interval priority weight vector W = (W1,W2, . . . , Wn)T instead of a priority
weight vector w, where Wi = [wL

i , wR
i ], i ∈ N and wL

i ≤ wR
i , i ∈ N . To fit the

given pairwise comparison matrix, we require the interval priority weight vector
W to satisfy

wL
i

wR
j

≤ aij ≤ wR
i

wL
j

, i, j ∈ N, i < j. (3)

We note that by the reciprocity, aij = 1/aji, i, j ∈ N , we only consider i, j ∈ N
such that i < j. The set of interval priority weight vectors W satisfying (3) is
denoted by W(A). Moreover, corresponding to the normalization condition of w
in the conventional AHP, we require the interval priority weight vector W to
satisfy

∑

j∈N\i

wR
j + wL

i ≥ 1, i ∈ N, (4)

∑

j∈N\i

wL
j + wR

i ≤ 1, i ∈ N. (5)

(4) and (5) ensure that, for any w◦
i ∈ Wi, there exist wj ∈ Wj , j ∈ N\i such that∑

j∈N\i wj + w◦
i = 1 (see [10]). Namely, any values in Wi, i ∈ N are meaningful

(there is no ineffective subarea in W ). The set of interval priority weight vectors
W satisfying (4) and (5) is denoted by WN.
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Under conditions (3), (4) and (5) as well as ε < wL
i ≤ wR

i , i ∈ N , we calculate
a suitable W , where ε is a very small positive number. The wider each Wi is, the
easier Wi, i ∈ N satisfy (3), (4) and (5). The narrower interval priority weights
give clearer preferences in the comparison of alternatives. Then we minimize the
following total widths of interval priority weights Wi, i ∈ N :

d(W ) =
∑

i∈N

(wR
i − wL

i ). (6)

Consequently, the interval priority weight vector W is estimated by solving the
following linear programming problem:

minimize
W

{d(W ) | W ∈ W(A) ∩ WN, ε ≤ wL
i ≤ wR

i , i ∈ N}. (7)

The set of optimal solutions and the optimal value to this problem is denoted
by WDM and d̂, respectively.

Once an interval priority weight vector W is obtained, we define a dominance
relation between alternatives under the assumption that utility scores ui(op) of
alternatives op in view of each criterion are given. Sugihara et. al [7] and Guo
and Tanaka [11] proposed a dominance relation based on the overall interval
scores. We use the dominance relation proposed by Entani and Inuiguchi [10]
because it considers all possible priority weights suitable for the given matrix A.
We use two dominance relations defined by

op �π oq ⇔ ∃W ∈ WDM, ∃w ∈ W , eTw = 1;
∑

i∈N

wi(ui(op) − ui(oq)) > 0, (8)

op �ν oq ⇔ ∃W ∈ WDM, ∀w ∈ W , eTw = 1;
∑

i∈N

wi(ui(op) − ui(oq)) > 0, (9)

where e = (1, 1, . . . , 1) ∈ Rn. op �π oq implies that op possibly dominates oq

and op �ν oq implies that op certainly dominates oq.

3 Logarithmic Conversion Approach

The interval priority weight vector estimated by solving (7) has a tendency that
the width of an interval priority weight vanishes if its center value is larger
than others. Indeed it has been observed often by numerical examples [7,10].
This tendency can be understood by the following fact: increasing the width of
Wj = [wL

j , wR
j ] by ε > 0 is more effective than increasing the width of Wi =

[wL
i , wR

i ] by ε > 0 to satisfy (3) for some (i, j) such that aij > 1 and i < j.
Indeed if we increase wR

j by ε > 0, the first inequality of (3) becomes (a) wL
i ≤

aijw
R
j + aijε. On the other hand, if we decrease wL

i by ε > 0, the first inequality
of (3) becomes (b) wL

i ≤ aijw
R
j + ε. Because aij > 1, (a) is weaker than (b).
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Therefore, increasing wR
j by ε > 0 is more effective than decreasing wL

i by ε > 0.
Same explanation is effective also for the second inequality of (3). However,
by the normality condition (4) and (5), the explanation above does not work
conclusively but suggestively to an assertion “the width of an interval priority
weight vanishes if its center value is larger than others”.

This tendency can deteriorate the quality of the interval priority weight esti-
mation. As we observed in the explanation above, the influence of the width
increment of an interval priority weight for satisfaction of (3) under objective
function d(W) is different by aij . We resolve this difference by considering the
sum of widths in the logarithmic priority weight space.

Let cij = log aij , uL
i = log wL

i and uR
i = log wR

i , i, j ∈ N , i 
= j. Namely,
instead of interval priority weights Wi, i ∈ N , we consider logarithmically con-
verted interval priority weights Ui = [uL

i , uR
i ], i ∈ N . Then (3) is rewritten by

uL
i − uR

j ≤ cij ≤ uR
i − uL

j , i, j ∈ N, i < j. (10)

Let U(A) be a set of Ui, i ∈ N satisfying (10). Corresponding to d(W) defined
by (6), we consider

dL(U) =
∑

i∈N

(uR
i − uL

i ). (11)

Increasing the width of Uj = [uL
j , uR

j ] by ε > 0 has a same effect as increasing
the width of Ui = [uL

i , uR
i ] by ε > 0 to satisfy (10) for any (i, j). Therefore, the

tendency of the conventional method can be resolved by those replacements.
However, the normality conditions (4) and (5) cannot be expressed by linear

inequalities of ui i ∈ N . Then we first obtain an optimal solution, Ui = [uL
i , uR

i ],
i ∈ N by solving linear programming problem,

minimize
U

{d(U) | U ∈ U(A), uL
i ≤ uR

i , i ∈ N}. (12)

Then we calculate Wi = [wL
i , wR

i ], i ∈ N by the antilogarithmic conversion and
normalization of Ui = [uL

i , uR
i ], i ∈ N .

Theorem 1. Linear programming problem (12) has always infinitely many opti-
mal solutions but a unique optimal value.

When interval priority weights Ui = [uL
i , uR

i ], i ∈ N in the logarithmic prior-
ity are given, a normalized interval priority weight vector Wi = [wL

i , wR
i ], i ∈ N

is obtained by

wL
i =

exp(uL
i )∑

j∈N\i

exp(uR
j ) + exp(uL

i )
, wR

i =
exp(uR

i )∑

j∈N\i

exp(uL
j ) + exp(uR

i )
, i ∈ N.

(13)
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We note that, for every i ∈ N , we have

[wL
i , wR

i ] =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

exp(ui)∑

j∈N\i

exp(uj) + exp(ui)

∣∣∣∣∣∣∣∣∣

ui ∈ Ui, uj ∈ Uj , j ∈ N

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
. (14)

Intervals [log(wL
i ), log(wR

i )], i ∈ N are not always optimal to Problem (12).
However, because of its simplicity, we adopt [wL

i , wR
i ], i ∈ N in our numerical

experiments. Because (14) implies that a weight vector ([wL
1 , wR

2 ], . . . , [wL
n, wR

n ])T

is a collection of normalized weight vectors, [wL
i , wR

i ], i ∈ N satisfy (4) and (5).
Moreover, because wL

i /wR
j ≤ exp(uL

i )/ exp(uR
i ) and wR

i /wL
j ≥ exp(uR

i )/ exp(uL
i ),

[wL
i , wR

i ], i ∈ N satisfy (3), too.

4 Numerical Experiments

4.1 Outline

In this section, we compare the proposed estimation method to the conventional
one. To this end, we assume two possible cases: one is a case where the true crisp
priority weights exist but the decision maker’s perception is vague so that s/he
perceives the weights with errors obeying a logarithmic normal distribution when
s/he makes pairwise comparisons of criteria, and the other is a case where true
interval priority weights exist but the decision maker perceives values randomly
selected from the true intervals when s/he makes pairwise comparisons. For
both cases, we evaluate to what extent the estimated interval priority weights
are similar to the true ones and to what extent the dominance relations between
alternatives obtained by the estimated interval priority weights coincide with
those by the true ones.

4.2 Experiments with a Logarithmic Normal Distribution

We assume that there are true crisp priority weights but the decision maker’s
perception is vague so that s/he perceives the weights with errors obeying a log-
arithmic normal distribution when s/he makes pairwise comparisons of criteria.
Then we consider five criteria X1,X2, . . . , X5 and prepare a set of true crisp
priority weights, i.e., w1 = 0.3, w2 = 0.25, w3 = 0.2, w4 = 0.15 and w5 = 0.1
in this paper. We generate aij by aij = exp(log(wi) − log(wj) + ωij) for i > j
and i, j ∈ N , where ωij is a random variable obeying a normal distribution with
average 0 and variance 0.01 for i ∈ N , j ∈ N ∩ [i + 1,∞). Then aji = 1/aij ,
i > j and i, j ∈ N and aii = 1, i ∈ N . By this way, we generate 1,000 matrices
A and for each of them, we applied the conventional and proposed methods for
estimating interval priority weights Wi = [wL

i , wR
i ], i ∈ N .
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Table 1. Ratios satisfying wi ∈ Wi for each criterion Xi

criterion true wi Conventional Quadratic Proposed Widened

X1 0.3 10.8 % 36.7 % 71.1 % 39.5 %

X2 0.25 35.0 % 45.6 % 70.0 % 60.5 %

X3 0.2 51.1 % 56.5 % 70.6 % 75.5 %

X4 0.15 59.9 % 67.9 % 67.4 % 81.1 %

X5 0.1 70.8 % 72.5 % 80.5 % 92.5 %

Table 2. Ratios satisfying at least k conditions among wi ∈ Wi, i ∈ N , simultaneously

k Conventional Quadratic Proposed Widened

all 5 0 % 3.2 % 24.4 % 15.4 %

at least 4 5.10 % 26.8 % 55.8 % 51.8 %

at least 3 40.6 % 59.7 % 84.1 % 85.0 %

at least 2 84.0 % 88.4 % 95.5 % 97.0 %

at least 1 97.9 % 98.6 % 99.8 % 99.9 %

Inclusion of True Priority Weights in the Estimated Intervals. For
each estimated interval priority weights Wi, i ∈ N , we check whether the true
priority weights are belonging to the estimated interval priority weights, i.e.,
we check wi ∈ Wi for each i ∈ N . The results of these numerical experi-
ments are shown in Tables 1 and 2. In those tables, “Conventional” and “Pro-
posed” stand for the conventional estimation and the proposed estimation.
“Quadratic” implies an estimation method based on a quadratic programming
problem obtained by replacing d(W ) with d2(W ) =

∑
i∈N (wR

i − wL
i )2 in prob-

lem (7). “Widened” implies a modified conventional estimation method where
the widths of the estimated interval priority weights are widened by dif/n with-
out changing the center values. dif is the difference between the sum of widths
of interval priority weights estimated by the conventional method and that esti-
mated by the proposed method. Namely, the widened estimated interval prior-
ity weights Ŵi = [ŵL

i , ŵR
i ], i ∈ N are obtained by ŵL

i = wL
i − dif/(2n) and

ŵR
i = wR

i + dif/(2n), i ∈ N . The widened estimated interval priority weights
are considered because ratios in Tables 1 and 2 increase as the widths increase.

As shown in Table 1, the interval priority weights estimated by the proposed
method include the true priority weights with high probability and the ratio dis-
tribution over criteria is most well-balanced among all estimated interval priority
weights. For the other estimated interval priority weights, the ratio increases as
true priority weight wi decreases. The ratio for criterion X4 of the proposed
method is worse than that of the estimation by “Quadratic”. Ratios for criteria
X3, X4 and X5 are worse than those of the estimation by “Widened”.

Moreover, from Table 2, we observe that the proposed estimation takes larger
ratios than others for k =‘all 5’ and ‘at least 4’. Therefore, the interval priority
weights by the proposed method include many true priority weights simultane-
ously. However, for the other k’s, ratios in the proposed estimation are smaller
than those in “Widened”. The proposed method is better in all cases than other
estimation methods. However, the differences decrease as k decreases.
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Table 3. Utility scores of five alternatives

criteria
alternative X1 X2 X3 X4 X5

o1 0.25 0.30 0.10 0.15 0.20
o2 0.20 0.25 0.30 0.10 0.15
o3 0.15 0.20 0.25 0.30 0.10
o4 0.10 0.15 0.20 0.25 0.30
o5 0.30 0.10 0.15 0.20 0.25

Table 4. Dominance ratios for alternative pairs

Conventional Proposed
(op, oq) op �ν oq oq �ν op unknown op �ν oq oq �ν op unknown

(o1, o2) 26.2 % 22.7 % 51.1 % 13.3 % 16.1 % 70.6 %
(o1, o3) 99.6 % 0 % 0.4 % 96.9 % 0 % 3.1 %
(o1, o4) 100 % 0 % 0 % 100 % 0 % 0 %
(o1, o5) 99.6 % 0 % 0.4 % 99.2 % 0 % 0.8 %
(o2, o3) 99.9 % 0 % 0.1 % 100 % 0 % 0 %
(o2, o4) 100 % 0 % 0 % 100 % 0 % 0 %
(o2, o5) 99.4 % 0 % 0.6 % 94.8 % 0 % 5.2 %
(o3, o4) 100 % 0 % 0 % 100 % 0 % 0 %
(o3, o5) 31.0 % 26.0 % 43.0 % 4.3 % 6.3 % 89.4 %
(o4, o5) 0 % 100 % 0 % 0 % 100 % 0 %

To sum up, the proposed estimation performs better than the conventional
estimation and “Quadratic” estimation. However, there is not big difference
between the proposed estimation and “Widened” estimation. In the sense of
the balance over the criteria, the proposed estimation is the best. We note that
“Widened” estimation cannot work without the execution of the proposed esti-
mation because the modified widths are given by the widths of the interval
priority weights estimated by the proposed method.

As we mentioned earlier, the evaluation used in this subsubsection is
improved as the widths increase. Therefore, we cannot conclude the advantages
of the estimation method only by these experiments. Then we executed another
experiments for evaluating the correctness in ranking the alternatives.

Correctness in Ranking Alternatives. In order to evaluate the correctness
in ranking alternatives by the estimated interval priority weights, we evaluate
the coincidences of dominance relations between alternatives. To this end, we
consider five alternatives whose utility scores ui(op) in each criterion are given
in Table 3. Using the true weights, the order of five alternatives is obtained as
o1 ∼ o2 � o3 ∼ o5 � o4, where op � oq implies that op dominates oq and op ∼ oq

implies that op and oq are indifferent.
Applying (9) to 1,000 estimated interval priority weights in each of conven-

tional and proposed estimation methods, we calculated dominance ratios for
each pair (op, oq) of alternatives. The results are shown in Table 4. As shown in
Table 4, dominance relations for all pairs except (o1, o2) and (o3, o5) are almost
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correctly evaluated by the interval priority weights estimated by both conven-
tional and proposed methods. Pairs (o1, o2) and (o3, o5) are indifferent alterna-
tive pairs in the true ranking order. For those pairs, the correct answer would
be ‘unknown’ because it is hard to obtain the indifference between alternatives
under interval priority weights. Comparing the columns of ‘unknown’ of both
estimation methods at rows of (o1, o2) and (o3, o5), we find that the proposed
method is better. However, for pairs (o1, o3) and (o2, o5), the ratios of ‘unknown’
in the proposed method are a little larger than those in the conventional method.
We think that the disadvantage of the proposed method is much smaller than
its advantage. Then, by this experiment, we conclude that the proposed method
is better than the conventional method.

4.3 Experiments with True Interval Priority Weights

Different from the previous experiments, we assume that the decision makers
have interval priority weights Ti = [tLi , tRi ], i ∈ N . When s/he make pair-
wise comparisons, priority weights vi ∈ Ti and vj ∈ Tj are selected uniformly
from Ti and Tj and aij is evaluated by vi/vj for i, j ∈ N such that i < j.
We assume that aji = 1/aij and aii = 1 for i, j ∈ N . Under this setting,
we execute similar experiments to the previous subsection. Then we consider
five criteria X1,X2, . . . , X5 and prepare a set of true interval priority weights,
i.e., T1 = [0.21, 0.39], T2 = [0.16, 0.34], T3 = [0.11, 0.29], T4 = [0.06, 0.24] and
T5 = [0.01, 0.19] in this paper. Value ti is selected by a random number obeying
uniform distribution on Ti. By this way, we generate 1,000 matrices A and for
each of them, we applied the conventional and proposed methods for estimating
interval priority weights Wi = [wL

i , wR
i ], i ∈ N .

Coincidence of True Interval Priority Weights with Estimated Inter-
vals. To measure the degree of coincidence of true interval priority weights Ti,
i ∈ N and the estimated interval priority weights Wi, i ∈ N , we observe values
of the following two indices:

pi =
d(Ti ∩ Wi)

d(Ti) + d(Wi) − d(Ti ∩ Wi)
, qi =

d(Ti ∩ Wi)
d(Ti)

, (15)

where we define d([xL, xR]) = xR − xL and d(∅) = 0 in the same concept of (6).
We note that pi = 1 if and only if Ti = Wi and qi = 1 if and only if Ti ⊆ Wi.
Therefore, pi shows a coincidence degree of the true interval priority weight with
the estimated interval priority weight while qi evaluates to what extent the true
interval priority weight is belonging to the estimated interval priority weight.
Moreover, from those, we obtain

ri =
d(Ti ∩ Wi)

d(Wi)
=

piqi

qi − pi + piqi
, Fi =

2qiri

qi + ri
, (16)

where ri evaluates to what extent the estimated interval priority weight includes
the true interval priority weight. Fi is a harmonic mean of qi and ri, and is



86 M. Inuiguchi and S. Innan

Table 5. Coincidence of true interval priority weights with estimated intervals

Conventional Proposed
criterion pi qi ri Fi pi qi ri Fi

X1 0.09622 0.09762 0.87043 0.17555 0.52373 0.59120 0.82108 0.68743
X2 0.19958 0.20297 0.92505 0.33289 0.49721 0.55141 0.83493 0.66418
X3 0.31542 0.32058 0.95145 0.47958 0.47120 0.49993 0.89130 0.64057
X4 0.42141 0.42721 0.96879 0.59295 0.47039 0.48534 0.93853 0.63982
X5 0.47149 0.47728 0.97491 0.64083 0.51727 0.53332 0.94504 0.68184

known as F-measure in data mining. In data mining terminology, qi and ri are
called recall and precision. For all indices pi, qi, ri and Fi, the larger values, the
better estimation.

The obtained results are shown in Table 5. As sown in Table 5, values of
pi and Fi of the proposed estimation are better than those of the conventional
estimation for every i ∈ N . Therefore, we understand that the proposed estima-
tion is advantageous over the conventional estimation. Values of pi, qi, ri and Fi

decrease as the index i of Xi increases in the conventional estimation. the center
values of true interval priority weights decreases as the index i of Xi increases.
Namely, the quality of estimation increases as the center values of true interval
priority weights decreases in the conventional estimation. Such tendency is not
remarkably observed in the proposed estimation (although the value of ri has
such tendency).

From values of qi and ri, the interval priority weights estimated by the con-
ventional method are almost included in the true interval priority weights. The
interval priority weights estimated by the proposed method are better in values
of qi but worse in values of ri than those estimated by the conventional method.
This would be caused by the fact that the interval priority weights estimated
by the conventional method are very narrow. Considering values of ri are very
large and values of qi are around 0.5 in the proposed estimation, the estimated
interval priority weights are narrow, too, but sufficiently wider than the interval
priority weights estimated by the conventional method.

Correctness in Ranking Alternatives. In order to evaluate the correctness
in dominance relation between alternatives by the estimated interval priority
weights, we evaluate the coincidences of dominance relations between alterna-
tives. To this end, we consider again the five alternatives given in Table 3.

Because we have true interval priority weights, we consider the strong dom-
inance relation �ν

T obtained by (9) with substitution of true interval prior-
ity weights Ti to Wi as the true strong dominance relation. The value of
ud(op, oq) = minti∈Ti, i∈N

∑
i∈N ti(ui(op) − ui(oq)) under ti ∈ Ti, i ∈ N are

obtained as shown in Table 6. Here we note that �ν
T shows the true strong

dominance relation based on Ti, i ∈ N while �ν
W shows the estimated strong

dominance relation based on Wi, i ∈ N . From (9), we obtain o3 �ν
T o4 and

o5 �ν
T o4 and no dominance relations hold for other pairs of alternatives.
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Table 6. The evaluation of strong dominance relation �ν
T

alternative o1 o2 o3 o4 o5
o1 — −0.0225 −0.0325 −0.0075 −0.01 %

o2 −0.0225 — −0.01 −0.0075 −0.0325

o3 −0.0575 −0.035 — 0.0225 −0.045

o4 −0.0825 −0.0825 −0.0475 — −0.0475

o5 −0.035 −0.0575 −0.045 0.0225 —

Table 7. Dominance ratios for alternative pairs

Conventional Proposed
(op, oq) op �ν

W oq oq �ν
W op unknown op �ν

W oq oq �ν
W op unknown

(o1, o2) 28.2 % 19.3 % 52.5 % 13.8 % 10.2 % 76.0 %
(o1, o3) 50.8 % 1.7 % 47.5 % 23.6 % 0.2 % 76.2 %
(o1, o4) 98.8 % 0 % 1.2 % 77.5 % 0 % 22.5 %
(o1, o5) 68.3 % 6.0 % 25.7 % 48.6 % 0.4 % 51.0 %
(o2, o3) 66.2 % 2.3 % 31.5 % 56.0 % 0.9 % 43.1 %
(o2, o4) 98.8 % 0 % 1.2 % 78.9 % 0 % 21.1 %
(o2, o5) 51.0 % 3.6 % 45.5 % 18.2 % 0.3 % 81.5 %
(o3, o4) 94.0 % 0 % 6.0 % 86.0 % 0 % 14.0 %
(o3, o5) 21.2 % 15.4 % 63.4 % 1.7 % 3.3 % 95.0 %
(o4, o5) 0.1 % 97.8 % 2.1 % 0 % 79.7 % 20.3 %

Applying (9) to 1,000 estimated interval priority weights Wi in each of con-
ventional and proposed estimation methods, we calculated dominance ratios for
each pair (op, oq) of alternatives. The results are shown in Table 7. As shown in
rows of (o3, o4) and (o4, o5) in Table 7, the interval priority weights estimated
by the conventional method estimate correct dominance relations o3 �ν

W o4
and o5 �ν

W o4 more frequently than those by the proposed method. From this
sense, the conventional estimation looks better than the proposed estimation.
However, as shown in rows of (o1, o4) and (o2, o4) in Table 7, the interval pri-
ority weights estimated by the conventional method estimate wrong dominance
relations o1 �ν

W o4 and o2 �ν
W o4 more frequently than those by the pro-

posed method. Surprisingly, frequencies of o1 �ν
W o4 and o2 �ν

W o4 are bigger
than those of o3 �ν

W o4 and o5 �ν
W o4 in the conventional estimation. This

may be caused by the fact that differences ud(o1, o4) − ud(o4, o1) = 0.075 and
ud(o2, o4)−ud(o4, o2) = 0.075 are bigger than differences ud(o3, o4)−ud(o4, o3) =
0.07 and ud(o5, o4)−ud(o4, o5) = 0.07. On the other hand, although the frequen-
cies of o3 �ν

W o4 and o5 �ν
W o4 are not very big, frequencies of o1 �ν

W o4 and
o2 �ν

W o4 are smaller than those of o3 �ν
W o4 and o5 �ν

W o4 in the proposed
estimation. Non-dominance relations for pairs (o1, o2), (o1, o3) and (o2, o5) are
estimated better by the proposed method than by the conventional method.

From those observation, we can conclude that the interval priority weights
estimated by the conventional method is too narrow to have a safe estimation.
The proposed estimation is better than the conventional one but, nevertheless,
the widths of estimated intervals are still narrow so that it fails to estimate
correct dominance relations.
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5 Concluding Remarks

In this paper, we proposed a logarithmic conversion approach to the estimation
of interval priority weights in the setting of Interval AHP. The proposed app-
roach estimates interval priority weights by solving a single linear programming
problem but the normalization is necessary for the optimal solution. By numer-
ical experiments, we demonstrated the advantages of the proposed estimation
over the conventional estimation. By the experiments, we found that the esti-
mated interval priority weights are too narrow in the conventional method and
the distribution of widths to priority weights of criteria is unbalanced. On the
other hand, the proposed estimation is better than the conventional one because
the widths of the estimated interval priority weights are larger and the distribu-
tion of the widths to priority weights of criteria is more balanced. Nevertheless,
the widths of the interval priority weights estimated by the proposed method
are still small for obtaining better estimations. Further studies on the estimation
of interval priority weights are necessary without loss of the tractability of the
estimation problem.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Number
26350423.
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Abstract. A bilevel linear optimization problem with ambiguous lower-
level objective requires a decision making under uncertainty of rational
reaction. With the assumption that the ambiguous coefficient vector of the
follower lies in a convex polytope, we apply the maximin solution approach
and formulate it as a special kind of three-level programming problem.
According to its property that the optimal solution locates on an extreme
point, we adopt k-th best method to search the optimal solution equipped
with tests for possible optimality, local optimality and global optimality
of a solution. In this study, we propose an effective method to verify the
rational reaction of the follower which is essential to all steps of optimal-
ity test. Our approach uses a relatively small memory to avoid repetition
of possible optimality tests. The numerical experiments demonstrate our
proposed method significantly accelerates the optimality verification pro-
cess and eventually computes an optimal solution more efficiently.

Keywords: Bilevel linear optimization · Possibly optimal decision mak-
ing · Maximin solution

1 Introduction

Bilevel linear programming problem (BLP) is an extension of the linear program-
ming problem that consists of two levels of decision making stage [2]. It is known
as a sequential game in non-cooperative game theory or a so-called Stackelberg
game. In such game, the leader at the upper level chooses his strategy first, and
then the follower at the lower level makes his own decision taking the leader’s
decision into consideration as given. Its applications are found useful in many
research areas where the model used is a hierarchical optimization problem [6];
e.g., principal-agency problem in economics, optimal chemical equilibria, and
irrigation water resource management.

In the conventional BLP [2,3,6], each decision maker is assumed to have
complete information about the game. The leader and the follower can exactly
observe each other’s payoff function and strategy space. However, in realistic
scenarios, the accurate information of the counterpart is not easily observed and
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 89–101, 2015.
DOI: 10.1007/978-3-319-25135-6 10
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often contains ambiguity. For instance, the principal-agent problem between the
regulator and the electricity generating company in the monopoly market is
the case. The regulator as a policy maker wants to impose an optimal measure
for the environmental issue and the energy security policy. While the regulator
cannot have the complete information that describes the company motivation
for its profit maximizing, the regulator has to develop their policy based on
the indeterminate information of the company such as fuel price, demand for
electrical power and so on. For the regulator, these information are imprecise
and ambiguous due to the uncertainty, but are necessary to foresee the profit
which motivates the rational action of the company. This class of principal-agent
problem is much discussed in the area of contract theory [4]. Hence, the BLP
with ambiguous coefficients has attracted high attentions and has been recently
studied [1,5,16].

In our research [11], we propose another approach to solve the BLP problem
with an ambiguous follower’s objective function based on a maximin decision prin-
ciple under uncertainty, and a solution algorithm based on k-th best method. We
assume that the coefficients in the leader’s objective function are precise as well
as the coefficients in the constraints are crisp number. Although some research
[5,16] set the coefficient vector of leader as imprecise parameters, their models con-
structed best-case and worst-case scenario of the leader’s objective function which
eventually fixed the coefficient vector to develop the solution method. Thus, this
scenario construction is equivalent to assume that the leader’s objective function
is precise. On the contrary, the coefficients in the follower’s objective function are
the most concerned. We assume it to be ambiguous and can be represented by a
convex polytope. Since those coefficients often depend on the setting of follower’s
problem that are not known well by the leader and the objective function reflect-
ing the follower’s decision may be unclear to the leader, we think that the BLP
problem with an ambiguous follower’s objective function coefficients is one of the
crucial parts of the BLP problem with ambiguous coefficients.

In this paper, we provide an effective method to possibly conduct the opti-
mality test that helps verifying the possible rational action of the follower. This
optimality verification process is essential for both local and global optimality
test by the definition. It turns out that the acceleration of our k-th best method
is very promising. We have employed the numerical experiments in order to
observe the run time efficiency of our proposed methods.

The organization of this paper is as follows. In Section 2, we describe the
formulation of the problem. We also discuss some properties related to the for-
mulation. Our proposed solution methods and theoretical backgrounds are pro-
vided in Section 3. In Section 4, we show the numerical experiments. Finally,
conclusion and potential future works are discussed in Section 5.

2 Problem Formulation

Briefly we introduce our model setting for BLP with ambiguous objective func-
tion of the follower as well as the definitions and properties in this model. Our
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model focus on the maximin decision criteria for the leader’s decision when he
cannot observe the follower’s objective function precisely. We assume the leader
just ambiguously knows follower’s objective coefficient vector to some extent.
This uncertainty is represented by the convex polytope Γ . Moreover, the strate-
gic effect from the sequential decision is incorporated to the model as a two-step
rational decision in the constraints. This problem can be written as follows:

maximize
x

cT1 x + cT2 y,

subject to x ≥ 0,
y is determined by the follower so as to
maximize

y
c̃T3 y, ∃c̃3 ∈ Γ = {c3 | Gc3 ≤ g},

subject to A1x + A2y ≤ b,
y ≥ 0,

(1)

where x ∈ Rp and y ∈ Rq are the decision variable vectors of the leader and the
follower, respectively, c1 ∈ Rp, c2 ∈ Rq, b ∈ Rm, A1 ∈ Rm×p, and A2 ∈ Rm×q

are constant vectors and matrices while c̃3 is the ambiguous coefficient vector,
and Γ ⊆ Rq is a polytope defined by a matrix G ∈ Rl×q and a vector g ∈ Rl.

We assume the feasible solution set S = {(x,y) | A1x + A2y ≤ b, x ≥
0, y ≥ 0} is bounded and nonempty. The strategy set of the leader and the
follower in the feasible region S are defined respectively by X(S) = {x ≥ 0 |
∃y ≥ 0; A1x + A2y ≤ b}, and S(x) = {y ≥ 0 | A2y ≤ b − A1x}. Moreover,
we assume that the possible range of ambiguous coefficient vector c̃3 is known
in a bounded convex polyhedron defined by Γ = {c ∈ Rq | Gc ≤ g} where
G ∈ Rr×q and g ∈ Rr. When the leader knows exactly the coefficient vector
of the follower’s objective function, he can understand the follower’s rational
reaction set, Opt(c3,x) =

{
y ∈ S(x) | cT3 y = maxz∈S(x) cT3 z

}
. In the case of

ambiguous coefficient vector c̃3, the leader cannot know the follower’s rational
response exactly, but he can explore the follower’s rational response in a larger
region. Under the assumption that c̃3 ∈ Γ , we define the follower’s possible
reaction set by ΠS(x) =

⋃

c3∈Γ

Opt(c3,x).

According to the above situation, we further assume that the leader will
consider the worst effect of the follower’s response to his strategy, and rational-
ize his solution by adopting maximin criteria. Immediately, linear programming
problem (1) is formulated as

(OP )

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

maximize
x

cT1 x + cT2 y

subject to x ≥ 0
y, c3 solves,

(SP (x))

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

minimize
y,c3

cT2 y

subject to
cT3 y = max

z≥0
{cT3 z | A2z ≤ b − A1x}

Gc3 ≤ g
A1x + A2y ≤ b
y ≥ 0
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The upper level problem is a maximization problem for the leader to decide
his decision variable x. The lower level is a minimization problem to obtain the
optimal y and c3 which affect on the leader’s objective function value at worst.
We note that a maximization problem is included in the lower level problem
which represents rationality of the follower. Thus, the problem (OP) can be seen
as a three-level programming problem. Let us define the inducible region set as
IR = {(x,y) | (x,y) ∈ S, y ∈ ΠS(x)}. The problem (OP ) is rewritten as
follows: {

maximize
x,y

cT1 x + cT2 y,

subject to (x,y) ∈ IR.
(2)

3 Proposed Solution Methods

In this section we introduce a solution framework based on k-th best method.
It consists of the vertex enumeration process and the optimality test process for
possible optimality, local optimality and global optimality. The vertex enumer-
ation is done partly and terminates when the global optimal solution is verified.
In addition, we revisit some fundamental ideas of optimality and propose an
effective method to reduce computation time for optimality test which conse-
quently improve the overall algorithm efficiency. The basic idea of k-th best
method, optimality definitions and test processes are explored in the following
subsections.

3.1 K-th Best Method

The k-th best method is a vertex enumeration algorithm. It is a search algorithm
starting from the first best solution and sequentially suggests the second best
and so on, if the former solution does not satisfy to the optimality conditions.
This method is useful when the optimal solution occurs at the vertex; i.e., the
extreme point of the feasible region. The following theorem enhances k-th best
method applicable to solve our model.

Theorem 1. [11] The optimal solution of problem (OP ) is located on a vertex
of feasible region, S.

Thus we proposed a solution procedure based on the k-th best method by
checking the feasibility in the descending sequence of leader’s objective function
value. The following is the linear problem which ignores the lower-level problem.

max{cT1 x + cT2 y | (x,y) ∈ S} (3)

(x1,y1), · · · , (xN ,yN ) denote the N ordered basic feasible solutions satisfying

cT1 xk + cT2 yk ≥ cT1 xk+1 + cT2 yk+1, k = 1, · · · , N − 1 (4)
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According to the fact that there exists an optimal solution at an extreme point,
solving problem (OP ) is to find k∗ which is the smallest index of extreme points
in set IR.

k∗ = min{k ∈ {1, · · · , N} | (xk,yk) ∈ IR} (5)

Based on this method, we fix x = xk and then justify whether yk is the
optimal solution for problem (SP (x)). If so, we can conclude (xk,yk) ∈ IR.
Because we assume S is bounded, we have a finite number of basic feasible
solutions (BFS). Therefore, this procedure stops in a finite number of iterations.
The procedure is written as follows:

[Algorithm 1]. The solution procedure for the problem (OP ) based on k-th
best algorithm

Step 1. k = 1. Solve problem (3) by simplex method, and get the solution
(x1,y1). Set M = {(x1,y1)}, T = ∅.

Step 2. Fix x = xk. Justify whether yk is the optimal solution of (SP (xk)) or
not. If it is the optimal solution of (SP (xk)), the solution is also the optimal
solution of problem (OP ) and terminate the procedure with the optimal
solution (xk,yk). Otherwise, go to step 3.

Step 3. Generate Mk, a set of adjacent extreme points of (xk,yk), which
satisfies cT1 x + cT2 y ≤ cT1 xk + cT2 yk. Then, T = T ∪ {(xk,yk)}, M = (M ∪
Mk) \ T.

Step 4. k = k + 1. Choose (xk,yk) ∈ arg maxx,y{cT1 x + cT2 y | (x,y) ∈ M},
and go to step 2.

Step 1, 3 and 4 of Algorithm 1 is the usual vertex enumeration process. On
the other hand, step 2 is the optimality verification process of yk to problem
(SP (xk)), feasibility, local and global optimality. We set up these tests to avoid
computational loads for the global optimality test and to aim at detecting incon-
sistent solutions to each optimality definition:

Definition 1. Possible, local and global optimality
Possible: y ∈ ΠS(xk).
Local: yk s.t. 	 ∃ y ∈ N(yk) ∩ ΠS(xk) and cT2 y < cT2 yk,

where N(yk) is a set of all adjacent basic feasible solutions of yk.
Global: yk s.t. 	 ∃ y ∈ ΠS(xk) and cT2 y < cT2 yk.

Those specific details of each optimality definition and test procedures are dis-
cussed in the next subsections.

3.2 Rational Reactions and Possible Optimality Test

As the leader needs to speculate the act of follower yk, it is necessary to check
whether that yk is a rational choice and a possible reactions of the follower, so-
called, possible optimality or the feasibility of rational response. The feasibility
of yk is verified if there is a vector c3 ∈ G to advocate it as a rational reaction of
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the follower in problem (SP (xk)). This is equivalent to that yk is the member
of possibly optimal solution set, noted by yk ∈ ΠS(x).

As shown by [9], the possibly optimal solution set equals to a weakly efficient
solution set of a multiple objective linear programming problem. Since a weakly
efficient solution set is connected and polyhedral [15], ΠS(x) is then connected
and polyhedral. However, ΠS(x) is not a convex set, problem (SP (x)) cannot
be solved easily even when x is determined. Given (x,y) ∈ S, the feasibility of
a solution y can be tested by the possibly optimal test proposed by [8]. The
characterization of possible optimality test is described in the next theorem.

Theorem 2. [11] The necessity and sufficient condition for y ∈ S(x) to be a
possible reaction, i.e., y ∈ ΠS(x), is given by the consistency of the following
system of linear inequalities:

m̃∑

i=1

uiāi ∈ Γ, ui ≥ 0, ∀i = 1, 2, . . . , m̃, (6)

where āT
i is a row vector of

[
A2

−E

]
corresponding to the i-th active constraint of

A2y ≤ b − A1x and y ≥ 0, where E is an identity matrix and m̃ is the total
number of active constraints.

The test result of the method following to theorem 2 can be reused for other
BFSs that have the same set of basic variables. Intuitively, the information
required for (6) are just the active normal vectors of binding constraints and
Gc3 ≤ g. The former can be represented by a set of non-basic variables, and the
latter is a necessary condition. To all the other iterations, any extreme points
with the same set of basic/non-basic variables correspond to the same active
constraints. We thus can identify whether the current BFS belongs to the pos-
sibly optimal solution set by considering the set of basic/non-basic variables of
each solution.

Corollary 1. Let I be a set of basic variables for a BFS. Every extreme point in
the lower-level problem (SP (x)) represented by this set I retain the same result
of possibly optimal test.

Furthermore, some partial information from the test method by theorem 2
can be reused to avoid the repetition of solving the same linear programming.
The solution of positive ui preserves the feasibility of other y of which BFS con-
tains all non-basic variables corresponding to those positive ui. In other words,
if one BFS has been tested and become a member of ΠS(x), the solution of
positive ui generates a subset of non-basic variables that correspond to nor-
mal vectors of a cone for c3. Another BFS with such a subset included in its
non-basic variable set is also possibly optimal since the same c3 maintains the
possible optimality for this BFS.

Corollary 2. Let J be a set of non-basic variables such that it has a correspond-
ing vector u > 0 satisfies (6). The BFS that has all of those non-basic variables
corresponding to positive ui is also a possibly optimal solution.
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Subsequently, we found a simple method to test a single non-basic variables
that always generate its corresponding positive ui. The idea is based on the fact
that ui is a positive coefficient extending the normal vector of active constraint
to relocate in the convex polyhedron Γ . The requirement is nothing but to find
an appropriate scalar value of that normal vector enhancing its feasibility in Γ .

Corollary 3. There is a positive coefficient ui for a normal vector āi in matrix
A2 such that uiGāi = uiĝ ≤ g if and only if there is no such gt < 0 < ĝt for
t = 1, . . . , q in g and ĝ, and there is ui such that r

′ ≤ ui ≤ r
′′

where

r
′
= max

{
gt

ĝt
> 0 | gt, ĝt < 0

}
and r

′′
= min

{
gt

ĝt
> 0 | gt, ĝt > 0

}
.

According to corollary 2 and 3, we can adopt the results of non-basic variable
with respect to ui to immediately verify possible optimality of other BFS which
have those corresponding non-basic variables. The repetitive computations of solv-
ing LP for (6) to check possible optimality are avoidable. Indeed, we reuse the test
results that passed the possibly optimal test according to Theorem 2. It requires
some memory space only linear order with the upper bound of all possible full-rank
combinations in the lower-level problem. The usage of memory storage provide a
quick guide for evaluation of unchecked BFSs, and accelerate possible optimality
verification in total.

3.3 Local Optimality Test

Local optimal solution is a solution with the property that there is no neighbor
BFS which is possibly optimal and improves the objective value of the lower-
level problem (SP (x)). We define it on the BFS so that the implementation is
readily to operate the simplex algorithm. The procedure of local optimality tests
is written as follows:

[Algorithm 2]. Local optimality for problem (SP (xk)).

Step 2-(a). Apply simplex method to confirm the existence of a solution satis-
fying equation (6). If it exists, we know yk ∈ ΠS(xk) and go to step 2-(b).
If it does not exist, go to step 3.

Step 2-(b). For each adjacent basic solution y of the current basic solution
corresponding to yk, we check cT2 y < cT2 yk and y ∈ ΠS(xk) by the same
way as in step 2-(a). If such an adjacent solution is founded, yk is not locally
optimal and go to step 3. Otherwise, proceed to the global optimality test,
i.e., step 2-(c).

Step 2-(c). Test the global optimality of yk to problem (SP (xk)). If the global
optimality is verified, we found that (xk,yk) is the optimal solution to prob-
lem (OP ). Otherwise, go to step 3.

The degenerate BFS causes a serious concern in the verification process since
it deters the pivoting process to move to another BFS which improves the objec-
tive value in the preferable direction, −c2. It usually occurs when the columns
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are reduced; in this model the leader’s decision variables are eliminated in the
lower-level problem. To reach a BFS in the preferable direction, we effectively
operate the depth-first search in the BFS search space for local as well as global
optimality test and expect for fast detection of non-optimal yk, [14].

3.4 Global Optimality Test

Following to the definition of global optimality, it is necessary to check all feasible
solutions of problem (SP (xk)) to assure the maximin decision criteria. In this
section, we adopt three algorithms for the global optimality test: the two step k-
th best method [13], the enumeration of adjacent possibly optimal solutions [11]
and the inner approximation method [7]. The first method is intuitive from the
definition and the second method is developed following to the fact that possibly
optimal solutions are connected [10]. On the other hand, the third method is
an algorithm to approximate the global optimality which somewhat generates
unstable results due to zero-rounding errors would probably occur.

First, the two step k-th best method for the global optimality test is a direct
implementation, according to the global optimality definition, to find out that no
other better solutions than yk is a possible reaction of the follower. It sequentially
enumerates all extreme points in S(x). The computation could be costly if there
are many extreme points to visit. The Algorithm 3A is a basis of comparison in
the numerical experiments.

[Algorithm 3A]. Two step k-th best method

Step (a). l = 1 and y[1] = argmin
y∈S(xk)

cT2 y. E = ∅, T = {y[1]}.

Step (b). Check y[l] ∈ ΠS(xk). If so, evaluate cT2 y[l] = cT2 yk. yk is global
optimal solution for (SP (xk)) when the equality is true, and terminate algo-
rithm. If it is not equal, we conclude yk is not global optimal solution, and
go back to Algorithm 1.

Step (c). Let set A contain all adjacent BFS ŷ such that cT2 ŷ ≥ cT2 y[l].
E = E ∪ {y[l]}, T = T ∪ (A \ E).

Step (d). l = l + 1, y[l] = argmin
y

{cT2 y|y ∈ A}, and go to step (b).

Next, the adjacent enumeration of possibly optimal solution is implemented
by using a valid inequality to restrict the feasible region of problem (SP (xk))
which we really concern. It eliminates the non-interesting area where cT2 y ≥
cT2 yk holds. We then obtain Sk(x) = S(x) ∩ {y | cT2 y < cT2 yk}, and the global
optimality condition of yk becomes Sk(x) ∩ ΠS(x) = ∅. We set ε = 10−4 for
Sk

ε (x) = S(x) ∩ {y | cT2 y ≤ cT2 yk − ε}, instead of Sk(x).

[Algorithm 3B]. Enumeration of adjacent possibly optimal solutions

Step (a). Initialize the unchecked basic feasible solution set U and checked basic
feasible solution set is E as empty sets. Choose a vector ĉ3 ∈ Γ , and solve
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maxy∈Sk
ε (x) ĉT3 y. If it is infeasible, we terminate the algorithm concluding

that yk is a global optimal solution of problem (SP (xk)). Otherwise, let ŷ
be the obtained solution and go to step (b).

Step (b). Check the membership of ŷ to ΠS(x) by testing the consistency of
(6) with respect to ŷ. If ŷ ∈ ΠS(x), we terminate the algorithm concluding
that yk is not a global optimal solution of problem (SP (xk)). Otherwise,
update E = E ∪ {ŷ} and go to step (c).

Step (c). Generate all adjacent basic feasible solutions which are members of
ΠSk

ε (x). Let D be the set of those solutions. Update U = U ∪ (D \ E). If
U = ∅, we terminate the algorithm concluding that yk is a global optimal
solution of problem (SP (xk)).

Step (d). Select a basic feasible solution ŷ from U and update U = U \ {ŷ}.
Go back to step (b).
Finally, the inner approximation method exerts the polyhedral annexation

technique [7]. It has been developed for the reverse convex optimization, and then
applied to BLP which possesses the similar structure. This method transforms
BLP into the quotient space which has lower dimensions, depending mainly on
the number of independence constraints of the lower-level problem. It does not
directly evolve all the problem Sk(x) at once, but gradually approximate the
solution from partially a necessary interior set.

The global optimality is to verify whether S̄k(x) ⊆ intW̄ (x), where S̄k(x) =
{u | ĀNu ≤ b̃, u ≥ 0} ∩ {u | cT2 (y0 + ξu) < cT2 yk} and W̄ (x) = {u |
cT3 (y0 + ξu) ≤ max

z∈S(x)
cT3 z, ∀c3 ∈ Γ}. In practice, we construct Pj = {u ≥ 0 |

tTu ≤ 1, ∀t ∈ Vj} for Vj ⊂ R
q , and observe whether P1 ⊂ P2 ⊂ · · · ⊂ W̄ (x).

tj is the normal vector of simplex Pj . It provides the recession direction uj that
updates Pj+1 when there is t ∈ Vj such that ν(t) ≥ 1. The initial simplex P1 =
co{0, μ1e1, μ

2e2, · · · , μqeq} is constructed by μi the solution of the following
problem: ⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

maximize
v,τ

τ

subject to A2(−GTv + y0 + ξτuj) ≤ b − A1x
−GTv + y0 + ξτuj ≥ 0
gTv ≤ 0
v ≥ 0, τ ≥ 0

(7)

[Algorithm 3C]. Inner approximation method

Initalization: Solve y0 = argmin
y∈S(x)

cT2 y and apply possible optimality test.

If feasible, yk is not global optimal. Go back to algorithm 1.
If not, we construct S̄k

ε (x), W̄ (x) and solve for μi, i = 1, · · · , q.
If μiei ∩ S̄k

ε (x) 	= ∅, then yk is global optimal and go back to algorithm 1.
If pass the above requirements, we find t0 from μi. Set j ← 1 to initialize
N1 = {0}, V1 = ∅, Λ1 = Rq

+.
Step (a). For every λ ∈ Nj , compute ν(λ). ν(λ) = max

λ
{(t0 − λ)Tu | u ∈

S̄k
ε (x)}. Remove λ from Nj such that ν(λ) < 1. If Vj and Nj are both

empty, then yk is global optimal. Terminate the algorithm.
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Step (b). Set Vj ← Vj ∪ Nj . Find λj ∈ arg max
λ

{ν(λ) | λ ∈ Vj} and uj ∈
arg max

u
{(t0 − λj)Tu | u ∈ S̄k

ε (x)}
Step (c). Check uj ∈ ∂W̄ (x). If uj ∈ ∂W̄ (x), yk is not global optimal. Go

back to algorithm 1. If uj 	∈ ∂W̄ (x), solve θj which is the optimal value of
(7).

Step (d). Use a cutting hyperplane, Λj+1 = Λj ∩ {λ | (t0 − λ)Tuj ≤ 1
θj }.

For all extreme points in Λj+1, there are some new extreme points generated
by the cut. Put them into Nj+1, and separate the others to Vj+1.
Update j ← j + 1 and go back to Step (a).

4 Numerical Experiments

We evaluate the performance of our proposed method on randomly generated
problems in the following way. m-p-q-r is the parameter of our generated prob-
lems. m is the number of constraints of feasible set S. p and q are the numbers of
decision variables of the leader and of the follower respectively. r is the number
of constraints in Γ .

4.1 Problem Generation

To generate a set of feasible region S, we derive m tangent hyperplanes from the
surface of a unit hypersphere in the positive coordinate plane [12]. r1 ∈ Rp+q is

a uniform random vector for the hypersphere equation, rT
1

|r1|

(
x
y

)
≤ 1. |r1| means

the norm of uniformly random vector r. After that, we perturb these hyperplane
by using a random vector r2 ∈ Rp+q of which each element randomizes between
[1, 3]. The coordinate is converted as a direct multiplication, (x̂, ŷ) = r2⊗ (x,y).
Now we have a convex set S as a feasible region defined by m tangent hyperplanes
of a random ellipsoid.

The coefficient vectors c1 ∈ Rp, c2 ∈ Rq is a random vector whose ele-
ments are uniformly random in [1, 4]. The set Γ defined by q constraints is also
generated similarly to S. The further process is that we move the center of a
hypersphere out of the origin and add another q parallel tangent hyperplanes to
create a new convex polytope without the axes.

4.2 Numerical Results

The numerical experiments are set up to compare the effect before and after
implementing the reuse of possible optimality test results for each global opti-
mality test method. The base line algorithms are described in subsection global
optimality: Algorithm (3A), (3B) and (3C). The programs are developed in
Microsoft Visual C/C++ 2013 and run the experiments in a desktop computer
(OS: Windows 8.1, CPU:3.4 GHz, RAM:8GB). The epsilon value 10−4 is used.

The numerical experiments aim to compare the improvement of efficiency in
each method. We measure the CPU run time used in achieving the global optimal
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Table 1. Results of experiment (CPU time (s))

Case 5-5-8-20 10-5-8-20 15-5-8-20

Method A B C A B C A B C

1st 22% 19% 35% 8% 12% 13% 2% 3% 10%
Mean 0.090 0.097 0.067 2.450 2.261 1.866 29.442 23.472 20.438
S.D. 0.105 0.118 0.072 2.735 3.141 3.208 33.671 29.527 26.081
Min 0 0 0 0 0 0 0 0 0
Max 0.562 0.609 0.375 10.125 13.954 27.877 136.775 128.009 113.227

Median 0.054 0.062 0.046 1.062 0.843 0.656 15.423 11.329 10.079

Method A′ B′ C′ A′ B′ C′ A′ B′ C′

1st 63% 41% 73% 31% 50% 49% 14% 48% 32%
Mean 0.050 0.059 0.050 1.571 1.583 1.673 23.967 21.785 20.235
S.D. 0.049 0.058 0.053 1.753 2.058 3.028 28.876 28.503 26.332
Min 0 0 0 0 0 0 0 0.015 0
Max 0.250 0.250 0.328 6.672 8.891 26.798 113.742 124.228 113.899

Median 0.031 0.046 0.031 0.758 0.625 0.586 10.782 9.774 9.649

Ratio 55% 44% 43% 67% 50% 45% 73% 52% 45%

solution. 100 problems are generated for 3 cases: 5-5-8-20, 10-5-8-20, and 15-5-8-
20 to observe the efficiency varied by the number of constraints which represents
the size of problem. Algorithm (3A), (3B), and (3C) without the reuse strategy
are represented by A, B, and C, otherwise denoted by A′, B′ and C ′.

Table 1 reports the statistics of CPU run time in seconds. The row of 1st is
the proportion of problem sets which the method can finish at the lowest CPU
run time among 6 methods. It is derived from the number of problems it can
finish first over the number of all problems. The sum of those percentage of
each method in the same problem set dose not equal to one because there are
some problems that more than one method finish at the same time. The ratio
at the bottom of the table is a proxy represents the average rate of efficiency
improvement in each problem set. It depicts how our proposed method for pos-
sible optimality test has saved time from the duplication of possible optimality
test. It is calculated by the frequency of reusing test results over the frequency
of test inquiries. The higher scale of ratio, the more efficiency gained.

The result in Table 1 illustrates an empirical evidence for the validity of our
proposed method which save some computational time in the possible optimality
test process. When the problem size increases, the ratio in column A (the two step
k-th best method) also positively changes as the larger problem size encounters
with more inquiries of the possible optimality test, especially for the two step k-th
best method. Although the ratio for method B and C are not very large because
these methods are designed to check fewer BFSs at the lower-level problem.
However, the proportion is still notable.

Considering before and after implement our reuse strategy, method C (the
inner approximation) seems to be the fastest finisher following by B and A
according to the mean run time. In general, the computational time of method
A′ and B′ come closed to the computational time of method C ′ when deploy
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the reuse strategy. Only the case 10-5-8-20, it seems that method B′ win over
method C ′, but the difference is not statistically significant as the dependent
sample t-test is applied with the result: t-value 0.412 and two-sided probability
0.367. Following to the percentage of the 1st row, method B′ has beaten method
C ′ for the problem set 10-5-8-20 and 15-5-8-20. The result implies that the reuse
strategy effectively improve computational time of method B in many types of
problems. The further investigation in problem structure is required.

5 Conclusion

After we introduced the minimax decision model and solution method for bilivel
linear programming with ambiguous lower-level objective function, we explained
some theoretical background to support our effective method for the possible
optimality test. The efficiency improvement in each setting in the numerical
result is because the utilization of memory follows by our theoretical observations
in possible optimality test.

The future work could be in several directions. For example, the improvement
for local search in both local and global optimality tests are at our concern. The
comparison with the commercial package that can solve BLP as a complementary
optimization problem is also of interest.
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Abstract. In this paper, a novel method for the discrete optimization
problem is proposed based on the UCB algorithm. Definition of the neigh-
borhood in the search space of the problem easily affects the performance
of the existing algorithms because they do not well take into account
the dilemma of exploitation and exploration. To optimize the balance of
exploitation and exploration, we divide the search space into several grids
to reconsider the discrete optimization problem as a Multi-Armed Bandit
Problem, and therefore the UCB algorithm is directly introduced for the
balancing. We proposed a UCB-grid area search and conducted numerical
experiments on the 0-1 Knapsack Problem. Our method showed stable
results in different environments.

Keywords: Discrete optimization problem · Multi-armed bandit prob-
lem · GA · UCB

1 Introduction

An optimization problem is finding the best solution in a search space, which
can be continuous or discrete. This problem becomes very difficult in ordinary
circumstances because the search space is too large to find the best solution
in practice [1]. However, an approximate solution often satisfies a designer’s
requirements without certified optimality. Thus, several approximate optimiza-
tion methods have been proposed to find the approximate solution quickly.

The trade-off between “exploitation” and “exploration” is a dilemma in the
problem [2]. Exploitation is to use the known data for a better solution. On the
other hand, exploration is to search the new area for an unexpected discovery. It
is very important to balance between exploitation and exploration in the search
process. There are well-known methods like GA [3], PSO [4], annealing [5], and
so on. However, the trade-off between exploitation and exploration has not been
argued very well.

Also for a discrete optimization problem, like the knapsack problem, the
trade-off is an issue. Although GA is a standard method, its trade-off is consid-
erable, and therefore GA performance is easily affected by the problem param-
eters, especially in the case where a gene is an ineffective expression for local
search in the problem structure.
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 102–111, 2015.
DOI: 10.1007/978-3-319-25135-6 11
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We introduce the UCB algorithm [6] to the discrete optimization prob-
lem in order to balance the exploitation and exploration. UCB is a well-
publicized and studied algorithm for solving the dilemma in the n-armed bandit
problem [7]-[10]. This algorithm balances between exploitation and exploration,
and break regret [11] becomes O(log n)[12]. Thus, we propose a modified ran-
dom search based on UCB for the optimization problem and perform a numerical
experiment on the 0-1 knapsack problem to test for effectiveness.

2 Fundamental Theory

2.1 Multi-Armed Bandit Problem

A multi-armed bandit problem is for finding the best method to maximize the
sum of rewards earned through a sequence of lever pulls of slot machines [13].
Each lever provides a random reward from a distribution specific to that lever.
Agents don’t know the distribution at first; then they positively seek informa-
tion about levers. However, they have to maximize their rewards from pulling
the levers. Therefore, they are in a dilemma between exploitation and explo-
ration, and must optimize the balance between them. A lot of methods have
been proposed for this problem, and we introduce three typical ones [14] here.

ε-greedy. ε-greedy is the method in which choosing the action having the best
estimated value X̄i. An agent chooses the action randomly with probability ε
(0 ≤ ε ≤ 1) and chooses greedy action with probability 1 − ε. This method is
easy to implement, and if we play infinite times, this method ensures that the
estimated value converges on the true value because all actions are tried infinitely.
However, it also has a weak point in that there is a possibility to choose the worst
action forever because the action is chosen randomly in exploring.

Softmax. Softmax is a method for improving the ε-greedy’s shortcoming that
all actions are chosen with equal probability in exploring. Actions are chosen with
probability considering the estimated value in this method. An agent is able to
choose the action comparing the large/small relation of the estimated value, but
this method has the problem that it is difficult to determine the definition of
that reference point. The Boltzmann distribution is often-used and its definition
is as follows:

Pi =
eX̄i/T

∑
i e

X̄i/T
.

Pi is the probability of choosing the i-th slot machine, and T is the temperature
parameter. The higher T is, the more equally all actions are chosen, and the lower
T is, the higher the probability of actions having a large estimated value is.
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UCB. UCB is a method for choosing the highest value of UCB instead of the
estimated value X̄i. In this method, an agent chooses the action to compare the
upper bound of the confidence interval of the estimated value [6]. The feature is
that a non-selected lever is inevitably selected and an agent is ready to obtain
an unknown estimated value. The definition of UCB is as follows:

UCBi = X̄i + C

√
lnn

ni
.

i is the number of levers, n is the number of total played times, and ni is the
number of times played on i-th lever (

∑
i ni = n). X̄i is the expectation of value

of i-th lever. C is the constant to determine a tendency of exploration.
UCB algorithm is characterized by the regret optimization. Regret is consid-

ered as one of the most important criteria of bandit algorithm. It is defined as
follows:

Regretn = n max
i

X̄i −
∑

i

niX̄i.

Typically, it is proved that the lower bound of the number of choosing the lever
whose expectation is not maximum is O(log n), when the number of play time n
is infinite. Therefore, O(log n) regret at least arise when using the best algorithm.
ε-greedy’s regret is O(n), while UCB algorithm’s regret is O(log n).

2.2 Optimization Problem

When moving to a destination, many people choose the shortest route. Such a
shortest path problem is a type of closed optimization problem. Not only this
problem, but optimization problems in general are studied in various fields such
as engineering and economics.

Generally, they are expressed as follows [15].

minimize or maximize f(x)
subject to x ∈ F,

where f is the objective function, F is the feasible region, and x is the feasible
solution. The optimization problems are divided into some classes by the kinds
of objective functions and constraints.

2.3 0-1 Knapsack Problem

The 0-1 knapsack problem is a type of combinatorial optimization problem [16].
It evaluates combinations that maximize summation of value in a combination
that satisfies weight limits W when knapsack which can accommodate items of
the constant capacity W . N kinds of items xi(i = 1, · · · , N) that determines
value pi and weight wi are given. It has many applications: freight transport
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systems, personnel management based on the ability of employees, purchase of
supplies within a budget, decision making in financial transactions. Summation
of value P , which is the objective function, is as follows:

P =

{∑n
i=1 pixi (

∑n
i=1 wixi ≤ W )

0 (
∑n

i=1 wixi > W ),
(1)

where x ∈ 0, 1.
The simplest method of solving this problem is using all combinations, but it

costs much calculation time by the combination of 2N . Thus, this study proposes
a method that improves random search using the UCB strategy.

3 Proposed Method

It’s important in optimization algorithms to maintain a desirable ratio of
exploitation, the choice to obtain unknown information, to exploration, the
choice to maximize profit among known information. We propose a method to
maintain the ratio with the UCB algorithm in the optimization by dividing the
area into several grids that are considered as slots.

3.1 Grid Area Search (GAS) for 0-1 Knapsack Problem

In our method, an exploration area is divided into smaller areas the same size;
we choose an area (grid area) by the bandit algorithm and search in the area
at random. Methods for choosing the grid area are random search, ε-greedy
method, UCB algorithm, and so on.

3.2 UCB - Grid Area Search

We propose a method that applies the UCB algorithm to the choice of grid area
in GAS. The procedure is as follows.

1. Divide a searching space into sections of the same size and search in all grid
areas once at random.

2. Decide the gird area to search with UCB algorithm.
3. Randomly search in the area.
4. Repeat a trial some times, and the maximum solution is the solution.

The definition of UCB is as follows:

UCBi = max Vt/N + C

√
log n

ni
. (2)

i is the number of grid areas, ni is the number of times that A was chosen, and n is
the number of total search times (

∑
i ni = n). max Vt is the expectation of value

of the i-th grid area, and N is the number of items. It derives 0 ≤ max Vt/N ≤ 1,
which is the same domain of definition as the estimated value in the multi-armed
bandit problem. C is the constant to determine a tendency of exploration.

In figure 1, assumed UCB-GAS features and other algorithm features are
shown. We intend to develop the versatile method for the optimization.
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Fig. 1. Grid Area Search

Table 1. Algorithm features

algorithms neighborhood number of parameters suitable space, set

random search none none unknown space, set
PSO near the particles a few continuous space
GA similar combinations (gene) several combination set

UCB-GAS in the same grid a few unknown space

4 Experiment

4.1 Experiment Summary

In this study, we conducted the performance comparison experiment with the
0-1 knapsack problem. This time, we used five kinds of optimization algorithms:
Random Search, EG-Grid Area Search, UCB-Grid Area Search, SGA and GA.
EG-Grid Area Search is the method that uses the ε-greedy method for the choice
of the grid in the grid area search. SGA is a simple genetic algorithm that uses
only roulette wheel selection, one-point crossover and the mutation in which a
value of one place of heredity stroma is reversed. GA is the method that applies
elite strategy to SGA.

4.2 Simulation Result

UCB-GAS Parameters. The effect of constant C and the number of grids
are shown as follows.

We simulated each situation where constant C is 0.01, 0.1, 1 and 10, and
weight limits W = 6. The number of grids in UCB-GAS is 100. The number of
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Table 2. Simulation parameters (0-1 knapsack problem)

parameters value

number of items N 20
weight limits W 2, 4, 6, 8, 10
item value pi randomly set (0.0 < pi < 1.0)

item weight wi randomly set (0.0 < wi < 1.0)

Table 3. Simulation parameters (GAS)

parameters value

number of grid areas Ng 50, 100, 150, 200
ε 0.2
C 0.01, 0.1, 1, 10

Table 4. Simulation parameters (GA)

parameters value

mutational rate 0.1
crossover rate 0.8
population 15, 20, 25
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Fig. 2. Mean best solution (C = 0.01, 0.1, 1 or 10)

explorations is 1,000, and we simulated 100 times in this situation. We show the
graph of the average of the best solution, and show the table of the average and
standard deviation of the final solutions as follows.

The vertical axis is for the number of cycles (exploration), and the horizontal
one is for the mean of the best solution.

We also simulated each situation where the number of grids is 50, 100, 150
and 200 fixing C as 0.1.
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Table 5. Best solution at 1,000th exploration

C mean ± SD

0.01 7.6982 ± 0.9983
0.1 7.8494 ± 1.0275
1 7.5916 ± 0.9816
10 7.5290 ± 0.9268

Cycle
0 200 400 600 800 1000

B
es

t S
ol

ut
io

n

3

4

5

6

7

8

N
G

=50

N
G

=100

N
G

=150

N
G

=200

Fig. 3. Mean best solution (NG = 50, 100, 150 or 200)

Table 6. Best solution at 1,000th exploration

NG mean ± SD

50 7.8980 ± 1.0480
100 7.9459 ± 1.0831
150 7.9037 ± 1.1033
200 7.8986 ± 1.0933

These results show that the sensitivity of parameter C and the number of
grids have a low impact on search performance. Figure 3 shows GAS started to
converge after searching all grid areas. If the number of grids becomes larger,
GAS needs large computational times and its convergence becomes slower. How-
ever, they have little or no impact on convergence values.

Given that GAS can perform early search around an optimal solution, it is
reasonable to set the number of grids to 100 in this problem.

Comparative Experiment. We similarly simulated with each method and
show the graph of the average of the best solution, and show the table of the
average and standard deviation of the final solution as follows. We also plotted
the best solution every generation in SGA and GA. Their results are plotted
every 20 cycles because they search the space 20 times in a generation. We set
C as 0.1 and the number of grids as 100, referring to the above results.
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Table 7. Best solution at 1,000th exploration

weight limits W = 2 W = 4 W = 6 W = 8 W = 10

mean ± SD mean ± SD mean ± SD mean ± SD mean ± SD

random search 3.52 ± 1.21 6.00 ± 0.97 7.55 ± 1.12 8.63 ± 1.01 9.00 ± 0.94

EG-GAS(NG=100) 3.82 ± 0.98 6.18 ± 1.00 7.68 ± 1.16 8.91 ± 1.07 8.63 ± 1.01

UCB-GAS(NG=50) 3.66 ± 1.07 6.30 ± 1.08 7.72 ± 1.09 9.00 ± 1.08 9.34 ± 1.19
UCB-GAS(NG=100) 3.84 ± 1.07 6.27 ± 0.98 7.87 ± 1.21 9.00 ± 1.08 9.58 ± 1.00
UCB-GAS(NG=200) 4.02 ± 1.22 6.34 ± 1.08 7.83 ± 1.29 9.06 ± 1.11 9.50 ± 1.11

GA(pop=15) 2.19 ± 2.06 5.83 ± 1.28 7.63 ± 1.24 8.93 ± 1.29 9.50 ± 1.30
GA(pop=20) 2.40 ± 2.07 5.86 ± 1.28 7.83 ± 1.25 9.10 ± 1.18 9.82 ± 1.04
GA(pop=25) 2.77 ± 1.99 6.18 ± 1.38 7.82 ± 1.28 9.21 ± 1.12 9.79 ± 1.09

SGA(pop=20) 2.42 ± 1.88 5.74 ± 1.14 7.52 ± 1.13 8.60 ± 1.03 8.63 ± 1.01

4.3 Discussion

Figures 4, 5 and 6 and Table 7(W < 6) show that UCB-GAS offered a better
search around an optimal solution than other methods. This is because the UCB
strategy maintains the balance between exploitation and exploration. Computa-
tion time (s) was not too different without parallel computing.

On the other hand, Fig. 7 and Table 7(W > 6) show that the result of GA
is the best in all methods in aspects of convergence speed and averages of best
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Table 8. Computation time (s) without parallel computing (MATLAB2015a, Win-
dows8.1, CPU:Xeon 2GHz, RAM: 16GB)

mean ± SD

random search 0.0646 ± 0.0028
UCB-GAS (NG=100) 0.0849 ± 0.0021

GA (pop=20) 0.0851 ± 0.0011

Fig. 8. Value function image (W=2) Fig. 9. Value function image (W=8)

answers. However, most items are selected at best solution where W = 8, 10
(N = 20 and average weight of the item is 0.5, which means that sum of weight
of all items is 10), and this result is in a particular situation.

This result means GA befits a local search to improve a solution for a opti-
mization problem in which the true optimum solution exists near a local opti-
mum solution. UCB-GAS balances trade-off between exploitation and explo-
ration automatically, and therefore is unaffected by multimodal function. In
value function like a figure 8, UCB-GAS is better then GA. While GA is better
then UCB-GAS for value function like a figure 9.

Just as we intended, with several parameters, UCB-GAS developed a “stable”
performance for the discrete optimization problem. Its convergence speed was
worse than we expected but similar to GA.

5 Conclusion

We proposed a novel optimization method for the discrete optimization problem
based on the UCB algorithm, which enables us to balance between exploitation
and exploration in the search process. A numerical experiment was conducted
on the 0-1 knapsack problem with GA.

Our method performed well in the problem. On the whole, taking into
account its stability of performance, easiness and simplicity of implementation
and parameter setting, it has better search ability than other methods.

Like a 0-1 knapsack problem, the search space and the grid area in it are
too complex to define for solving the problem. Even though our algorithm used
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binary space, gridded it at regular intervals and showed better performance than
the others, it leaves much room for discussion about better definition of the space,
which is needed for further performance improvement.
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Abstract. A natural way to represent a 1-D probability distribution is
to store its cumulative distribution function (cdf) F (x) = Prob(X ≤ x).
When several random variables X1, . . . , Xn are independent, the corre-
sponding cdfs F1(x1), . . . , Fn(xn) provide a complete description of their
joint distribution. In practice, there is usually some dependence between
the variables, so, in addition to the marginals Fi(xi), we also need to pro-
vide an additional information about the joint distribution of the given
variables. It is possible to represent this joint distribution by a multi-D
cdf F (x1, . . . , xn) = Prob(X1 ≤ x1 & . . . &Xn ≤ xn), but this will lead
to duplication – since marginals can be reconstructed from the joint cdf –
and duplication is a waste of computer space. It is therefore desirable to
come up with a duplication-free representation which would still allow us
to easily reconstruct F (x1, . . . , xn). In this paper, we prove that among
all duplication-free representations, the most computationally efficient
one is a representation in which marginals are supplements by a copula.

This result explains why copulas have been successfully used in many
applications of statistics: since the copula representation is, in some rea-
sonable sense, the most computationally efficient way of representing
multi-D probability distributions.

1 Introduction

In many practical problems, we need to deal with joint distributions of several
quantities, i.e., with multi-D probability distributions. There are many different
ways to represent such a distribution in a computer. In many practical appli-
cations, it turns out to be beneficial to use a representation in which we store
the marginal distributions (that describe the distribution of each quantity) and
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 112–125, 2015.
DOI: 10.1007/978-3-319-25135-6 12
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a copula (that describe the relation between different quantities; definitions are
given below). While this representation is, in many cases, empirically successful,
this empirical success is largely a mystery.

In this paper, we provide a theoretical explanation of this empirical success,
by showing that the copula representation is, in some reasonable sense, the most
computationally efficient.

The structure of this paper is as follows: In Section 2, we explain why repre-
senting probability distributions is important for decision making: (consistent)
decision making requires computing expected utility, and to perform this compu-
tation, we need to have the corresponding probability distribution in the com-
puter represented in a computer. In Section 3, with this objective in mind,
we consider the usual representations of probability distributions: what are the
advantages and limitations of these representations. Section 3 ends with the
main problem that we consider in this paper: what is the best representation of
multi-D distributions? The formulation of this problem in Section 3 is informal.
The problem is formalized in Section 4. This formalization enables us to prove
that copulas are indeed the most effective computer representation of multi-D
distributions.

2 Why It Is Important to Represent Probability
Distributions: Since This Is Necessary For Decision
Making

In this section, we explain why it is important to represent probability distribu-
tions in a computer.

Probability Distributions are Ubiquitous. To understand why representing
probability distributions is important, let us recall that one of the main objectives
of science and engineering is to predict the future state of the world – and to
come up with decisions which lead to the most preferable future state.

These predictions are based on our knowledge of the current state of the
world, and on our knowledge of how the state of the world changes with time.
Our knowledge is usually approximate and incomplete. As a result, based on our
current knowledge, we cannot predict the exact future state of the world, several
future states are possible based on this knowledge. What we can predict is the set
of possible states, and the frequencies with which, in similar situations, different
future states will occur. In other words, what we can product is a probability
distribution on the set of all possible future states.

This is how many predictions are made: weather predictions give us, e.g., a
60% chance of rain; economic predictions estimate the probability of different
stock prices, etc.

Need to Consider Random Variables. Information about the world comes
from measurements. As a result of each measurement, we get the values of the
corresponding physical quantities. Thus, a natural way to describe the state of
the world is to list the values of the corresponding quantities X1, . . . , Xn.
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From this viewpoint, the probability distribution on the set of all possi-
ble states means a probability distribution on the set of the corresponding
tuples X = (X1, . . . , Xn).

How to Represent Probability Distributions: An Important Question.
Due to ubiquity of probability distributions, it is important to select an appropri-
ate computer representation of these distributions, a representation that would
allow us to effectively come up with related decisions.

Thus, to come up with the best ways to represent a probability distribution,
it is important to take into account how decisions are made.

How Decisions are made: A Reminder. In the idealized case, when we
are able to exactly predict the consequences of each possible decision, decision
making is straightforward: we select a decision for which the consequences are
the best possible. For example:

– an investor should select the investment that results in the largest return,
– a medical doctor should select a medicine which leads to the fastest recovery

of the patient, etc.

In reality, as we have mentioned, we can rarely predict the exact consequence
of different decisions; we can, at best, predict the probabilities of different con-
sequences of each decision. In such real-life setting, it is no longer easy to select
an appropriate decision. For example:

– if we invest money in the US government bonds, we get a small guaranteed
return;

– alternatively, if we invest into stocks, we may get much higher returns, but
we may also end up with a loss.

Similarly:

– if we prescribe a well-established medicine, a patient will slowly recover;
– if instead we prescribe a stronger experimental medicine, the patient will

probably recover much faster, but there is also a chance of negative side
effects which may drastically delay the patient’s recovery.

Researchers have analyzed such situations. The main result of the correspond-
ing decision theory is that a consistent decision making under such probability
uncertainty can be described as follows (see, e.g., [1,3,6]):

– we assign a numerical value u (called utility) to each possible consequence,
and then

– we select a decision for which the expected value E[u] of utility is the largest
possible.

Since we want a representation of a probability distribution that would make
decision making as efficient as possible, we thus need to select a representation
that would allow us to compute the expected values of different utility functions
as efficiently as possible.
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In the next section, we use this motivation for representing probability dis-
tributions to explain which computer representations are most adequate.

Comment. From the strictly mathematical viewpoint, every decision making is
based on comparing expected values of the utility functions. However, in many
practical situations, the corresponding problem becomes much simpler, because
the corresponding utility functions are simple.

For example, in risk analysis, e.g., when considering whether the bridge
will collapse during a hurricane, we often do not differentiate between differ-
ent positive situations (i.e., situations in which the bridge remains standing),
and we also do not differentiate between different negative situations (i.e., sit-
uations in which the bridge collapses). In terms of the utility function, this
is equivalent to considering a “binary” utility in which we only have two
utility levels u+ > u−. In such situations, the expected utility is equal to
u+ · (1 − p−) + u− · p− = u+ − (u+ − u−) · p−, where p− is the probability
of the undesired scenario.

In such cases, comparing different values of expected utility is equivalent
to comparing the corresponding probabilities p−. Thus, instead of computing
expected values of the utility function, it is sufficient to simply compute the
corresponding probabilities.

This observation will be actively used in the following sections.

3 Different Computer Representations of Probability
Distributions: Analysis from the Viewpoint
of Decision-Making Applications

Case of 1-D Probability Distribution: What is Needed? In the previous
section, we argued that since ultimately, our problem is to make a decision,
and consistent decision making means comparing expected values of the utility
function, it is reasonable to select such computer representations of probability
distributions that would be the most efficient in computing the corresponding
expected values.

Let us start with the simplest case of 1-D probability distributions. In view of
the above argument, to understand which representation is the most appropriate,
we need to describe possible utility functions. To describe such functions, let us
start by considering a simple example: the problem of getting from point A to
point B.

In general, all else being equal, we would like to get from A to B as fast as
possible. So, in the idealized case, if we knew the exact driving time, we should
select the route that takes the shortest time. In practice, random delays are
possible, so we need to take into account the cost of different delays.

In some cases – e.g., if we drive home after a long flight – a small increase of
driving time leads to a small decrease in utility. However, in other cases – e.g.,
if we are driving to the airport to take a flight – a similar small delay can make
us miss a flight and thus, the corresponding decrease in utility will be huge. In
our analysis, we need to take into account both types of situations.
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In the situations of the first type, utility u(x) is a smooth function of the
corresponding variable x. Usually, we can predict x with some accuracy, so all
possible values x are located in a small vicinity of the predicted value x0. In this
vicinity, we can expand the dependence u(x) in Taylor series and safely ignore
higher order terms in this expansion:

u(x) = u(x0) + u′(x0) · (x − x0) +
1
2

· u′′(x0) · (x − x0)2 + . . .

The expected value of this expression can be thus computed as the linear com-
bination of the corresponding moments:

E[u] = u(x0) + u′(x0) · E[x − x0] +
1
2

· u′′(x0) · E[(x − x0)2] + . . .

Thus, to deal with situations of this type, it is sufficient to know the first few
moments of the corresponding probability distribution.

In situations of the second type, we have a threshold xt such that the utility
is high for x ≤ xt and low for x > xt. In comparison with the difference between
high and low utilities, the differences between two high utility values (or, corre-
spondingly, between two low utility values) can be safely ignored. Thus, we can
simply say that u = u+ for x ≤ xt and u = u− < u+ for x > xt. In this case,
the expected value of utility is equal to E[u] = u− + (u+ − u−) · F (xt), where
F (xt) = Prob(x ≤ xt) is the probability of not exceeding the threshold. So, to
deal with situations of this type, we need to know the cdf F (x).

1-D Case: What are the most Appropriate Computer Representations?
Our analysis shows that in the 1-D case, to compute the expected utilities, we
need to know the cdf and the moments.

Since the moments can be computed based on cdf, as

E[(x − x0)k] =
∫

(x − x0)k dF (x),

it is thus sufficient to have a cdf. From this viewpoint, the most appropriate way
to represent a 1-D probability distribution in the computer is to store the values
of its cumulative distribution function F (x).

Multi-D Case. In the multi-D cases, we similarly have two types of situations.
For situations of the first type, when small changes in the values xi lead to small
changes in utility, it is sufficient to know the first few moments.

In the situations of the second type, we want all the values not to exceed
appropriate thresholds. For example, we want a route in which the travel time
does not exceed a certain pre-set quantity, and the overall cost of all the tolls
does not exceed a certain value. To handle such situations, it is desirable to know
the following probabilities – that form the corresponding multi-D cdf:

F (x1, . . . , xn) def= Prob(X1 ≤ x1 & . . . &Xn ≤ xn).

So, in the multi-D case too, computing expected values of utility functions
means that we need to compute both the moments and the multi-D cdf. Since
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the moments can be computed based on the cdf, it is thus sufficient to represent
a cdf.

Situations when we go from 1-D to Multi-D Case. The above analysis
of the multi-D case is appropriate for situations in which we acquire all our
knowledge about the probabilities in one step:

– we start “from scratch”, with no knowledge at all,
– then we gain the information about the joint probability distribution.

In such 1-step situations, as we have just shown, the ideal representation of the
corresponding probability distribution is by its cdf F (x1, . . . , xn).

In many practical situations, however, knowledge comes gradually. Usually,
first, we are interested in the values of the first quantity, someone else may be
interested in the values of the second quantity, etc. The resulting information is
provided by the corresponding marginal distributions Fi(xi).

After that, we may get interested in the relation between these quantities
X1, . . . , Xn. Thus, we would like to supplement the marginal distributions with
an additional information that would enable us to reconstruct the multi-D cdf
F (x1, . . . , xn).

In principle, we can store this multi-D cdf as the additional information.
However, this is not the most efficient approach. Indeed, it is well known that
each marginal distribution Fi(xi) can be reconstructed from the multi-D cdf, as

Fi(xi) = F (+∞, . . . ,+∞, xi,+∞, . . . ,∞) = lim
T→∞

F (T, . . . , T, xi, T, . . . , T ).

So, if we supplement the original marginals with the multi-D cdf, we thus store
duplicate information, and duplication is a waste of computer memory.

Situations when we go from 1-D to Multi-D Case: Resulting Problem.
In the general multi-D case, we have shown that storing a cdf is an appropriate
way of representing a multi-D distribution in a computer. However, in situations
when we go from 1-D to multi-D case, this representation is no longer optimal:
it involves duplication and is, thus, a waste of computer memory.

Copula-based Computer Representations: A Possible way to Solve
this Problem. To avoid duplication, some researchers and practitioners use
copula-based representations of multi-D distributions.

A copula corresponding to a multi-D distribution with cdf F (x1, . . . , xn) is
a function C(x1, . . . , xn) for which

F (x1, . . . , xn) = C(F1(x1), . . . , Fn(xn)),

where Fi(xi) are the corresponding marginal distributions; see, e.g., [2,4,5]. A
copula-related way to represent a multi-D distribution is to supplement the
marginals Fi(xi) with the copula C(x1, . . . , xn).

The above formula then enables us to reconstruct the multi-D cdf
F (x1, . . . , xn). This representation has no duplication, since for the same copula,
we can have many different marginals.
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Remaining Problem. A copula-based representation avoids duplication and is,
in this sense, better than storing the cdf. But is the copula-based representation
optimal (in some reasonable sense), or is an even better representation possible?
And if the copula-based representation is optimal, is it the only optimal one, or
are there other representations which are equally good?

These are the questions that we will answer in the next section. Of course,
in order to answer them, we need to first formulate them in precise terms.

4 Formalization of the Problem and the Main Result

Analysis of the Problem. Let us start by formalizing the above problem. We
want a computer representation that will be duplicate-free and computationally
efficient. What do we mean by computationally efficient?

As we have argued, for making decisions, we need to know the values of
the multi-D cdf F (x1, . . . , xn). Thus, whatever representation we come up with,
we need to be able to reconstruct the cdf based on this representation. Thus, to
make the representation computationally efficient, we need to make sure that the
algorithm for reconstructing the cdf is as fast as possible (i.e., that this algorithm
consists of as few computational steps as possible), and that this representation
uses as little computer memory as possible.

To find such an optimal representation, we need to have precise definitions
of what is an algorithm, what is a computational step, and when is an algo-
rithm computationally efficient (in terms of both computation time and com-
puter space). Let us start with providing an exact definition of an algorithm.

Towards a Precise Description of what is an Algorithm. We want to be
able, given the marginals and the additional function(s) used for representing the
distribution, to reconstruct the multi-D cdf F (x1, . . . , xn). This reconstruction
has to be done by a computer algorithm.

An algorithm is a sequence of steps, in each of which we either apply some
operation (+, −, sin, given function) to previously computed values, or decide
where to go further, or stop.

In our computations, we can use inputs, we can use auxiliary variables, and
we can use constants. In accordance with the IEEE 754 standard describing
computations with real numbers, infinite values −∞ and +∞ can be used as
well.

It is also possible to declare a variable as “undefined” (in IEEE 754 this is
called “not a number”, NaN for short). For each function or operation, if at least
one of the inputs is undefined, the result is also undefined.

We thus arrive at the following formal definition of an algorithm:
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Definition 1.

• Let F be a finite list of functions fi(z1, . . . , zni
).

• Let v1, . . . , vm be a finite list of real-valued variable called inputs.
• Let a1, . . . , ap be a finite list of real-valued variables called auxiliary variables.
• Let r1, . . . , rq be real-valued variables; they will be called the results of the

computations.

An algorithm A is a finite sequence of instructions I1, . . . , IN each of which has
one of the following forms:

• an assignment instruction “y ← y1” or “y ← fi(y1, . . . , yni
)”, where:

• y is one of the auxiliary variables or a result variable,
• fi ∈ F , and
• each yi is either an input, or an auxiliary variable, or a result, or a real

number (including −∞, +∞, and NaN);
• an unconditional branching instruction “go to Ii;
• a conditional branching instruction “if y1 � y2, then to Ii else go to Ij”,

where:
• each yi is either an input, or an auxiliary variable, or the result, or a

real number (including −∞ and +∞); and
• � is one of the symbols =, �=, <, >, ≤, and ≥;

• or a stopping instruction “stop”.

Definition 2. The result of applying an algorithm A to the inputs a1, . . . , am is
defined as follows:

• in the beginning, we start with the given values of the inputs, all other vari-
ables are undefined;

• we then start with instruction I1;
• on each instruction:

• if this is an assignment instruction y ← y1 or y ← fi(y1, . . . , yni
), we

assign, to the variable y, the new value y1 or fi(y1, . . . , yni
) and go to

the next instruction;
• if this is an unconditional branching instruction, we go to instruction Ii;
• if this is a conditional branching instruction and both values y1 and y2

are defined, we check the condition y1 � y2 and, depending of whether
this condition is satisfied, go to instruction Ii or to instruction Ij;

• if this a conditional branching instruction, and at least one of the values
yi is undefined, we stop;

• if this a stopping instruction, we stop.

The values r1, . . . , rq at the moment when the algorithm stops are called the
result of applying the algorithm.

Toward a Formal Definition of the Number of Computational Steps.
The above definition of an algorithm as a step-by-step procedure leads to the
following natural definition of the number of computational steps:
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Definition 3. For every algorithm A and for each tuple of inputs v1, . . . , vm, the
number of instructions that the algorithm goes through before stopping is called
the running time of A on v1, . . . , vm.

Examples. To illustrate the above definition, let us start with simple algorithms.

1◦. The standard algorithm for computing the value r1 = v1 · (1 − v1) requires
the use of two arithmetic operations: subtraction f1(z1, z2) = z1 − z2 and multi-
plication f2(z1, z2) = z1 · z2. Here, we can use a single auxiliary variable a1. The
corresponding instructions have the following form:

I1: a1 ← f1(1, v1); this instruction computes a1 = 1 − v1;
I2: r1 ← f2(v1, a1); this instruction computes r1 = v1 · a1 = v1 · (1 − v1);
I3: stop.

For all the inputs, this algorithm goes through two instructions before stopping,
so its running time is 2.

2◦. Computation of the absolute value |v1|, i.e., v1 if v1 ≥ 0 and −v1 otherwise,
requires that we use a unary minus operation f1(z1) = −z1. The corresponding
instructions have the following form:

I1: if v1 ≥ 0, then go to I2 else go to I4;
I2: r1 ← v1;
I3: stop;
I4: r1 ← f1(v1);
I5: stop.

This algorithm also goes through two instructions before stopping, so its running
time is also 2.

3◦. Computation of n! = 1 · 2 · . . . n for a given natural number n requires:

– two arithmetic operations: addition f1(z1, z2) = z1 + z2 and multiplication
f2(z1, z2) = z1 · z2; and

– a loop, with an additional variable a1 that takes the values 1, 2, . . . , n.

The corresponding instructions have the following form:

I1: r1 ← 1;
I2: a1 ← 1;
I3: if a1 ≤ v1, then go to I4 else go to I7;
I4: r1 ← f2(r1, a1);
I5: a1 ← f1(a1, 1);
I6: go to I3;
I7: stop.

The running time of this algorithm depends on the input v1.

– When v1 = 0, we go through three instructions I1, I2, and I3 before stopping,
so the running time is 3.
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– When v1 = 2, we go through I1, I2, I3, I5, I6, then again I3, I4, I5, and I6,
and finally I3 and stop. In this case, the running time is 11.

4◦. If we already have the multi-D cdf as one of the basic functions
fi(z1, . . . , zn) = F (z1, . . . , zn), then computing cdf for given inputs requires a
single computational step:

I1: r1 ← f1(v1, . . . , vn);
I2: stop.

The running time of this algorithm is 1.

5◦. Similarly, if we have a copula f1(z1, . . . , zn) = C(z1, . . . , zn), and we can use
the values vn+i = Fi(xi) as additional inputs, the corresponding algorithm for
computing the cdf also has a running time of 1:

I1: r1 ← f1(vn+1, . . . , v2n);
I2: stop.

What is a Computer Representation of a Multi-D Distribution:
Towards a Formal Definition. Now, we are ready to provide a formal defini-
tion of a computer representation: it is a representation in which, in addition to
the marginals, we have one or more functions that enable us to algorithmically
reconstruct the cdf.

Definition 3. By a representation of an n-dimensional probability distribution,
we mean a tuple consisting of:

• finitely many fixed functions Gi(z1, . . . , zni
), same for all distributions (such

as +, ·, etc.);
• finitely many functions Hi(z1, . . . , zmi

) which may differ for different distri-
butions; and

• an algorithm (same for all distributions), that, using the above functions and
2n inputs x1, . . . , xn, F1(x1), . . . , Fn(xn), computes the values of the cdf
F (x1, . . . , xn).

Examples.

– In the original representation by a cdf, we have H1(z1, . . . , zn) =
F (z1, . . . , zn).

– In the copula representation, we have H1(z1, . . . , zn) = C(z1, . . . , zn).

The corresponding algorithms for computing the cdf are described in the previous
text.

What is Duplication-free: Towards a Precise Definition. In the previ-
ous section, we argued that if we represent a distribution by storing both its
marginals and its cdf, then this representation contains duplicate information:
indeed, based on the cdf, we can reconstruct the marginals.

In precise terms, the original representation by a cdf, when we have
H1(z1, . . . , zn) = F (z1, . . . , zn), is not duplication-free, since we can compute,
e.g., the marginal F1(v1) by applying the following algorithm:
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I1: r1 ← H1(v1,+∞, . . . ,+∞);
I2: stop.

It is therefore reasonable to call a representation duplication-free if such a
reconstruction is impossible:

Definition 4. We say that a representation is duplication-free if no algorithm is
possible that, given the functions Hi representing the distribution and the inputs
x1, . . . , xn, computes one of the marginals.

Example. The copula representation is duplication-free: indeed, for the same
copula, we can have different marginals, and thus, it is not possible to compute
the marginals based on the copula.

A Representation must be Computationally Efficient: Towards Precise
Definitions. First, we want the reconstruction of the cdf to be as fast as possible:

Definition 5. We say that a duplication-free representation is time-efficient if
for each combination of inputs, the running time of the corresponding algorithm
does not exceed the running time of any other duplication-free algorithm.

As we have mentioned earlier, in addition to an efficient use of computation
time, it is also important to make sure that computer memory is used efficiently:
this is why it makes sense to consider only duplication-free representations.

In general, we store the values of one of several functions of different number
of variables. To store a function of m variables, we need to store, e.g., its values
on the corresponding grid. If we use g different values of each of the coordinates,
then we need to store the values of this function at gm points, i.e., we need to
store gm real numbers. Thus, the smaller m, the more efficient we are. This leads
to the following definition.

Definition 6.

• We say that a representation H1(z1, . . . , zm1), . . . , Hk(z1, . . . , zmk
) is more

space-efficient than a representation H ′
1(z1, . . . , zm′

1
), . . . , H ′

k′(z1, . . . , zm′
k′ )

if k ≤ k′ and we can sort the value mi and m′
i in such as way that mi ≤ m′

i

for all i ≤ k.
• We say that a time-efficient duplication-free representation is computa-

tionally efficient if it is more space-efficient than any other time-efficient
duplication-free representation.

Main Result. The only computationally efficient duplication-free representation
of multi-D probability distributions is the copula representation.

Discussion. Thus, copulas are indeed the most efficient way of representing
additional information about the multi-D distributions for which we already
know the marginals. This theoretical result explains why copulas have been
efficiently used in many applications.
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Proof.

1◦. By definition, a computationally efficient representation should be time-
efficient. By definition of time efficiency, this means that for each combination of
inputs, the running time of the corresponding algorithm should not exceed the
running time of any other duplication-free algorithm.

We know that the copula representation is duplication-free and that its run-
ning time is 1 for all the inputs. Thus, for all the inputs, the running time of the
computationally efficient algorithm should not exceed 1. Thus, this algorithm
can have exactly one non-stop instruction.

2◦. This instruction is our only chance to change the value of the output variable
r1, so this instruction must be of assignment type r1 ← f1(y1, . . . , yn1). Since we
did not have time to compute the values of any auxiliary variables – this is our
first and only instruction – the values y1, . . . , yn1 must be the original inputs.

3◦. The function f1 cannot be from the list of fixed functions, since otherwise

– we would get the same result for all possible probability distributions, and
thus,

– we would not be able to compute the corresponding values of the cdf
F (x1, . . . , xn), which are different for different distributions.

Thus, the function f1 must be one of the functions Hi characterizing a distribu-
tion.

4◦. This function f1 = Hi cannot have fewer than n inputs, because otherwise,
some variable xj will not be used in this computation. Thus, the list of functions
Hi used to describe a probability distribution must include at least one function
of n variables.

5◦. We are interested in a computationally efficient duplication-free represen-
tation. By definition, this means that this representation must be more space-
efficient than any other time-efficient duplication-free representation. We know
one time-efficient duplication-free representation – it is the copula representa-
tion, in which we use a single function H1 of n variables.

The fact that our representation is more space-efficient than this one means
that it uses only one function, and this must be a function of n or fewer variables.
We have already shown that we cannot have a function of fewer than n variables,
so we must have a function of exactly n variables.

6◦. The result F (x1, . . . , xn) of applying this function of n variables must depend
on all n variables x1, . . . , xn. Thus, for each of these variables xi, either this same
value xi or the value Fi(xi) must be among its inputs.

7◦. If one of the inputs is xi, i.e., if the corresponding instruction has the form

I1: r1 ← H1(y1, . . . , yi−1, xi, yi+1, . . . , yn);

where each yi is either xi or Fi(xi), then we will be able to compute the corre-
sponding marginal by using the instruction
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I1: r1 ← H1(Y1, . . . , Yi−1, xi, Yi+1, . . . , Yn);

where Yi = +∞ when yi = xi and Yi = 1 when yi = Fi(xi). Since we assumed
that our scheme is duplication-free, this means that such a case is not possible,
and thus, all the inputs to the function H1 are not the values xi, but the values
of the marginals. Thus, the corresponding instruction has the form

I1: r1 ← H1(F1(x1), . . . , Fn(xn));

The result of this computation should be the multi-D cdf, so we should have

F (x1, . . . , xn) = H1(F1(x1), . . . , Fn(xn))

for all possible values x1, . . . , xn.

This is exactly the definition of the copula, so we indeed conclude that every
computationally efficient representation of a multi-D probability distribution is
the copula representation. The main result is proven.

5 Conclusions and Future Work

Conclusions. The need for representing multi-D distributions in a computer
comes from the fact that to make decisions, we need to be able to compute (and
compare) the expected values of different utility functions. So, from all possible
computer representations of multi-D distributions, we should select the ones for
which the corresponding computations are the most efficient.

In this paper, we have shown that in situations where we already know the
marginals, copulas are indeed the most computationally efficient way of repre-
senting additional information about the multi-D distributions.

Possible Future Work. In this paper, we have concentrated on computing the
cumulative distribution function (cdf). This computation corresponds to binary
utility functions – i.e., utility functions that take only two values u+ > u−. Such
binary functions provide a good first approximation to the user’s utilities and
user’s preferences, but to obtain a more accurate description of user’s preferences,
we need to use utility functions from a wider class.

It is therefore desirable to find out, for wider classes of utility functions, which
computer representations are the most computationally efficient for computing
the corresponding expected values. The empirical success of copulas leads us
to a natural conjecture that for many such classes, the copula-based computer
representations will still be the most computationally efficient.
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2. Jaworski, P., Durante, F., Härdle, W.K., Ruchlik, T. (eds.): Copula Theory and
Its Applications. Springer Verlag, Heidelberg (2010)

3. Luce, R.D., Raiffa, R.: Games and Decisions: Introduction and Critical Survey.
Dover, New York (1989)

4. McNeil, A.J., Frey, R., Embrechts, P.: Quantitative Risk Management: Concepts,
Techniques Tools. Princeton University Press, Princeton (2005)

5. Nelsen, R.B.: An Introduction to Copulas. Springer Verlag, Heidelberg (1999)
6. Raiffa, H.: Decision Analysis. Addison-Wesley, Reading (1970)



A New Measure of Monotone Dependence
by Using Sobolev Norms for Copula

Hien D. Tran1(B), Uyen H. Pham2, Sel Ly3, and T. Vo-Duy4,5

1 Tan Tao University, Duc Hoa, Long An, Vietnam
hein.tran@ttu.ed.vn

2 University of Economics and Law, Ho Chi Minh City, Vietnam
uyenph@uel.edu.vn

3 Faculty of Mathematics and Statistics, Ton Duc Thang University,
Ho Chi Minh City, Vietnam

lysel@tdt.edu.vn
4 Division of Computational Mathematics and Engineering (CME),

Institute for Computational Science (INCOS), Ton Duc Thang University,
Ho Chi Minh City, Vietnam

5 Faculty of Civil Engineering, Ton Duc Thang University,
Ho Chi Minh City, Vietnam
voduytrung@tdt.edu.vn

Abstract. Dependence structure, e.g. measures of dependence, is one
of the main studies in correlation analysis. In [10], B. Schweizer and
E.F. Wolff used Lp-metric dLp(C, P ) to obtain a measure of monotone
dependence where P is the product copula or independent copula, and
in [11] P. A. Stoimenov defined Sobolev metric dS(C, P ) to construct the
measure ω(C) for a class of Mutual Complete Dependences (MCDs). Due
to the fact that the class of monotone dependence is contained in the class
of MCDs, we constructed a new measure of monotone dependence, λ(C),
based on Sobolev metric which can be used to characterize comonotonic,
countermonotonic and independence.

Keywords: Copulas · Monotone dependence · Measures of depen-
dence · Sobolev metric

1 Introduction

Let X and Y be random variables with continuous marginal distribution func-
tions F and G, respectively, and a joint distribution function H, then by Sklar’s
theorem [7], there exists a unique copula C such that

H (x, y) = C (F (x) , G (y)) . (1)

This copula C captures the dependent structure of X and Y. In particular, X
and Y are independent if and only if C(u, v) = P (u, v) = uv; While X and
Y are comonotonic (i.e. Y = f(X) a.s., where f is strictly increasing) if and
c© Springer International Publishing Switzerland 2015
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only if C(u, v) = M(u, v) = min(u, v) and X and Y are countermonotonic (i.e.
Y = f(X) a.s., where f is strictly decreasing) if and only if C(u, v) = W (u, v) =
max(u + v − 1, 0) .

Lp-metric dLp(C,P ) due to B. Schweizer and E.F. Wolff, e.g. L1 distance,

σ(C) = dL1(C,P ) = 12
∫∫

I2

|C(u, v) − uv| dudv, (2)

where I = [0; 1], could be used as a measure of monotone dependence because
it attains its maximum of 1 if and only if X and Y are monotone dependence.
However, monotone property of Y on X (or vice versa) is not specified, increas-
ing or decreasing. Moreover, if X and Y are MCD (i.e. Y = f(X) a.s., where f
is a Borel measurable bijection), σ(C) can attain any value in (0; 1]; And the set
of all copulas linking MCDs random variables is dense in the set of all copulas
with respect to any Lp-distance, p ≥ 1, see [11]. This implies that Lp-distances
are limited to detect dependences.

In [11], instead of using the Lp norm, K.F. Siburg and P.A. Stoimenov pro-
posed to use a modified Sobolev norm, given by

‖C‖S =

⎛

⎜⎝
∫∫

I2

(
∂1C

2 + ∂2C
2
)
dudv

⎞

⎟⎠

1/2

, (3)

where ∂iC
′s, i = 1, 2 are the partial derivatives of C(u, v) with respect to the

i-th variable,

∂1C =
∂

∂u
C (u, v) and ∂2C =

∂

∂v
C (u, v) .

Then, a new non-parametric measure of dependence for two continuous random
variables X and Y with copula C, is defined by

ω(C) =
√

3‖C − P‖S =
(
3‖C‖2S − 2

)1/2
. (4)

The measures σ(C) and ω(C) are defined via the independent copula P . By
the advantages of Sobolev metrics, we use a new approach to define a different
measure of monotone dependence, λ(C), in terms of distance between copula C
and the comonotonic copula M . In this paper, some examples are also motivated
to compare the two measures λ(C) and σ(C).

2 Copula and Measures of Dependence

Let I = [0; 1] be the closed unit interval and I2 = [0; 1]× [0; 1] be the closed unit
square.
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Definition 1. A 2-copula (two dimensional copula) is a function C: I2 → I
satisfying the conditions:
i) C(u, 0) = C(v, 0) = 0, for any u, v ∈ I.
ii) C(u, 1) = u and C(1, v) = v, for any u, v ∈ I.
iii) For any u1, u2, v1, v2 ∈ I such that u1 ≤ u2 and v1 ≤ v2,

C(u2, v2) − C(u2, v1) − C(u1, v2) + C(u1, v1) ≥ 0 .

Note (see [7]): for any copula C and for any (u, v) ∈ I2, we have,

W (u, v) ≤ C(u, v) ≤ M(u, v) . (5)

For monotone transformations of random variables, copulas are invariant or
change in a predictable way. It makes copulas become useful in the study of
non-parametric statistics.

Theorem 1. X and Y be continuous random variables with copula CX,Y . Let f
and g be strictly monotone functions on RanX and RanY. Then, for any u, v ∈ I,
the following statements are true:

i) If f and g are strictly increasing, then

Cf(X),g(Y )(u, v) = CX,Y (u, v) .

ii) If f is strictly increasing and g is strictly decreasing, then

Cf(X),g(Y )(u, v) = u − CX,Y (u, 1 − v) .

iii) If f is strictly decreasing and g is strictly increasing, then

Cf(X),g(Y )(u, v) = v − CX,Y (1 − u, v) .

iv) If f and g are strictly decreasing, then

Cf(X),g(Y )(u, v) = u + v − 1 + CX,Y (1 − u, 1 − v) .

Since a copula captures the dependent structure of random variables, one can
construct measures of dependence using copulas with suitable metrics. In fact,
some well-known measures can be written in terms of copula [7], for example,
The Pearson’s correlation coefficient r(X,Y ),

r(X,Y ) =
1

σXσY

∫∫

I2

[C(u, v) − uv] dF−1(u)dG−1(v) ; (6)

The Kendall’s τ(X,Y ),

τ(X,Y ) = τ(C,C) = 4
∫∫

I2

C(u, v)dC(u, v) − 1 ; (7)
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The Spearman’s ρ(X,Y ),

ρ(X,Y ) = ρ(C) = 12
∫∫

I2

C(u, v)dudv − 3 ; (8)

The Gini’s γ(X,Y ),

γ(X,Y ) = γ(C) = 2
∫∫

I2

(|u + v − 1| − |u − v|) dC(u, v) . (9)

For any copula A and B, we now denote the Sobolev scalar product for
copulas by 〈A,B〉S

〈A,B〉S =
∫∫

I2

[∂1A (u, v) ∂1B (u, v) + ∂2A (u, v) ∂2B (u, v)] dudv .

Then, the Sobolev norm and its metric are given, respectively, by

‖A‖2S = 〈A,A〉S =
∫∫

I2

(
∂1A

2 + ∂2A
2
)
dudv,

d2S (A,B) = 〈A − B,A − B〉S
= ‖A − B‖2S = ‖A‖2S + ‖B‖2S − 2〈A,B〉S .

In [2], William F. Darsow et.al. defined a ∗-product for copulas,

(A ∗ B) (u, v) =
∫ 1

0

∂2A (u, t)∂1B (t, v) dt .

The ∗-product of two copulas is also a copula, see [[2],[11]]. In addition, the
Sobolev scalar product can be reformed through the ∗-product.
Theorem 2. Let A and B be copulas. Then the ∗-product satisfies:
i) 1

2 � 〈A,B〉S � 1 ;
ii)

〈A,B〉S =
∫ 1

0

(
AT ∗ B + A ∗ BT

)
(u, u) du

=
∫ 1

0

(
AT ∗ B + B ∗ AT

)
(u, u) du,

where AT (u, v) = A (v, u).

Finally, we present the key theorem leading to the measure of MCDs which is
given by (4).
Theorem 3. For any copula C, the following hold:
i) 〈C,P 〉S = 2

3 ;
ii) ‖C − P‖2S = ‖C‖2S − 2

3 ;
iii) 2

3 � ‖C‖2S � 1.
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3 A New Measure of Monotone Dependence, λ(C)

We now turn to construct a new measure of monotone dependence between two
continuous random variables X and Y with copula C.

Definition 2. Let C be a copula of (X,Y ). We defined λ(X,Y ), or λ(C), by

λ (X,Y ) = λ (C) = ‖C‖2S − 2 ‖C − M‖2S , (10)

where, ‖ · ‖S is the Sobolev norm for copulas and M is the Frechet-Hoeffding
upper-bound.

Here are other forms of λ(C).

Theorem 4. The measure λ(C) can be represented under the following forms,

i) λ (C) = 8
∫ 1

0
C (u, u) du − ∫ 1

0

∫ 1

0

[
∂1C

2 (u, v) + ∂2C
2 (u, v)

]
dudv − 2 .

ii) λ (C) = ‖C − P‖2S − 2
[
‖C − M‖2S − ‖W − P‖2S

]
.

Proof. For i), we have ‖M‖S = 1 (see [11]), and

‖C − M‖2S = ‖C‖2S + ‖M‖2S − 2 〈C,M〉S .

Then, by substituting into (10), we obtain

λ (C) = 4〈C,M〉S − ‖C‖2S − 2 . (11)

Next, by applying ii) of the Theorem 2 and the fact that copula M is an unit
element with respect to ∗ − product, see [[11]], we get

〈C,M〉S =
∫ 1

0

(
CT ∗ M + C ∗ MT

)
(u, u) du

=
∫ 1

0

(
CT + C

)
(u, u) = 2

∫ 1

0

C (u, u)du .

Thus, the first part i) is immediately satisfied from (11).

For ii), by theorem 3, the Sobolev norm for copula C,

‖C‖2S = ‖C − P‖2S +
2
3

.

Replacing this in the definition (10), the measure λ(C) has the form,

λ (C) = ‖C − P‖2S − 2 ‖C − M‖2S +
2
3

.

Then, the result follows due to the fact ‖W − P‖2S = 1
3 . ��
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Remark 1.

1. The λ(C) is actually free of M .
2. The measure λ(C) also contains a metric d(C,P ), the same as the other mea-

sures of dependence. In addition, it contains a metric d(C,M) and d(W,P ).
Therefore, the measure λ(C) is capable of detecting comonotonic, counter-
monotonic and independence.

The main theorem which makes λ(C) becomes a measure of dependence
(satisfying the Renyi’s axioms 1959; B. Schweizer and E.F. Wolff 1981).

Theorem 5. The measure λ(C) or λ(X,Y ) satisfies following properties

i) λ(X,Y ) is defined for all X,Y ;
ii) λ(X,Y ) = λ(Y,X);
iii) −1 ≤ λ(X,Y ) ≤ 1;
iv) λ(X,Y ) = 0 if X and Y are independent;
v) λ(X,Y ) = 1 if and only if Y = f(X) a.s. where f is strictly increasing;
vi) λ(X,Y ) = −1 if and only if Y = f(X) a.s. where f is strictly decreasing;
vii) If f and g are strictly increasing (or decreasing) a.s., then

λ(f(X), g(Y )) = λ(X,Y ) ;

viii) If (Xn, Yn) converges to (X,Y ) in distribution, then λ(Xn, Yn) → λ(X,Y ).

Proof. The part i) and ii) are obviously.
For iii),v), and vi), we evaluate by the inequalities,

‖C‖2S � 1 and ‖C − M‖2S � 0 .

Therefore,
λ (C) = ‖C‖2S − 2‖C − M‖2S � 1 .

It is clear that when copula C is ”closer” to copula M in the sense of Sobolev
distance, the measure λ(C) tends to 1. The equality is fully identified iff C = M .
This proves (i).

Similarly, for the lower bound, by using part i) of Theorem 2,

‖C‖2S � 1 and 〈C,M〉S ≥ 1
2
,

λ (C) = 4〈C,M〉S − ‖C‖2S − 2 � 4
1
2

− 1 − 2 = −1 .

Hence, the measure λ(C) attains its minimum of −1 iff C = W . This proves
(vi).

Part iv) follows from computing with copula C = P ,

‖P‖2S =
2
3
, ‖P − M‖2S =

1
3

.
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To prove vii), we divide it into two cases.
Firstly, when f and g are strictly increasing, we immediately have the identity
from Theorem 1,

λ (f (X) , g (Y )) = λ
(
Cf(X),g(Y )

)
= λ (CX,Y ) = λ (X,Y ) .

Secondly, when f and g are strictly decreasing, due to the invariant of Sobolev
norm for copula, we only need to show

∫ 1

0

Cf(X),g(Y ) (u, u) du =
∫ 1

0

CX,Y (u, u) du .

Indeed, copula has a form as in iv) of Theorem 1, we obtain
∫ 1

0

Cf(X),g(Y ) (u, u) du =
∫ 1

0

[2u − 1 + CX,Y (1 − u, 1 − u)] du

=
∫ 1

0

CX,Y (1 − u, 1 − u) du

=
∫ 1

0

CX,Y (t, t) dt .

For the last part viii), let Hn, Cn, H and C be joint distributions, copulas of
(Xn, Yn) and (X,Y ), respectively. In fact, if Hn converges to H, then Cn point-
wise converges to C, where we used C (u, v) = H

(
F−1 (u) , G−1 (v)

)
. Moreover,

all copulas are Lipschizt, see [7]. Therefore, Cn uniformly converges to C. This
implies that lim

n→∞ λ (Cn) = λ (C). ��

In addition, If the joint distribution of X and Y is bivariate normal, i.e. the
copula of them is Gaussian copula Cr

Cr (u, v) =
1

2π
√

1 − r2

∫ Φ−1(u)

−∞

∫ Φ−1(v)

−∞
exp

(
−s2 − 2rst + t2

2 (1 − r2)

)
dsdt,

where, r is the Pearson’s correlation coefficient between X and Y , |r| < 1.
Then, as the measure ω(Cr) is an increasing function of r (see [11]), so is λ(Cr).
In this paper, the λ(Cr) is computed by using Gauss quadrature as shown in
Fig. 1.

It maybe required that if the measure equals 0, then the independence is
implied. Moreover, it might be invariant under all monotone transformations.
Actually, conditions iv) and vi) could be modified to obtain these desired results.

Theorem 6. X and Y are independent if and only if copula C satisfies

λ (C) = 0, and
∫ 1

0

C (u, u)du =
1
3

. (12)
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Fig. 1. The λ(Cr) of Gaussian copula is an actually increasing function of r

Proof. The copula C(u, v) = P (u, v) = uv, captures the independence of two
random variables. Thus, equalities in (12) hold.

Conversely, when (12) holds, then we easily have ‖C‖2S = 2
3 . Therefore,

according to part ii) of Theorem 3, the independence is concluded. ��
Theorem 7. The measure λ(C) is invariant via f strictly increasing and g
strictly decreasing, (or vice versa) if and only if copula C satisfies

∫ 1

0

[C (u, u) + C (u, 1 − u)] du =
1
2

. (13)

Proof. First, for f strictly increasing and g strictly decreasing, copula of f(X)
and g(Y ) is given by,

Cf(X),g(Y ) (u, v) = u − CX,Y (u, 1 − v) .

Then, λ (f (X) , g (Y )) = λ (X,Y ) iff

∫ 1

0

[u − CX,Y (u, 1 − u)]du =
∫ 1

0

CX,Y (u, u)du

∫ 1

0

[CX,Y (u, u) + CX,Y (u, 1 − u)] du =
1
2

.

Similarly, in the case f is strictly decreasing and g is strictly increasing, we
only need to consider the following identity,
∫ 1

0

[u − CX,Y (1 − u, u)]du =
1

2
−
∫ 1

0

CX,Y (1 − u, u) du =
1

2
−
∫ 1

0

CX,Y (t, 1 − t) dt,

where we have taken t = 1 − u. ��
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Corollary 1. The measure λ(C) is invariant via f strictly increasing and g
strictly decreasing, (or vice versa) if and only if copula C satisfies the Gini’s
index γ(C) = 0.

Proof. In [7], the Gini’s index γ(C) might be written in another form,

γ (C) = 4
∫ 1

0

[C (u, u) + C (u, 1 − u)] du − 2 .

Thus, γ(C) = 0 if and only if
∫ 1

0

[C (u, u) + C (u, 1 − u)] du =
1
2

.

��

4 Examples

Example 1. Let X and Y be random variables with copula Cθ,

Cθ = θM + (1 − θ)P, with θ ∈ [0; 1] . (14)

This copula captures comonotonic dependence when the parameter θ tends to 1.
Let’s evaluate how to the measure λ(Cθ) is used effectively. In fact, the measure
λ(Cθ) and σ(Cθ) (compare Table 1.) follow that

λ(Cθ) =
1
3

(
4θ − θ2

)
, and σ(Cθ) = θ . (15)

Example 2. Let X and Y be random variables with copula Cθ,

Cθ = θW + (1 − θ)P, with θ ∈ [0; 1] . (16)

Then, the measure λ(Cθ) and σ(Cθ) (compare Table 2.) are computed as follows

λ(Cθ) = −1
3

(
2θ + θ2

)
, and σ(Cθ) = θ . (17)

Clearly, the measure λ(Cθ) can distinguish countermonotonic and monotonic-
ity. Indeed, when the parameter θ tends to 1, the copula models structure of
countermonotonicity in which is measured by negative values.

Next examples are motivated to illustrate Theorem 6 and Theorem 7.

Table 1. Comparison between λ(Cθ) and σ(Cθ) with copula Cθ in (14) .

θ 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

λ(Cθ) 0.00 0.13 0.25 0.37 0.48 0.58 0.68 0.77 0.85 0.93 1.00

σ(Cθ) 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00
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Table 2. Comparison between λ(Cθ) and σ(Cθ) with copula Cθ in (16).

θ 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

λ(Cθ) 0.00 −0.07 −0.15 −0.23 −0.32 −0.42 −0.52 −0.63 −0.75 −0.87 −1.00

σ(Cθ) 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Example 3. Let θ ∈ [−1; 1] , and we suppose X and Y are random variables with
Mardia family of copulas Cθ,

Cθ (u, v) =
θ2 (1 + θ)

2
M (u, v) +

(
1 − θ2

)
P (u, v) +

θ2 (1 − θ)
2

W (u, v) . (18)

Then, a straightforward calculation shows that

λ (Cθ) =
1
3
θ2 + θ3 − 1

12
θ4 − 1

4
θ6 . (19)

So with θ ∈ [−1; 1] , we have

λ (Cθ) = 0 ⇔
[

θ1 = 0
θ2 = −0.32249074

(20)

From this of view, we can see that if we take θ = θ2 ≈ −0.3225, then λ(Cθ2) = 0,
but X and Y are actually not independent. However, if we define integral

∫ 1

0

Cθ (u, u) du =
1
3

+
1
24

θ2 +
1
8
θ3,

and set up 1
3 + 1

24θ2 + 1
8θ3 = 1

3 , then we get θ = 0 or θ = − 1
3 . Due to Theorem 6,

there is only a value θ = 0 which is implied independence. Indeed, when θ = 0,
we obtain copula C0(u, v) = P (u, v) = uv.

Now, if we take a transformation f(X) and g(Y ), where f is a strictly increas-
ing and g is a strictly decreasing function (or vice versa), then copula of f(X)
and g(X) is given by C∗

θ which is just made a permutation between M and W,

C∗
θ (u, v) =

θ2 (1 + θ)
2

W (u, v) +
(
1 − θ2

)
P (u, v) +

θ2 (1 − θ)
2

M (u, v) , (21)

and the measure λ(C∗
θ ) could be computed directly,

λ (C∗
θ ) =

1
3
θ2 − θ3 − 1

12
θ4 − 1

4
θ6 . (22)

Clearly, we have λ(C(−θ)) = λ(C∗
θ ). Hence, they are symmetric to the Y-axis.

Similarly, the Gini’s index γ(Cθ) = θ3 and γ(C∗
θ ) = −θ3 (Compare Fig. 2). Note

that, λ(Cθ) = λ(C∗
θ ), (i.e. invariant) iff θ = 0 or the Gini’s index γ(Cθ) = 0.
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Fig. 2. Comparisons among the measures of Mardia’s copulas.

Example 4. Let X and Y be random variables with copula C,

C (u, v) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

min (u, v) , |u − v| >
1
2
,

max (u + v − 1, 0) , |u + v − 1| >
1
2
,

u + v

2
− 1

4
, elsewhere.

(23)

Then, the measure λ(C) and σ(C) are calculated as follows

λ(C) = −1
4
, and σ(C) =

1
4

. (24)

However, the other measures of dependence are equal zero,

τ (C) = ρ (C) = γ (C) = 0 .

From Corollary 1, the measure λ(C) is actually invariant for all strictly trans-
formations with respect to the copula in (23).

5 Conclusion

The measure λ(C) has some more advantages such as λ(C) ∈ [−1; 1]. In par-
ticular, if λ(C) < 0 then C tends to the countermonotonic copula, W . On the
other hand, if λ(C) > 0, C tends to the comonotonic copula, M . Moreover, by
capturing the Sobolev metric, the measure λ(C) can be used to overcome the
inconsistency between MCD and the Lp-distance which is used in σ(C). Also,
for some families of copula Cθ, some popular measures can not detect structure
of dependences, but the measure λ can be done (say, λ(Cθ) �= 0). Furthermore,
this paper also established a necessary and sufficient condition for independence.
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Abstract. Economic and financial processes are complex and highly
nonlinear. However, somewhat surprisingly, linear models like ARMAX-
GARCH often describe these processes reasonably well. In this paper, we
provide a possible explanation for the empirical success of these models.

1 Formulation of the Problem

Economic and Financial Processes are Very Complex. It is well known
that economic and financial processes are very complex. The future values of
the corresponding quantities are very difficult to predict, and many empirical
dependencies are highly nonlinear.

Surprising Empirical Success of ARMAX-GARCH Models. In spite of
the clear non-linearity of the economic and financial processes, linear models
are surprisingly efficient in predicting the future values of the corresponding
quantities. Specifically, if we are interested in the quantity X which is affected
by the external quantity d, then good predictions can often be made based
on the AutoRegressive-Moving-Average model with eXogenous inputs model
(ARMAX) [3,4]:

Xt =
p∑

i=1

ϕi · Xt−i +
b∑

i=1

ηi · dt−i + εt +
q∑

i=1

θi · εt−i, (1)

for appropriate parameters ϕi, ηi, and θi. Here, εt are random variables of the
type εt = σt · zt, where zt is white noise with 0 mean and standard deviation 1,

c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 138–150, 2015.
DOI: 10.1007/978-3-319-25135-6 14
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and the dynamics of standard deviations σt is described by the Generalized
AutoRegressive Conditional Heterosckedasticity (GARCH) model [2–4]:

σ2
t = α0 +

�∑

i=1

βi · σ2
t−i +

k∑

i=1

αi · ε2t−i. (2)

What we do in this Paper. In this paper, we provide a possible explanation
for the empirical success of the ARMAX-GARCH models.

Specifically, we start with simplest predictions models, in which many impor-
tant aspects are ignored, and then show that by appropriately taking these
aspects into account, we come up with the ARMAX-GARCH model.

2 First Approximation: Closed System

First Approximation: Description. Let us start with the simplest possible
model, in which we ignore all outside effects on the system, be it deterministic
or random. Such no-outside-influence systems are known as closed systems.

In such a closed system, the future state Xt is uniquely determined by its
previous states:

Xt = f(Xt−1,Xt−2, . . . , Xt−p). (3)

So, to describe how to predict the state of a system, we need to describe the
corresponding prediction function f(x1, . . . , xp).

In the remaining part of this section, we will describe the reasonable prop-
erties of this prediction function, and then we will show that these properties
imply that the prediction function be linear.

First Reasonable Property of the Prediction Function f(x1, . . . , xp):
Continuity. In many cases, the values Xt are only approximately known. For
example, if we are interested in predicting Gross Domestic Product (GDP) or
unemployment rate, we have to take into account that the existing methods of
measuring these characteristics are approximate.

Thus, the actual values Xact
t of the quantity X may be, in general, slightly

different from the observed values Xt. It is therefore reasonable to require
that when we apply the prediction function to the observed (approximate)
value, then the prediction f(Xt−1, . . . , Xt−p) should be close to the prediction
f(Xact

t−1, . . . , X
act
t−p) based on the actual values Xact

t .
In other words, if the inputs to the function f(x1, . . . , xp) change slightly, the

output should also change slightly. In precise terms, this means that the function
f(x1, . . . , xp) should be continuous.

Second Reasonable Property of the Prediction Function f(x1, . . . , xp):
Additivity. In many practical situations, we observe a joint effect of two (or
more) different subsystems X = X(1) + X(2). For example, the varying price of
the financial portfolio can be represented as the sum of the prices corresponding
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to two different parts of this portfolio. In this case, the desired future value Xt

also consists of two components: Xt = X
(1)
t + X

(2)
t .

In this case, we have two possible ways to predict the desired value Xt:

– first, we can come up with a prediction Xt by applying the prediction func-
tion f(x1, . . . , xp) to the joint values Xt−i = X

(1)
t−i + X

(2)
t−i;

– second, we can apply this prediction function to the first system, then apply
it to the second subsystem, and then add the resulting predictions X

(1)
t and

X
(2)
t to come up with the joint prediction Xt = X

(1)
t + X

(2)
t .

It makes sense to require that these two methods lead to the same prediction,
i.e., that:

f
(
X

(1)
t−1 + X

(2)
t−1, . . . , X

(1)
t−p + X

(2)
t−p

)
=

f
(
X

(1)
t−1, . . . , X

(1)
t−p

)
+ f

(
X

(2)
t−1, . . . , X

(2)
t−p

)
. (4)

In mathematical terms, this means that the predictor function should be additive,
i.e., that

f
(
x
(1)
1 + x

(2)
1 , . . . , x(1)

p + x(2)
p

)
= f

(
x
(1)
1 , . . . , x(1)

p

)
+ f

(
x
(2)
1 , . . . , x(2)

p

)

for all possible tuples
(
x
(1)
1 , . . . , x

(1)
p

)
and

(
x
(2)
1 , . . . , x

(2)
p

)
.

Known Result. We have argued that the desired function f(x1, . . . , xp) should
be continuous and additive. It is known (see, e.g., [1,5]) that every continuous
additive function is a homogeneous linear function, i.e., it has the form

f(x1, . . . , xp) =
p∑

i=1

ϕi · xi (5)

for some values ϕi.
Indeed, for the tuples (x1, 0, . . . , 0), (0, x2, 0, . . . , 0), . . . , (0, . . . , 0, xn) that

add up to (x1 . . . , xn), additivity implies that f(x1, . . . , xn) =
n∑

i=1

fi(xi), where

we denoted fi(xi)
def= f(0, . . . , 0, xi, 0, . . . , 0).

For each function fi(xi), additivity of the function f(x1, . . . , xn) implies that
fi

(
x
(1)
i + x

(2)
i

)
= fi

(
x
(1)
i

)
+fi

(
x
(2)
i

)
. In particular, for xi = 0, we have fi(0) =

fi(0) + fi(0) hence fi(0) = 0.

For any integer q > 0, 1 =
1
q

+ . . . +
1
q

(q times), hence additivity implies

that

fi(1) = fi

(
1
q

)
+ . . . + fi

(
1
q

)
(q times),

so fi(1) = q · fi

(
1
q

)
and fi

(
1
q

)
=

1
q

· fi(1).
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For any p > 0, we have
p

q
=

1
q

+ . . . +
1
q

(p times), hence additivity implies

that

fi

(
p

q

)
= fi

(
1
q

)
+ . . . + fi

(
1
q

)
(p times),

i.e., that fi

(
p

q

)
= p · fi

(
1
q

)
=

p

q
· fi(1).

For negative integers p, for which p = −|p|, we have
p

q
+

|p|
q

= 0, hence

additivity implies that fi

(
p

q

)
+ fi

( |p|
q

)
= fi(0) = 0, so

fi

(
p

q

)
= −fi

( |p|
q

)
= −|p|

q
· fi(1) =

p

q
· fi(1).

Thus, for all rational values xi =
p

q
, we get fi(xi) = ϕi · xi, where we

denoted ϕi
def= fi(1). Every real number xi can be represented as a limit of its

rational approximations x
(k)
i → xi. For these rational approximations, we have

fi

(
x
(k)
i

)
= ϕi · x

(k)
i .

Continuity of the prediction function f(x1, . . . , xn) implies that the function
fi(xi) is continuous as well. Thus, when x

(k)
i → xi, we get fi

(
x
(k)
i

)
→ fi(xi).

So, in the limit k → ∞, the formula fi

(
x
(k)
i

)
= ϕi ·x(k)

i implies that the equality
fi(xi) = ϕi · xi holds for any real value xi.

Thus, from f(x1, . . . , xn) =
n∑

i=1

fi(xi), we conclude that indeed

f(x1, . . . , xn) =
n∑

i=1

ϕi · xi.

Conclusion: We Must Consider Linear Predictors. Since the prediction
function f(x1, . . . , xn) is continuous and additive, and all continuous additive
functions have the form (5), the prediction formula (3) has the following form

Xt =
p∑

i=1

ϕi · Xt−i. (6)

Thus, for this case, we have indeed justified the use of linear predictors.

3 Second Approximation: Taking External Quantities
Into Account

Second Approximation: Description. To get a more adequate description
of the economic system, let us take into account that the desired quantity X
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may also be affected by some external quantity d. For example, the stock price
may be affected by the amount of money invested in stocks.

In this case, to determine the future state Xt, we need to know not only the
previous states of the system Xt−1, Xt−2, . . . , but also the corresponding values
of the external quantity dt, dt−1, . . . Thus, the general prediction formula now
takes the following form:

Xt = f(Xt−1,Xt−2, . . . , Xt−p, dt, dt−1, . . . , dt−b). (7)

So, to describe how to predict the state of a system, we need to describe the
corresponding prediction function f(x1, . . . , xp, y0, . . . , yb). Let us consider rea-
sonable properties of this prediction function.

First Reasonable Property of the Prediction Function f(x1, . . . , xp,
y0, . . . , yb): Continuity. Similarly to the previous case, we can conclude that
small changes in the inputs should lead to small changes in the prediction. Thus,
the prediction function f(x1, . . . , xp, y0, . . . , yb) should be continuous.

Second Reasonable Property of the Prediction Function f(x1, . . . , xp,
y0, . . . , yb): Additivity. As we have mentioned earlier, in many practical sit-
uations, we observe a joint effect of two (or more) different subsystems X =
X(1) + X(2). In this case, the overall external effect d can be only decomposed
into two components d = d(1) + d(2): e.g., investments into two sectors of the
stock market.

In this case, just like in the first approximation, we have two possible ways
to predict the desired value Xt:

– first, we can come up with a prediction Xt by applying the prediction func-
tion f(x1, . . . , xp, y0, . . . , yb) to the joint values Xt−i = X

(1)
t−i + X

(2)
t−i and

dt−i = d
(1)
t−i + d

(2)
t−i;

– second, we can apply this prediction function to the first system, then apply
it to the second subsystem, and then add the resulting predictions X

(1)
t and

X
(2)
t to come up with the joint prediction Xt = X

(1)
t + X

(2)
t .

It makes sense to require that these two methods lead to the same prediction,
i.e., that:

f
(
X

(1)
t−1 + X

(2)
t−1, . . . , X

(1)
t−p + X

(2)
t−p, d

(1)
t + d

(2)
t , . . . , d

(1)
t−b + d

(2)
t−b

)
=

f
(
X

(1)
t−1, . . . , X

(1)
t−p, d

(1)
t , . . . , d

(1)
t−b

)
+ f

(
X

(2)
t−1, . . . , X

(2)
t−p, d

(2)
t , . . . , d

(2)
t−b

)
. (8)

Thus, the prediction function f(x1, . . . , xn, y0, . . . , yb) should be additive.

Conclusion: We Must Consider Linear Predictors. We argued that the
prediction function f(x1, . . . , xn, y0, . . . , yb) should be continuous and additive.
We have already proven that every continuous additive function is a homoge-
neous linear function, i.e., that each such function has the form

f(x1, . . . , xp, y0, . . . , yb) =
p∑

i=1

ϕi · xi +
b∑

i=0

ηi · yi (9)
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for some values ϕi and ηi. Thus, the prediction equation (7) takes the following
form:

Xt =
p∑

i=1

ϕi · Xt−i +
b∑

i=0

ηi · dt−i. (10)

4 Third Approximation: Taking Random Effects into
Account

Description of the Model. In addition to the external quantities d, the desired
quantity X is also affected by many other phenomena. In contrast to the explic-
itly known quantity d, we do not know the values characterizing all these phe-
nomena, so it is reasonable to consider them random effects. Let us denote the
random effect generated at moment t by εt.

In this case, to determine the future state Xt, we need to know not only the
previous states of the system Xt−1, Xt−2, . . . , and the corresponding values of
the external quantity dt, dt−1, . . . , we also need to know the values of these
random effects εt, εt−1, . . . Thus, the general prediction formula now takes the
form

Xt = f(Xt−1,Xt−2, . . . , Xt−p, dt, dt−1, . . . , dt−b, εt, . . . , εt−q). (11)

So, to describe how to predict the state of a system, we need to describe the corre-
sponding prediction function f(x1, . . . , xp, y0, . . . , yb, z0, . . . , zq). Let us consider
reasonable properties of this prediction function.

First Reasonable Property of the Prediction Function f(x1, . . . , xp,
y0, . . . , yb, z0, . . . , zq): Continuity. Similarly to the previous cases, we can con-
clude that small changes in the inputs should lead to small changes in the pre-
diction. Thus, the prediction function f(x1, . . . , xp, y0, . . . , yb, z0, . . . , zq) should
be continuous.

Second Reasonable Property of the Prediction Function f(x1, . . . , xp,
y0, . . . , yb, z0, . . . , zq): Additivity. As we have mentioned earlier, in many prac-
tical situations, we observe a joint effect of two (or more) different subsystems
X = X(1) + X(2). In this case, the overall external effect d can be only decom-
posed into two components d = d(1) + d(2), and the random effects can also be
decomposed into effects affecting the two subsystems: ε = ε(1) + ε(2).

In this case, just like in the first two approximations, we have two possible
ways to predict the desired value Xt:

– first, we can come up with a prediction Xt by applying the prediction
function f(x1, . . . , xp, y0, . . . , yb) to the joint values Xt−i = X

(1)
t−i + X

(2)
t−i,

dt−i = d
(1)
t−i + d

(2)
t−i, and εt−i = ε

(1)
t−i + ε

(2)
t−i;

– second, we can apply this prediction function to the first system, then apply
it to the second subsystem, and then add the resulting predictions X

(1)
t and

X
(2)
t to come up with the joint prediction Xt = X

(1)
t + X

(2)
t .
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It makes sense to require that these two methods lead to the same prediction,
i.e., that:

f
(
X

(1)
t−1 + X

(2)
t−1, . . . , d

(1)
t + d

(2)
t , . . . , ε

(1)
t + ε

(2)
t , . . .

)
=

f
(
X

(1)
t−1, . . . , d

(1)
t , . . . , ε

(1)
t , . . .

)
+ f

(
X

(2)
t−1, . . . , d

(2)
t , . . . , ε

(2)
t , . . .

)
. (12)

Thus, the prediction function f(x1, . . . , y0, . . . , z0, . . .) should be additive.

Conclusion: We Must Consider Linear Predictors. We have argued that
the prediction function f(x1, . . . , y0, . . . , z0, . . .) should be continuous and addi-
tive. We have already proven that every continuous additive function is a homo-
geneous linear function. So, we have

f(x1, . . . , xp, y0, . . . , yb, z0, . . . , zq) =
p∑

i=1

ϕi · xi +
b∑

i=0

ηi · yi +
q∑

i=0

θi · zi (13)

for some values ϕi, ηi, and θi; thus, the prediction formula (11) takes the follow-
ing form:

Xt =
p∑

i=1

ϕi · Xt−i +
b∑

i=0

ηi · dt−i +
q∑

i=0

θi · εt−i. (14)

Deriving the Original ARMAX Formula (1). The formula (14) is almost
identical to the ARMAX formula (1), the only difference is that in our for-
mula (14), the value εt is multiplied by a coefficient θ0, while in the ARMAX
formula (1), this coefficient is equal to 1.

To derive the formula (1), let us first comment that it is highly improbable
that the random quantity εt does not have any effect on the current value Xt of
the desired quantity; thus, the parameter θ0 describing this dependence should
be non-zero.

Now, to describe the random effects, instead of the original values ε, we can
consider the new values ε′ def= θ0 ·ε. In terms of thus re-scaled random effects, we

have ε =
1
θ0

· ε′. Thus, the corresponding linear combination of random terms

takes the form
q∑

i=0

θi · εt−i = θ0 · εt +
q∑

i=1

θi · εt−i = ε′
0 +

q∑

i=1

θi · 1
θ0

· ε′
t−i, (15)

i.e., the form
q∑

i=0

θi · εt−i = ε′
0 +

q∑

i=1

θ′
i · ε′

t−i, (16)

where we denoted θ′
i
def= θi · 1

θ0
.
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Substituting the formula (16) into the expression (14), we get the desired
ARMAX formula:

Xt =
p∑

i=1

ϕi · Xt−i +
b∑

i=0

ηi · dt−i + ε′
0 +

q∑

i=1

θ′
i · ε′

t−i. (17)

Similar Arguments can be Used to Explain Formulas of Vector
ARMAX (VARMAX). Similar arguments lead to a multi-D (version) of the
formula (17), in which X, d, ε are vectors, and ϕi, ηi, and θ′

i are corresponding
matrices.

5 Fourth Approximation: Taking Into Account that
Standard Deviations Change with Time

Description of the Model. In the previous sections, we described how the
desired quantity X changes with time. In the previous section, we showed how
to take into account the random effects εt = σt · zt that affect our system.

To complete the description of the system’s dynamics, it is necessary to sup-
plement this description with a description of how the corresponding standard
deviation σt changes with time. So, now, instead of simply predicting the values
Xt, we need to predict both the values Xt and the values σt.

To predict both values Xt and σt, we can use:

– the previous states of the system Xt−1, Xt−2, . . . ,
– the corresponding values of the external quantity dt, dt−1, . . . ,
– the values of these random effects εt, εt−1, . . . , and
– the previous values of the standard deviation σt−1, σt−2, . . .

Thus, the general prediction formulas now take the form

Xt = f(Xt−1, . . . , dt, . . . , εt, . . . , σt−1, . . .); (18)

σt = g(Xt−1, . . . , dt, . . . , εt, . . . , σt−1, . . .). (19)

So, to describe how to predict the state of a system, we need to describe
the corresponding prediction functions f(x1, . . . , y0, . . . , z0, . . . , t1, . . .) and
g(x1, . . . , y0, . . . , z0, . . . , t1, . . .). Let us consider reasonable properties of this pre-
diction function.

First Reasonable Property of the Prediction Functions f(x1, . . . , y0, . . . ,
z0, . . . , t1, . . .) and g(x1, . . . , y0, . . . , z0, . . . , t1, . . .): Continuity. Similarly to
the previous cases, we can conclude that small changes in the inputs should
lead to small changes in the prediction. Thus, the prediction functions
f(x1, . . . , y0, . . . , z0, . . . , t1, . . .) and g(x1, . . . , y0, . . . , z0, . . . , t1, . . .) should be
continuous.
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Second Reasonable Property of the Prediction Functions f(x1, . . . ,
y0, . . . , z0, . . . , t1, . . .) and g(x1, . . . , y0, . . . , z0, . . . , t1, . . .): Independence-
Based Additivity. As we have mentioned earlier, in many practical situations,
we observe a joint effect of two (or more) different subsystems X = X(1) +X(2).
In this case, the overall external effect d can be only decomposed into two com-
ponents d = d(1) + d(2), and the random effects can also be decomposed into
effects affecting the two subsystems: ε = ε(1) + ε(2).

In our final model, we also need to take into the standard deviations σ; so,
we need to know how to compute the standard deviation σ of the sum of two
random variables based on their standard deviations σ(1) and σ(2) of the two
components. In general, this is not possible: to know the standard deviation σ
of the sum, we need to know not only the standard deviations σ(1) and σ(2), we
also need to know the correlation between the random variables ε(1) and ε(2).

However, there are two reasonable cases when σ can be computed based on
σ(1) and σ(2):

– the case when the random variables ε(1) and ε(2) are independent, and
– the case when the random variables ε(1) and ε(2) are strongly correlated.

In this section, we will consider both cases; in this subsection, we will consider
the first case.

It is known that the variance V = σ2 of the sum of two independent random
variables is equal to the sum of the variances, so V = V (1) +V (2). To utilize this
property, it makes sense to use the variance V instead of standard deviation. In
terms of variance, the predictions formulas take the form

Xt = f ′(Xt−1, . . . , dt, . . . , εt, . . . , Vt−1, . . .); (20)

Vt = g′(Xt−1, . . . , dt, . . . , εt, . . . , Vt−1, . . .), (21)

for appropriate functions f ′(x1, . . . , y0, . . . , z0, . . . , t1, . . .) and g′(x1, . . . , y0,
. . . , z0, . . . , t1, . . .).

In this case, just like in the first three approximations, we have two possible
ways to predict the desired values Xt and Vt:

– first, we can come up with predictions Xt and Vt by applying the prediction
functions
f ′(x1, . . . , y0, . . . , z0, . . . , t1, . . .) and g′(x1, . . . , y0, . . . , z0, . . . , t1, . . .) to the
joint values Xt−i = X

(1)
t−i + X

(2)
t−i, dt−i = d

(1)
t−i + d

(2)
t−i, εt−i = ε

(1)
t−i + ε

(2)
t−i, and

Vt−i = V
(1)
t−i + V

(2)
t−i ;

– second, we can apply these prediction functions to the first system, then
apply them to the second subsystem, and then add the resulting predictions
X

(i)
t and V

(i)
t to come up with the joint predictions Xt = X

(1)
t + X

(2)
t and

Vt = V
(1)
t + V

(2)
t .

It makes sense to require that these two methods lead to the same prediction,
i.e., that:

f ′
(
X

(1)
t−1 + X

(2)
t−1, . . . , d

(1)
t + d

(2)
t , . . . , ε

(1)
t + ε

(2)
t , . . . , V

(1)
t−1 + V

(2)
t−1, . . .

)
=
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f ′
(
X

(1)
t−1, . . . , d

(1)
t , . . . , ε

(1)
t , . . . , V

(1)
t−1, . . .

)
+ (22)

f ′
(
X

(2)
t−1, . . . , d

(2)
t , . . . , ε

(2)
t , . . . , V

(2)
t−1, . . .

)
;

g′
(
X

(1)
t−1 + X

(2)
t−1, . . . , d

(1)
t + d

(2)
t , . . . , ε

(1)
t + ε

(2)
t , . . . , V

(1)
t−1 + V

(2)
t−1, . . .

)
=

g′
(
X

(1)
t−1, . . . , d

(1)
t , . . . , ε

(1)
t , . . . , V

(1)
t−1, . . .

)
+ (23)

g′
(
X

(2)
t−1, . . . , d

(2)
t , . . . , ε

(2)
t , . . . , V

(2)
t−1, . . .

)
.

Thus, both prediction functions f ′(x1, . . . , y0, . . . , z0, . . . , t1, . . .) and
g′(x1, . . . , y0, . . . , z0, . . . , t1, . . .) should be additive.

Since every continuous additive function is a homogeneous linear function,
we have

f ′(x1, . . . , y0, . . . , z0, . . . , t1, . . .) =
p∑

i=1

ϕi·xi+
b∑

i=0

ηi·yi+
q∑

i=0

θi·zi+
�∑

i=1

β′
i·ti (24)

and

g′(x1, . . . , y0, . . . , z0, . . . , t1, . . .) =
p∑

i=1

ϕ′
i·xi+

b∑

i=0

η′
i·yi+

q∑

i=0

θ′
i·zi+

�∑

i=1

βi·ti. (25)

for some values ϕi, ϕ′
i, ηi, η′

i, θi, θ′
i, βi, and β′

i.
Similarly to the previous case, without losing generality, we can take θ0 = 1.

Thus, the prediction formulas (20) and (21) take the following form:

Xt =
p∑

i=1

ϕi · Xt−i +
b∑

i=0

ηi · dt−i + εt +
q∑

i=1

θi · εt−i +
�∑

i=1

β′
i · σ2

t−i; (26)

σ2
t =

p∑

i=1

ϕ′
i · Xt−i +

b∑

i=0

η′
i · dt−i +

q∑

i=0

θ′
i · εt−i +

�∑

i=1

βi · σ2
t−i. (27)

Third Reasonable Property of the Prediction Functions: Dependence-
Based Additivity. In the previous subsection, we considered the case when
the random variables corresponding to two subsystems are independent. This
makes sense, e.g., when we divide the stocks into groups by industry, so that
different random factors affect the stocks from different groups. Alternatively,
we can divide the stocks from the same industry by geographic location of the
corresponding company, in which case the random factors affecting both types
of stocks are strongly positively correlated.

For such random quantities, the standard deviation of the sum is equal to
the sum of standard deviations σ = σ(1) +σ(2). In this case, we can similarly use
two different ways to predicting Xt and σt:
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– first, we can come up with predictions Xt and Vt by applying the prediction
formulas (26) and (27) to the joint values Xt−i = X

(1)
t−i + X

(2)
t−i, dt−i =

d
(1)
t−i + d

(2)
t−i, εt−i = ε

(1)
t−i + ε

(2)
t−i, and σt−i = σ

(1)
t−i + σ

(2)
t−i;

– second, we can apply these prediction formulas to the first system, then
apply them to the second subsystem, and then add the resulting predictions
X

(i)
t and V

(i)
t to come up with the joint predictions Xt = X

(1)
t + X

(2)
t and

σt = σ
(1)
t + σ

(2)
t .

It makes sense to require that these two methods lead to the same prediction.

Let us Use the Dependence-Based Additivity Property. Let us apply
the dependence-based additivity property to the case when the two combined
subsystems are identical, i.e., when X

(1)
t−i = X

(2)
t−i, d

(1)
t−i = d

(2)
t−i, ε

(1)
t−i = ε

(2)
t−i, and

σ
(1)
t−i = σ

(2)
t−i. In this case, X

(1)
t−i = X

(2)
t−i = 0.5 · Xt−i, d

(1)
t−i = d

(2)
t−i = 0.5 · dt−i,

ε
(1)
t−i = ε

(2)
t−i = 0.5 · εt−i, and σ

(1)
t−i = σ

(2)
t−i = 0.5 · σt−i. Substituting these values

X
(1)
t−i, d

(1)
t−i, ε

(1)
t−i, and σ

(1)
t−i into the formula (26), we conclude that

X
(1)
t =

p∑

i=1

ϕi · 0.5 · Xt−i +
b∑

i=0

ηi · 0.5 · dt−i + 0.5 · εt+

q∑

i=1

θi · 0.5 · εt−i +
�∑

i=1

β′
i · 0.25 · σ2

t−i. (29)

Thus, for Xt = X
(1)
t + X

(2)
t = 2X(1)(t), we get

Xt =
p∑

i=1

ϕi · Xt−i +
b∑

i=0

ηi · dt−i + εt +
q∑

i=1

θi · εt−i + 0.5 ·
�∑

i=1

β′
i · σ2

t−i. (30)

We require that the prediction (26) based on the sums should be equal to the
sum (30) of the predictions based on the individual subsystems. Thus, the right-
hand sides of the expressions (26) and (30) should be equal for all possible values
of the input quantities Xt−i, dt−i, εt−i, and σt−i. By comparing these right-hand
sides, we see that this is possible only if β′

i = 0.
Similarly, substituting the valuesX

(1)
t−i = 0.5·Xt−i, d

(1)
t−i = 0.5·dt−i, ε

(1)
t−i = 0.5·

εt−i, and σ
(1)
t−i = 0.5 · σt−i into the formula (27), we conclude that

(
σ
(1)
t

)2

=
p∑

i=1

ϕ′
i · 0.5 · Xt−i +

b∑

i=0

η′
i · 0.5 · dt−i+

q∑

i=0

θ′
i · 0.5 · εt−i +

�∑

i=1

βi · 0.25 · σ2
t−i. (31)
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Thus, for σ2
t =

(
2σ

(1)
t

)2

= 4 ·
(
σ
(1)
t

)2

, we get

σ2
t = 2 ·

p∑

i=1

ϕ′
i · Xt−i + 2 ·

b∑

i=0

η′
i · dt−i + 2 ·

q∑

i=0

θ′
i · εt−i +

�∑

i=1

βi · σ2
t−i. (32)

We require that the prediction (27) based on the sums should be equal to the
sum (32) of the predictions based on the individual subsystems. Thus, the right-
hand sides of the expressions (27) and (32) should be equal for all possible values
of the input quantities Xt−i, dt−i, εt−i, and σt−i. By comparing these right-hand
sides, we see that this is possible only if ϕ′

i = 0, η′
i = 0, and θ′

i = 0.

Conclusion. Since ϕ′
i = 0, η′

i = 0, and θ′
i = 0, the formulas (26) and (27) take

the following form:

Xt =
p∑

i=1

ϕi · Xt−i +
b∑

i=0

ηi · dt−i +
q∑

i=0

θi · εt−i; (33)

σ2
t =

�∑

i=1

βi · σ2
t−i. (34)

Relation to the ARMAX-GRARCH Formula. We can see that the for-
mula (33) is exactly the ARMAX formula, and that the formula (34) is a sim-
plified version of the GARCH formula (our formula lack a constant term α0 and
the terms proportional to ε2t−i).

We have derived these empirically successful formulas from first principles.
Thus, we indeed provide a reasonable explanation for the empirical success of
these formulas.

6 Conclusions and Future Work

Conclusions. In this paper, we analyzed the following problem:

– on the one hand, economic and financial phenomena are very complex and
highly nonlinear;

– on the other hand, in many cases, linear ARMAX-GARCH formulas provide
a very good empirical description of these complex phenomena.

Specifically, we showed that reasonable first principles lead to the ARMAX formu-
las and to the (somewhat simplified version of) GARCH formulas. Thus, we have
provided a reasonable explanation for the empirical success of these formulas.

Remaining Problem. While our approach explains the ARMAX formula, it
provides only a partial explanation of the GARCH formula: namely, we only
explain a simplified version of the GARCH formula (2). It is desirable to come
up with a similar explanation of the full formula (2).
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Intuitively, the presence of additional terms proportional to ε2 in the for-
mula (2) is understandable. Indeed, when the mean-0 random components ε(1)

and ε(2) are independent, the average value of their product ε(1) · ε(2) is zero.

Let us show that this makes the missing term
k∑

i=1

αi · ε2t−i additive – and thus,

derivable from our requirements. Indeed, we have

k∑

i=1

αi ·
(
ε
(1)
t−i + ε

(2)
t−i

)2

=

k∑

i=1

αi ·
(
ε
(1)
t−i

)2

+
k∑

i=1

αi ·
(
ε
(2)
t−i

)2

+ 2
k∑

i=1

αi ·
(
ε
(1)
t−i · ε

(2)
t−i

)
.

Here, the last term – the average value of the product ε(1) ·ε(2) – is practically 0:

k∑

i=1

αi ·
(
ε
(1)
t−i · ε

(2)
t−i

)
≈ 0,

so we indeed have independence-based additivity:

k∑

i=1

αi ·
(
ε
(1)
t−i + ε

(2)
t−i

)2

≈
k∑

i=1

αi ·
(
ε
(1)
t−i

)2

+
k∑

i=1

αi ·
(
ε
(2)
t−i

)2

.

The term α0 can also be intuitively explained: since there is usually an addi-
tional extra source of randomness which constantly adds randomness to the
process.

It is desirable to transform these intuitive arguments into a precise derivation
of the GARCH formula (2).
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Abstract. We use the concept of a stochastic frontier in production
to analyses the problem of pricing in stock markets. By modifying the
classical stochastic frontier model to accommodate for errors dependency,
using copulas, we show that our extended stochastic frontier model is
more suitable for financial analyses. The validation is achieved by using
AIC in our model selection problem.

Keywords: Copula · Financial econometrics · Gaussian quadrature ·
Technical efficiency · Stochastic frontier

1 Introduction

Unless the economy is controlled by a monopolist, the pursuit of economic profits,
through technology efficiency in the production industry, is a natural behavior
of producers. A producer is like a machine: converting inputs to outputs. Given
a technology (of production), the relationship between inputs and outputs is
indicated as x → y: the input x produces the output y.

Since various inputs x (vectors) can produce the same output y (scalar), the
map y → {x : x ⇒ y} is set-valued. If we are interested in cost functions, then
we will be interested in the boundary (frontier) of the set ψ(y) = {x : x ⇒ y},
whereas if we are interested in production functions, then we will look at x →
{y : x ⇒ y} whose frontier ϕ(x) = max{y : x ⇒ y} (when appropriate, e.g.
when y ∈ R, and {y : x ⇒ y} is compact). Multivariate extensions are possible.
In this paper, we address the production problem, the cost problem is just its
dual, and hence can be analyzed similarly.

The above function ϕ : X → Y , ϕ(x) = max{y : x ⇒ y} is referred to as the
(production) frontier function [1]. The set {y : x ⇒ y} is the set of outputs that
are feasible for an input x.

To specify further, the set Q(y) = {x : x → y, λx � y, λ < 1}, which is the
set of inputs (for a given output y) capable of producing y , but when contracted,
become incapable of doing so. This set Q(y) is referred to as an (input) isoquant.
The isoquant defines the boundary (frontier) of the input requirement set.
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 151–162, 2015.
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Among other things, the frontier function will be used to defined technol-
ogy efficiency or inefficiency (in fact to quantify it), a characteristic of obvi-
ous importance. To arrive at the concept of “technical efficiency”, we compare
observed production and “theoretical” production. We can take the ratio of
actual observed output to the optimal value as specified by the (theoretical)
production function. Specifically, for y ≤ ϕ(x), then a measure of efficiency of a
firm i can be taken as TEi(y, x) = y

ϕ(x) (which is ≤ 1).
The obvious problem is how to get the frontier function of technology? Well,

as in many similar issues in science, in general, and in economics, in particular,
only empirical data could shed light on them. Thus, we are heading to the
problem of estimating frontier functions.

Let’s begin with a model like yi = ϕ(xi, θ)TEi where 0 < TE(yi, xi) ≤ 1, or
equivalently

log yi = log ϕ(xi, θ) + log TEi (1)

If we let ui = − log TEi (or TEi = e−ui), then ui ≥ 0, playing the role of a
measure of “inefficiency” since ui ≈ 1 − TEi.

Frontier functions as given above, in which deviations of observations from
the theoretical maxima are only attributed to the inefficiency of firms, are called
deterministic frontier function.

If the output that a producer can get is supposed to be restricted both by the
production function and by random outside factors such as luck or unforeseen
shocks. The model is called a stochastic frontier (production) function.

The probability of not being able to complete the production efficiency (max-
imum output) of a producer might be due to other random factors such as “bad
weather” (say, in the context of agriculture). In other words, deviations from
the deterministic frontier might not be entirely under a control of the producer.
Note that traditionally, producers are capable of reaching the maximum outputs
(the “efficient” frontier). Thus, a more realistic concept of production frontier
should be formulated with such random factors in mind: the “frontier” is ran-
domly placed by the whole collection of random variables that might enter the
model outside the control of the producer.

Specifically, the relationship between input x and output y (in a given tech-
nology) should be of the form

y = ϕ(x) + v − u, (2)

where ϕ(x) = max{y : x ⇒ y}, v is a random error representing the stochastic
characteristic of the frontier ϕ(.) (e.g., measurement error with respect to x),
and u is associated with inter-producer efficiency differences. As such, u ≥ 0,
and the stochastic frontier is x → ϕ(x) + v which is now (with the random
disturbance v) stochastic (i.e., not always on target). It is still a “frontier” since
u ≥ 0 implies that, almost surely, y ≤ ϕ(x) + v .

Given this formulation of a stochastic frontier, the problem (for applications)
is the specification of the distributions of the error terms v and u. In fact, what
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we need to carry out a “stochastic frontier analysis” is the specification of the
distribution of the error term v − u in the model.

Technically speaking, we need the distribution of v−u where v is a symmetric
random variable and u is one-sided random variable (u ≥ 0). Thus, theoretically,
possible models (specifications) for v and u can be chosen among appropriate
types of distributions (such as normals for v, half-normals/ exponentials/ gam-
mas for u). One more important specification: with two specified marginal dis-
tributions Fv(.) and Fu(.), we still need another ingredient to obtain the joint
distribution of (v, u), since the distribution of v − u can only be derived if we
know the joint distribution of (u, v). That extra ingredient is copulas [2]. The
“standard” additional assumption that v and u are independent is in fact an
assumption about a special copula in the model.

Previous studied in stochastic frontier models (SFM) of the Aigner et al.
[3], Meeusen and Broeck [4], Olsen et al. [5], Stevenson [6] and Battese and
Coelli [7] defined a model with a specific distributional form for the error term
and used MLE to estimate the parameters. The gap between the frontier and
the observed production is a measure of inefficiency. Such distance is modeled
by a one-sided random variable and two-sided random variable capturing the
measurement error of the frontier. (see, Sriboonchitta [8], Sanzidur et al. [9],
and Aigner et al. [3] ). In their studies, they imposed the strong assumption
that the one-sided error term u and symmetric error term v were independent.
A normal distribution is assumed for the symmetric error term v while a half-
normal distribution is assigned to the one-sided random variable u. Thus, by
the technical efficiency estimation, we mean “estimation of u”. Note that u is a
random variable with support on R+.

For applying the technical efficiency in financial institutions, from the studied
of Hasan MZ et al. [10], they estimated the technical efficiency in Dhaka Stock
Exchange (DSE) by assuming the Cobb-Douglas function. In their research,
they assumed truncated normal and half-normal with time-variant and time-
invariant inefficiency effects were calculated, and the component error terms were
independent. The results are showed that the technical efficiency (TE) was big in
the group of investment and quite small for the bank group. Liu and Chung [11]
studied the Chinese A-share Seasoned Equity Offerings (SEOs) by comparing a
novel under-pricing measure with an SFM. Moreover, again, the error terms were
assumed independent. Now, we can relax this strong assumption by using copula
to find the joint distribution of the two random variables (see, Wiboonpongse
et al. [12], Amsler et al. [13], Burns [14]). There are many papers using copula
such as Autchariyapanitkul et al. [15], Kreinovich et al. [16], Kreinovich et al.
[17], Sirisrisakulchai and Sriboonchitta [18] and Tang et al. [19].

In this paper, we use the stochastic frontier model for financial pricing prob-
lem. Specifically, input xi plays the role of historical price and volume of a stock,
and the output y is the current price of a stock. The technical efficiency (TE) in
this financial context measures the success level of the strategies to hold stocks
for an investment. The goal of this study is to predict the frontier of prices as
we may call “pricing frontier”, which shows the highest possible price of a stock
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can be retrieved, it is quite interesting that the actual price beneath the frontier
curve displays the inefficiency of the stock market. Also, we can use this method
as a strategy to selects the stock in the portfolio. Besides, we use this to identify
the determinants that influence the share prices of the selected stock and the
level of influence in the stock market. Moreover, we need to find out if factors,
such as historical price, volume, and market indices are significantly related to
stock prices.

The maximum simulated likelihood method is used to estimate the unknown
parameters (see, Wiboonpongse et al. [12], Green [20], Burns [14]). However, in
here, we estimate integral by the Gaussian quadrature for the simplest way, and
then, we use the optimization method to get these parameters.

This study focused on stocks in the Stock Exchange of Thailand (SET ). As
an emerging stock market, it is usually shown higher levels of asymmetric infor-
mation due to less complicated regulation, the less care for investigation duty
of institutional investors and large-block shareholders compared with developed
markets. This study gives us an excellent opportunity to investigate price as it
is more likely to be significant. SET has received considerable attention from
many researchers and investors as the case studies and potential investment
alternatives. Also, it is quite crucial to examine the valuation of stock prices.

The paper is arranged as follows. Section 2 provides the knowledge of stochas-
tic frontier and copulas while Section 3 explains the empirical application to stock
market. Section 4 employs the results, and final Section makes the conclusion
and extension.

2 Copulas as Dependence Measures

Since the serious drawbacks of Pearson’s linear correlation and cannot be used
for “heavy-tailed” distributions, especially when applying to financial economics.
First, dependence structures. Whatever they are, X and Y are related to each
other in some fashion, linear or not. Can we classify all different types of depen-
dence using copulas? Here are some examples of copulas.
(i) The independent copula
Recall that two real-valued random variables X and Y are said to be independent
if, for any A,B in B(R),

P (X ∈ A, Y ∈ B) = P (X ∈ A)P (Y ∈ B) (3)

In terms of distribution functions FX , FY , F(X,Y ), the above is equivalent to,
for any x, y ∈ R

F(X,Y )(x, y) = FX(x)FY (y) (4)

Thus, independence is described by the product copula C(u, v) = uv

(ii) The Gaussian copula
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For C being the Gaussian copula, i.e.,

Cθ(u, v) =
∫ Φ−1(u)

−∞

∫ Φ−1(v)

−∞

(
1

2π
√

1 − ρ2

)
exp

[
−x2 + y2 − 2θxy

2(1 − θ2)

]
,dxdy (5)

Since, θ ∈ (1,−1), we have τ(Cθ, Cθ) =
2
π

arcsin(θ) and θ(X,Y ) =
6
π

arcsin(
θ

2
).

Φ represents the standard normal distribution function. Thus, the Gaussian cop-
ulas are strongly comprehensive.

(iii) t-copula
Recall that (X,Y ) is said to follow a bivariate t distribution with ν degrees of
freedom if its density function is of the form

h(x, y) =
Γ

(
ν + 2

2

)

Γ
(ν

2

) √
(νπ)2 | Σ |

[
1 +

x2 − 2ρxy + y2

ν(1 − ρ2)

]−
ν + 2

2 (6)

where we write x for (x, y) and Σ a positive definite matrix. The (bivariate)
t-copula is

Cν,Σ(u, v) =
∫ t−1

ν (u)

−∞

∫ t−1
ν (v)

−∞
h(x, y)dxdy (7)

where t−1
ν is the quantile function of the univariate t-distribution with ν degrees

of freedom. It can be shown that t-copulas exhibit asymptotic dependence in the
tail.

(iv) Clayton copula
Clayton copula can capture the lower tail dependence for θ > 0 and given by

CCl
θ (u, v) = (max{u−θ + v−θ − 1, 0})− 1

θ , (8)

where θ ∈ [−1,∞) − {0}. For the limits θ → 0 we obtain the independence cop-
ula, while for θ → ∞ the Clayton copula arrives at the comonotonicity copula.
For θ = −1 we obtain the Fréchet-Hoeffding lower bound.

(v) Frank’s copula
Note that Frank’s copulas are Archimedean copulas with generator ϕθ(u) =

− log
e−θu − 1
e−θ − 1

leads to the Frank’s copula given by

CFr
θ (u, v) = −1

θ
ln

(
1 +

(e−θu − 1) ∗ (e−θv − 1)
e−θ − 1

)
, (9)

for θ ∈ R − {0}. Thus, this family is strongly comprehensive.
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(vi) Gumbel copula
The Gumbel copula or Gumbel-Hougaard copula of (X,Y ) is given in the follow-
ing form:

CGu
θ (u, v) = exp(−[(log u)θ + (− log v)θ]

1
θ ), (10)

where θ ∈ [1,∞). It is and Archimedean copula with (additive) generator ϕθ(t) =
(− log t)θ. For θ = 1 that show the independence copula. And for θ → ∞ The
Gumbel copula tends to the comonotonicity copula.

3 Copula-Based Stochastic Frontier Model (SFM)

Consider the stochastic frontier model given by

Y = f(X;β) + (V − U), (11)

where X is a vector of pricing factors and β is the associated vector of parameters
that we need to estimate. Thus, the error component V is the usual symmetric
error term with cdf FV (v) = Pr(V ≤ v) and U is a one-side error term which we
define as pricing inefficiency with cdf FU (u) = Pr(U ≤ u) and they are assumed
to be independent. The pricing efficiency (TE) can be obtained by

TE = exp(−U). (12)

Since, U � 0 and follow a half-normal distribution. The density as following

fHN (U) =
2√

2πσ2
U

exp
{

− U2

2σ2
U

}
. (13)

And V is a normal distribution. The density is written as

fN (V ) =
1√

2πσ2
V

exp
{

− V 2

2σ2
V

}
. (14)

Assumed the independence assumption, the joint density function of U and
V is the product of their individual density functions

f(U, V ) =
1

π
√

σ2
Uσ2

V

exp
{

− U2

2σ2
U

− V 2

2σ2
V

}
. (15)

Since, ξ = V − U , the joint density function of U and ξ is

f(U, ξ) =
1

π
√

σ2
Uσ2

V

exp
{

− U2

2σ2
U

− (ξ + U)2

2σ2
V

}
. (16)

The marginal density of ξ can be obtained by integrating U out of f(U, ξ),
which yields

f(ξ) =
∫ ∞

0

f(U, ξ)dU. (17)
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The strong assumption on U and V can be relaxed by using copula to get a
better model. The copula-based stochastic frontier model sufficiently copes with
the dependence structure between U and V . By Sklar’s theorem, the joint cdf
of U and V is represented by

H(u, v) = Pr(U ≤ u, V ≤ v) (18a)
= Cθ(FU (u), FV (v)), (18b)

where Cθ(·, ·) is the bivariate copula with unknown parameter θ. We can obtain
the likelihood function from the composite error ξ = V −U , where ξ = ε, (−∞ <
ε < ∞). From Smith 2004, transforming (U, V ) → (U, ξ), we obtain pdf of (U, ξ)
as below

h(u, ε) = fU (u)fV (u + ε)cθ(FU (u), FV (u + ε)), (19)

where fU (u) and fV (v) are the marginals of H(u, v) and v = u + ε. Thus, the
pdf of ξ given by

hθ(ε) =
∫

R+

h(u, ε)du (20a)

=
∫ ∞

0

fU (u)fV (u + ε)cθ(FU (u), FV (u + ε))du. (20b)

We can obtain the likelihood function by assuming that there are a cross-
section of n observations, thus the likelihood given by

L(β, σ2
u, σ2

v , θ) =
n∏

i=2

hθ(log
Pt

Pt−1
− β0 − x

′
tβi), (21)

where Pt is the price at time t, xt is the associated price factors at time t, σ2
u, σ2

v

are the scale parameter of marginal distributions of U and V , respectively. Smith
[21] pointed that it is very hard to find the closed form solution for the composite
error ξ. Such that, before proceeding to the optimization stage. We estimate
equation (20) by transform semi-infinite integral to definite integral by letting
u = 0.5 + w/(1 − w), w ∈ (−1, 1). Now, we have

∫ 1

−1

fU (0.5 +
w

1 − w
)fV (0.5 +

w

1 − w
+ ε)×

cθ(FU (0.5 +
w

1 − w
), FV (0.5 +

w

1 − w
+ ε))

1
(1 − w)2

dw =
∫ 1

−1

g(w)dw. (22)

By the Gaussian quadrature, we use 100 nodes to approximate the integral,
we get

∫ 1

−1

g(w)dw ≈

100∑

i=1

wi(xi)g(xi) (23)

We maximize the likelihood function in equation (21) by interior point algo-
rithm using random points as starting values, we have

Log(L) =
∑

Log(hθ(εt)). (24)
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The main point of SFM based copula is the technical efficiency TEθ, that,
following Battese and Coelli [7] can be specified as

TEθ = E(exp(−U)|ξ = ε) (25a)

=
1

hθ(ε)

∫

R+

exp(−u)h(u, ε)du (25b)

=

∫ ∞
0

exp(−u)fU (u)fV (u + ε)cθ(FU (u), FV (u + ε))du∫ ∞
0

fU (u)fV (u + ε)cθ(FU (u), FV (u + ε))du
. (25c)

We estimate above equation by using Monte Carlo simulation. Thus, we have

TEθ =

N∑

i=1

exp(−ui)fV (ui + ε)cθ(fU (ui), FV (ui + ε))

N∑

i=1

fV (ui + ε)cθ(FU (ui), FV (ui + ε))

, (26)

where ui is a random number from the half normal (0, σ2)

4 Empirical Results for Model Selection

We are going to use several real data to show empirically, that our copula-based
stochastic model is more suitable than the classical stochastic model by using
Akaike Information Criterion (AIC).

In this paper, we used the stocks in SET50, which is a composite index.
SET50 is the first large-cap index of Thailand to provide a benchmark of invest-
ment in Stock Exchange of Thailand. SET50 consist of seven sectors such as
Financial, Resources, Services, Technology, Property & Construction, Agro &
Food industry and Industrials. In this paper, we choose several companies from
these sectors. There are PTT Public Company Limited (PTT) and Advanced
Info Service Public Company Limited (ADVANC), due to the high volatility,
significant market capitalization and high market value. All the weekly data are
taken from March 2009 until Jan 2014 with a total of 260 observations for each
series. Table 1 displays a summary of the variables.

Given the stochastic frontier in (11), the empirical version of SFM with the
specification of the compound interest equation with decomposed errors can be
expressed as:

Pi,t = f(Pi,t−i;Vi,t−i;Pm,t−i, βt−i) + εt (27a)

Pi,t = Pi,t−1 exp
{

β0 + β1ln
Pi,t−1

Pi,t−2
+ β2 ln

Vi,t−1

Vi,t−2
+ β3 ln

Pm,t−1

Pm,t−2

}

(27b)

ln
(

Pi,t

Pi,t−1

)
= β0 + β1 ln

Pi,t−1

Pi,t−2
+ β2 ln

Vi,t−1

Vi,t−2
+ β3 ln

Pm,t−1

Pm,t−2
, (27c)
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Table 1. Data descriptive and statistics

Price PTT Price ADVANC Volume PTT Volume VADVANC SET50

Mean 0.0023 0.0037 –0.0034 –0.0048 0.0043
Median 0.0000 0.0053 –0.0203 –0.0390 0.0070

Maximum 0.1211 0.1285 1.3741 1.6360 0.0801
Minimum –1.0920 –0.1957 –1.1999 –1.9024 –0.0813
Std. Dev. 0.0362 0.0402 0.4322 0.4885 0.0240
Skewness 0.2314 –0.5753 0.2831 0.1089 –0.3599
Kurtosis 4.1838 5.5080 3.3102 4.3679 3.7030

Obs. 260

All values are the growth rate of price and volume.

Table 2. PTT’s parameters estimation

Parameter Case I Case II Case III Case IV Case V Case VI Case VII

β0 0.0118 0.0167 0.0301 0.0444 0.0253 0.0058 0.0010
(0.0446) (0.0068) (0.0161) (0.3338) (0.0075) (0.1871) (0.1366)

β1 0.0202 0.0186 0.0173 0.0226 0.0706 0.0898 0.0185
(0.1094) (0.1037) (0.1177) (0.0445) (0.1737) (0.1416) (0.1077)

β2 –0.0117 –0.0122 –0.0121 –0.0122 –0.0151 –0.0111 –0.0116
(0.0089) (0.0042) (0.0044) (0.3535) (0.0043) (0.0547) (0.5694)

β3 0.1566 0.1636 0.1648 0.1558 0.0801 0.0955 0.1576
(0.1144) (0.1074) (0.1461) (0.1992) (0.1495) (0.1274) (0.1489)

σ(V ) 0.0292 0.0383 0.0342 0.0460 0.0421 0.0322 0.0304
(0.0093) (0.0029) (0.0085) (0.0147) (0.0036) (0.0015) (0.0031)

σ(U) 0.0127 0.0001 0.0356 0.0536 0.0300 0.0037 0.0001
(0.0554) (0.0000) (0.0203) (0.0815) (0.0069) (0.0007) (0.0000)

θ –0.0009 3.6596 - - 7.2063 1.7987
(1.6396) (0.2168) - - (1.2418) 0.9165

ρ - –4.7062 3.6619 - - 5.2630 0.0408
- (0.7738) (2.6585) - - (1.6044) (0.3552)

ν - - - 2 - -
- - - (0.7403) - -

LogL 539.0571 596.2154 540.2937 539.2748 542.2003 539.5641 595.2099
AIC –1090.1142 –1178.4309 –1064.5947 –1064.5496 –1070.4007 –1065.1282 -1176.4199

where i = 1, 2, · · · , n, Pi,t is the weekly close price at time t, Pm,t is the weekly
close SET50’s index at time t and Vi,t is the weekly trade volume of individual
stock at time t.

The choice of families of copulas in the paper, including Gaussian copula,
Gumbel copula, t-copula, Frank copula and Clayton copula. We used a likelihood
function (21) to obtained all parameters using N=100 nodes and maximized
using the Gaussian Quadrature algorithm. The empirical results show in the
Table 2 and Table 3.

According to AIC criteria, the best model in this situation is the one based
on the Frank copula with θ < 0 for the case of PTT and t-copula for the
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Table 3. ADVANC’s parameters estimation

Parameter Case I Case II Case III Case IV Case V Case VI Case VII

β0 0.0360 0.0360 0.0553 0.0984 –0.0411 0.0195 0.0531
(0.0218) (0.0120) (0.0108) (0.0262) (0.0348) (0.0104) (0.0086)

β1 –0.1521 –0.1521 –0.1349 –0.1358 –0.1314 –0.1543 –0.1313
(0.2422) (0.0162) (0.2106) (0.0582) (0.0386) (0.0741) (0.0561)

β2 –0.0110 –0.0110 –0.0096 –0.0110 –0.0091 –0.0122 –0.0087
(0.0052) (0.0145) (0.0043) (0.0135) (0.0043) (0.0293) (0.0043)

β3 0.4203 0.4203 0.3914 0.3969 0.3893 0.4196 0.3966
(0.0184) (0.0730) (0.2994) (0.0497) (0.1255) (0.0667) (0.0924)

σ(V ) 0.0284 0.0284 0.0418 0.0857 0.1009 0.0504 0.0372
(0.0041) (0.0088) (0.0071) (0.0117) (0.0650) (0.0026) (0.0078)

σ(U) 0.0424 0.0424 0.0664 0.1205 0.0001 0.0222 0.0637
(0.0312) (0.0049) (0.0144) (0.0268) (0.0000) (0.0020) (0.0109)

θ –0.0009 3.6596 - - 7.2063 1.7987
(1.6396) (0.2168) - - (1.2418) 0.9165

ρ - –0.0001 0.0664 - - 3.9169 1.3047
- (0.0075) (1.7915) - - (0.1881) (0.8388)

ν - - - 2 - -
- - - (0.7403) - -

LogL 480.1462 480.1460 483.7950 484.1054 540.5408 478.7202 484.1267
AIC –972.2924 –972.2920 –951.5899 –954.2108 –1067.0815 –943.4404 –954.2534

Consistent standard errors () is in parenthesis.
Case I: N,NH and iid.
Case II: N,NH and Frank [θ < 0].
Case III: N,NH and Frank [θ > 0].
Case IV: N,NH and Gaussian {θ ∈ [−1, 1]}
Case V: N,NH and t-copula {θ ∈ [−1, 1], ν > 2}
Case VI: N,NH and Gumbel [θ > 1].
Case VII: N,NH and Clayton [θ > 0].
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Fig. 1. Technical efficiencies for the Frank copula with θ < 0 (a) and t-copula (b) based
models
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case of ADVANC. While, Gaussian copula and Gumbel copula are the worst
case for PTT and ADVANC, respectively. Fig. 1 shows the technical efficiency
calculated using the based model up on the Frank copula with θ < 0 and t-
copula based model. The efficiency values are close to 1 for both case of PTT
and ADVANC for the best copula-based model. Clearly, this finding recommends
that a considerable strategies to select stock quite efficiency. We can justify that
large negative and positive dependence between the error term can not affect
much on the technical efficiency in both cases.

5 Conclusions

We have applied and extended the stochastic frontier models that usually are
used in the analysis of the production function in the agricultural science prob-
lem. However, in this paper we considered a production function in the term
of the compound interest equation for the financial situation. The copula-based
approach allows u and v to have a relationship showing the dependence struc-
ture between them. We used Gaussian quadrature to obtained all parameters.
The information criterion, AIC is applied to exhibit the dependence between the
random error term and technical inefficiency. Many families of copulas are used
to combine with a stochastic frontier model, such as Gaussian, t, Frank, Claton,
Gumbel, Joe copula.

Finally, we used the copula-based stochastic frontier model to analyze the
prices of an interested stock. We justified copula families using the AIC criterion,
and the results showed that Frank copula with θ < 0 and t-copula are the best
results for PTT and ADVANC, respectively. We can consider that the price of
both stocks is not over or underestimated in terms of technical efficiency using
the financial formula based on a stochastic frontier model. The intuition and
economic meaning behind this study is of great interest for the future research.

Acknowledgments. we would like to thank Prof. Dr. Hung T. Nguyen for his com-
ments and suggestions.
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Abstract. We used interval-valued data to predict stock returns rather
than just point valued data. Specifically, we used these interval values in
the classical capital asset pricing model to estimate the beta coefficient
that represents the risk in the portfolios management analysis. We also
use the method to obtain a point valued of asset returns from the interval-
valued data to measure the sensitivity of the asset return and the market
return. Finally, AIC criterion indicated that this approach can provide
us better results than use the close price for prediction.

Keywords: CAPM · Interval-valued data · Least squares method · Lin-
ear regression

1 Introduction

Capital asset pricing model provides a piece of information of asset return related
to the market return via its systematic risk. In general, asset returns of any
interested asset and market returns are calculated from a single-valued data.
Most of the papers in financial econometrics use only closed price taking into
account for calculation but in the real world stock price is moving up and down
within the range of highest price and lowest price. So, in this paper we intend
to use all the points in the range of high and low to improve the results in
our calculations. We also put an assumption of a normal distribution on these
interval-valued data.

An enormous number of research on CAPM model with single-valued data
could be found in much financial research topic, the reader is referred to, e.g.,
William F. Sharpe [1] and John Lintner [2] only a single-valued of interest was
considered. Many various technics were applied to the original CAPM model that
we can found in the work from Autchariyapanitkul et al. [3], the authors used
quantile regression under asymmetric Laplace distribution (ALD) to quantify
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 163–170, 2015.
DOI: 10.1007/978-3-319-25135-6 16
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the beta of the asset returns in CAPM model. The results showed that this
method can capture the stylized facts in financial data to explain the return of
stocks under quantile, especially under the middle quantile levels. In Barnes and
Hughes [4], the beta risk is significant in both tails of the conditional distribution
of returns. In Chen et al. [5], the authors used a couple of methods to obtain
the time-varying market betas in CAPM to analyze stock in the Dow Jones
Industrial for several quantiles. The results indicated that smooth transition
quantile method performed better than others methods.

Interval-valued data has become popular in many research fields especially
in the context of financial portfolio analysis. Most of the financial data are usu-
ally affected by imprecision, uncertainty, inaccuracy and incompleteness, etc. The
uncertainty in the data may be captured with interval-valued data. There are sev-
eral existing research in the literature for investigating this issue. see Billard [6],
Carvalho [7], Cattaneo [8], Diamond [9], Gil [10], Körner [11], Manski [12], Neto
[14]. However, In these research papers are lacking in a foundation and theoretical
background to support this idea.

The connection between the classical linear regression and the interval-valued
data that share the important properties could be found for the work by Sun and
Li [15]. In their paper, they provided a theoretical support framework between
the classical one and the interval-valued linear regression such as least squares
estimation, asymptotic properties, variances estimation, etc. However, in their
paper only one of an explanatory variable can use to described the responding
variable. In this paper, we intend to apply the concept of the interval-valued
data to the CAPM model. We replace a single value of market returns and asset
returns with the range of high and low historical data into the model.

The rest of the paper is organized as follows. Section 2 gives a basics knowl-
edge of a linear regression model for interval-valued data. In Section 3 discusses
the empirical discovering and the solutions of the forecasting problem. The last
section gives the conclusion and extension of the paper.

2 A Review of Real Interval-Valued Data

Now, take a close look at financial data (Di). Suppose, we have a range
of any numbers between a minimum and maximum prices given by Di =
[min, . . . ,max] = [Low, ...,High], where the minimum price is the “lowest price”,
and the maximum price is the “highest price”. Certainly, this range contains
the point that we called “close price”. In many research papers, they are
usually using the close price for calculations. A close price is a number that
takes any values in the range of Di between the lowest and the highest prices,
Di = [Low,...Close,...,High]. The close price could be either the lowest price or
the highest price.

In this paper, we try to find the better value for calculations rather than a
close price that is the best-represented point in the range of Di to improving our
predictions. We considered a normal distribution on this interval-valued data.
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3 An Interval-Valued Data in a Linear Regression Model

Suppose we can observe an i.i.d random paired intervals variables xi = [xi, xi]
and yi = [yi, yi], i = 1, 2, . . . , n where xi, yi are the maximum values of xi and
xi, yi are the minimum values of yi. Additionally, we can rewrite the value of
xi, yi in the form of intervals as

xi = [xm
i − xr

i , x
m
i + xr

i ], (1a)
yi = [ym

i − yr
i , y

m
i + yr

i ], i = 1, 2, . . . , n, (1b)

where xm
i , ym

i is the mid-points of xi and yi and xr
i , y

r
i is the radii of xi and yi,

satisfying xr
i , y

r
i ≥ 0. Suppose, we consider the following linear regression model

given by
yi = axi + b + εi, i = 1, 2, · · · , n. (2)

Analogously, it is easy to interpret the meaning of xi, yi by the distance of
centers and radii as the following equations

xi = xm
i + δxi

, δxi
∈ N(0, (k0Δxi)2) (3a)

yi = ym
i + δyi

, δyi
∈ N(0, (k0Δyi)2), (3b)

where xm
i , ym

i are the centers of xi and yi, respectively. Then, Δxi =
xi−xi

2 ,Δyi =
yi−yi

2 are the radii of xi and yi, respectively and xm
i = xi+xi

2 , ym
i =

yi+yi

2 are the mid-point of xi and yi, respectively.Thus, given the linear regression
for the interval valued data we have

ym
i + δyi

= axm
i + aδxi

+ b (4a)
ym
i = axm

i + b + (aδxi
− δyi

), (4b)

where (aδxi
− δyi

) ∼ N(0, σ2) ≡ N(0, k2
0a

2Δx2
i + Δy2

i ). Assume that aδxi
− δyi

is an independence. Thus, we can estimate parameters a, b, k0 by the maximum
likelihood function given by

max
a,b,k0

L(a, b, k0|([xi, xi], [yi, yi]), i = 1, . . . , n)

= max
a,b,k0

n∏

i=1

(
1√

2πk2
0(a2Δx2

i + Δy2
i )

exp
[
−1

2
(ym

i − axm
i − b)2

k2
0(a2Δx2

i + Δy2
i )

])
(5)

This approach was already developed in Sun and Li [15]. And soften the
criticisms of lack of theory, Manski has a whole book (see, Manski [12],[13]),
this is finance not pure mathematics here. The proof of success is better fit not
theorems.

3.1 Goodness of Fit in Linear Regression Model for an
Interval-valued Data

In the deterministic linear regression model, we use variance to describe variation
of the variable interested and so that as we knew the ratio a2V ar(X)

V ar(Y ) ∈ [0, 1] can be
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explained as an indication of goodness-of-fit. In this paper, we used the concept
of the chi-squared test (χ2) of the goodness of fit. Recall that σxi

= k0Δxi and
σyi

= k0Δyi given the simple linear regression we have

yi = axi + b (6a)
ym
i + δyi

= axm
i + aδxi

(6b)
ym
i − axm

i − b = aδxi
− δyi

, (6c)

where δxi
, δyi

∼ N(0, σ2). Thus, we have a2σ2
xi

+ σ2
yi

, by replacing k2
0(a

2Δx2
i +

Δy2
i ) to above equation 6. The empirical χ2−test is obtained by estimated this

following equation

χ2
cal =

n∑

i=1

(ym
i − axm

i − b)2

k2
0(a2Δx2

i + Δy2
i )

, (7)

where the degree of freedom is n − 2.

4 An Application to the Stock Market

We consider the following financial model that is so called Capital Asset Pricing
Model (CAPM). Only two sets of interval-valued data are used to explain the
relationship of the asset. The fitted model is based on the least square estimation.

4.1 Capital Asset Pricing Model

The Capital Asset Pricing Model (CAPM) is a linear relationship that was cre-
ated by William F. Sharpe [1] and John Lintner [2]. The CAPM use to calculate a
sensitivity of the expected return on the asset to expected return on the market.
The combination of a linear function of the security market line:

E(RA) − RF = β0 + β1E(RM − RF ), (8)

where E(RA) explains the expected return of the asset, RM represents the
expected market portfolio return, β0 is the intercept and RF is the risk-free
rate. E(RM − RF ) is the expected risk premium, and β1 is the equity beta,
denoting market risk. To measure the systematic risk of each stock via the beta
takes form:

β1 =
cov(RA, RM )

σ2
M

, (9)

where σ2
M represents the variance of the expected market return. Given that,

the CAPM predicts portfolio’s expected return should be about its risk and the
market returns.
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4.2 Beta Estimation with Interval Data

From the deterministic model in equation (8), we calculate the β
coefficient through the likelihood by equation (5) instead. Suppose
we have observed the realization interval stock return [RAi, RAi] =
[(ra1, ra1), . . . , [ran, ran)], i = 1, 2, . . . , n and return from market [RM i, RM i] =
[(rm1, rm1), . . . , (rmn, rmn)], i = 1, 2, . . . , n over the past N years. These obser-
vations will be assumed an independent random. From likelihood for an interval
values we have

max
a,b,k0

L(a, b, k0|([RMi, RMi], [RAi, RAi]), i = 1, . . . , n)

= max
a,b,k0

n∏

i=1

(
1√

2πk2
0(a2ΔRm2

i + ΔRa2
i )

exp
[
−1

2
(Ram

i − aRmm
i − b)2

k2
0(a2ΔRm2

i + ΔRa2
i )

])

(10)

4.3 Empirical Results

Our data contains 259 weekly interval-valued returns in total during 2010-
2015 are obtained from Yahoo. We compute the log returns on the following
stock, namely, Chesapeake Energy Corporation (CHK)and Microsoft Corpora-
tion (MSFT). Due to significant capitalization and high turnover volume.

In this paper, we use Treasury bills as a proxy. From Autchariyapanitkul et
al. [3] and Mukherji [16] suggested that Treasury bills are better proxies for the
risk-free rate, only related to the U.S. market.

Table 1 and Table 2 report the estimated results from equation (5). For
example, the simple linear regression model for the asset returns (Y) and the
market returns (X) for interval valued data for CHK is written to be

RA = −0.0021 + 0.9873RM . (11)

From the above linear equation, the return of a stock is likely to increase
less than the return from the market. A non-parametric chi-square test is used

Table 1. Estimated parameter results for CHK

Interval-Valued data Point-Valued data

parameters values std. Dev. values std. Dev.

β0 –0.0021 0.0233 –0.0191 0.0055
β1 0.9873 0.0914 0.7226 0.0713
k 0.4472 0.0845 - -
MSE - - 0.036
LL 525.7021 - 361.1400 -
χ2 259.00 - - -
AIC –1045.04 - –716.28 -
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Table 2. Estimated parameter results for MSFT

Interval-Valued data Point-Valued data

parameters values std. Dev. values std. Dev.

β0 –0.0004 0.0015 –0.0088 0.0035
β1 1.0086 0.0220 0.8489 0.0005
k 0.4017 0.0170 - -
MSE - - 0.0025 -
LL 692.3808 - 478.9365 -
χ2 259.00 - - -
AIC –1378.76 - –951.87 -
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Fig. 1. Securities characteristic line for point valued data
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Fig. 2. Securities characteristic line for interval valued data

to validate the method of interval-valued data. The theoretical χ2
n−2 gives the

value of CHK, χ2
n−2 = 303.2984 compare with the empirical value χ2

emp = 259.00
confirm that the market returns can be used to explain the asset returns. The
model selection criteria Akaike information criterion (AIC) was employed to
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compare these two techniques. The AIC of interval-valued data gives a value of
–1051.4402 is smaller than the AIC of pointed-valued data, which indicate that
the results from the interval-valued method is more prefer than the deterministic
one.

The relationship between market return and asset return are plotted in
Figure 1 and Figure 2 for pointed-valued data and interval-valued data, respec-
tively.

The rectangular are the high and low interval-valued data, and the straight
line is the securities characteristic line, the slope of this straight line represent
the systematic risk beta. All investments and portfolio of investments must lie
along a straight line in the return beta space.

5 Conclusions and Extension

The systematic risk has played as the critical role of financial measurement in
capital asset pricing model. Academic and practitioners attempt to estimate its
underlying value accurately. Fortunately, there have been the novel approaches
to evaluating the beta with interval-valued data. We used every price range of
real world data to obtained the single value of the systematic risk same as the
results from the conventional CAMP model.

In this paper, we use our approach to an interval-valued data in CAPM for
only one stock in S&P500 for a demonstration. With this, a method can be used
to investigate the linear relationship between the expected asset returns and its
asymmetric market risk by including all of the levels of prices in the range of
an interval-valued data. The results clearly show that the beta can measure
the responsiveness to the asset returns and market returns. However, only a
systematic risk is calculated through the model, and we neglect the unsystematic
risk under CAPM assumption. CAPM concludes that the expected return of a
security or a portfolio equals the rate on a risk-free security plus a risk premium.

By AIC criterion, it should be noticed that the estimation by using interval-
valued data more reasonable than just used the single valued in the calculations.
Not only one explanatory variable can be used to explain the outcome variable
but with this method also allowed us to use more than one covariate in the
model.

For future research, we are interested to use this method to the time series
models such as ARMA, GARCH model. Additionally, we can use this method to
the model with more than one explanatory variables such as Fama and French
(1993). A three-factor model can be extended the CAPM by putting size and
value factors in the classical one.

Acknowledgments. The authors thank Prof. Dr. Vladik Kreinovich for his sugges-
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referee for giving comments on manuscript.
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Abstract. Statistical estimation of the difference between normal
means with known coefficients of variation has been investigated for the
first time. This phenomenon occurs normally in environment and agri-
culture experiments when the scientist knows the coefficients of variation
of their experiments. In this paper, we constructed new confidence inter-
vals for the difference between normal means with known coefficients of
variation. We also derived analytic expressions for the coverage proba-
bility and the expected length of each confidence interval. To confirm
our theoretical results, Monte Carlo simulation will be used to assess the
performance of these intervals based on their coverage probabilities and
their expected lengths.

Keywords: Confidence interval · Coverage probability · Expected
length · Known coefficient of variation

1 Introduction

Behrens-Fisher problem is the problem of interval estimation and hypothesis
testing concerning the difference between the two independent normal means
when the variances of the two populations are not assumed to be equal. In this
paper, we are mainly concern about the confidence intervals for the difference
between normal means with known coefficients of variation. In practice, there
are situations in area of agricultural, biological, environmental and physical sci-
ences that a coefficients of variation is known. For example, in environmental
studies, Bhat and Rao [1] argued that there are some situations that show the
standard deviation of a pollutant is directly related to the mean that means the
coefficient of variation (τ = σ/μ) is known. Bhat and Rao [1] described that in
clinical chemistry, “when the batches of some substance (chemicals) are to be
analyzed, if sufficient batches of the substances are analyzed, their coefficients
of variation will be known”. In addition, Brazauskas and Ghorai [2] also gave
some examples in medical, biological and chemical experiments shown that in
practice there are problems concerning that coefficients of variation are known.
Most of this statistical problem is due to the estimation of the mean of normal
distribution with known coefficient of variation see e.g. Khan [4], Searls [8,9] and
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 171–182, 2015.
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the references cited in the mentioned papers. Recent paper of Bhat and Rao [1]
extended the mentioned papers to the test for the normal mean, when its coeffi-
cient of variation is known. Their simulation results shown that, for the two-sided
alternatives the likelihood ratio test or the Wald test is the best test. This paper
extends the recent work of Bhat and Rao [1] to the confidence interval for the
normal population mean with known coefficient of variation. Niwitpong [7] pro-
posed the new confidence interval of the normal mean with known coefficient of
variation based on the best unbiased estimator proposed by Khan [4]. She com-
pared her confidence interval with the confidence interval based on Searl [8] by
using the expected length as a criterion to assess the confidence intervals. In this
paper, we extend the paper work of Niwitpong and Niwitpong [6] to construct
confidence intervals of normal mean with known coefficient of variation based on
the maximum likelihood estimator and the new confidence interval based on the
statistic t-test. Like Niwitpong [7], we also proved analytic expressions of the
coverage probability and the expected length of each confidence interval. Monte
Carlo simulation is used to assess these confidence intervals using the coverage
probability and the expected lengths between confidence intervals. Typically, we
prefer confidence interval with coverage probability at least the nominal value
(1 − α) and its expected length is short.

2 Confidence Intervals for the Difference Between Two
Normal Population Means

Let X1, . . . Xn and Y1, . . . Ym be random samples from two independent normal
distributions with means μx, μy and standard deviations σx and σy, respectively.
The sample means and variances for X and Y are also denoted as X̄, Ȳ , S2

x

and S2
y , respectively. We are interested in 100(1 − α)% confidence interval for

θ = μx − μy when we know coefficients of variation.

2.1 The Confidence Interval for θ Based on Pooled Estimate of
Variances and Welch-Satterthwaite Methods

When it is assumed that σ2
x = σ2

y, it is well-known that, by using the pivotal
quantity T1 which is

T1 =
(X̄ − Ȳ ) − (μx − μy)

Sp

√
1
n + 1

m

the 100(1 − α)% confidence interval for θ is

CI1 =

[
(X̄ − Ȳ ) − t1−α/2,n+m−2Sp

√
1
n + 1

m , (X̄ − Ȳ ) + t1−α/2,n+m−2Sp

√
1
n + 1

m

]

where S2
p = (n−1)S2

x+(m−1)S2
y

n+m−2 , S2
x = (n − 1)−1

∑n
i=1(Xi − X̄)2, S2

y = (m − 1)−1

∑m
j=1(Yj − Ȳ )2 and t1−α/2 is the (1 − α/2)th percentile of t-distribution with
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n+m−2 degrees of freedom.Note thatT1 has an exact t-distributionwithn+m−2
degrees of freedom.

In the case where the two variances differ, i.e. σ2
x �= σ2

y, the confidence interval
for θ is constructed using the pivotal quantity T2

T2 =
(X̄ − Ȳ ) − (μx − μy)√

S2
x

n + S2
y

m

It is well-known that T2 is approximately distributed as a t-distribution with
degrees of freedom equal

ν =
(A + B)2
A2

n−1 + B2

m−1

, A =
S2

x

n
,B =

S2
y

m

An approximate 100(1 − α)% confidence interval for θ is therefore

CIWS =

[
(X̄ − Ȳ ) − t1−α/2,ν

√
S2

x

n
+

S2
y

m
, (X̄ − Ȳ ) + t1−α/2,ν

√
S2

x

n
+

S2
y

m

]

where t1−α/2,ν is the (1 − α/2) th percentile of T2 distribution with degrees
of freedom ν. The confidence interval CIWS is known as the WS confidence
interval.

2.2 Confidence Intervals for the Difference Between Normal Means
with Known Coefficients of Variation

Niwitpong [7] proposed the confidence interval for the normal mean with known
a coefficient of variation based on Searl [8] compared with Niwitpong [5] and
Khan [4]. She found that for large sample size confidence interval the confidence
interval based on Searl [8] outperforms other intervals. As a result, we now extend
Niwitpong [7] to construct a confidence interval for θ with known coefficients of
variation.

Searls [8] proposed the estimator Ȳ ∗ = (m+τ2
y )−1

∑m
j=1 Yj where he showed

that this estimator has lower mean squares error than that of the unbiased
estimator Ȳ and its variance is

√
mSy

m+τ2
y
.

Using the Central Limit Theorem (CLT), it is easy to see that the 100(1−α)%
confidence interval for θ when τx, τy are known is given by

CIS =

[
(X̄∗ − Ȳ ∗) − d

√
nS2

x

(n+τ2
x)

2 + mS2
y

(m+τ2
y )

2 , (X̄∗ − Ȳ ∗) + d

√
nS2

x

(n+τ2
x)

2 + mS2
y

(m+τ2
y )

2

]

where X̄∗ = (n + τ2
x)−1

∑n
i=1 Xi and V ar(X̄∗) =

√
nSx

n+τ2
x
, where d is z1−α/2, an

upper 1 − α/2 percentiles of the standard normal-distribution.
Khan [4] also derived the maximum likelihood estimator of μy when τy =

σy/μy is known which is θ̂m = [
√

4τ2
y S2

m + (1 + 4τ2
y )Ȳ 2− Ȳ ]/2τ2

y . The estimator
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θ̂m is asymptotically normal N(μy, τ2
y μ2

y/m(1 + 2τ2
y )) where τ2

y μ2
y/m(1 + 2τ2

y ) is
the Cramer-Rao bound. It is easy to see that a copy of θ̂m and its variance, we
have θ̂n and its variance. Using CLT, it is easy to show that the 100(1 − α)%
confidence interval for θ when τx, τy are known is given by

CIK =

[
(θ̂n − θ̂m) − d

√
S2

n

n(1+2τ2
x)

+ S2
m

m(1+2τ2
y )

, (θ̂n − θ̂m) + d
√

S2
n

n(1+2τ2
x)

+ S2
m

m(1+2τ2
y )

]

where S2
n = n−1

∑n
i=1(Xi − X̄)2, S2

m = m−1
∑m

j=1(Yj − Ȳ )2.
In the following section, we derived analytic expressions for the coverage

probability and the expected length of each confidence interval.

3 Coverage Probabilities and Expected Lengths of
Confidence Intervals for θ with Known Coefficients of
Variation

Theorems 1-3, below, show explicit expressions for the coverage probabilities and
the expected lengths of confidence intervals CIWS , CIS , CIK respectively.

Theorem 1. The coverage probability and the expected length of CIWS with
known coefficients of variation are respectively

E[Φ(W ) − Φ(−W )]

and
⎧
⎨

⎩
2dσxσy(nm)−1/2δ

√
r1F

[
−1
2 , m−1

2 , m+n−2
2 , r1−r2

r1

]
, if r2 < 2r1

2dσxσy(nm)−1/2δ
√

r2F
[

−1
2 , n−1

2 , m+n−2
2 , r2−r1

r2

]
, if 2r1 ≤ r2

where W =
d

√
S2

x
n +

S2
y

m√
n−1σ2

x+m−1σ2
y

, d = t1−α/2,ν , δ =
√
2Γ (n+m−1

2 )

Γ (m+n−2
2 )

, r1 = m
(n−1)σ2

y
,

r2 = n
(m−1)σ2

x
, E(.) is an expectation operator, F (a; b; c; k) is the hypergeometric

function defined by F (a; b; c; k) = 1 + ab
c

k
1! + a(a+1)b(b+1)

c(c+1)
k2

2! + . . . where |k| < 1,
see Press [10], Γ [.] is the gamma function and Φ[.] is the cumulative distribution
function of N(0; 1).

Proof. Since, for normal samples, X̄, Ȳ , S2
x and S2

y are independent of one
another. From CIWS , we have

1 − α = P

[
(X̄ − Ȳ ) − d

√
S2

x

n
+

S2
y

m
< μx − μy < (X̄ − Ȳ ) + d

√
S2

x

n
+

S2
y

m

]
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= P

[ −d

√
S2

x

n + S2
y

m√
n−1σ2

x + m−1σ2
y

<
(μx − μy) − (X̄ − Ȳ )√

n−1σ2
x + m−1σ2

y

<
d

√
S2

x

n + S2
y

m√
n−1σ2

x + m−1σ2
y

]

= P

[ −d

√
S2

x

n + S2
y

m√
n−1σ2

x + m−1σ2
y

< Z <
d

√
S2

x

n + S2
y

m√
n−1σ2

x + m−1σ2
y

]

= E[I{−W<Z<W}(ξ)], I{−W<Z<W}(ξ) =

{
1, ifξ ∈ {−W < Z < W}
0, otherwise

= E[E[I{−W<Z<W}(ξ)]|S], S = (S2
x, S2

y)
′

= E[Φ(W ) − Φ(−W )]

where Z ∼ N(0; 1).

The length of CIWS is 2d

√
S2

x

n + S2
y

m and the expected length of CIWS is

E

[
2d

√
S2

x

n + S2
y

m

]
= 2dE

[√
mS2

x+nS2
y

nm

]

2dE

[√
mS2

x + nS2
y

nm

]
= 2dσxσy(nm)−1/2E

[√
mS2

x + nS2
y

σ2
xσ2

y

]

= 2dσxσy(nm)−1/2E

[
√√√√

(
m

(n−1)σ2
y

)
(n − 1)S2

x

σ2
x

+

(
n

(m−1)σ2
x

)
(m − 1)S2

y

σ2
y

]

= 2dσxσy(nm)−1/2E[
√

r1Z1 + r2Z2]

=

⎧
⎨

⎩
2dσxσy(nm)−1/2δ

√
r1F

[
−1
2 , m−1

2 , m+n−2
2 , r1−r2

r1

]
, if r2 < 2r1

2dσxσy(nm)−1/2δ
√

r2F
[

−1
2 , n−1

2 , m+n−2
2 , r2−r1

r2

]
, if 2r1 ≤ r2

where Z1 = (n−1)S2
x

σ2
x

∼ χ2
n−1, Z2 = (m−1)S2

y

σ2
y

∼ χ2
m−1, r1 = m

(n−1)σ2
y
, r2 =

n
(m−1)σ2

x
, and for more details of E[

√
r1Z1 + r2Z2], see Press [10]. Thus we com-

plete the proof.

Theorem 2. The coverage probability and the expected length of CIS with
known coefficients of variation are respectively

E[Φ(W1) − Φ(−W1)]

and
⎧
⎨

⎩
2dσxσy(nm)−1/2δ

√
s1F

[
−1
2 , m−1

2 , m+n−2
2 , s1−s2

s1

]
, if s2 < 2s1

2dσxσy(nm)−1/2δ
√

s2F
[

−1
2 , n−1

2 , m+n−2
2 , s2−s1

s2

]
, if 2s1 ≤ s2
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where W1 =
d

√
nS2

x
(n+τ2

x)2
+

mS2
y

(m+τ2
y )2√

nσ2
x

(n+τ2
x)2

+
mσ2

y

(m+τ2
y )2

, d = z1−α/2, δ =
√
2Γ (n+m−1

2 )

Γ (m+n−2
2 )

, p1 =

n
(n−1)σ2

y(n+τ2
x)

2 , p2 = m
(m−1)σ2

x(m+τ2
y )

2 , E(.) is an expectation operator,

F (a; b; c; k) is the hypergeometric function defined by F (a; b; c; k) = 1 + ab
c

k
1! +

a(a+1)b(b+1)
c(c+1)

k2

2! + . . . where |k| < 1, see Press [10].

Proof. Since, for normal samples, X̄∗, Ȳ ∗, S2
x and S2

y are independent of one
another. From CIS , we have

1 − α = P

[
(X̄∗ − Ȳ ∗) − d

√
nS2

x

(n + τ2
x)2

+
mS2

y

(m + τ2
y )2

< μx − μy

< (X̄∗ − Ȳ ∗) + d

√
nS2

x

(n + τ2
x)2

+
mS2

y

(m + τ2
y )2

]

= P

[−d

√
nS2

x

(n+τ2
x)

2 + mS2
y

(m+τ2
y )

2

√
nσ2

x

(n+τ2
x)

2 + mσ2
y

(m+τ2
y )

2

<
(μx − μy) − (X̄∗ − Ȳ ∗)√

nσ2
x

(n+τ2
x)

2 + mσ2
y

(m+τ2
y )

2

<

d

√
nS2

x

(n+τ2
x)

2 + mS2
y

(m+τ2
y )

2

√
nσ2

x

(n+τ2
x)

2 + mσ2
y

(m+τ2
y )

2

]

= P

[−d

√
nS2

x

(n+τ2
x)

2 + mS2
y

(m+τ2
y )

2

√
nσ2

x

(n+τ2
x)

2 + mσ2
y

(m+τ2
y )

2

< Z <

d

√
nS2

x

(n+τ2
x)

2 + mS2
y

(m+τ2
y )

2

√
nσ2

x

(n+τ2
x)

2 + mσ2
y

(m+τ2
y )

2

]

= E[I{−W1<Z<W1}(ξ)], I{−W1<Z<W1}(ξ) =

{
1, ifξ ∈ {−W1 < Z < W1}
0, otherwise

= E[E[I{−W1<Z<W1}(ξ)]|S], S = (S2
x, S2

y)
′

= E[Φ(W1) − Φ(−W1)]

where Z ∼ N(0; 1).

The length of CIS is 2d

√
nS2

x

(n+τ2
x)

2 + mS2
y

(m+τ2
y )

2 and the expected length of CIS is

E

[
2d

√
nS2

x

(n + τ2
x)2

+
mS2

y

(m + τ2
y )2

]
= 2dE

[√
nS2

x

(n + τ2
x)2

+
mS2

y

(m + τ2
y )2

]
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= 2dσxσyE

[
d

√
nS2

x

(n + τ2
x)2σ2

xσ2
y

+
mS2

y

(m + τ2
y )2σ2

xσ2
y

]

= 2dσxσyE

[
d

√
n

(n−1)(n+τ2
x)2σ2

y

(n−1)S2
x

σ2
x

+
m

(m−1)(m+τ2
y )2σ2

x

(m−1)S2
y

σ2
y

]

= 2dσxσyE[
√

p1Z1 + p2Z2]

=

⎧
⎨

⎩
2dσxσyδ

√
s1F

[
−1
2 , m−1

2 , m+n−2
2 , p1−p2

p1

]
, if p2 < 2p1

2dσxσyδ
√

s2F
[

−1
2 , n−1

2 , m+n−2
2 , p2−p1

p2

]
, if 2p1 ≤ p2

where Z1 = (n−1)S2
x

σ2
x

∼ χ2
n−1, Z2 = (m−1)S2

y

σ2
y

∼ χ2
m−1, p1 = n

(n−1)(n+τ2
x)

2σ2
y
,

p2 = m
(m−1)(m+τ2

y )
2σ2

x
. Thus we complete the proof.

Theorem 3. The coverage probability and the expected length of CIK with
known coefficients of variation are respectively

E[Φ(W2) − Φ(−W2)]

and
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2dσxσy(nm)−1/2δ
√

s1F

[
−1
2 , m−1

2 , m+n−2
2 , s1−s2

s1

]
, if s2 < 2s1

2dσxσy(nm)−1/2δ
√

s2F

[
−1
2 , n−1

2 , m+n−2
2 , s2−s1

s2

]
, if 2s1 ≤ s2

where W2 =
d

√
S2

n
n(1+2τ2

x)
+

S2
m

m(1+2τ2
y )√

σ2
n

n(1+2τ2
x)

+
σ2

m
m(1+2τ2

y )

, d = z1−α/2, δ =
√
2Γ (n+m−1

2 )

Γ (m+n−2
2 )

, s1 = m
n(1+2τ2

x)σ
2
y
,

s2 = n
m(1+2τ2

y )σ
2
x
, E(.) is an expectation operator, F (a; b; c; k) is the hypergeomet-

ric function defined by F (a; b; c; k) = 1+ ab
c

k
1! +

a(a+1)b(b+1)
c(c+1)

k2

2! +. . . where |k| < 1,
see Press [10].

Proof. Similarly to Theorem 3.1-3.2 for the proof of coverage probability of CIK ,
The length of CIK is 2d

√
S2

n

n(1+2τ2
x)

+ S2
m

m(1+2τ2
y )

and the expected length of CIK is

E

[
2d

√
S2

n

n(1 + 2τ2
x)

+
S2

m

m(1 + 2τ2
y )

]
= 2dE

[√
S2

n

n(1 + 2τ2
x)

+
S2

m

m(1 + 2τ2
y )

]
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= 2dσxσy(nm)−1/2E

[√
mS2

n

(1 + 2τ2
x)σ2

xσ2
y

+
nS2

m

(1 + 2τ2
y )σ2

xσ2
y

]

= 2dσxσy(nm)−1/2E

[√
m

n(1 + 2τ2
x)σ2

y

nS2
n

σ2
x

+
n

m(1 + 2τ2
y )σ2

x

mS2
m

σ2
y

]

= 2dσxσy(nm)−1/2E[
√

s1Q1 + s2Q2]

=

⎧
⎨

⎩
2dσxσy(nm)−1/2δ

√
s1F

[
−1
2 , m−1

2 , m+n−2
2 , s1−s2

s1

]
, if s2 < 2s1

2dσxσy(nm)−1/2δ
√

s2F
[

−1
2 , n−1

2 , m+n−2
2 , s2−s1

s2

]
, if 2s1 ≤ s2

where Q1 = nS2
n

σ2
x

∼ χ2
n, Q2 = mS2

m

σ2
y

∼ χ2
m, s1 = m

n(1+2τ2
x)σ

2
y
, s2 = n

m(1+2τ2
y )σ

2
x
.

Thus we complete the proof.

4 Simulation Studies

In this section, we compute coverage probabilities and average length widths of
three confidence intervals: CIWS , CIS , CIK using Monte Carlo simulation. The
R program is used with a number of simulation runs equal 10,000. We set sample
sizes n = 10 , 20 ,30, 50 and 100 and the pair of coefficients of variation (τx, τy)
as shown in Table 1-4.

From Tables 1-4, it is shown that a confidence interval CIS outperforms other
confidence intervals for small and moderate sample sizes i.e. n = 10, 20, and 30
as its coverage probability is over to a nominal level 0.95. For moderate and large
n =50 and 100, three confidence intervals were not different in terms of cover-
age probabilities but a confidence interval CIK outperforms other confidence
intervals based on its shortest average length width.

5 Application

We provide an application to illustrate the use of the proposed confidence inter-
vals. Walpole et al. (2002, p. 255) give data concerning two kind of threads are
being compared for strength. Fifty pieces of each type of thread are tested under
similar conditions. Brand A had an average tensile strength (x̄) = 78.3 kilograms
with a standard deviation (sd) = 5.6 kilograms, while Brand B had an average
tensile strength ȳ= 87.2 with a standard deviation (sd) = 6.3, we assume that
τx= 0.0715198 and τy = 0.07224771, the lower limit, upper limit and average
length widths of each interval, CIWS , CIS , CIK , are as follow:
As can be seen from table 4, a confidence interval for CIK has a shortest average
length width for moderate sample size n = 50. This results are supported our
theoretical results.
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Table 1. Coverage probabilities and average length widths of confidence intervals
CIWS , CIS , CIK at a 95% nominal level of a coefficient of confidence interval.

(n, m) (τx, τy) CIW S CIS CIK

10 (0.05,0.05) 0.9360 0.9651 0.9224

(0.0865) (0.0998) (0.0819)

(0.05,0.15) 0.9248 0.9555 0.9094

(0.1920) (0.2212) (0.1787)

(0.10,0.10) 0.9294 0.9628 0.9182

(0.1726) (0.1990) (0.1624)

(0.10,0.20) 0.9247 0.9575 0.9135

(0.2730) (0.3139) (0.2514)

(0.20,0.20) 0.9362 0.9642 0.9242

(0.3470) (0.3988) (0.3187)

(0.20,0.30) 0.9309 0.9617 0.9204

(0.4404) (0.5042) (0.3937)

(0.30,0.30) 0.9392 0.9660 0.9284

(0.5204) (0.5950) (0.4606)

(0.30,0.40) 0.9332 0.9619 0.9258

(0.6108) (0.6950) (0.5245)

(0.40,0.40) 0.9338 0.9619 0.9251

(0.9614) (0.7849) (0.5845)

(0.40,0.50) 0.9343 0.9608 0.9285

(0.7859) (0.8870) (0.6432)

(0.50,0.50) 0.9351 0.9628 0.9300

(0.8667) (0.9748) (0.6956)

(0.50,0.60) 0.9347 0.9624 0.9308

(0.9590) (1.0715) (0.7444)

(0.60,0.60) 0.9367 0.9647 0.9263

(1.0401) (1.1572) (0.7906)

20 (0.05,0.05) 0.9412 0.9562 0.9362

(0.0615) (0.0657) (0.0598)

(0.05,0.15) 0.9360 0.9501 0.9285

(0.1370) (0.1462) (0.1310)

(0.10,0.10) 0.9420 0.9551 0.9351

(0.1231) (0.1314) (0.1190)

(0.10,0.20) 0.9371 0.9517 0.9308

(0.1942) (0.2070) (0.1837)

(0.20,0.20) 0.9443 0.9581 0.9441

(0.2462) (0.2625) (0.2323)

(0.20,0.30) 0.9428 0.9565 0.9398

(0.3131) (0.3323) (0.2875)

(0.30,0.30) 0.9449 0.9580 0.9406

(0.3694) (0.3928) (0.3357)

(0.30,0.40) 0.9422 0.9556 0.9377

(0.4348) (0.4614) (0.3832)

(0.40,0.40) 0.9421 0.9545 0.9406

(0.4926) (0.5221) (0.4274)

(0.40,0.50) 0.9421 0.9564 0.9416

(0.5586) (0.5904) (0.4693)

(0.50,0.50) 0.9432 0.9567 0.9417

(0.6181) (0.6524) (0.5088)

(0.50,0.60) 0.9437 0.9570 0.9397

(0.6805) (0.7160) (0.5434)

(0.60,0.60) 0.9404 0.9546 0.9398

(0.7401) (0.7771) (0.5785)
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Table 2. Coverage probabilities and average length widths of confidence intervals
CIWS , CIS , CIK at a 95% nominal level of a coefficient of confidence interval.

(n, m) (τx, τy) CIW S CIS CIK

30 (0.05,0.05) 0.9421 0.9518 0.9390

(0.0504) (0.0525) (0.0494)

(0.05,0.15) 0.9431 0.9530 0.9384

(0.1123) (0.1171) (0.1083)

(0.10,0.10) 0.9443 0.9522 0.9405

(0.1009) (0.1052) (0.0983)

(0.10,0.20) 0.9435 0.9521 0.9418

(0.1589) (0.1657) (0.1517)

(0.20,0.20) 0.9452 0.9543 0.9429

(0.2016) (0.2101) (0.1918)

(0.20,0.30) 0.9460 0.9552 0.9458

(0.2563) (0.2668) (0.2373)

(0.30,0.30) 0.9452 0.9538 0.9430

(0.3023) (0.3146) (0.2771)

(0.30,0.40) 0.9478 0.9573 0.9446

(0.3565) (0.3704) (0.3169)

(0.40,0.40) 0.9475 0.9555 0.9448

(0.4036) (0.4191) (0.3530)

(0.40,0.50) 0.9435 0.9527 0.9400

(0.4555) (0.4721) (0.3860)

(0.50,0.50) 0.9523 0.9586 0.9498

(0.5037) (0.5217) (0.4186)

(0.50,0.60) 0.9440 0.9529 0.9469

(0.5564) (0.5750) (0.4480)

(0.60,0.60) 0.9453 0.9539 0.9441

(0.6051) (0.6245) (0.4761)

50 (0.05,0.05) 0.9498 0.9551 0.9465

(0.0391) (0.0400) (0.0386)

(0.05,0.15) 0.9404 0.9475 0.9406

(0.0871) (0.0893) (0.0846)

(0.10,0.10) 0.9490 0.9549 0.9466

(0.0780) (0.0800) (0.0766)

(0.10,0.20) 0.9469 0.9525 0.9437

(0.1237) (0.1267) (0.1188)

(0.20,0.20) 0.9466 0.9522 0.9461

(0.1565) (0.1603) (0.1499)

(0.20,0.30) 0.9470 0.9512 0.9489

(0.1991) (0.2039) (0.1856)

(0.30,0.30) 0.9456 0.9504 0.9464

(0.2344) (0.2399) (0.2162)

(0.30,0.40) 0.9438 0.9484 0.9446

(0.2764) (0.2827) (0.2472)

(0.40,0.40) 0.9501 0.9551 0.9463

(0.3127) (0.3197) (0.2754)

(0.40,0.50) 0.9460 0.9532 0.9443

(0.3544) (0.3619) (0.3021)

(0.50,0.50) 0.9458 0.9504 0.9432

(0.3911) (0.3992) (0.3269)

(0.50,0.60) 0.9483 0.9548 0.9473

(0.4320) (0.4405) (0.3499)

(0.60,0.60) 0.9480 0.9533 0.9500

(0.4686) (0.4774) (0.3710)



Confidence Intervals 181

Table 3. Coverage probabilities and average length widths of confidence intervals
CIWS , CIS , CIK at a 95% nominal level of a coefficient of confidence interval.

(n, m) (τx, τy) CIWS CIS CIK
100 (0.05,0.05) 0.9502 0.9522 0.9494

(0.0276) (0.0280) (0.0274)
(0.05,0.15) 0.9465 0.9498 0.9449

(0.0619) (0.0626) (0.0604)
(0.10,0.10) 0.9481 0.9505 0.9464

(0.0553) (0.0560) (0.0546)
(0.10,0.20) 0.9497 0.9529 0.9503

(0.0876) (0.0886) (0.0845)
(0.20,0.20) 0.9452 0.9482 0.9433

(0.1107) (0.1120) (0.1065)
(0.20,0.30) 0.9483 0.9511 0.9479

(0.1410) (0.1427) (0.1321)
(0.30,0.30) 0.9458 0.9506 0.9483

(0.1660) (0.1679) (0.1539)
(0.30,0.40) 0.9464 0.9497 0.9470

(0.1958) (0.1979) (0.1759)
(0.40,0.40) 0.9422 0.9460 0.9467

(0.2216) (0.2240) (0.1959)
(0.40,0.50) 0.9487 0.9515 0.9530

(0.2506) (0.2532) (0.2147)
(0.50,0.50) 0.9450 0.9473 0.9502

(0.2769) (0.2797) (0.2323)
(0.50,0.60) 0.9489 0.9511 0.9491

(0.3057) (0.3086) (0.2488)
(0.60,0.60) 0.9515 0.9535 0.9510

(0.3320) (0.3351) (0.2644)

Table 4. Lower limit, upper limit and average length widths of confidence intervals
CIWS , CIS , CIK at a 95% nominal level of a coefficient of confidence interval.

CIs lowerlimit upperlimit length

CIWS -11.27869 -6.521306 4.757387
CIS -11.29383 -6.503207 4.790621
CIK -9.605 -8.227906 1.377094

6 Conclusions

In this paper we proposed new confidence intervals for the difference between
normal means with known coefficients of variation. We derived, mathematically,
coverage probabilities and expected lengths of these intervals: CIWS , CIS , CIK .
It is shown in sections 4 that the coverage probabilities of CIWS and CIK cannot
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maintain the nominal value 0.95 when sample size n < 50. So we choose the
confidence interval CIS as its coverage probability is over the nominal level at
0.95. A confidence interval CIK is preferable for moderate and large n as its
has coverage probability which approaches the nominal level at 0.95 and has
a shortest length for sample sizes n = 50, 100 especially for a large pairs of
coefficients of variation. This is confirmed from our application.
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Abstract. An approximate confidence interval for the ratio of normal popula-
tion means with a known coefficient of variation is proposed. This has applica-
tions in the area of bioassay and bioequivalence when the scientist knows the 
coefficient of variation of the control group. The proposed confidence interval 
is based on the approximate expectation and variance of the estimator by Taylor 
series expansion. A Monte Carlo simulation study was conducted to compare 
the performance of the proposed confidence interval with the existing confi-
dence interval. Simulation results show that the proposed confidence interval 
performs as well as the existing one in terms of coverage probability and ex-
pected length. However, the approximate confidence interval is very easy to 
calculate compared with the exact confidence interval. 

Keywords: Interval estimation · Central tendency · Standardized measure of 
dispersion · Coverage probability · Expected length 

1 Introduction 

Statistical analysis for the ratio of normal means is applied in the area of bioassay and 
bioequivalence (see, for example, [1-12]). The ratio of normal means is defined by 

  

where  and  are the population means of  and  respectively. The con-
fidence interval for the ratio of normal means has also been studied by many re-
searchers. For example, Fieller’s theorem [4-5] constructs the confidence interval for 
the ratio means. Koschat [13] has also demonstrated that the coverage probability of a 
confidence interval constructed using Fieller’s theorem is exact for all parameters 
when a common variance assumption is assumed. 

Niwitpong et al. [14] proposed two confidence intervals for the ratio of normal 
means with a known coefficient of variation. Their confidence intervals can be ap-
plied in some situations, for instance when the coefficient of variation of a control 
group is known. One of their confidence intervals is developed based on an exact 
method in which this confidence interval is constructed from the pivotal statistics  
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where  follows the standard normal distribution. The other confidence interval is 
constructed based on the generalized confidence interval [15]. Simulation results 
show that the coverage probabilities of the two confidence intervals are not signifi-
cantly different. However, the confidence interval based on the exact method is short-
er than the generalized confidence interval. The exact method uses Taylor series ex-
pansion to find the expectation and variance of the estimator of  and uses these 
results for constructing the confidence interval for  The lower and upper limits of 
the confidence interval based on the exact method are difficult to compute since they 
depend on an infinite summation. Therefore, our main aim in this paper is to propose 
an approximate confidence interval for the ratio of normal means with a known coef-
ficient of variation. The computation of the new proposed confidence interval is easier 
than the exact confidence interval proposed by Niwitpong et al. [14]. In addition, we 
also compare the estimated coverage probabilities and average lengths of the new 
proposed confidence interval and existing confidence interval using a Monte Carlo 
simulation. 

The paper is organized as follows. In Section 2, the theoretical background of the 
existing confidence interval for  is discussed. We provide the theorem for con-
structing the approximate confidence interval for  in Section 3. In Section 4, the 
performance of the confidence intervals for  is investigated through a Monte Carlo 
simulation study. Conclusions are provided in the final section. 

2 Existing Confidence Interval 

In this section, we review the theorem and corollary proposed by Niwitpong et al. [14] 
and use these to construct the exact confidence interval for  

 
Theorem 1. (Niwitpong et al. [14]) Let   be a random sample of size  

from a normal distribution with mean  and variance  and  be a ran-

dom sample of size  from a normal distribution with mean  and variance  

The estimator of  is  where  and  The 

expectation of  and  when a coefficient of variation,  is known, are 

respectively 

  (1) 
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From (1),  and  where  Thus, 

the unbiased estimator of  is   

 

Corollary 1.  From Theorem 1,  

  
Now we will use the fact that, from the central limit theorem, 

  

Based on Theorem 1 and Corollary 1, we get 

    (2) 

Therefore, the  exact confidence interval for  based on Equation (2) 
is 

  

where   and  is the 

 percentile of the standard normal distribution. 

3 Proposed Confidence Interval 

To find a simple approximate expression for the expectation of  we use a Taylor 

series expansion of  around  
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  (3) 

 
Theorem 2. Let   be a random sample of size  from a normal distribu-

tion with mean  and variance  and  be a random sample of size  

from a normal distribution with mean  and variance  The estimator of  is 

 where  and  The approximate expectation and 

variance of  when a coefficient of variation,  is known, are respectively 

  

and 

  

Proof of Theorem 2 

Consider random variables  and  where  has support  Let  

Find approximations for  and  using Taylor series expansion of  

around  as in Equation (3). The mean of   can be found by applying the 
expectation operator to the individual terms (ignoring all terms higher than two), 
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 =  

=  

  

  

  

  

=  

=  

=  (4) 

An approximation of the variance of  is obtained by using the first-order terms 
of the Taylor series expansion:  

 =  
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=  

=  

=  (5)  

 
It is clear from Equation (4) that  is asymptotically unbiased  

and  where  Therefore, the unbiased estimator of  is 

 From Equation (5),  is consistent  

We then apply the central limit theorem and Theorem 2, 

  

Therefore, it is easily seen that the  approximate confidence interval for 
 is 

  

where   and  is the  per-

centile of the standard normal distribution. 

4 Simulation Study 

A Monte Carlo simulation was conducted using the R statistical software [16] version 
3.1.3 to compare the estimated coverage probabilities and average lengths of the new 
proposed confidence interval and the exact confidence interval. Three sets of normal 
data were generated with  and 2, and the ratio of variances  = 0.25, 
0.5, 0.8, 1, 2, 3, 4, 5 and 10. The sample sizes were set at  = 

 and (20,20). The number of simulation runs was 10,000 and the nominal con-
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fidence level  was fixed at 0.95. The results are demonstrated in Tables 1-3. Both 
confidence intervals have estimated coverage probabilities close to the nominal confi-
dence level in the case of small ratio of variances. Additionally, the estimated coverage 
probabilities of all confidence intervals decrease as the values of  get larger 

(i.e., for exact confidence interval, θ= 0.5, =(10,10), 0.94258 for = 0.25; 

0.93096 for = 5; 0.92200 for = 5).  
 
Table 1. Estimated coverage probabilities and expected lengths of confidence intervals for the 
ratio of normal means with a known coefficient of variation when  

   Coverage Probabilities Expected Lengths 
Exact Approx. Exact Approx. 

10 10 0.25 0.94258 0.94253 0.08720 0.08718 
  0.5 0.93837 0.93835 0.07501 0.07500 
  0.8 0.93259 0.93257 0.06995 0.06995 
  1 0.93096 0.93090 0.06821 0.06820 
  2 0.92797 0.92797 0.06442 0.06442 
  3 0.92449 0.92449 0.06305 0.06305 
  4 0.92167 0.92166 0.06236 0.06236 
  5 0.92200 0.92199 0.06202 0.06202 
  10 0.92221 0.92220 0.06104 0.06104 

10 20 0.25 0.93690 0.93678 0.07509 0.07508 
  0.5 0.93153 0.93143 0.06809 0.06808 
  0.8 0.92769 0.92763 0.06529 0.06529 
  1 0.92560 0.92567 0.06443 0.06443 
  2 0.92246 0.92243 0.06232 0.06232 
  3 0.92088 0.92090 0.06169 0.06169 
  4 0.92063 0.92056 0.06133 0.06133 
  5 0.91990 0.91986 0.06109 0.06109 
  10 0.91845 0.91844 0.06069 0.06069 

20 10 0.25 0.94708 0.94724 0.07589 0.07588 
  0.5 0.94615 0.94632 0.06181 0.06181 
  0.8 0.94370 0.94373 0.05564 0.05563 
  1 0.94384 0.94382 0.05337 0.05336 
  2 0.94044 0.94058 0.04863 0.04863 
  3 0.93937 0.93944 0.04688 0.04688 
  4 0.93811 0.93808 0.04601 0.04601 
  5 0.93778 0.93780 0.04551 0.04551 
  10 0.93589 0.93592 0.04439 0.04439 

20 20 0.25 0.94717 0.94714 0.06183 0.06182 
  0.5 0.94357 0.94357 0.05341 0.05341 
  0.8 0.94213 0.94213 0.04985 0.04985 
  1 0.94174 0.94173 0.04861 0.04860 
  2 0.93825 0.93825 0.04600 0.04600 
  3 0.93819 0.93817 0.04509 0.04509 
  4 0.93719 0.93719 0.04464 0.04464 
  5 0.93639 0.93639 0.04435 0.04435 
  10 0.93569 0.93568 0.04385 0.04385 
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The estimated coverage probabilities and the expected lengths of the proposed confi-
dence interval are not significantly different from these of the existing confidence 
interval in any situation. However, the approximate confidence interval is very easy to 
calculate compared with the exact confidence interval because the exact confidence 
interval is based on an infinite summation. 

Table 2. Estimated coverage probabilities and expected lengths of confidence intervals for the 
ratio of normal means with a known coefficient of variation when  

   Coverage Probabilities Expected Lengths 
Exact Approx. Exact Approx. 

10 10 0.25 0.94720 0.94717 0.27803 0.27792 
  0.5 0.94485 0.94479 0.21450 0.21443 
  0.8 0.94394 0.94388 0.18529 0.18524 
  1 0.94304 0.94300 0.17447 0.17442 
  2 0.93781 0.93774 0.15024 0.15022 
  3 0.93385 0.93384 0.14108 0.14106 
  4 0.93099 0.93099 0.13646 0.13645 
  5 0.93047 0.93047 0.13322 0.13321 
  10 0.92530 0.92530 0.12720 0.12719 

10 20 0.25 0.94488 0.94547 0.21468 0.21461 
  0.5 0.94335 0.94339 0.17454 0.17450 
  0.8 0.93924 0.93950 0.15662 0.15659 
  1 0.93648 0.93660 0.15023 0.15020 
  2 0.92933 0.92931 0.13611 0.13610 
  3 0.92785 0.92783 0.13146 0.13145 
  4 0.92580 0.92571 0.12857 0.12856 
  5 0.92614 0.92625 0.12723 0.12723 
  10 0.92309 0.92312 0.12379 0.12379 

20 10 0.25 0.94951 0.94935 0.26411 0.26405 
  0.5 0.94931 0.94934 0.19635 0.19631 
  0.8 0.94907 0.94900 0.16408 0.16405 
  1 0.94831 0.94818 0.15174 0.15172 
  2 0.94603 0.94611 0.12370 0.12369 
  3 0.94457 0.94435 0.11268 0.11267 
  4 0.94452 0.94452 0.10681 0.10680 
  5 0.94233 0.94225 0.10300 0.10299 
  10 0.94130 0.94141 0.09523 0.09523 

20 20 0.25 0.94795 0.94792 0.19637 0.19633 
  0.5 0.94803 0.94800 0.15181 0.15178 
  0.8 0.94576 0.94573 0.13127 0.13125 
  1 0.94615 0.94612 0.12369 0.12367 
  2 0.94428 0.94422 0.10684 0.10683 
  3 0.94233 0.94232 0.10053 0.10052 
  4 0.94080 0.94079 0.09715 0.09715 
  5 0.93958 0.93958 0.09517 0.09517 
  10 0.93833 0.93833 0.09103 0.09103 

 
 

1. 
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Table 3. Estimated coverage probabilities and expected lengths of confidence intervals for the 
ratio of normal means with a known coefficient of variation when  

   Coverage Probabilities Expected Lengths 
Exact Approx. Exact Approx. 

10 10 0.25 0.94976 0.94973 0.51319 0.51313 
  0.5 0.94889 0.94888 0.37262 0.37258 
  0.8 0.94849 0.94847 0.30378 0.30375 
  1 0.94850 0.94848 0.27719 0.27716 
  2 0.94623 0.94619 0.21421 0.21419 
  3 0.94575 0.94574 0.18862 0.18860 
  4 0.94200 0.94197 0.17431 0.17430 
  5 0.94134 0.94134 0.16503 0.16502 
  10 0.93721 0.93719 0.14481 0.14481 

10 20 0.25 0.94873 0.94917 0.37253 0.37249 
  0.5 0.94783 0.94856 0.27720 0.27717 
  0.8 0.94763 0.94799 0.23145 0.23143 
  1 0.94758 0.94785 0.21414 0.21412 
  2 0.94242 0.94246 0.17430 0.17429 
  3 0.93990 0.93994 0.15856 0.15856 
  4 0.93740 0.93731 0.15001 0.15000 
  5 0.93508 0.93509 0.14463 0.14462 
  10 0.92890 0.92882 0.13338 0.13338 

20 10 0.25 0.95042 0.94996 0.50551 0.50548 
  0.5 0.94969 0.94930 0.36209 0.36207 
  0.8 0.95026 0.95007 0.29102 0.29100 
  1 0.94965 0.94966 0.26318 0.26317 
  2 0.95004 0.94987 0.19603 0.19602 
  3 0.94756 0.94742 0.16773 0.16772 
  4 0.94769 0.94764 0.15164 0.15163 
  5 0.94830 0.94824 0.14109 0.14108 
  10 0.94581 0.94590 0.11714 0.11714 

20 20 0.25 0.94871 0.94872 0.36212 0.36209 
  0.5 0.94861 0.94861 0.26320 0.26319 
  0.8 0.95021 0.95019 0.21475 0.21474 
  1 0.94861 0.94860 0.19602 0.19601 
  2 0.94816 0.94815 0.15169 0.15169 
  3 0.94843 0.94840 0.13360 0.13360 
  4 0.94751 0.94751 0.12359 0.12358 
  5 0.94667 0.94666 0.11716 0.11715 
  10 0.94156 0.94155 0.10303 0.10302 

2. 

n m 2 2/x y 
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5 Conclusions 

In this paper, we proposed an approximate confidence interval for the ratio of normal 
population means with a known coefficient of variation. Normally, this arises when 
the scientist knows the coefficient of variation of the control group. The approximate 
confidence interval proposed uses the approximation of the expectation and variance 
of the estimator. The proposed new confidence interval is compared with the exact 
confidence interval constructed by Niwitpong et al. [14] through a Monte Carlo simu-
lation study. The approximate confidence interval performs as efficiently as the exact 
confidence interval in terms of coverage probability and expected length. Moreover, 
approximate confidence interval also is easy to compute compared with the exact 
confidence interval.  
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Abstract. One of the most useful statistical measures is the coefficient
of variation which is widely used in many fields of applications. Not only
in a single population, the coefficients of variation are applied in two
populations. In this paper, we proposed two new confidence intervals for
the ratio of coefficients of variation in the gamma distributions based on
the method of variance of estimates recovery with the methods of Score
and Wald intervals. Moreover, the coverage probability and expected
length of the proposed confidence intervals are evaluated via a Monte
Carlo simulation.

Keywords: Confidence interval · Coefficient of variation · Gamma
distribution · Simulation

1 Introduction

In statistical analysis, the population coefficient of variation is defined as a ratio
of the population standard deviation to the mean. Since the coefficient of vari-
ation is a unit-free measure, it is often used to compare the distributions of
variables even though the variables have different units [1]. In application, the
sample coefficient of variation is used in many areas of science, engineering and
economics. For example, the coefficient of variation is used to summarize the vari-
ability in the enzyme-linked immunosorbent assay (ELISA) and other methods
of chemical analysis in the laboratory [2]. Moreover, the coefficient of variation
is used as a measure of risk sensitivity for the human and animal decision mak-
ing under risk in a meta-analysis [3]. In economics, the ratio of coefficients of
variation is reported the variations about the staple food price of the people in
Indonesia [4].

Although the point estimator is a useful summary statistics, however the con-
fidence interval is more meaningful and provides the information respecting to
the parameter of interest than point estimator [5]. Therefore, many studies have
constructed the confidence intervals for the coefficient of variation, particularly
in the special problem of the ratio of coefficients of variation. For example, we
refer to the paper of Verrill and Johnson [6]. They introduced the asymptotic

c© Springer International Publishing Switzerland 2015
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confidence interval for the ratio of coefficients of variation in the normal dis-
tributions. However, by simulation, it was found that their confidence interval
has the coverage probability less than the nominal level in some cases. Further-
more, Donner and Zou [7] proposed the confidence intervals for the functions of
parameters by using the method of variance of estimates recovery (MOVER).
One of their proposed the confidence intervals is the confidence interval for the
coefficient of variation in the normal distribution. Then, Buntao and Niwitpong
[8] introduced the confidence intervals for the ratio of coefficients of variation
in the delta-lognormal distribution based on the methods of the MOVER and
the generalized confidence interval (GCI). By simulation, it was found that the
their confidence intervals provide the coverage probabilities close to the nominal
level. From the reviewed literatures, we can see that many studies have been
interested in constructing the confidence intervals for the ratio of coefficients
of variation in the normal distributions. However, inference problems for the
lifetime distributions are also important in the practical applications.

The gamma distribution is a probability model which is frequently used in the
actuarial science as the waiting time until death [9,10]. The probability density
function of the two-parameter gamma distribution, Gamma (α, β), is defined as

fX(x;α, β) =
1

Γ (α)βα
exp− x

β xα−1, x > 0, α > 0, β > 0,

where α and β are the shape and scale parameters, respectively. The mean of
X is E(X) = αβ and the variance of X is V ar(X) = αβ2. Thus, the population
coefficient of variation is given by τ = 1√

α
. To estimate the population coefficient

of variation, the sample coefficient of variation is defined as a point estimator
τ̂ = 1√

α̂
, where α̂ is the estimator of α.

Recently, Sangnawakij et al. [11] proposed the confidence intervals for the
coefficient of variation using two well-known methods, the Score interval and
the Wald interval. By simulation, it was found that their confidence intervals
perform well in terms of coverage probability in almost all cases. That research
is the study in the single coefficient of variation in gamma distribution. However,
the confidence interval for the ratio of coefficients of variation is interested and
there have not been research studies done in the case of two gamma populations.
Therefore, the objective of this paper is to construct the new confidence intervals
for the ratio of coefficients of variation in the gamma distributions based on the
method of variance of estimates recovery described by Donner and Zou [7] with
the confidence intervals of Sangnawakij et al. [11].

This paper is organized as a follows. In Section 2, we consider the confidence
intervals for the single coefficient of variation of Sangnawakij et al. [11]. The
methods to establish the proposed confidence intervals for the ratio of coefficients
of variation in the gamma distributions based on the MOVER approach by
Donner and Zou [7] are indicated in Section 3. The simulation results and a
numerical illustration are shown in Section 4 and Section 5, respectively. Finally,
some concluding remarks are given in Section 6.
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2 The Confidence Intervals for the Coefficient of
Variation

Let X = (X1,X2, . . . Xn) and Y = (Y1, Y2, . . . Ym) be random samples from
two gamma distributions, i.e., X ∼ Gamma(α1, β1) and Y ∼ Gamma(α2, β2).
The coefficients of variation for the variable X and Y are denoted as τ1 and τ2,
respectively, where τ1 = 1√

α1
and τ2 = 1√

α2
.

In the recent, Sangnawakij et al. [11] introduced the (1 − γ)100% confidence
intervals for the single coefficient of variation in the gamma distribution by the
methods of the Score interval and the Wald interval. Their confidence intervals
are as follows:

1. The confidence interval for the coefficient of variation, τ1, from the method
of Score confidence interval

CIs1 = [ls1, us1],

where
X̄ is the sample mean of X, ls1 =

√
2
n (n ln X̄ − ∑n

i=1 ln Xi − Z γ
2

√
n

2α̂2
1
),

us1 =
√

2
n (n ln X̄ − ∑n

i=1 ln Xi + Z γ
2

√
n

2α̂2
1
)

2. The confidence interval for the coefficient of variation, τ1, from the method
of Wald confidence interval

CIw1 = [lw1, uw1],

where lw1 =
(
√

α̂1 + Z γ
2

√
2α̂2

1
n

)−1, uw1 =
(
√

α̂1 − Z γ
2

√
2α̂2

1
n

)−1, Z γ
2

is the
γ
2 quantile of the standard normal distribution and α̂1 = 1

2[ln X̄− 1
n

∑n
i=1 lnXi]

is the maximum likelihood estimator of α1

Similarly, the confidence intervals for τ2 based on the methods of the Score
interval and the Wald interval are

CIs2 = [ls2, us2]

and
CIw2 = [lw2, uw2],

respectively, where Ȳ is the sample mean of Y, α̂2 = 1
2[ln Ȳ − 1

m

∑m
i=1 lnYi]

is the
max-
imum likelihood estimator of α2, ls2 =

√
2
m (m ln Ȳ − ∑m

i=1 ln Yi − Z γ
2

√
m
2α̂2

2
),

us2 =
√

2
m (m ln Ȳ − ∑m

i=1 ln Yi + Z γ
2

√
m
2α̂2

2
), lw2 =

(
√

α̂2 + Z γ
2

√
2α̂2

2
m

)−1 and

uw2 =
(
√

α̂2 − Z γ
2

√
2α̂2

2
m

)−1.
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Then, we use the confidence intervals for the single coefficient of variation in
this section to establish the confidence intervals for the ratio of coefficients of
variation in the gamma distributions. The important methods are presented in
the next section.

3 The Confidence Intervals for the Ratio of Coefficients
of Variation

From two gamma distributions, the ratio of coefficients of variation is defined as

η =
τ1
τ2

=
1√
α1

1√
α2

.

The confidence interval for the parameter η can be constructed by the following
method.

The closed form method of variance estimation or the method of variance
of estimates recovery (MOVER) is the method for constructing the confidence
interval for the functions of parameters, i.e., in the form θ1 + θ2 and θ1

θ2
. It was

introduced by Zou and his colleague in many papers [7], [13], [14]. The concept of
this method is to find the separate confidence intervals for two single parameters
and then recover the variance estimates from the confidence intervals, after that
to form the confidence interval for the function of parameters.

For more information, we explain the MOVER method based on the central
limit theorem (CLT) to construct the confidence interval for θ1 + θ2. Thus, the
general form of two-sided confidence interval, under the assumption of indepen-
dent between the estimators θ̂1 and θ̂2, is given by

[L,U ] =
[
(θ̂1 + θ̂2) ∓ Z γ

2

√
V ar(θ̂1) + V ar(θ̂2)

]
,

where V ar(θ̂1) and V ar(θ̂2) are the unknown variances of θ̂1 and θ̂2, respectively.
Zou et al. [13] assumed that [l

′
i, u

′
i] are the (1 − γ)100% confidence intervals for

θi, for i = 1, 2. Moreover, they described that the value of l
′
1 + l

′
2 is similar to

L and u
′
1 + u

′
2 is similar to U. To estimate V ar(θ̂i), using the CLT and under

the conditions θ1 = l
′
1 and θ2 = l

′
2, the estimated variances recovered from l

′
i

to obtain L can be derived as V̂ ar(θ̂i) ≈ (θ̂i−l
′
i)

2

Z2
γ
2

. On the other hand, under the

conditionals θ1 = u
′
1 and θ2 = u

′
2, the estimated variances recovered from u

′
i

to obtain U can be derived as V̂ ar(θ̂i) ≈ (u
′
i−θ̂i)

2

Z2
γ
2

. Replacing the corresponding

estimated variances into the interval [L,U ], then we will obtain the (1− γ)100%
two-sided confidence interval for θ1 + θ2.

Similarly, the confidence interval for the difference of parameters can be con-
structed by changing θ1 − θ2 into the form θ1 + (−θ2) and then recovering the
variance estimates by following the above method. In this study, we can see that
the ratio of parameters, R = θ1

θ2
is equivalent to the form θ1 − Rθ2 = 0. Hence,
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the confidence interval for θ1 − Rθ2 is obtained. Setting the lower and upper
limits for θ1 − Rθ2 equal to zero, we can solve the confidence interval for R.

Following Donner and Zou [7], the (1−γ)100% two-sided confidence interval
for θ1

θ2
is given by [L

′
r, U

′
r]

L
′
r =

θ̂1θ̂2 −
√

(θ̂1θ̂2)2 − l
′
1u

′
2(2θ̂1 − l

′
1)(2θ̂2 − u

′
2)

u
′
2(2θ̂2 − u

′
2)

(1)

and

U
′
r =

θ̂1θ̂2 +
√

(θ̂1θ̂2)2 − u
′
1l

′
2(2θ̂1 − u

′
1)(2θ̂2 − l

′
2)

l
′
2(2θ̂2 − l

′
2)

, (2)

where [l
′
i, u

′
i] are the (1 − γ)100% confidence intervals and θ̂i are the point esti-

mators of θi, for i = 1, 2.
In order to construct the new confidence intervals for η = τ1

τ2
, we apply the

confidence interval of Donner and Zou [7] to achieve the objective of this paper.
Now, we set θ̂1 = τ̂1 = 1√

α̂1
is the estimator of τ1, θ̂2 = τ̂2 = 1√

α̂2
is the estimator

of τ2, l
′
1 = l1, u

′
1 = u1, l

′
2 = l2 and u

′
2 = u2. Then, we replace them into equations

(1) and (2). It easy to see that the general form of the (1 − γ)100% confidence
interval for η is [Lr, Ur],

Lr =
τ̂1τ̂2 − √

(τ̂1τ̂2)2 − l1u2(2τ̂2 − u2)(2τ̂1 − l1)
u2(2τ̂2 − u2)

=
1√

α̂1α̂2
−

√
1

α̂1α̂2
− l1u2( 2√

α̂2
− u2)( 2√

α̂1
− l1)

u2( 2√
α̂2

− u2)
(3)

and

Ur =
τ̂1τ̂2 +

√
(τ̂1τ̂2)2 − u1l2(2τ̂2 − l2)(2τ̂1 − u1)

l2(2τ̂2 − l2)

=
1√

α̂1α̂2
+

√
1

α̂1α̂2
− u1l2( 2√

α̂2
− l2)( 2√

α̂1
− u1)

l2( 2√
α̂2

− l2)
, (4)

where [li, ui] are the (1−γ)100% confidence intervals for τi, and α̂i are the MLEs
of αi, for i = 1, 2.

From equations (3) and (4), we can see that the lower and upper limits of the
confidence interval for η depend on the interval [li, ui] , for i = 1, 2. This point
is important. Therefore, in the next subsection, the confidence intervals for the
ratio of coefficients of variation based on the MOVER with the Score interval
and the Wald interval are considered.

3.1 The Confidence Interval for the Ratio of Coefficients of
Variation Using the Score Method

In section 2, we know that [ls1, us1] and [ls2, us2] are the (1− γ)100% confidence
intervals based on the method of Score interval for τ1 and τ2, respectively. Using
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the concept of the MOVER approach, we replace l1 = ls1, l2 = ls2, u1 = us1

and u2 = us2 into equations (3) and (4). Therefore, the (1 − γ)100% confidence
interval for η is given by CIrs = [lrs, urs], where

lrs =
1√

α̂1α̂2
−

√
1

α̂1α̂2
− ls1us2( 2√

α̂2
− us2)( 2√

α̂1
− ls1)

us2( 2√
α̂2

− us2)
(5)

and

urs =
1√

α̂1α̂2
+

√
1

α̂1α̂2
− ls2us1( 2√

α̂2
− ls2)( 2√

α̂1
− us1)

ls2( 2√
α̂2

− ls2)
. (6)

3.2 The Confidence Interval for the Ratio of Coefficients of
Variation Using the Wald Method

Like the previous subsection, since we know that [lw1, uw1] and [lw2, uw2] are the
(1 − γ)100% confidence intervals based on the method of Wald interval for τ1
and τ2, respectively. Then, we set l1 = lw1, l2 = lw2, u1 = uw1 and u2 = uw2

into equations (3) and (4). Therefore, the (1 − γ)100% confidence interval for η
is derived as CIrw = [lrw, urw], where

lrw =
1√

α̂1α̂2
−

√
1

α̂1α̂2
− lw1uw2( 2√

α̂2
− uw2)( 2√

α̂1
− lw1)

uw2( 2√
α̂2

− uw2)
(7)

and

urw =
1√

α̂1α̂2
+

√
1

α̂1α̂2
− lw2uw1( 2√

α̂2
− lw2)( 2√

α̂1
− uw1)

lw2( 2√
α̂2

− lw2)
. (8)

4 Performance of the Confidence Intervals

To examine the confidence interval, we prefer the confidence interval which has
the values of coverage probability at least or close to the nominal coverage level
(1 − γ), and has the shortest expected length. In this section, the simulations
are carried out using the R statistical program [12] to evaluate the coverage
probabilities and the expected lengths of the proposed confidence intervals with
10,000 simulations at significance level γ = 0.05. In this simulation study, the
first step, the data were generated from two independent gamma distributions
with (α1, β1) and (α2, β2), respectively, where β1 = β2 = 2 are fixed and αi are
adjusted to get the required coefficients of variation, i.e., αi = 1

τ2
i
, for i = 1, 2.

A set values of the coefficients of variation, (τ1, τ2) = (0.05, 0.05), (0.05, 0.10),
(0.05, 0.30), (0.10, 0.10), (0.10, 0.20), (0.10, 0.40), (0.20, 0.20), (0.20, 0.30), (0.20,
0.50) and sample sizes (n,m) = (20, 20), (40, 40), (100, 100), (200, 200). Then,
the 95% of proposed confidence intervals for the ratio of coefficients of variation,
CIds and CIdw are calculated. Finally, the estimated coverage probability and
the expected length are given by
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Table 1. The coverage probabilities and expected lengths of 95% confidence intervals
for the ratio of coefficients of variation of gamma distributions.

n m (τ1, τ2) Method CP a ELb n m (τ1, τ2) Method CP a ELb

20 20 (0.05,0.05) Score 0.9760 1.1508 100 100 (0.05,0.05) Score 0.9530 0.4106
Wald 0.9779 1.1687 Wald 0.9543 0.4119

(0.05,0.10) Score 0.9771 0.5781 (0.05,0.10) Score 0.9571 0.2052
Wald 0.9786 0.5871 Wald 0.9583 0.2058

(0.05,0.30) Score 0.9762 0.1905 (0.05,0.30) Score 0.9521 0.0678
Wald 0.9787 0.1935 Wald 0.9529 0.0681

(0.10,0.10) Score 0.9742 1.1577 (0.10,0.10) Score 0.9554 0.4113
Wald 0.9756 1.1756 Wald 0.9559 0.4126

(0.10,0.20) Score 0.9758 0.5788 (0.10,0.20) score 0.9532 0.2046
Wald 0.9783 0.5878 Wald 0.9538 0.2053

(0.10,0.40) Score 0.9727 0.2849 (0.10,0.40) Score 0.9538 0.1013
Wald 0.9751 0.2893 Wald 0.9544 0.1017

(0.20,0.20) Score 0.9741 1.1553 (0.20,0.20) Score 0.9526 0.4112
Wald 0.9759 1.1732 Wald 0.9535 0.4126

(0.20,0.30) Score 0.9760 0.7677 (0.20,0.30) Score 0.9529 0.2726
Wald 0.9776 0.7796 Wald 0.9538 0.2734

(0.20,0.50) Score 0.9777 0.4530 (0.20,0.50) Score 0.9512 0.1612
Wald 0.9792 0.4600 Wald 0.9517 0.1617

40 40 (0.05,0.05) Score 0.9664 0.7003 200 200 (0.05,0.05) Score 0.9497 0.2834
Wald 0.9679 0.7059 Wald 0.9502 0.2839

(0.05,0.10) Score 0.9618 0.3506 (0.05,0.10) Score 0.9558 0.1417
Wald 0.9639 0.3534 Wald 0.9564 0.1420

(0.05,0.30) Score 0.9633 0.1160 (0.05,0.30) Score 0.9511 0.0469
Wald 0.9643 0.1169 Wald 0.9513 0.0470

(0.10,0.10) Score 0.9604 0.7011 (0.10,0.10) Score 0.9511 0.2839
Wald 0.9615 0.7067 Wald 0.9513 0.2843

(0.10,0.20) Score 0.9636 0.3501 (0.10,0.20) Score 0.9542 0.1413
Wald 0.9656 0.3529 Wald 0.9546 0.1415

(0.10,0.40) Score 0.9599 0.1733 (0.10,0.04) Score 0.9464 0.0700
Wald 0.9613 0.1747 Wald 0.9467 0.0701

(0.20,0.20) Score 0.9623 0.7015 (0.20,0.20) Score 0.9533 0.2834
Wald 0.9634 0.7071 Wald 0.9536 0.2839

(0.20,0.30) Score 0.9624 0.4654 (0.20,0.30) Score 0.9526 0.1883
Wald 0.9643 0.4691 Wald 0.9530 0.1886

(0.20,0.50) Score 0.9620 0.2755 (0.20,0.50) Score 0.9444 0.1114
Wald 0.9638 0.2777 Wald 0.9449 0.1116

a is the coverage probability for the confidence interval.
b is the expected length for the confidence interval.
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1 − γ ∼= c(L ≤ η ≤ U)
10, 000

and

Length =

∑1000
j=1 (Uj − Lj)

10, 000
,

where c(L ≤ η ≤ U) is the number of simulation runs for which the the ratio
of coefficients of variation, η, lie within the confidence interval. The simulation
results for all combination parameters are shown in Table 1.

As a results, the proposed confidence intervals based on the MOVER method
with the Score interval, CIrs, and the Wald interval, CIrw, provide the coverage
probabilities more than or close to the nominal value at 0.95. Moreover, the
expected lengths of either proposed confidence interval are not different in all
cases. Furthermore, the expected lengths of CIrs and CIrw tend to decrease
when sample size increases. From the simulation result, it means that 95% of
the proposed confidence intervals accurately cover the true parameter.

5 Data Example

In this section, we illustrate the real data provided by Proschan [15] on the time
of successive failures of the air conditioning system of Boeing 720 airplanes. The

Fig. 1. (a) a histogram and (b) a Box-and-Whisker plot of the air conditioning system
of plane number 7909
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Fig. 2. (a) a histogram and (b) a Box-and-Whisker plot of the air conditioning system
of plane number 7912

data in operating hours for jet plane number 7909, 29 observations, and number
7912, 30 observation, are shown by the histograms and the Box-and-Whisker
plots in Fig. 1 and Fig. 2, respectively.

In this samples, we observe the statistic as a follow. For plane number 7909,
the sample mean x̄ = 83.5172,

∑29
i=1 ln xi = 118.8105, the MLE α̂1 = 1.5238.

For plane number 7912, the sample mean ȳ = 59.6000,
∑30

i=1 ln yi = 100.7427,
the MLE α̂2 = 0.6853. Hence, the 95% confidence intervals by the Score method
for τ1 and τ2 are [ls1, us1] = [0.5643, 0.9970] and [ls2, us2] = [0.8489, 1.4824],
respectively. Moreover, we have the 95% confidence intervals by the Wald method
for τ1 and τ2 are [lw1, uw1] = [0.6582, 1.1629] and [lw2, uw2] = [0.9843, 1.7188],
respectively.

Therefore, it easy to see that the 95% confidence interval CIrs for η is [0.4437,
1.0078] with the length of interval 0.5641. On the other hand, the 95% confidence
interval CIrw for η is [0.4446, 1.0184] with the length of interval 0.5783. Clearly,
the expected lengths of CIrs and CIrw are not different as the simulation result
in the previous section.

6 Conclusions

The new confidence intervals for the ratio of coefficients of variation which are
proposed in this paper extend the recent paper of Sangnawakij et al. [11] based
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on the method of variance of estimates recovery (MOVER) of Donner and Zou
[7]. The proposed confidence interval based on the Score interval, CIrs, is com-
pared with the confidence interval based on the Wald interval, CIrw, in terms of
the coverage probability and the expected length through a Monte Carlo simula-
tion. The results indicate that the values of coverage probability of all proposed
confidence intervals maintain the nominal coverage level. Furthermore, for over-
all comparisons, the expected lengths of CIrs are slightly different from that of
CIrw. These results are confirmed by the application in the real data example.
We also note that the results are supported by the asymptotic equivalent the-
ory of the Score and Wald statistics [16]. That is, the new proposed confidence
intervals are acceptable. Moreover, our confidence intervals have clearly formulas
and it can be calculated easily. Therefore, the confidence intervals in this paper
can be chosen to estimate the ratio of coefficients of variation in the gamma
distributions.
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Abstract. Although various FCM-type clustering models are utilized in
many unsupervised classification tasks, they often suffer from bad initial-
ization. The deterministic clustering approach is a practical procedure
for utilizing a robust feature of very fuzzy partitions and tries to converge
the iterative FCM process to a plausible solution by gradually decreasing
the fuzziness degree. In this paper, a novel framework for implementing
the deterministic annealing mechanism to fuzzy co-clustering is proposed.
The advantages of the proposed framework against the conventional sta-
tistical co-clustering model are demonstrated through some numerical
experiments.

Keywords: Fuzzy co-clustering · Deterministic annealing · Initializa-
tion problem

1 Introduction

While Fuzzy c-Means (FCM)-type clustering models [1,2] can effectively achieve
unsupervised classification in simple iterative processes, they often suffer from
the initialization problem, in which the algorithms may converge to inappropriate
local solutions because of bad initialization. Deterministic annealing (DA) [3]
is a possible way for avoiding local solutions in fuzzy clustering, in which a
deterministic procedure of gradually degrading fuzziness degrees is implemented
for utilizing the robust feature of very fuzzy partitions. In [3], the entropy-based
fuzzification term [4] first plays a role for regularizing the k-Means objective
function with a very large fuzification weight so that it brings a unique solution
regardless random initialization, and then, the fuzzification weight is gradually
degraded in order to find a plausible solution with the intended fuzzy degree.

In this paper, the DA scheme is implemented to a fuzzy co-clustering model.
Fuzzy Clustering for Categorical Multivariate data (FCCM) [5] is an FCM vari-
ant, in which co-clusters of object-item pairs are extracted from cooccurrence
information among objects and items. Co-cluster structures are represented by
two different kinds of fuzzy memberships: object memberships and item mem-
berships. In order to extract familiar object-item pairs, the FCM-type objective
function is defined by the aggregation degree of objects and items instead of
the within-cluster-error measure of FCM. So, the fuzzy co-clustering model is
c© Springer International Publishing Switzerland 2015
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a prototype-less clustering model. Considering the maximization principle of
the aggregation measure, in [5], membership fuzzification was achieved by the
entropy-based regularization approach [4]. Although the iterative algorithm has
similar form to the conventional FCM, the dual fuzzification model has no com-
parative statistical models and often needs very careful tuning of two penalty
weights.

Recently, a statistical model-induced fuzzy co-clustering model was proposed,
which is induced from the statistical Multinomial Mixture Models (MMMs) [6].
Fuzzy Co-Clustering induced by MMMs (FCCMM) [7,8] modified the FCCM
objective function by replacing the linear aggregation measure with a non-linear
one induced by the pseudo-log-likelihood function of MMMs. In FCCMM, the
object and item memberships are identified with the probability of each genera-
tive class for an object and the probability of appearance of an item in a class,
respectively, and they are fuzzified based on different fuzzification principles.

In this paper, the DA scheme is utilized in both object and item membership
fuzzification processes in the fuzzy co-clustering context. The fuzziness degree
of object memberships are tuned by the K-L information-based regularization
approach [9], and DA is implemented by decreasing the penalty weight for the K-
L information term. On the other hand, the fuzziness degree of item memberships
are tuned by a weighting exponent approach [10], and DA is implemented by
decreasing the weight.

The remaining parts of this paper are organized as follows: Section 2 presents
a brief review on the DA scheme in FCM clustering. In Section 3, the DA
scheme is implemented to FCCMM. The characteristic features are demonstrated
through a numerical experiment in Section 4 and a summary conclusion is given
in Section 5.

2 FCM Clustering and Deterministic Annealing

Assume that we have n objects with their m-dimensional vector observations xi,
i = 1, . . . , n. In FCM clustering [1,2], the objects are partitioned into C fuzzy
clusters, which are represented by prototypical centroids bc, c = 1, . . . , C, in such
a way that the within-cluster-errors are minimized. Cluster assignment of each
object is represented by their fuzzy memberships uci, which indicate the degree of
belongingness of object i to cluster c and is constrained such that

∑C
c=1 uci = 1.

Besides the linear objective function of crisp k-Means clustering [11], membership
fuzzification is performed by introducing non-linear nature with respect to uci

in the FCM objective function.
Instead of the weighting exponent of the standard FCM [1], Miyamoto and

Mukaidono [4] introduced the entropy-based regularization concept to fuzzifica-
tion of k-Means objective function as follows:

Lefcm =
C∑

c=1

n∑

i=1

uci||xi − bc||2 + λu

C∑

c=1

n∑

i=1

uci log uci, (1)
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where λu tunes the degree of fuzziness of object memberships. The larger the
λu, the fuzzier the object memberships.

Rose et al. [3] introduced a deterministic annealing (DA) concept to data clus-
tering. Although the DA clustering model was purely constructed on a probabilis-
tic framework, the updating formula is equivalent to that of the entropy-based
FCM. In the DA clustering model, the fuzzification penalty λu is regarded as
the temperature parameter and the FCM cost function is deterministically opti-
mized at each temperature sequentially, starting at high temperature and going
down. In the FCM context, it has been shown that the fuzzification penalty term
can play a role for regularizing the k-Means objective function and a very fuzzy
model with a huge λu often brings a unique solution with a smoothened cost
function. For example, with a huge λu, all uci tend to have homogeneous values
of uci = 1/C [12], which is a unique solution regardless of random initializations.

3 DA-Based Fuzzy Co-clustering

3.1 FCCM and Its Connection with Statistical Co-clustering Model

Assume that we have cooccurence information among n objects and m items
with their frequencies of co-appearance rij such that the information is summa-
rized in an n × m cooccurrence matrix R = {rij}. FCCM [5] is an FCM-type
co-clustering model, in which fuzzy co-clusters of mutually familiar object-item
pairs are extracted by estimating two different fuzzy memberships of uci for
object i and wcj for item j to cluster c. The aggregation quality of C co-clusters
are measured by the aggregation degree

∑C
c=1

∑n
i=1

∑m
j=1 uciwcjrij to be max-

imized instead of the within-cluster-errors in FCM, so that familiar object-item
pairs having a large rij take large memberships in a same cluster. Then, adopt-
ing the entropy-based fuzzification penalties, the FCCM objective function to
be maximized was defined as:

Lfccm =
C∑

c=1

n∑

i=1

m∑

j=1

uciwcjrij−λu

C∑

c=1

n∑

i=1

uci log uci−λw

C∑

c=1

m∑

j=1

wcj log wcj , (2)

where λu and λw are the independent fuzzification weight for object and item
memberships, respectively.

Avoiding a trivial solution, uci and wcj are estimated under different con-
straints:

∑C
c=1 uci = 1 for uci and

∑m
j=1 wcj = 1 for wcj . These constraints brings

a statistical interpretation of co-cluster estimation such that uci represents the
probability of the c-th generative distribution for object i while wcj is identified
with the occurrence probability of item j in the c-th generative distribution.

The statistical interpretation of FCCM implies a clustering interpretation on
the basic statistical co-clustering model of MMMs, whose pseudo-log-likelihood
function is given as:

Lmmms =
C∑

c=1

n∑

i=1

m∑

j=1

ucirij log wcj +
C∑

c=1

n∑

i=1

uci log
αc

uci
, (3)
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where αc is the a priori probability of the c-th generative distribution. From
the object clustering view point, the pseudo-log-likelihood function can be
divided into two components. The first term

∑C
c=1

∑n
i=1

∑m
j=1 ucirij log wcj is

the aggregation measure among objects and items in each cluster, which is
a linear function with respect to uci. The second term of K-L information∑C

c=1

∑n
i=1 uci log αc

uci
is identified with the regularization term for achieving

soft partition [9]. On the other hand, from the item clustering view point, the
pseudo-log-likelihood function has no fuzzification penalty term and the non-
linearity with respect to wcj is achieved by log function in the first aggregation
term.

3.2 Fuzzy Co-clustering Induced by MMMs and Deterministic
Annealing

Supported by the statistical interpretation of FCCM, a fuzzy counterpart of
MMMs was proposed, in which the FCCM objective function was modified by
extending the pseudo-log-likelihood function of MMMs. Based on the K-L infor-
mation regularization concept [9], it is expected that the degree of fuzziness of
object partition can be arbitrary adjusted by tuning the effect of the fuzzifica-
tion penalty, i.e., we can adopt an adjustable weight on the K-L information
term. On the other hand, the degree of fuzziness of item partition is expected
to be adjustable by tuning the non-linear degree of the log-based term. Follow-
ing these considerations, Fuzzy Co-Clustering induced by MMMs (FCCMM) [8]
introduced the objective function as:

Lfccmm =
C∑

c=1

n∑

i=1

m∑

j=1

1
λw

ucirij

(
(wcj)λw − 1

)

+λu

C∑

c=1

n∑

i=1

uci log
αc

uci
, (4)

where λu and λw are the fuzzification penalty weight for object and item mem-
berships, respectively. The K-L information-based penalty term is a direct exten-
sion of the MMMs-based soft object partition. The larger the λu, the fuzzier the
object partition.

For item membership fuzzification, 1
λw

(
(wcj)λw − 1

)
was adopted instead of

log wcj , where

log wcj ∼ lim
λw→0

1
λw

(
(wcj)t − 1

)
. (5)

When λw = 1, 1
λw

(
(wcj)λw − 1

)
is reduced to a linear function with respect

to wcj and we have crisp memberships only. As λw is smaller, 1
λw

(
(wcj)λw − 1

)

becomes much more non-linear and we have fuzzier item memberships [10]. When
0 < λw < 1, the fuzziness degree is weaker then MMMs. On the other hand,
when λw < 0, we have much fuzzier item partitions than MMMs.
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In [8], it was demonstrated that the frequency of the best object partition
becomes larger as the fuzziness degrees of object memberships are larger while
too much larger or smaller penalty weights cause computational instabilities.
On the other hand, tuning of item fuzziness degree λw brought inconsistent
effects on object and item partitions. As is expected, a smaller λw gave a fuzzier
item memberships but caused a crisper object partition. It may be because a
fuzzier item memberships can effectively conceal noise and can contribute to
fine interpretation of object memberships. Then, in this paper, two different DA
strategies are adopted to object and item membership fuzzification mechanisms
with the goal of reducing the inappropriate influences of initialization problems.

First, for object membership fuzzification, a DA process starts from slightly
fuzzier situation than the intended fuzziness degrees and is degraded until the
model is reduced to the intended one. In general simulated annealing approaches,
a practical way for decreasing the temperature parameter Tk with iteration index
k is

Tk+1 = γTk (0.8 ≤ γ < 1), (6)

where γ is the depletion rate. Based on the same concept, the fuzzification param-
eters are adjusted. Because the object membership fuzzifier λu is directly identi-
fiable with the temperature parameter of the conventional DA clustering model,
it can be degraded as:

λu,k+1 = min{γuλu,k, λmin
u }, (7)

where 0 < γu < 1, and λu = 1 corresponds to MMMs.
Second, tuning of item membership fuzziness is performed based on a different

concept. This paper focusses on the stability of object partitions and adopts a DA
framework for reducing effects of bad initializations from the object clustering
view point. As demonstrated in the previous work [8], a crisper item membership
can contribute to reducing bad effects of inappropriate initializations. Because
item partition becomes fuzzier as λw is smaller, λw should be decreased from a
slightly larger value to the intended one.

Besides the case of λu, it should be noted that λw can take both positive
and negative values while the above annealing schedules are designed only for
positive ones.

A possible way for tuning λw among [λmin
w , λmax

w ] is:

λw,k+1 = min{γw(λw,k − 2 × λmin
w + λmax

w ) + 2 × λmin
w − λmax

w , λmin
w }, (8)

so that Tk+1 = γk ×Tmax in the interval [0, Tmax] is virtually realized in [λmin
w −

(λmax
w − λmin

w ), λmax
w ] with the center λmin

w .
Then, a sample procedure of the proposed algorithm is written as follows:

Algorithm: Fuzzy Co-Clustering induced by Multinomial Mixture
models with Deterministic Annealing (FCCMM-DA)

Step 1. Initialize fuzzy memberships uci and wcj such that they satisfy∑C
c=1 uci = 1, ∀i and

∑m
j=1 wcj = 1, ∀c. Choose the possible interval of
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fuzziness penalty weights λu ∈ [λmin
u , λmax

u ] and λw ∈ [λmin
w , λmax

w ], and ter-
mination criterion ε. Let the initial penalties be λu = λmin

u and λw = λmax
w .

Step 2. Update cluster volumes αc, c = 1, . . . , C by

αc =
1
n

n∑

i=1

uci. (9)

Step 3. Update wcj , c = 1, . . . , C, j = 1, . . . , m by

wcj =

⎛

⎜⎜⎜⎜⎜⎝

m∑

�=1

⎛

⎜⎜⎜⎜⎝

n∑

i=1

rijuci

n∑

i=1

ri�uci

⎞

⎟⎟⎟⎟⎠

1
λw−1

⎞

⎟⎟⎟⎟⎟⎠

−1

. (10)

Step 4. Update uci, c = 1, . . . , C, i = 1, . . . , n by followings:
For λw �= 0,

uci =

αc exp

⎛

⎝ 1
λuλw

m∑

j=1

rij(wcj)λw

⎞

⎠

C∑

�=1

α� exp

⎛

⎝ 1
λuλw

m∑

j=1

rij(w�j)λw

⎞

⎠
. (11)

For λw = 0,

uci =
αc

∏m
j=1(wcj)rij/λu

∑C
�=1 α�

∏m
j=1(w�j)rij/λu

. (12)

Step 5. Update λu and λw by Eqs.(7) and (8)
Step 6. If maxc,i | uNEW

ci − uOLD
ci |< ε,

then stop. Otherwise, return to Step 2.

4 Numerical Experiments

In this section, the characteristic features of the proposed method are demon-
strated in a numerical experiment. A noisy 100×60 artificial cooccurrence matrix
R shown in Fig. 1-(b) was used in [7,8], which was generated from a noise-less
R0 with 100 objects (n = 100) and 60 items (m = 60) shown in Fig. 1-(a).
R0 = {r0ij} and R = {rij} are the base matrix without noise and its noisy vari-
ant, whose elements are depicted by black and white cells as rij = 1 and rij = 0,
respectively. The noisy matrix R, which includes roughly 4 co-clusters (C = 4) in
diagonal blocks while some items are shared by multiple clusters, was generated
from R0 by replacing r0ij = 1 with rij = 0 at a rate of 50% and r0ij = 0 elements
with rij = 1 at a rate of 10%.
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(a) noiseless R0 (b) noisy R

Fig. 1. Artificial coocurrance matrices [7,8]

The initialization sensitivity of the FCCMM algorithm is compared with
and without annealing mechanisms, where the initial item membership vectors
wc = (wc1, . . . , wcm)� of C = 4 clusters were constructed from normalized
cooccurrence information vectors ri = (ri1, . . . , rim)� of 4 objects such that
wc = (r∗

i1, . . . , r
∗
im)� and

∑
j r∗

ij = 1. The FCCMM algorithm with various
penalty weight values was applied to the noisy cooccurrence matrix R with initial
partitions given by 210 different 4-objects combinations constructed from 10 pre-
selected objects, i.e., all trials started from common 210 initialization candidates
for fair comparisons. The partition quality is compared with Rand Index (RI)
of maximum membership partitions, where RIu implies the ratio of matching
with the ideal object partition of Fig. 1-(a) after maximum membership object
partition.

In the previous research [8], without the DA scheme, the frequencies of the
clustering results with RIu> 0.9 object c-partition was reported as Table 1,
where ‘—’ means that the algorithm cannot work because of overflow with too
fuzzy or too crisp penalty settings. The initialization sensitivity was reduced with
larger λu and λw, i.e., a fuzzier object partition and a crisper item partition can
contribute to stable co-clustering.

Table 1. Comparison of initialization sensitivity without DA in artificial data: the
frequencies of RIu> 0.9 in 210 different trials [8]

object penalty λu

0.5 1.0 2.0

item 0.3 185 (88%) 202 (96%) —
penalty 0.0 40 (19%) 108 (51%) 171 (81%)
λw -0.3 — 0 (0%) 21 (10%)
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Table 2. Comparison of initialization sensitivity with object fuzziness annealing in
artificial data: the frequencies of RIu> 0.9 in 210 different trials

object penalty λu

λmax
u 1.0 2.0 3.0
↓ ↓ ↓ ↓

λmin
u 0.5 1.0 2.0

item 0.3 200 (95%) 207 (99%) —
penalty 0.0 86 (41%) 161 (77%) 198 (94%)
λw -0.3 — 21 (10%) 29 (14%)

Table 3. Comparison of initialization sensitivity with item fuzziness annealing in arti-
ficial data: the frequencies of RIu> 0.9 in 210 different trials

object penalty λu

λmax
w → λmin

w 0.5 1.0 2.0
item 0.5 → 0.3 196 (93%) 208 (99%) —
penalty 0.3 → 0.0 182 (87%) 196 (93%) 207 (99%)
λw 0.0 → -0.3 — 51 (24%) 90 (43%)

In the following, the proposed annealing scheme is introduced with the goal of
achieving the stable co-clustering features by gradual tuning of fuzziness degrees.
First, annealing of object membership fuzziness is considered with fixed item
fuzziness, where the fuzziness penalty of object partition is reduced as:

λu = max{λmin
u , 0.99kλmax

u }, (13)

where k is the iteration index, and the final value was always be guaranteed as
λu = λmin

u in this experiment for comparison purposes.
Table 2 shows that the initialization sensitivity of the FCCMM algorithm

was efficiently reduced by introducing annealing of object fuzziness degrees
and higher quality was achieved with smaller fuzziness degrees compared with
Table 1.

Second, annealing of item membership fuzziness is considered with fixed
object fuzziness, where the fuzziness penalty of item partition is tuned as:

λw = max{λmin
w , 0.99t × 2(λmax

w − λmin
w ) + λmin

w − (λmax
w − λmin

w )}. (14)

Here, λw was replaced with λw → 0 in case of |λw| < 0.05 for avoiding computa-
tional overflow. The final value was always be guaranteed as λw = λmin

w in this
experiment for comparison purposes.

Table 3 shows again that the initialization sensitivity of the FCCMM algo-
rithm was efficiently reduced by introducing annealing of item fuzziness degrees
and higher quality was achieved with higher fuzziness degrees compared with
Table 1.
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5 Conclusion

In this paper, a novel framework for introducing DA schemes to the MMMs-
induced fuzzy co-clustering algorithm was proposed by tuning the degree of
fuzziness of object and item memberships. With the goal of reducing the effects
of bad initialization in object partitions, the degree of object partition fuzzi-
ness was decreased with a deterministic process, which is based on the similar
concept to the conventional DA-based FCM model. On the other hand, tuning
of item membership fuzziness was implemented in a different strategy, which is
designed for utilizing a side effect of item membership fuzzification, i.e., crisper
item memberships can contribute to stable object partition. The experimental
results demonstrated that the both proposed DA schemes can work for deriv-
ing appropriate solutions more often than the conventional model without DA
schemes.

A possible future work includes the development of a better design of anneal-
ing schedules for achieving more effective operation of the DA framework.
Another direction of future study is to investigate the influences of the DA
schemes on the interpretability of co-cluster solutions especially from the item
fuzziness tuning view point.
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Sports, Science and Technology, Japan, under Grant-in-Aid for Scientific Research
(#26330281).
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Abstract. In applying reinforcement learning to continuous space prob-
lems, discretization or redefinition of the learning space can be a promis-
ing approach. Several methods and algorithms have been introduced to
learning agents to respond to this problem. In our previous study, we
introduced an FCCM clustering technique into Q-learning (called QL-
FCCM) and its transfer learning in the Markov process. Since we could
not respond to complicated environments like a non-Markov process, in
this study, we propose a method in which an agent updates his Q-table
by changing the trade-off ratio, Q-learning and QL-FCCM, based on the
damping ratio. We conducted numerical experiments of the single pen-
dulum standing problem and our model resulted in a smooth learning
process.

Keywords: FCM-type Co-clustering · Reinforcement learning ·
Transfer learning

1 Introduction

Reinforcement learning (RL) is learning by interacting with an environment. An
RL agent learns from the consequences of his actions, rather than from being
explicitly taught, and selects his actions based on his past experiences and by
new choices, which is essentially trial and error learning. RL presupposes that
agents can visit a finite number of states, and when visiting a state, a numerical
reward will be collected [1]. Each state has a changeable value attached to it.
From every state, subsequent states can be reached by actions. The value of a
given state is defined by the averaged future reward that can be accumulated by
selecting actions from this particular state.

When considering the problems in the Markov decision process with a limited
state and a limited action, RL can be achieved by identifying the best actions
that lead to the greatest reward. Actions selected by the agent affect not only
direct reward but also subsequent states. The following are the two main RL
c© Springer International Publishing Switzerland 2015
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problems: many learnings are required and performing enough reliable learnings
is very time-consuming [2][3]. Various RL methods have been proposed to solve
these problems. For example, neural networks [4] and fuzzy rules extracted from
data [5] are employed by RLs to reduce the hours spent in learning. We also
proposed an automatic adaptive space segmentation algorithm [6] and simple
reinforcement learning [7] for small-memory agents.

In our previous study [8], we improved learning speed by applying clustering
to the Q-table of the learning agent and classified his states and actions into
several classes. We proposed a learning method (QL-FCCM) that takes mem-
bership values into account to simplify learning and obtained agent’s knowledge
representation to reuse and analyze the results. In this method, even though we
improved the learning speed in a simple problem, we could not respond to com-
plicated environments. Therefore, in this study, we propose a method in which an
agent updates his Q-table by changing the use ratio of two methods, Q-learning
and QL-FCCM, and address the learning speed in a non-Markov process.

2 Fundamental Theory

2.1 Co-clustering

FCM-Type Co-clustering. When considering whether a certain individual
belongs to a cluster, the individual does not completely belong to just one clus-
ter in the real world; sometimes one individual belongs to two or more clusters.
Fuzzy c-Means (FCM)[9], which expresses the degree of affiliation to a clus-
ter, simultaneously allows data to belong to two or more clusters. The division
situation is denoted by the degree of affiliation.

Fuzzy clustering for categorical multivariate data (FCCM) [10] is an FCM-
type co-clustering model whose goal is to extract co-clusters of objects and items
from co-occurrence matrices. In FCCM, two different types of fuzzy memberships
are used for objects and items. The membership of objects is derived in a similar
concept to the conventional FCM in which each object is forced to belong to
a solo cluster based on an exclusive condition called the row-sum condition:
the sum of memberships with respect to clusters is 1. On the other hand, the
membership of the items is given with the column-sum condition, where the
sum of memberships with respect to the items in each cluster must be 1. The
membership of items only evaluates their mutual responsibility in each cluster
and is not necessarily applicable for revealing to which cluster the item belongs
because items can be shared by multiple clusters or ejected from all clusters.

We consider an approach that applies exclusive features to the memberships
of both items and objects in FCM-type co-clustering. To force all objects to
belong to a solo cluster, we introduce a penalty for avoiding items not to be
shared, where the aggregation degree of each cluster is maximized with items that
are exclusively assigned. The idea of adding a penalty to cluster sharing is based
on sequential fuzzy cluster extraction from object-type data in which compact
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clusters are sequentially extracted one by one, and a penalty is considered so
that objects cannot be assigned to multiple clusters. Although the penalty was
used in a sequential procedure [11], the model applies it to a batch iteration
process.

FCM-Type Co-clustering with Exclusive Partition. By extending FCMfs
fuzzy clustering model, Honda et al. proposed fuzzy clustering for FCCM with
exclusive partition in which the objective function is defined by considering the
aggregation degree of each cluster [12].

A co-clustering model with exclusive partition was developed by introduc-
ing to FCCM the penalization concept of sequential cluster extraction. To avoid
multiple cluster assignments, the sequential co-clustering model estimated fuzzy
membership wcj (c > 1) by minimizing penalty weight wcj ·wtj (t = 1, . . . , c−1).
wc = (wc1, . . . , wcm)� is obtained by solving an eigenvalue problem of a full-
adjacency matrix in which

∑c−1
t=1 βtw

2
tj is subtracted from the diagonal elements

[13]. In FCCM with an exclusive partition model, the following similar penaliza-
tion scheme is introduced into its objective function:

Lfccm =
C∑

c=1

n∑

i=1

m∑

j=1

uciwcjrij

−β
C∑

c=1

m∑

j=1

∑

t�=c

wcj · w∗
tj

−λu

C∑

c=1

n∑

i=1

uci log uci

−λw

C∑

c=1

m∑

j=1

wcj log wcj . (1)

The second term is the penalty for avoiding multiple cluster assignments and
weight β tunes the degree of exclusive features. If item j already belongs to
another cluster and w∗

tj (t �= c) is large, wcj becomes small. w∗
tj , which is the

current value of wtj , is temporally fixed in the FCM-type iterative algorithm. In
a similar manner to relational fuzzy c-means (RFCM) [14], where the objective
function includes the dot products of memberships and part of the memberships
are temporally fixed, the updating rule for wcj is given by temporally fixed w∗

tj .
The updating rules for the two types of memberships are based on the partial

optimality of the above objective function. uci is updated in the same formula
as the conventional FCCM model:

uci =
exp

(
λ−1

u

∑m
j=1 wcjrij

)

∑C
�=1 exp

(
λ−1

u
∑m

j=1 w�jrij

) . (2)
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On the other hand, wcj is updated by considering the penalty:

wcj =
exp

(
λ−1

w

(∑n
i=1 ucirij − β

∑
t�=c w∗

tj

))

∑m
�=1 exp

(
λ−1

w

(∑n
i=1 uciri� − β

∑
t�=c w∗

t�

)) . (3)

An iterative algorithm is repeated until it becomes convergent. Weight β is
first set to ‘0’ and is slowly increased so that the cluster partition gradually
transits from a conventional to an exclusive one. This soft transition approach
clarifies the co-cluster structure of the conventional FCCM by gradually forcing
item memberships to be exclusive [14] [9].

2.2 Q-Learning

Q-learning is a reinforcement learning technique that works by learning an
action-value function that gives the expected utility of action a in given state
s and following a fixed policy [15][16]. One Q-learning strength is that it can
compare the expected utility Q-value of the available actions without requiring
a model of the environment.

In the learning, the agent selects action a, and next state st+1 of the agent
followed after taking action a is observed, and reward r is received by the agent
after the action. The expected utility Q-value is iteratively updated by them. For
each state s from state set S and for each action a from action set A, we update
the Q-value that depends on current state s of the agent. Q-learning requires
exploratory actions to adequately sample all of the available state transitions.
We selected action a and applied it to state s by Boltzmann distribution [17]:

p(at|s) =
eQ(s,at)/T

∑
a∈A eQ(s,a)/T

, (4)

where T is the computational temperature.
An update is calculated with the following expression [17]:

Q (st, a) ← Q (st, a)

+α
[
rt+1 + γ max

a′∈A(st+1)
Q (st+1, a

′) − Q (st, a)
]
, (5)

where α is the learning rate and γ is the discount factor. Once Q-learning is
finished, the optimal policy and the optimal value function were found without
continuously updating the policy during learning.

2.3 QL-FCCM

Objects and items in FCCM are regarded as states and actions in Q-learning.
FCCM with exclusive partition is applied to the Q-table of the learning agent
who learns based on the FCCM result [8]. We proposed an updated equation
using the memberships of states and actions. We verified the learning perfor-
mance in our proposed method by comparing it to Q-learning.
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Q-Value Updates of Learning Process. In Q-learning, the agent selects the
action, gets a reward, and updates the Q-table. Therefore, only one Q-value of
a state at which the agent arrived is updated. In QL-FCCM, the Q-values are
updated in all states (except for the next state) with the equation based on the
membership value each time the agent acts. The updated equation in QL-FCCM
is shown:

Table 1. Algorithm

Algorithm: QL-FCCM

1: Input discount rate γ ,learning rate α
2: Initialize Q(s,a) arbitrarily, for all s,a
3: Loop (for each episode)
4: Initialize s
5: Repeat (for each episode)
6: Choose a from using policy derived from Q
7: Take action a, observe return r, and next state st+1

8: For all s (s �= st+1)
9: If s = st

10: Q (st, a) ← Q (st, a) + α
ns

[
r + γ max

a′ Q
(
st+1, a

′)− Q (st, a)
]

11: Else

12: Q (s, a) ← Q (s, a) + α
ns

[
max
c′∈C

w
(
a, c′) C∑

c=1

ucsucst

]

×
[
r + γ max

a′ Q
(
st+1, a

′)− Q (s, a)
]

13: End if
14: End for
15: Until s is terminal
16: End loop

Update Equation Based on Membership

Q (s, a) ← Q (s, a) + α
ns

[
max
c′∈C

w (a, c′)
C∑

c=1

ucsucst

]

×
[
r + γ max

a′∈A(st+1)
Q (st+1, a

′) − Q (s, a)
]
, (6)

(s ∈ S − st+1)
Where C is the number of clusters and u and w are the membership values of the
states and actions. s are all the states (except for the subsequent state). In the
following experiment, compared with Q-learning, we divided the update amount
by the total number of states ns to set the following: the amount of updates in
Q-learning ≥ amount of updates in QL-FCCM. The learning rate is changed by
the membership value.



FCM-Type Co-clustering Transfer RL for NMP 219

3 Proposed Method

In our proposed method, an agent updates his Q-table by changing the ratio of
two methods: Q-learning and QL-FCCM. The updated equation in this method
is shown below:

Q (s, a) ← Q (s, a) + α
[∑C

c=1 ucsucst

]

×
[
rt+1 + γ max

a′∈A(st+1)
Q (st+1, a

′) − Q (s, a)
]
, (7)

where s ∈ S, s �= st.
C indicates the number of clusters, u indicates the value of the membership

of the states and α indicates the learning rate. Though we set α’s initial value
to 1, we decrease its value in the exponential function by increasing the number
of episodes. From this, although the agent can update his Q-table in QL-FCCM
in an early stage, in the closing stages he can update it in Q-learning. When α
is 0, the agent only updates his Q-table in the Q-learning. In this study, α is
multiplied by 0.99 by increasing the number of episodes, and α is set to 0 since
the number of episodes reaches 1000. In Fig. 1, we show the changes of α’s value.

Fig. 1. Changes of α’s value

4 Transfer Learning Simulation

4.1 Single Pendulum Standing Problem

We simulated the single pendulum standing problem (Fig. 2) twice. Each simu-
lation has slightly different parameters. At the second trial, agents can use the
clustering data about the environment extracted from the first trial data.

The pendulum is connected to a truck by a link, and force can only be added
to the truck from the left and right. Our goal is to balance the pendulum on the
top by adding force to the truck.
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θ
m

M

F

l

Fig. 2. Single pendulum simulation

The mass of the truck is M [kg], the length of the link is l[m], the weightfs
mass is m[kg], and the mass of the link is 0[kg]. The angle of the pendulum is
θ[rad], the angular velocity is θ̇[rad/s], and the angular acceleration is θ̈[rad/s2].
In later experiments, we set M = 1[kg], m = 0.2[kg], l = 1[m], and gravitational
acceleration g = 9.8[m/s2]. The space of the state is defined as θ(−π < θ ≤ π)
and θ̇(−3π ≤ θ̇ ≤ 3π). The action is defined as the force on the truck: F (−20 ≤
F ≤ 20).

To decide the state and action, the angle, the angular velocity, and the force
on the truck are divided into 20 pieces. This physical calculation is performed by
the Runge-Kutta 4th order method. The following motion equation is simulated
in increments of 0.05 seconds:

θ̈ =
(m + M)g sin θ − F cos θ − mlθ̇2 sin θ cos θ

l(M + m sin2 θ)
. (8)

The Runge-Kutta method is shown as follows.
Agents obtain rewards of the current state every four times the motion equa-

tion is calculated. Therefore, they obtain rewards every 0.2 seconds. Moreover,
in the next 0.2-second interval, agents select the force to add to the truck and
update Q-table. The learning aim is to balance the pendulum on the truckfs top.
To achieve this, we define the reward in time t as follows:

rt = π − |θ|. (9)

This equation means that the nearer the pendulum is to the top (θ = 0), the
more reward the agents obtain. The initial state is θ = 0, θ̇ = 0 (the pendulum
is on the top), and one episode is 60 seconds. One simulation consists of 5000
episodes, and we calculated the average of ten simulations. In this experiment,
α = 0.1, discount factor γ = 0.9, and agents’ action choice method was ε-greedy
(ε = 0.2).
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Procedure of Runge-Kutta method
Begin:
Initialize d2x

dt2 = F (x, v, t), v = dx
dt ;

Set initial state x0, v0, t0;
For cycle := 1 to MAXCYCLE do
k1 = Δt × v0;
m1 = Δt × F (x0, v0, t0);
k2 = Δt × (v0 + m1

2 );
m2 = Δt × F (x0 + k1

2 , v0 + m1
2 , t0 + Δt

2 );
k3 = Δt × (v0 + m2

2 );
m3 = Δt × F (x0 + k2

2 , v0 + m2
2 , t0 + Δt

2 );
k4 = Δt × (v0 + m3);
m4 = Δt × F (x0 + k3, v0 + m3, t0 + Δt);
k = k1+2k2+2k3+k4

6 ;
m = m1+2m2+2m3+m4

6 ;
x0 = x0 + k;
v0 = v0 + m;
t0 = t0 + dt;
End
End

4.2 Evaluation of Partition Quality of Clustering

To evaluate the partition quality of the clustering, PC is applied to FCCM. PC,
which can be used for measuring the degree of the crispness of memberships,
increases as a good split is conducted [9][18]. PC is shown below:

PCu =
1
n

C∑

c=1

n∑

i=1

u2
ci, (10)

PCw =
1
C

C∑

c=1

m∑

j=1

w2
cj , (11)

PCCO = PCu × PCw. (12)

In this study, we calculated PC when we set the learning time to 60 seconds
and the number of episodes to 1000. The PC value is shown below.

The larger the value of PCCO is, the higher we evaluate the partition quality
of clustering. Therefore we set the number of clusters C to 6.

5 Simulation Result

First, we simulated the Q-learning agent during a single pendulum problem with
5000 episodes, where M = 1[kg], m = 0.2[kg], and l = 1[m]. We applied FCCM
to the Q-table obtained by agents in that simulation and simulated QL-FCCM
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Table 2. Evaluating partition quality of clustering

Number of clusterings PCu PCw PCco

2 0.96 0.49 0.47

3 0.94 0.42 0.40

4 0.92 0.50 0.46

5 0.91 0.50 0.45

6 0.92 0.54 0.49

7 0.92 0.43 0.39

8 0.90 0.42 0.38

9 0.90 0.27 0.24

10 0.91 0.26 0.24

and Q-learning agents at similar situations, where M = 1[kg], m = 0.5[kg], and
l = 1[m]. We show the simulation results in Fig. 3.

The horizontal axis shows the number of episodes, and the vertical axis shows
the average rewards in ten simulations.

Fig. 3. QL-FCCM

Figure 3 shows that the QL-FCCM agents were not able to obtain higher
rewards than the QL agents. Updating by membership adversely affected the
learning. Since the QL-FCCM agents learned roughly based on the clustering
data, they sometimes failed to anticipate well the appropriate values of the
actions in such different situations.

Referring to this result, for our next simulation, we applied QL-FCCM in the
early learning stage and subsequently applied Q-learning to anticipate appropri-
ate values after rough learning. We show the simulation result in Fig. 4. We simu-
lated two types. The timing of the learning changes was 500 episodes (QL-FCCM
(500)) and 1000 episodes (QL-FCCM (1000)) with clustering data extracted by
different QL agents at the 1000th episode.
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Fig. 4. Change from QL-FCCM to QL

Figure 4 shows that the average rewards sharply increased after changing
the learning method. This result means that agents’ learning was promoted
by the clustering data, although the rewards were low in the early stage. This
figure also shows that the clustering data, which were extracted from slightly
different learning processes, have quite different results. How to extract the stable
clustering data for the learning and ways of coping are future tasks.

In our next experiment, we applied our proposed method that gradually
changes QL-FCCM to Q-learning.

Fig. 5. Gradual change from QL-FCCM to QL

We applied our proposed method to the same situation and show the simu-
lation result in Fig. 5. Agents obtained better learning than Q-learning in the
early learning stage. Although the clustering data are inaccurate because they
were extracted from a different environment, they promoted learning faster than
the others.
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6 Conclusion

In this study, we proposed a method in which an agent updates his Q-table
by changing the ratio of two methods, Q-learning and QL-FCCM, to improve
the learning speed in complicated problems. Our agent changed the ratio of
his learning methods. In his learning process, QL-FCCM encouraged him to
study comprehensively in the early stage and Q-learning encouraged him to
study expertly in the closing stages. Therefore, in our experiment, we found the
agent’s learning speed improved in the proposed method.

Future work will develop an action selection method for clustering that is
applied to the results from reinforcement learning agents in progress.
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15K00344.
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Abstract. Fuzzy co-clustering is a powerful tool for summarizing co-
occurrence information while some intrinsic knowledge on meaningful
items may be concealed by the dominant items shared by multiple clus-
ters. In this paper, the conventional fully exclusive item partition model
is modified such that exclusive penalties are forced only on some selected
items. Its advantages are demonstrated through two numerical experi-
ments. In a document clustering task, the proposed model is utilized
for emphasizing cluster-wise meaningful keywords, which are useful for
effectively summarizing document clusters. In an unsupervised classifi-
cation task, the classification quality is improved by efficiently selecting
promising items based on the item-wise single penalization test.

Keywords: Fuzzy co-clustering · Exclusive partition · Co-occurrence
information

1 Introduction

Fuzzy c-Means (FCM) and its variants [1,2] are the basic techniques for unsu-
pervised soft classification, in which objects with multivariate vector-form obser-
vations are partitioned into clusters with their fuzzy membership degrees. The
FCM-type clustering models have also been extended to relational data analysis
such as Relational Fuzzy c-Means (RFCM) [3] and Non-Euclidean Relational
Fuzzy c-Means (NERF) [4], in which data objects are characterized by mutual
similarity/dissimilarity measures.

Besides the object partitioning models, co-clustering is another direction
of data clustering, in which the goal is to estimate dual-partitions of objects
and items considering mutual co-occurrence degrees. Co-clustering is a popular
technique in such tasks as document-keyword analysis and customer-products
purchase history data analysis. For example, in document clustering tasks, a
document set is summarized into several document clusters formed by familiar
documents and their keywords by analyzing a co-occurrence matrix composed
of frequencies of keywords in each document.

Fuzzy Clustering for Categorical Multivariate data (FCCM) [5] is an FCM-
type co-clustering model, in which memberships of both objects and items are
estimated by maximizing the clustering criterion of the aggregation degree of
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 226–235, 2015.
DOI: 10.1007/978-3-319-25135-6 22
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objects and items in clusters. Soft memberships are given by introducing entropy-
based fuzzification penalties [6] for both object and item memberships while
different probabilistic constraints are forced to them such that row-sum-one
condition for object memberships and column-sum-one condition for item mem-
berships. Then, object memberships are mainly contribute to exclusive object
partitioning while item memberships are used for characterizing each cluster by
emphasizing the cluster-wise meaningful items. Although the partition concept
has some similarity with statistical co-clustering models, there is no comparative
statistical models and it is often difficult to carefully tune the fuzziness degrees
of dual partitions without comparison with statistical counterpart.

A fuzzy co-clustering model was induced from a statistical co-clustering con-
cept, which is a fuzzy variant of Multinomial Mixture Models (MMMs) [7]. Fuzzy
Co-Clustering Model induced by MMMs concept (FCCMM) [8,9] defined a fuzzy
clustering objective function from the pseudo-log-likelihood function of MMMs
by introducing the K-L information-based regularization concept [10], and can
tune the degree of partition fuzziness. The degree of fuzziness can be carefully
tuned by comparing with MMMs and a fuzzier or crisper models were shown
to have possibility of outperforming MMMs from the partition quality view
point [8,9].

In FCCMM, the same row-sum and column-sum conditions with FCCM
were adopted. So, item partition does not have explicit exclusive nature and
item memberships does not necessarily suit item classification. In the previous
work [11], the interpretability of fuzzy co-cluster structures were shown to be
improved by introducing some explicit exclusive nature to item memberships.
Additional penalties for avoiding all items not to be shared were introduced and
it was demonstrated that we can find meaningful keywords in document cluster-
ing tasks, where memberships of some dominant keywords shared by multiple
clusters were degraded and the efficient summary of each document cluster can
be constructed by emphasizing cluster-wise typical keywords.

In this paper, the FCCMM model is further improved by introducing exclusive
partition penalties to some selected items only. If we have some a priori knowledge
on item characteristics, exclusive penalties should be forced by reflecting them, i.e.,
some popular items should be shared without exclusive nature while other distinc-
tive items can be exclusive by emphasizing their belongingness.

The remaining parts of this paper are organized as follows: Section 2
presents a brief review on FCM-type co-clustering and MMMs-induced fuzzy
co-clustering. In Section 3, the exclusive item partition model is proposed by
introducing the item-wise penalization scheme to the MMMs-induced model.
The characteristic features are demonstrated through two numerical experiments
in Section 4 and a summary conclusion is given in Section 5.

2 MMMs-Induced Fuzzy Co-clustering

Supported by the close connection with FCM-type clustering [1,2] and statis-
tical Gaussian Mixture Models (GMMs), a fuzzy counter part of GMMs-based
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clustering model was proposed, where membership fuzzification was achieved by
K-L information-based regularization [10], and the flexible fuzzification model
was shown to have higher classification qualities than GMMs with careful tun-
ing of fuzzification degrees of object partition. Based on a similar fuzzification
concept, FCCMM [8,9] was constructed induced from a statistical co-clustering
model of MMMs, in which soft partition of objects are achieved by introducing
K-L information-based fuzzification mechanism.

Assume that we have an n × m co-occurrence information matrix R = {rij}
composed of the frequency of item j, j = 1, . . . , m in object i, i = 1, . . . , n, and
the goal is to extract C co-clusters of familiar objects and items. In the fuzzy co-
clustering context, the dual partition is represented by object memberships uci ∈
[0, 1] and item memberships wcj ∈ [0, 1], which are the degree of belongingness
to cluster c and are constrained such that

∑C
c=1 uci = 1 and

∑m
j=1 wij = 1,

respectively. From the statistical view point, uci and wcj can be regarded as the
probabilities of class c given object i and item j given the c-th generative model,
respectively. The objective function of FCCMM was constructed by modifying
the pseudo-log-likelihood function in MMMs as:

Lfccmm =
C∑

c=1

n∑

i=1

m∑

j=1

ucirij log wcj + λu

C∑

c=1

n∑

i=1

uci log
αc

uci
, (1)

where αc represents the volume of cluster c, which can be identified with the
a priori probability of class c in the MMMs context. The first term measures
the degree of aggregation of objects and items in cluster c such that it becomes
larger as familiar objects and items having larger frequency rij take large uci

and wcj in the same cluster c. The K-L information term [10] is maximized by
assigning similar values to both αc and uci rather than hard memberships of
uci ∈ {0, 1}.

When fuzzification weight λu is λu = 1, the objective function is equivalent
to the pseudo-log-likelihood function to be maximized in MMMs. If λu > 1,
FCCMM gives a much fuzzier object partition than MMMs while it becomes
more crisp with λu < 1.

Here, it should be noted that, in the clustering context, uci is mainly utilized
for object partition under the explicit exclusive constraint of

∑C
c=1 uci = 1 while

wcj is designed only for characterizing the significance degree of each item in
the independent clusters and can have large values in multiple clusters or small
values in all clusters.

3 Exclusive Partition of Items in Fuzzy Co-clustering and
Sharing Penalties on Selected Items

From the item partition view point, characteristic items of clusters should be
exclusively assigned for emphasizing the differences among clusters. In the pre-
vious work [11], the interpretability of fuzzy co-cluster partitions were shown to
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be improved by introducing exclusive penalties on both object and item member-
ships. In this paper, the exclusive partition model is further modified by forcing
exclusive nature only on some selected items.

The FCCMM objective function of Eq.(1) implies that wcj becomes larger
when

∑n
i=1 ucirij is large in cluster c. So, item j can take large wcj in two or

more clusters in the case where item j is popular in multiple clusters having
large rij . This kind of item sharing may make it difficult to find the cluster-wise
key items, which can be used in cluster interpretation. In order to avoid wcj

having large memberships in multiple clusters,
∑n

i=1 ucirij should be degraded
when

∑
t�=c wtj is large. In [11], the trade-off between

∑n
i=1 ucirij and

∑
t�=c wtj

is implemented by multiplying a sharing penalty scj on item j in cluster c:

scj = exp

⎛

⎝−β
∑

t�=c

w∗
tj

⎞

⎠ , (2)

where the temporal value w∗
tj of the current iteration is utilized for computa-

tional simplicity. scj takes 1 in no-sharing case while it becomes small with large∑
t�=c w∗

tj . Then, wcj can have large values in at most one cluster. β tunes the sen-
sitivity of the sharing penalty weight, which drastically decreases with a larger β
while β = 0 reduces to the conventional non-penalized model. In order to follow
and modify the conventional fuzzy co-cluster structures, β is first initialized as
β = 0 and is increased such that β = min{0.1 × (t − 1), βmax} with iteration
index t, where βmax is the final exclusive degree of item partition.

Although the sharing penalty weight scj was multiplied to all items for esti-
mating fully exclusive item partitions in [11], it is considered only with some
selected items in this paper. Assume that EI is a set of items to be exclusively
assigned to co-clusters and other items can be shared by multiple clusters. Item
sharing penalty scj is modified as:

scj =

{
exp

(
−β

∑
t�=c w∗

tj

)
; j ∈ EI

1 ; otherwise
(3)

and the objective function is revised as:

Lfccmm′ =
C∑

c=1

m∑

j=1

(
n∑

i=1

ucirijscj

)
log wcj + λu

C∑

c=1

n∑

i=1

uci log
αc

uci
. (4)

Following the necessary condition for the optimality of the objective function
under the probabilistic constraints, the updating rules for the modified FCCMM
are derived as follows:

αc =
1
n

n∑

i=1

uci, (5)

uci =
αc

∏m
j=1(wcj)(rijscj)/λu

∑C
�=1 α�

∏m
j=1(w�j)(rijs�j)/λu

, (6)
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wcj =
∑n

i=1 rijscjuci∑m
�=1 (

∑n
i=1 ri�sc�uci)

. (7)

In the iterative optimization algorithm, after random initialization, αc, uci

and wcj are updated repeatedly until convergence.

4 Numerical Experiments

In this section, two experimental results are shown to demonstrate the charac-
teristic features of the proposed penalization model.

4.1 Document Analysis

First, the proposed model is applied to a document analysis task. The document-
keyword cooccurrence matrix used in [12] was constructed from a Japanese novel
“Kokoro” written by Soseki Natsume, which can be downloaded from Aozora
Bunko (http://www.aozora.gr.jp). The novel is composed of 3 chapters consist-
ing of 36, 18 and 56 sections each. The cooccurrence matrix R includes the
frequencies of 83 most frequently used nouns and verbs (items, m = 83) in the
110 sections (objects, n = 110), in which each element rij corresponds to the tf-
idf weight [13] of each section-document pair. Withholding chapter information
of each section, unsupervised fuzzy co-clustering was performed with the goal
of extracting section-keyword (object-item) co-cluster structures. These chapter-
wise meaningful keywords are expected to be useful in producing the abstracts of
each document cluster, i.e., intrinsic chapters. Before application, cooccurrence
information rij was normalized so that it has zero-minimum and unit-variance
for each item.

In the previous work [11], the fuzzy co-cluster structures given by the con-
ventional non-exclusive and the fully exclusive FCCMM were compared from the
view point of interpretability of intrinsic chapter information, where the num-
ber of clusters were set as C = 4 considering the two sub-stories in the third
chapter, i.e., clusters 1 and 2 correspond to Chapters 1 and 2 while Chapter 3
was divided into clusters 3 and 4. The fuzziness degree was λu = 1.5, which is
slightly fuzzier than MMMs and can contribute to handling weak overlapping of
chapter components.

Tables 1 and 2 compare the top 5 keywords (items) having 5 largest item
memberships with their English translation in ( ), i.e., they were selected as
meaningful keywords. The conventional non-exclusive FCCMM mainly listed
some common keywords and failed to extract cluster-wise characteristic key-
words. On the other hand, in the fully exclusive model, some common key-
words were disappeared from the list and cluster-wise meaningful keywords were
emphasized.

By the way, from the document summarization view point, nouns may be
more informative than general verbs and can be shared by multiple clusters
for fairly characterizing each cluster without illegal distortion. In the following,
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Table 1. Top 5 Keywords in Non-exclusive Clusters [11]

c 1st 2nd 3rd 4th 5th

1
(it) (I) (become) (do) (be)

2 v
(do) (father) (think) (it) (become)

3 v
(I) (do) (become) (myself) (think)

4 v
(I) (do) (become) (it) (think)

Table 2. Top 5 Keywords in Fully Exclusive Clusters [11]

c 1st 2nd 3rd 4th 5th

1
(master) (become) (it) (I) (be)

2 o aC
(father) (mother) (letter) (send) (illness)

3 f
(uncle) (wife) (do) (I) (myself)

4 K
(a name) (lady) (I) (he) (face)

Table 3. Top 5 Keywords in Partially Exclusive Clusters (βmax = 1)

c 1st 2nd 3rd 4th 5th

1
(it) (I) (become) (do) (teacher)

2 v
(do) (father) (it) (mother) (think)

3
(I) (do) (myself) (become) (think)

4 v
(I) (do) (become) (it) (think)

the advantage of the exclusive item partition is further investigated by forcing
exclusive penalties only on some selected items. Here, the exclusive penalties are
forced only on 33 verbs, and the remaining nouns are allowed to be shared by
multiple clusters. The fuzzification degree was again set as λu = 1.5. In order
to test the role of the exclusive penalty weight, the list of selected keywords are
compared with βmax ∈ {1, 5, 10}.

Tables 3, 4 and 5 list top 5 keywords when βmax = 1, 5 and 10, respectively.
As exclusive penalty weight βmax was larger, the priority degrees of verbs were
gradually degraded in the list, and the list of βmax = 10 shown in Table 5
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Table 4. Top 5 Keywords in Partially Exclusive Clusters (βmax = 5)

c 1st 2nd 3rd 4th 5th

1
(it) (I) (teacher) (become) (do)

2
(father) (it) (mother) (do) (I)

3
(I) (do) (myself) (it) (wife)

4 K
(I) (it) (a name) (do) (become)

Table 5. Top 5 Keywords in Partially Exclusive Clusters (βmax = 10)

c 1st 2nd 3rd 4th 5th

1 l
(it) (I) (teacher) (person) (this)

2
(father) (it) (mother) (I) (letter)

3 f
(I) (myself) (it) (wife) (uncle)

4 K
(I) (it) (a name) (myself) (lady)

Table 6. Chapter-Cluster Cross Tabulation in Partially Exclusive Partition (βmax =
10)

Chap. c = 1 c = 2 c = 3 c = 4

1 31 5 0 0
2 0 18 0 0
3 1 2 14 39

includes meaningful nouns only. These results fairly support the intended effect
of the sharing penalty weight. Table 6 shows the cross tabulation of the proposed
partially exclusive partition model with the exclusive penalty weight βmax = 10,
which indicates that the chapter information could still be successfully revealed.

The plausibility of the selected keywords can be investigated as follows:
Chapter 1 and Chapter 2 are titled as ‘(Master and I)’ and ‘e (My parents
and I)’, respectively, in the original novel. The selected keywords are available
for easily estimating the contents of the two chapters. Then, the third chapter
is titled as ‘(Master and His Testament)’ and consists of the two sub-stories of
the hero’s monolog and the master’s testament. In the same manner with the
previous chapters, the selected keywords of clusters 3 and 4 are also available
for revealing these sub-contents.
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Table 7. Comparison of Unsupervised Classification Quality

λu = 0.5 λu = 1.0
model βmax = 1 βmax = 10 βmax = 1 βmax = 10

Non-exclusive 0.791 0.794

Fully exclusive 0.798 0.734 0.795 0.714

Partially exclusive 0.801 0.848 0.802 0.855

List of 80, 97 11,12,31,36,40,41 81, 97 2,6,11,17,31,35
exclusive items 53,64,80,81,82,86 36,41,55,64,80,81

97,100 82,86,97

λu = 1.5 λu = 2.0
model βmax = 1 βmax = 10 βmax = 1 βmax = 10

Non-exclusive 0.800 0.801

Fully exclusive 0.797 0.702 0.793 0.438

Partially exclusive 0.804 0.841 0.804 0.760

List of 17,41,82 6,11,12,17,31,35 31,35,41 3,4,6,11,12,15,31,35
exclusive items 36,41,53,55,61 46,70,86 36,41,43,46,49,53,54,61

64,80,82,86,97 70,80,81,82,86,88,99,100

In this way, the partially exclusive partition model can contribute to detailed
co-cluster structure analysis by utilizing some a prior knowledge such as charac-
teristics of nouns and verbs.

4.2 Unsupervised Classification

Next, the proposed model is applied to a social network dataset. Terrorist
Attacks data set was downloaded from LINQS webpage of Statistical Relational
Learning Group @ UMD (http://linqs.cs.umd.edu/projects//index.shtml), and
consists of 1293 terrorist attacks each assigned to one of 6 labels indicating the
type of attacks. Each attack is characterized by 106 distinct features with a
0/1-valued vector of attributes, whose entries indicate the absence/presence of a
feature. In this experiment, withholding the actual class information, unsuper-
vised co-clustering is performed with the goal of revealing the intrinsic classes.
Here, major three labeled classes of bombing, kidnapping and weapon-attack are
considered with the cluster number of C = 3.

In order to fairly compare the best classification qualities, the initial object
cluster memberships were given following the correct class labels. The ratios of
correct classification by maximum membership classification are compared in
Table 7.

First, the conventional non-exclusive and the fully exclusive FCCMM
were applied to the data set using four different fuzzification degrees λu ∈
{0.5, 1.0, 1.5, 2.0}. The penalty weights for exclusive item assignment were cho-
sen from βmax ∈ {1, 10}, which realize the weak and hard exclusive situations,
respectively. The classification ratios are shown in the top and second rows of
Table 7. In non-exclusive FCCMM, the fuzzier model could achieve a slightly



234 T. Nakano et al.

better classification quality. On the other hand, in the fully exclusive case, the
classification quality was degraded because the fully exclusive penalty may bring
a distorted co-cluster structure. Then, exclusive penalties should be forced only
on some selected items.

Second, the proposed selective penalization model is applied with two phases.
In the first phase, the applicability of exclusive partition for each item was eval-
uated by forcing an item-wise exclusive penalty on only one of 106 items in
each trial. As listed in the last row of Table 7, the classification quality was
improved 0.001 or more from the non-exclusive model by forcing the item-wise
exclusive penalty on some of 106 items. Because a larger exclusive penalty weight
βmax = 10 could emphasize the items to be exclusive more clearly, the improve-
ment of the classification quality was found more frequently than a smaller
weight βmax = 1. For example, in the λu = 0.5 case, the classification quality
was improved only with two items (90 and 97) in the weak exclusive situation
but with 14 items in the hard situation. Additionally, the number of items to be
exclusive was increased as the fuzzification degree λu became larger. It is implied
that the item partition should be crisper as object partition becomes fuzzier.

In the second phase, the proposed model is applied again by forcing exclusive
penalties to the all items, which were selected by the item-wise single penalization
test. The third row of Table 7 shows that the better classification quality was
achieved with this two-phase selection scheme except for the case of (λu, βmax) =
(2.0, 10). Especially, the larger weight βmax = 10 significantly improved the
classification quality and the best performance was provided with (λu, βmax) =
(2.0, 10).

These results imply the advantage of the proposed model and a promising
two stage implementation procedure composed of the item selection based on
item-wise penalization test and the successive partial exclusive penalization on
the selected items.

5 Conclusion

In this paper, the conventional fully exclusive approach on item partition was
modified such that the exclusive penalties are forced only on some selected items.
Some meaningful items can be selected based on a priori knowledge on item char-
acteristics and fuzzy co-cluster structures are estimated utilizing such a priori
knowledge. Two experimental results demonstrated the effective document sum-
marization ability and the improvement of classification ability of the proposed
framework.

A possible future work includes the consideration of how to automatically
tune the sensitivity weight βmax.
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Abstract. Clustering analysis is well-used in data mining to group a
set of observations into clusters according to their similarity, thus, the
(dis)similarity measure between observations becomes a key feature for
clustering analysis. However, classical clustering analysis algorithms can-
not deal with observation contains both data and vague concepts by
using traditional distance measures. In this paper, we proposed a novel
(dis)similarity measure based on a prototype theory interpreted knowl-
edge representation framework named label semantics. The new proposed
measure is used to extend classical K-means algorithm for clustering data
instances and the vague concepts represented by logical expressions of
linguistic labels. The effectiveness of proposed measure is verified by
experimental results on an image clustering problem, this measure can
also be extended to cluster data and vague concepts represented by other
granularities.

Keywords: Clustering · Label semantics · Prototype theory ·
K-means · Distance measure

1 Introduction

Clustering analysis (or clustering) is a main task of exploratory data mining, and
a common technique for statistical data analysis [11]. Cluster analysis groups a
set of observations (data) into several “clusters”, and observations in the same
“cluster” are considered as “similar” observations and they are “dissimilar” to
those belong to other clusters. Besides, conceptual clustering is another type of
clustering analysis for unsupervised classification, in which the observations are
grouped according to their fitness to descriptive concepts, but not simple similar-
ity measures. To our knowledge, these two types of clustering are rarely studied
together though there are actual needs for grouping data and concepts [4].

Clustering algorithms are widely used in several fields, including machine
learning, pattern recognition, image analysis, bioinformatics and so on. There
are many successful classical cluster algorithms, such as K-means, fuzzy C-means

c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-25135-6 23
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and rough C-means [1] for similarity based clustering, and hierarchical cluster-
ing algorithms for connectivity based clustering. Yet these classical clustering
algorithms using classical distance measures (e.g. Euclidian and Mahalanobis
distance) cannot cluster vague concepts, and their clustering results are heavily
depend on the distance measure between observations. Thus, in past decade,
many clustering algorithms using customized distance measure are proposed
in literature, for example, belief K-modes method (BKM) proposed by Hariz
et al. [2] and possibilistic K-modes method (PKM) proposed by Ammar and
Elouediare [3] are effective methods for clustering numerical data described by
categorical attributes (labels), where the distance measure between objects is
defined by the total mismatches of the corresponding attribute.

However, these clustering algorithms are restricted to numerical or discrete
data. However, in order to simulate the knowledge generation process, we hope
to deal with clustering some high-level knowledge, vague concepts or linguistic
expressions. For example, we have two sets of observations, including a set of
data of human heights in meters

hight = {1.0, 1.3, 1.4, 1.6, 1.7, 1.9, 2.0}
and a set of descriptive vague concepts concepts = {short,medium, tall} in
which elements are defined by a set of prototypical elements. Given the numbers
of cluster centers k = 3, these observations can be clustered into three follow-
ing clusters: {short, 1.0, 1.3, 1.4}, {medium, 1.6, 1.7}, {tall, 1.9, 2.0}. In order to
accomplish the above purpose, we need a suitable distance measure for measuring
the dissimilarity between numerical data and descriptive vague concepts. Label
semantics [5] can be used to construct distance measure between numerical data
and descriptive concepts, where descriptive concepts are represented by a set of
linguistic labels, Zhang and Qin [4] proposed such a distance measure based on
fuzzy set interpreted label semantics, where linguistic labels are represented by
fuzzy membership functions defined on a universe of discourse containing data
to be described. The prototype theory based interpretation of label semantics is
proposed by Lawry and Tang [6], where linguistic labels are represented by a set
of prototypical data. Based on this interpretation, in this paper, we proposed a
novel distance measure which makes it possible to cluster a set of observations
including numerical data, descriptive concepts and linguistic expressions, and
it’s effectiveness is verified by applying it to the classical K-means clustering
algorithm.

This paper is structured as the following. Section 2 gives a general introduc-
tion of label semantics. In Section 3, we propose the new distance measure based
on prototype theory. Section 4 gives the extended K-means based on the new
measure and Section 5 gives the experimental results and compared to previous
research. Section 6 gives the final conclusion and discussions.

2 Label Semantics Framework

Label semantics [5] is a random set framework for modeling with words, which
encodes the semantic meaning of linguistic labels according to how they are
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used by a population of individuals to convey information. Otherwise, it can
also be regarded as a simulation of knowledge generation process, in order to
acquire knowledge, an intelligent has to identify which label or logical expression
is appropriate to describe a value or an observation, thus, the appropriateness
of using a subset of labels to describe a certain object is named appropriateness
degrees in label semantics framework.

Definition 1. (Label expression). Given a finite set of labels LA = {L1, ..., Ln},
the set of label expression LE is generated by logical expression of labels in LA
as below:

– For ∀L ∈ LA, we have L ∈ LE

– For ∀(θ, ϕ) ∈ LA2, we have (θ ∨ ϕ, θ ∧ ϕ,¬θ) ∈ LE

For set of labels S ⊆ LA, an observation in the universe of discourse x ∈ Ω when
an individual in a population I ∈ V makes an assertion of the form “x is θ”,
which provides information about “what label is appropriate for describing obser-
vation x”, this information is named label description of x, it is a random set
from a population V to the power set of LA, denoted by Dx, the associated
distribution of Dx is referred to mass assignment, denoted by mx as follow:

Definition 2. (Mass Assignment). Mass assignment is agent’s subjective belief
in a population V that the subset S contains all and only appropriate label(s) for
describing object x:

∀S ⊆ LA, mx(S) = P (I ∈ V : DI
x = S) (1)

Thus, the mass assignment mx can be also regarded as a mass function defined
as mx : P (LA) → [0, 1] where P (LA) is the power set of LA and

∑

S⊆LA

mx(S) = 1

Furthermore, to evaluate the how appropriate a single label L ∈ LA is for
describing a certain observation x ∈ Ω, the appropriateness degree is defined
as follows:

Definition 3. (Appropriateness Degree). Appropriateness degree is a function
defined as μ : LA × Ω → [0, 1] satisfying:

∀x ∈ Ω, ∀L ∈ LA, μL(x) =
∑

S⊆LA:L∈S

mx(S) (2)

Example 1. Given a finite set of labels for human age description: LAAge =
{young,middle-aged, old} and a population of 10 individuals, Suppose 4 of 10
individuals consider that “young” is appropriated label for describing age 42, and
other 6 support that both “young” and “middle-aged” are appropriate labels,
according to Definition 2, the mass assignment for age 42 is:

m42 = {middle − aged} : 0.4, {young,middle − aged} : 0.6



Label Semantics Approach for Clustering Data and Vague Concepts 239

Based on Definition 3, appropriateness degrees of each label for describing age
42 are:

μyoung(42) = 0.6 μmiddle−aged(42) = 0.4 + 0.6 = 1

After defining the appropriateness degree evaluation method of single label,
we may also interest in evaluating the appropriateness degree of a logical expres-
sion θ ∈ LE, for this propose, it is necessary to identify what information is
provided by a logical expression θ regarding the appropriateness of labels, thus,
the λ function is defined to transform the information provided by a logical
expression as below:

Definition 4. (λ-Function). λ-function is a mapping from linguistic expression
to the power set of labels: λ : LE → P (LA), which is defined as follow, for
∀(θ, ϕ) ∈ LE2:

– ∀Li ∈ LA, λ(Li) = {F ⊆ LA : Li ∈ F}
– λ(θ ∧ ϕ) = λ(θ) ∩ λ(θ)
– λ(θ ∨ ϕ) = λ(θ) ∪ λ(θ)
– λ(¬θ) = λ(θ)

Label semantics theory is a powerful tool for modeling with words, which has
been well applied in machine learning and data mining, further details on using
label semantics for data mining are available in [6].

3 Distance Measure Based on Logical Expressions

3.1 Prototype Theory Interpretation of Label Semantics

The proposed distance measure deals with labels and linguistic expressions inter-
preted by the prototype theory interpretation of label semantics framework.
The label semantics framework is a random set framework for modeling with
vagueness, where a set of labels is used by individuals vary across a popula-
tion, such a theory cannot result in a truth-functional calculation [6]. In order
to generate a functional calculus for appropriateness degrees, Lawry and Tang
[6] have proposed an interpretation based on prototype theory. In this inter-
pretation, each label Li ∈ LA is represented by a set of prototypical elements
Pi ∈ Ω, given a classical distance function d(·) define on the universe of dis-
course: d : Ω2 → [0,∞), and δ is a probability density function which is defined
on [0,∞), in our experiment, we consider d as the Euclidean distance. The
appropriateness degree μLi

(x) of describing a data x ∈ Ω by using a certain
label Li ∈ LA can be calculated as below:

∀Li ∈ LA, ∀x ∈ Ω, μLi
(x) =

∫ ∞

d(x,Pi)

δ(t)dt (3)

where d(x, Pi) = min{d(x, y) : ∀y ∈ Pi}. More details on the prototype theory
interpretation of label semantics can be found in [6,9].
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Fig. 1. Illustration of distance between two data points.

3.2 Distance between Vague Concepts

During the decision making process, an individual has to identify which label or
logical expression can actually be used to describe an observation. The proto-
type theory interpretation of label semantics generates a functional calculus of
appropriateness degree, thus, we can propose a measure based on appropriate-
ness degrees to calculate dissimilarities between two observations of labels and
logical expressions.

Definition 5. (Distance Between Data Points). Given two observations in a
universe Ω, and N labels Li ∈ LA, i ∈ [1, |LA|] and i ∈ Z, for each label
Li ∈ LA, let there is a set Pi ⊆ Ω corresponding to prototypical elements for
which Li is certainly an appropriate description [6]. The distance between two
observations (data points) is defined as a function define as D(x1, x2) : Ω2 →
[0,∞):

D(x1, x2) =
N∑

i=1

|μLi
(x1) − μLi

(x2)| (4)

where μLi
(xj) is the appropriateness degree of describing data point xj using

label Li, as defined in Definition 3. Given a single label L which is represented
by a set of prototypical elements P ∈ Ω, an illustration of distance between two
data points is shown in Fig. 1, where the distance is defined as the integral of the
density function δ from d(x1, L) to d(x2, L). Further more, the above distance
measure has these following properties:

Theorem 1. (Symmetric). Given (x1, x2) ∈ Ω2, the distance between two data
points is symmetric

D(x1, x2) = D(x2, x1)
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Proof. According to Definition 1, for each (x1, x2) ∈ Ω2 we have

D(x1, x2) =
∑N

i=1 | ∫ d(x2,Pi)

d(x1,Pi)
δ(t)dt| =

∑N
i=1 | ∫ d(x1,Pi)

d(x2,Pi)
δ(t)dt| = D(x2, x1)

The proof is completed. The proof of this theorem is very intuitive as the distance
is defined by the area between a range, it is symmetric as the area keeps the
same from either the left to the right or from the right to the left.

Theorem 2. (Triangular inequality). Given (x1, x2, x3) ∈ Ω3, we have

D(x1, x3) ≤ D(x1, x2) + D(x2, x3)

Proof. According to Definition 1, for each (x1, x2, x3) ∈ Ω3 we have

D(x1, x3) =
∑N

i=1 | ∫ d(x3,Pi)

d(x1,Pi)
δ(t)dt| =

∑N
i=1 | ∫ d(x2,Pi)

d(x1,Pi)
δ(t)dt +

∫ d(x3,Pi)

d(x2,Pi)
δ(t)dt|

D(x1, x2) + D(x1, x2) =
∑N

i=1 | ∫ d(x2,Pi)

d(x1,Pi)
δ(t)dt| + | ∫ d(x3,Pi)

d(x2,Pi)
δ(t)dt|

According to the triangular inequality in the real number space where ∀(a, b) ∈
R

2, |a + b| ≤ |a| + |b|, as a result, for ∀(x1, x2, x3) ∈ Ω3 and ∀Pi ⊆ Ω we have:

| ∫ d(x2,Pi)

d(x1,Pi)
δ(t)dt +

∫ d(x3,Pi)

d(x2,Pi)
δ(t)dt| ≤ | ∫ d(x2,Pi)

d(x1,Pi)
δ(t)dt| + | ∫ d(x3,Pi)

d(x2,Pi)
δ(t)dt|

As a result, for ∀(x1, x2, x3) ∈ Ω3:

D(x1, x3) ≤ D(x1, x2) + D(x2, x3)

In conclusion, the distance between data points follows the triangular inequality.

Above definitions construct a functional calculus for measuring dissimilarity
between two data points referring to labels which are represented by sets of
prototypes defining on the universe of discourse. One step further, we consider
how can we measure the dissimilarity between a certain label and a data point
in the same universe.

Definition 6. (Distance between point and label). Given a data point x ∈ Ω and
a certain label Li ∈ LA represented by a set of prototypical elements Pi ⊆ Ω,
the distance between point and label is defined as below:

D(x,Li) = min{D(x, y), ∀y ∈ Pi} (5)

where D(x, y) is the distance between points as defined in Definition 1.

Specifically, when there is only one label L ∈ LA, |LA| = 1 which can be
used to describe elements in Ω,we have:

D(x,L) = 1 − μL(x) (6)
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Where μL(x) is the appropriateness degree of describing data point x using label
L, thus, the distance D(x,L) can be interpreted as the probability of “label L
can not be used to describe data x”. Furthermore, the distance between two sets
of labels can be defined by:

Definition 7. (Distance between set of labels). Given two sets of labels
(S1, S2) ∈ LA2, each label Li ∈ LA can be represented by a set of prototypi-
cal elements Pi ∈ Ω, we have:

D(S1, S2) =

∑
Li∈S1

∑
Lj∈S2

min{D(x, y), ∀(x, y) ∈ Pi × Pj}
|S1| · |S2| (7)

where |S1| and |S2| are cardinalities of sets S1 and S2. D(x, y) is the distance
between points as defined by Definition 1. Based on the properties of distance
between data points, it is obviously that the distance between set of labels is
also symmetric and satisfies the triangular inequality.

The above distance measure is one dimensional, for an object with more than
one feature to be described by labels. The distance measure between set of labels
can be extended into multi-dimensional as shown in Definition 8.

Definition 8. (Distance between multi-dimensional set of labels). The set of
n-dimensional labels MLA(n) is a combination of descriptive labels of n dif-
ferent features MLA(n) = LA1 × LA2 × ... × LAn, where LAi is the set of
descriptive labels for describing the ith feature. For two multi-dimensional labels
(ML1,ML2) ∈ MLA(n)2 where:

– ML1 = (L11, L12, ..., L1n), L1i ∈ LAi

– ML2 = (L21, L22, ..., L2n), L2i ∈ LAi

we have:

D(ML1,ML2) =

√√√√
n∑

i=1

D(L1i, L2i)2 (8)

In Definition 4, the λ-function provides an application from logical expres-
sions to set of labels, utilizing this function and distance measure between set of
labels, we can define the distance between logical expressions intuitively:

Definition 9. (Distance between logical expressions). Given two logical expres-
sions (θ, ϕ) ∈ LE, the distance between θ and ϕ is:

D(θ, ϕ) = D(Sθ∧¬ϕ,Sϕ) + D(Sϕ∧¬θ,Sθ) (9)

D(θ, λ) is the distance between label sets as defined in Definition 7, where label
sets S

θ∧¬ϕ,Sϕ,Sϕ∧¬θ,Sθ are defined as follow:

– S
θ = {S|S ∈ λ(θ)}

– S
ϕ = {S|S ∈ λ(ϕ)}

– S
θ∧¬ϕ = {S|S ∈ λ(θ) ∩ λ(ϕ))}

– S
ϕ∧¬θ = {S|S ∈ λ(ϕ) ∩ λ(θ))}
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specifically, when |(Sθ∧¬ϕ)| = 0,

D(θ, ϕ) = D(Sϕ∧¬θ,Sθ) (10)

and when |(Sϕ∧¬θ)| = 0,

D(θ, ϕ) = D(Sθ∧¬ϕ,Sϕ) (11)

4 Clustering Mixed Objects

First proposed by MacQueen [7] in 1967, the K-means is regarded as the simplest
yet effective technique for clustering analysis. The classical K-means algorithm
using Euclidean distance cannot cluster vague concepts (e.g. linguistic descrip-
tions). Based on the above distance measure, classical K-means algorithm can
be extended for clustering mixed objects, including data points, labels which
are represented by sets of prototypical elements, as defined in Section 3.1 and
linguistic expressions.

The main objective of K-means clustering is to minimize the sum of squared
distance between objects in each cluster and their mean, given objects

(x1, x2...xN ) ∈ ΩN

and k clusters, and let mj as the mean of objects in cluster j, we define x ∈ j
if mj = {m| min||x,mj ||, ∀j ∈ [1, k], j ∈ N}, which is also equivalent to
minimizing the following objective function:

S =
k∑

j=1

∑

x∈k

||x,mj ||2 (12)

With the same objective, given an unlabeled data set of mixed objects
(obj1, ..., objN ) ∈ (Ω

⋃
LE)N the extended K-means algorithm for clustering

mixed objects can be described as pseudo-codes in Table 1.

Table 1. Pseudo-code of extended K-means algorithm for clustering mixed objects.

Given a finite set of mixed objects S = {obj1...objN} and a number of cluster k,
A set of randomly initialized centers K = {c1, ..., ck}, a threshold ε > 0, and counter p

While ||c(p) − c(p−1)|| > ε
p++

Step1. For each object obji ∈ S, determine the cluster obji ← c
(p−1)
i of each object, if:

D(obji, c
(p−1)
i ) = min{D(obji, c

(p−1)
t ) : t = 1, ..., k}

Step2. Calculate new clusters c
(p)
t , x = 1, ..., k, which satisfy:∑

obj∈cluster t D(c
(p)
x , obj) = min{∑obj∈cluster t D(x, obj)}
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The new proposed distance measure is used both in Step 1 and 2 to calculate
distances between each two objects, thus, this algorithm can be used to cluster
mixed objects including numerical data and linguistic labels, necessarily, the
cluster centers of each cluster should be numerical data in implement.

5 Experimental Studies

5.1 Distance Variation

Given a continue universe of discourse [1, 20] of numerical data points defined
on R, and three labels L1, L2, L3 which can be represented respectively by three
sets of prototypical elements, P1 = {1}, P2 = {5, 5.5, 7} and P3 = {8, 8.5}. Given
fixed x1 = 7.5, when x2 varies from 0 to 20, the variation of distance D(x1, x2)
is shown illustratively in Fig. 2.

This illustration indicates that the distance D(x1, x2) varies rapidly when
the data point x2 is close to prototypes, in contrast, the variation becomes
more and more slowly when the data point x2 moves away from the prototypes.
This phoneme can be interpreted as when data points are close to a linguistic
concept, we can determine their dissimilarity according to the appropriateness
of describing these objects using this concept more precisely than these data
points are far away from this concept.

Universe of Discourse
0 2 4 6 8 10 12 14 16 18 20

D
(x

1
,x

2
)

0

0.5

1

1.5

2

2.5

Fig. 2. Illustration of variation of distance between two data points: x1 is fixed to 7.5
and x2 varies from 0 to 20.

5.2 Clustering Images and Labels

In order to validate the performance of the novel distance measure for clustering
images and vague concepts. We apply this measure in an extended K-means algo-
rithm as introduced in Section 4 for clustering images and linguistic labels. We
select 100 images from the Corel image data set[8] in 4 categories and 25 images
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in each category, each image is resized into 192 × 128, we chose 4 descriptive
linguistic labels to describe images, including “sunset”, “beach”, “garden” and
“polar bear”. In our experiment, each image is represented as a 3-dimensional
numerical data point according to its average HSV (Hue, Saturation, Value) [10]
feature, besides, each label is represented as a set of 5 images which are randomly
selected from the same category.

After designing labels and extracting image features, the data set of mixed
objects including images represented as numerical data points and labels (as
defined in Definition 8) represented as sets of 5 prototypical elements (images)
for which the label is certainly an appropriate description. In our experiment,
each label is represented by 5 images in same category, thus, the set which we
have to cluster is constructed by 80 images (20 images in each category) and 4
labels, we cluster this set of mixed objects into 4 clusters. In our experiment, the
4 cluster centers are 4 data points which are randomly selected from the compo-
nents of the 4 mutually different labels. Furthermore, a 20% cross-validation is
used to evaluate the performance of proposed algorithm, each time we randomly
change the 20 images (5 images of each label) which are considered as prototyp-
ical elements for representing labels, during the cross-validation process, each
image is used as a component of label only once. The average accuracy of five
times of experiment is regarded as the final experiment result, the comparison
of accuracy between this method and the existing method proposed by Zhang
and Qin [4], and their execution time to build the 4 clusters under the same
hardware condition are shown in Table 2.

Further more, the illustration of above result and its variation is shown in
Fig. 3.

Table 2. Performance of clustering mixed objects in terms of classification accuracy.

Sunset Beach Garden Polar-bear Execution time

Our Model 81% 94% 67% 87% 18.2s
Zhang and Qin [4] 72% 60% 64% 96% 6318.1s

Fig. 3. Illustration of experimental result and its variation.
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6 Conclusion

In this paper we proposed a novel distance measure based on prototype the-
ory interpreted label semantics framework. This distance measure differs from
the other distance measure by focusing on the difference of logical meanings
which conveyed by the object. The new proposed distance measure is appli-
cated to extend classical K-means algorithm for clustering numerical data and
vague concepts which are in the form of linguistic labels. Experimental studies
on a image clustering problem validated the effectiveness of our new proposed
measure.

With a similar idea of measuring the dissimilarities according to the logical
meaning which the object conveys, the proposed measure is extendable to mea-
suring distances between any granularities, In future work, This measure can be
applied to other applications and clustering vague concepts represented by other
granularities.

Acknowledgments. This work is supported by the National Science Foundation of
China No. 61305047.
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Abstract. In this paper, we confirm the effects of ensemble learning
approaches in classification problems based on rough set. Furthermore,
we propose an ensemble learning approach based on rough set preserving
the qualities of approximations. The proposed method stands on a policy
that subsets of attributes whose quality of lower approximation is less
than the threshold value is not tolerate. We carried out numerical exper-
iments in order to confirm the classification performance of the proposed
method and confirmed its effectiveness.

Keywords: Rough sets · Ensemble learning · The qualities of
approximations · MLEM2

1 Introduction

Rough set theory have been applied to various issues such as decision rule induc-
tion form decision tables and classification problems based on decision rules [3],
[4], [5]. In classification problems, ensemble learning approaches such as bagging
and random forests have attracted as techniques in handling the over-fitting
problem.

In this paper, we confirm the effects of ensemble approaches in classification
problems based on rough set. We apply bagging which include object sampling
(bootstrap sampling), RF (random forests) which includes object sampling and
attribute sampling, and ASE (attribute sampling ensemble) which includes only
attribute sampling. We use decision rules extracted by MLEM2 rule induction
algorithm as a base classifier.

Furthermore, we propose an ensemble learning approach based on rough set
preserving the qualities of approximations. The reason that we introduce the
preserving procedure is that decreases of qualities of approximation of decision
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 247–253, 2015.
DOI: 10.1007/978-3-319-25135-6 24
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tables which are generated by the attribute sampling in an ensemble learning
procedure may cause decreases in the classification performance. In ensemble
approaches which include attribute sampling such as RF and ASE, how much
condition attributes should be extracted becomes an important issue. We intro-
duce the quality of approximation as an aid for automatic determination of
the number of attribute sampling in sampling processes of ensemble learning
approaches.

We carried out numerical experiments in order to confirm the classification
performance of the proposed method and confirmed its effectiveness.

2 Preliminaries

In this section, we provide a basic explanation of classifications based on rough
sets and ensemble learning approaches.

2.1 Classifications Based on Rough Sets

In rough set analyses, a data set is often expressed as a decision table. A decision
table is defined by 〈U,C∪{d}, V, ρ〉, where U is a non-empty finite set of objects,
C is a finite set of condition attributes, {d} is a singleton of a decision attribute,
V =

⋃{Va}a∈C∪{d} is a set of attribute values, and ρ : U × C ∪ {d} → V is
a information function which assigns an attribute value of an object. In rough
sets, binary relations are used for granulation of a universe and approximations
of subsets of objects. A indiscernibility relation is defined by

IND(B) = {(x, y) ∈ U × U | ∀a ∈ B, ρ(x, a) = ρ(y, a)},

where B ⊆ C ∪ {d}. Using this relation, the lower and upper approximations of
X are obtained as follows:

IND(B)[X] = {x ∈ U | [x]IND(B) ⊆ X},

IND(B)〈X〉 = {x ∈ U | [x]IND(B) ∩ X 
= ∅},

where [x]IND(B) is the equivalence class of x with respect to IND(B). The
indiscernibility relation means that two objects are indistinguishable each other
by use of focused attributes. The quality of approximation of a partition P by a
subset B of attributes is defined as

γB(P ) =
∑

X∈P

card(IND(B)[X])
card(U)

.

J. W. Grzymala-Busse has been developed the data mining system LERS and
proposed a framework of decision rule induction based on rough sets and classi-
fication by means of decision rules [3], [4]. MLEM2 is a subsystem of LERS and
an algorithm which induces the minimal set of decision rules which have minimal
condition parts from the given decision table. Decision rules which are extracted
from lower approximations are certain rules. On the other hand, decision rules
which are extracted from upper approximations are possible rules.
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2.2 Ensemble Learning Approaches

In classification problems, ensemble learning approaches are attracting attention
as useful ways to address over-fitting problems and improve the classification per-
formance. Let us explain typical ensemble learning approaches, that is, bagging
and random forests.

Bagging. Bagging (bootstrap aggregating) was proposed by L. Breiman in
1996 [1]. In bagging approach, multiple new tables are generated by bootstrap
sampling from the given data. Bootstrap sampling is random sampling of objects
with replacement. Using a certain method, weak classifiers are obtained from
each generated decision table. Finally, one prediction is determined by aggregat-
ing predictions of these weak classifiers. A majority vote is a common aggregat-
ing method. Aggregations of predictions of weak classifiers (cursory classifiers)
realize low-variance and better classification performance for unknown objects.

Random Forests (RF). Random forests was also proposed by L. Breiman
in 2001 [2]. In random forests, attribute sampling is carried out in addition to
bootstrap sampling in bagging. Predictions are executed in the same way as bag-
ging. Random forests is expected to cause lower variance and better classification
performance than bagging.

3 An Ensemble Learning Approach Based on Rough Set
Preserving the Qualities of Approximations

In this paper, we propose an ensemble learning approach based on rough set
preserving the qualities of approximations. The proposed method is applied to
ensemble learning approaches which include an attribute sampling process. In
such approaches, how much attributes should be extracted becomes an important
issue.

In order to cope with the issue, we focus on the quality of approximations
which is a basic concept of rough sets. Decision tables which have few attributes
may cause decreases in the qualities of lower approximations of the partition
of the decision classes. Hence, the covering range of decision rules which are
induced form the lower approximations become reduced in size. Moreover, it
worsens explanation capability of known objects and unknown objects, and the
performance of classification. The proposed method stands on a policy that sub-
sets of attributes whose quality of lower approximation is less than the threshold
level is not tolerate.

In the previous section, we introduced random forest as an ensemble approach
which include attribute sampling process. In addition, we use following ensemble
approach as an ensemble approach which include attribute sampling process.
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Table 1. MLEM2 and Ensemble Learning Combinations

No bootstrap sampling Bootstrap sampling

No attribute sampling MLEM2 MB

Attribute sampling MA MRF

Attribute sampling preserving
the qualities of approximations MAQ MRFQ

Attribute Sampling Ensemble (ASE). In RF, both bootstrap sampling
of objects and attribute sampling are executed in order to generate new deci-
sion tables for weak classifiers. In this paper, we call the method in which only
attribute sampling is executed as attribute sampling ensemble (ASE).

3.1 The Procedure of the Proposed Method

The proposed method is applied to ensemble learning approaches which include
attribute sampling, that is, to RF and ASE. In the proposed method, sets of
attributes whose qualities of approximation are more than a certain threshold
γTh are extracted in the attribute sampling process. We describe the procedure
of the proposed method as follows.

Step 1. Let s be an empty attribute sequence, γTh be the threshold value of
the quality of lower approximation, and ne be the number of ensemble.

Step 2. Ctemp := C.
Step 3. Randomly choose an attribute a ∈ Ctemp and add it to the end of

sequence s, and update Ctemp := Ctemp \ {a}.
Step 4. Let Bs be the set of attributes which are components of the sequence s.
Step 5. Calculate γtemp = γBS

(U/IND({d})).
Step 6. If γtemp < γTh, repeat Step 3 to Step 5. Otherwise, go to Step 7.
Step 7. Add further m − card(Bs) attributes randomly in the range of

card(Bs) ≤ m ≤ card(C).
Step 8. Generate the decision tables based on the attribute sequence s.
Step 9. Execute Step 2 to Step 8 in ne times and generate ne different decision

tables, and create weak classifiers based on the tables.
Step 10. Aggregate the predictions of the weak classifiers just like ordinary

ensemble methods.

In this research, γTh was set to γMAX = γC(U/IND({d})).
Note that MLEM2 algorithm depends on the alignment sequence of attributes

in case of the coincidence of priority of conditional propositions. Thus we gener-
ate new decision tables based on attribute sequences in order to grow in diversity
of decision rules.

Table 1 shows the summery of characteristics of introduced classification
approaches and their abbreviated expressions.
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Table 2. Data set summary.

Data set #Objects #Attributes #Classes Attribute Type

Ecoli 336 7 8 numerical
Glass 214 9 6 numerical
Iris 150 4 3 numerical

Soybean small 47 35 4 nominal
Wine 178 13 3 numerical
Zoo 101 16 7 nominal

4 Numerical Experiments

We carried out numerical experiments in order to confirm the classification per-
formance of the proposed method. In this section, we present the experimental
results and some considerations of it.

We used six data sets shown in Table 2. The data sets were retrieved from
the UCI machine learning repository [6]. The application was implemented using
Java and a desktop computer equipped with CPU Intel(R) Core(TM) i7-4770
@3.40GHz.

In order to measure the classification performance, we determined the average
of error rates in 10 times 10-fold cross-validation. The following it the list of
classifiers and their abbreviation which are used in the experiments.

MLEM2. The classifier based on MLEM2 decision rules and the LERS classi-
fication regulation.

MB. The bagging classifier based on MLEM2.
MRF. The RF classifier based on MLEM2.
MA. The ASE classifier based on MLEM2.
MRFQ. The MRF classifier preserving the qualities of approximations.
MAQ. The MA classifier preserving the qualities of approximations.

In all ensemble methods, we set up the ensemble number ne = 10. In MB
and MRF, the number of bootstrap samples is nb = card(U).

4.1 Results

Fig. 1 shows the classification error rates of each method for each data set. The
vertical axis indicates classification error rates. The horizontal axis indicates the
sampling number of attributes. Note that the classification performances of MRF
and MA depend on a sampling number of attributes.

Let us consider the results.

– In all data sets except for ‘Soybean small’, MB provides better classification
accuracy than MLEM2.

– In ensemble approaches which include attribute sampling such as MRF and
MA, the classification performances are depend on the number of sampling
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Fig. 1. Classification error rates of each method for each data set.

attributes. If almost every attributes are extracted, MRF and MA provide
almost the same performance as MB and MLEM2, respectively. Gradu-
ally decreasing the number of sampling attributes, the classification per-
formances get better gradually. This phenomenon appears prominently in
‘Soybean small’ and ‘Wine’.

– However, extreme declines of the number of sampling attributes cause
extremely poor performance.

– There are data sets in which bootstrap sampling or attribute sampling have
poor efficacy in improving the performance, e. g. ‘Ecoli’ and ‘Iris’.

– In data sets in which attribute sampling works, MRFQ and MAQ provide
better results than MB and MLEM2 and can close their performance to the
best results of MRF and MA in all trial of numbers of attributes sampling.
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The proposed method do not need to try all the number of sampling
attributes and thus is much more efficient than MRFQ and MAQ in terms of
time. Although the performances of MRFQ and MAQ fall just one step short
of the best results of MRF and MA, their performances are well on to the best
results. Thus, the proposed method is considered a valuable method which pro-
vide reasonably good performance effectively.

5 Concluding Remarks

In this paper, we confirmed the effects of ensemble approaches in classification
problems based on rough set. Furthermore, we proposed an ensemble learning
approach preserving the qualities of approximations and confirmed its effective-
ness through numerical experiments. In this method, we introduced the quality
of approximation as an aid for semi-automatic determination of the number of
attribute sampling in ensemble learnings. The method stands on a policy that
subsets of attributes whose quality of lower approximation is less than a certain
threshold value is not tolerate. We carried out numerical experiments in order to
confirm the classification performance of the proposed method and confirmed its
effectiveness. As a result, the proposed method is considered a valuable method
which provide a reasonably good performance effectively.

At present stage, the proposed method excludes sets of attributes whose
cardinality is not enough. However, excessive set of attributes may also provide
mediocre performances. In terms of future issues, we plan to consider a method
which can also excludes excessive set of attributes.
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Jindřich̊uv Hradec, Czech Republic

radim@utia.cas.cz, iva.krejcova@gmail.com
2 Institute of Information Theory and Automation,

Prague Czech Academy of Sciences, Prague, Czech Republic

Abstract. Information-theoretic viewpoint at the data-based model
construction is anchored on the assumption that both source data and
a constructed model comprises certain information. Not having another
source of information than source data, the process of model construc-
tion can be viewed at as the transformation of information representa-
tion. The combination of this basic idea with the Minimum Description
Length principle brings a new restriction on the process of model learn-
ing: avoid models containing more information than source data, because
these models must comprise an additional undesirable information. In the
paper, the idea is explained and illustrated on the data-based construc-
tion of multidimensional probabilistic compositional models.

Keywords: Machine learning · Multidimensional models · Probability
distributions · Composition · Information theory · Lossless encoding

1 Introduction

Minimum Description Length (MDL) principle has been used for model learning
by a whole range of authors. In connection with Bayesian network learning let us
mention for example Lam and Bacchus [10], (for general sources see also [2], and
[3]). These authors regarded MDL as an application of a Occam’s razor philo-
sophical principle, which says that the best solution is more likely the simplest.
In this paper we will study this approach also from another point of view, from
the point of view of information theory.

Data-based model learning is usually based on the following simple idea: the
data in question were generated by a generator whose probabilistic character-
istics are unknown, but, in a way, stabile. If we do not have another source of
information (such as, for example, some theoretical knowledge about the field
of interest) all we know about this generator is encoded in the data file. So,
when reconstructing the generator we should exploit as much of information
contained in the data file as possible, but we should avoid adding any other
undesirable information. In this sense, the process of model construction can be
c© Springer International Publishing Switzerland 2015
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viewed as a transformation of the data file into the constructed model. Since it
is well-known that during any transformation process the amount of information
cannot increase, we should check what is the amount of information before the
transformation (i.e., the information contained in the input data file) and after
the transformation (i.e., the information contained in the constructed model).
Using this idea, models containing more information than the input data file
will be considered unacceptable because, obviously, some undesirable informa-
tion was added.

Accepting the above mentioned principle, a new problem arises: how to mea-
sure the above mentioned information amounts. Our proposal is to measure
this information in bits necessary for the optimum lossless encoding of the
data/model. In this context we take advantage of the old ideas of von Mises
[13] and Kolmogorov [8] who both explored relations interconnecting random-
ness, complexity and information. So, we accept the principle: the more complex
model, the more information it comprises. Nevertheless, realize that looking
for the optimum lossless encoding would be in practical situations intractable.
Therefore, we use in this paper some heuristics and also a famous Huffman’s
encoding [4], which is known to be optimal under some conditions. Thus, though
the encoding used in this paper is only suboptimal, it will serve well to the pur-
pose of this paper: to show that application of MDL principle is not as straight-
forward as it can seem at the first glance. We will show that the users should
find a reasonable equilibrium balancing the complexity of the model structure
and the preciseness of specified parameters.

The proposed approach is fully sensible also from the statistical point of view.
The less data we have, the less amount of bits we may use to encode the model.
It means, among others, that for small data files we cannot consider probability
values specified with a high precision. This fully corresponds with the fact that
having a small number of data, the confidence intervals for the estimates of
probability parameters are rather wide. Therefore it does not have a sense to
specify these estimates with a high precision, with a great number of digits.

Thus, the goal of this paper is not to introduce a new algorithm for data-
based model learning. The paper presents two simple ideas that should be incor-
porated into any data-based learning algorithm and that we have not found in
the literature. First, the amount of input data determines the upper limit to
the complexity of the constructed model. It is against a common sense (and
also against the information-theoretic principles) to construct a model whose
encoding requires more bits than the input data file. The other idea is that the
users should decide whether it is more advantageous to consider either simpler
structure models with more precise parameters, or models with more complex
structures, i.e., more parameters specified with lower precision.

The application of the above mentioned ideas will be illustrated on learning
compositional models [6] that will be briefly introduced in the next section.
Sections 3 and 4 will be devoted to the discussion of possibilities how to encode
data and models, respectively, and Section 5 briefly describes two ways how to
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simplify constructed models to meet the upper limit given by the size of the
input data.

2 Compositional Models

As said above, in this section, we will briefly introduce the models to be con-
structed from data; for more details and the properties of these models the reader
is refereed to [6].

In the whole paper we consider a finite set of finite-valued random variables
N = {X1,X2, . . . , Xn}. Probability distributions (measures) will be denoted by
the characters of Greek alphabet, as e.g., π(N). Its marginal distribution for
variables M ⊆ N will be denoted either π(M), or π↓M . Let Xi denote the set of
values of variable Xi. It means that a probability distribution π(N) : XN → [0, 1]
is defined with the help |XN | numbers (probabilities), where XN denotes the
Cartesian product XN = X1 × X2 × . . . × Xn, e.g., the space of all states of
variables N . Analogously, for a subset of variables K ⊂ N , XK = ×u∈KXu.

For two distributions π(N) and κ(N), we say that κ dominates π (in symbol
π � κ) if for all x ∈ XN , for which κ(x) = 0 also π(x) = 0. As a measure of
similarity of two distributions we will consider their Kullback-Leibler divergence
[9] (or crossentropy) defined

Div(π;κ) =

⎧
⎨

⎩

∑
x∈XN :π(x)>0

π(x) log π(x)
κ(x) if π � κ,

+∞ otherwise,

which is known to be zero if and only if π = κ.
Compositional models considered in this paper are multidimensional prob-

ability distributions that are assembled (composed) from its low-dimensional
marginals with the help of a so called operator of composition. This operator
realizes an operation in a way inverse to marginalization. For a probability dis-
tribution μ(N) and J,K ⊂ N , such that J ∪ K = N , the respective marginal
distribution μ↓J and μ↓K are unique. On the other side, if J 	= N and K 	= N
then there are (infinitely) many distributions ν(N) such that ν↓J = μ↓J and
ν↓K = μ↓K . All these distributions ν are called join extensions of μ↓J and
μ↓K . One of them can be got by the application of the following operator of
composition.

Definition 1. For two arbitrary distributions π(M) and λ(L), for which π↓M∩L

� λ↓M∩L, their composition is, for each x ∈ XL∪M , given by the following
formula1

(π � λ)(x) =
π(x↓M )λ(x↓L)

λ↓M∩L(x↓M∩L)
.

In case π↓M∩L 	� λ↓M∩L, the composition remains undefined.
1 In this paper we take 0.0

0
= 0 by definition.
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Notice that the composition μ↓J � μ↓K is always defined (because the
marginals μ↓J and μ↓K are consistent), and that the distribution μ↓J � μ↓K

need not coincide with μ(N). It is easy to show (see [6]) that for the composed
distribution μ↓J �μ↓K variables J \K and K \J are conditionally independent2

given variables K ∩ J .
If we compose two general distributions π(M) and λ(L), and the composition

π � λ is defined, then the result is a distribution of variables M ∪ L, and it is
an extension of distribution π (see [6]), which is as similar as possible to a given
distribution λ in the following sense (see Theorem 6.2 in[6])

π � λ = arg min
κ(L∪M):κ↓M=π

Div(κ↓L;λ).

Notice that if π � λ is defined, then this minimum is unique. This is also the
reason why we can say that π � λ is a projection of λ into the set (space) of all
the extensions of π for variables L ∪ M [1].

In this paper we are not interested in computational properties of distribu-
tions represented in a form of (iterative) compositions, so we need not present
the algebraic properties of the operator of composition; for them, the reader is
referred to [6]. Instead, let us present the definition of a compositional model.

Definition 2. Distribution κ(N) is a compositional model if there exists a cover
K1,K2, . . . , Km (i.e., K1 ∪ . . . ∪ Km = N), such that3

κ(N) = κ↓K1 � κ↓K2 � . . . � κ↓Km . (1)

Let us conclude this section by stating that the class of compositional models
is exactly the same as the class of Bayesian networks [5].

3 Coding Data

The goal of this and the next section is not to find algorithms encoding composi-
tional models and/or data files but just to estimate how many bits are necessary
for such encodings. These numbers will be used to measure complexity of the
respective models (data). More precisely, these numbers will be used when we
will compare the complexity of two models, or the complexity of a model and
2 Recall that for distribution κ(N) variables K and L are conditionally independent

given variables M (K, L, M ⊆ N are assumed to be disjoint) if

κ(K ∪ L ∪ M) · κ(M) = κ(K ∪ M) · κ(L ∪ M).
3 Since the operator of composition is not associative, we have to say how to under-

stand the expression (1): If not specified otherwise by parentheses, the operator is
always performed from left to right, i.e.,

κ↓K1 � κ↓K2 � . . . � κ↓Km =
(

. . .
(
(κ↓K1 � κ↓K2) � κ↓K3

)
� . . . � κ↓Km−1

)
� κ↓Km .
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the complexity of data. This is why we will not consider coding the number
of variables, variable names and the cardinality of their value sets. Coding this
information would just increase all the derived complexity measures by a con-
stant. Therefore, without loss of generality we can assume in this paper that
variable Xi is identified by its index i, and their values are Xi = {0, . . . , hi−1}.

Under the above assumption when encoding a data file D we have to encode
a matrix of nonnegative integers with d rows (records of the data file) and n
columns (variables). For this we will consider several simple procedures. Let us
repeat once more that we are aware of the fact that using more sophisticated
types of codes, such as e.g. arithmetic codes [14], we could achieve even more eco-
nomic encoding. The following codes are selected as a trade-off between precision
and simplicity of the following exposition.

Direct Encoding. For a binary variable we need just one bit for each entry of the
matrix. If the respective hi > 2 then we use4 �i = �log2 hi� bits to encode the
value of variable Xi. Therefore, for the direct encoding of the data file we need

cd(D) = d × (�1 + �2 + . . . + �n) + c

bits, where c denotes the number of bits necessary to encode the number of
records d (the number of rows in the matrix).

Frequency Encoding. For this coding we will take advantage of the fact that we
need not consider the ordering of records in the data file. We increase the data
matrix by one column into which we insert the number of repetition of each state
(by state we understand the combination of values of all variables) in the data
file. It enables us to keep in the matrix each state only once. Thus, denoting dred

the number of different states appearing in the original data file, and denoting
fmax the maximal number of occurrences of the same state in the data file, then
for this type of encoding we need

cf (D) = dred × (�1 + �2 + . . . + �n + �log2(fmax − 1)�) + 2 × c

bits. �fmax − 1� appears in the formula, because all the numbers of repetition
in the (n + 1)th column are numbers from 1, . . . , fmax, and thus we can encode
them as numbers from 0, . . . , fmax − 1, and 2 × c bits are necessary to encode
dred a fmax.

Huffman Frequency Encoding. By this term we understand coding of the same
table like in the previous case but for coding the numbers of occurrence we use
the famous Huffman code [4]. The number of necessary bits for this code will be
denoted by cfH(D) (see an example below).

4 �r� denotes the smallest integer, which is not less than r.
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Lexicographic Encoding. Analogously to preceding type of encoding, consider
an extended data matrix in which each state appears maximally once, and the
(n + 1)th column contains the number expressing how many times the state
appears in the original data file. If the number of variables is rather small,
it may happen that the following encoding of the considered matrix is more
economic than that by frequency encoding: add to the matrix all states that do
not appear in data (with number of repetition equaling 0), sort all the states
in the lexicographic order, and then we can encode only the numbers from the
(n + 1)th column. This coding requires

cl(D) = |XN | × �log2 fmax� + c

bits (realize the last c bits are used to encode fmax).

Huffman Lexicographic Encoding. As in the previous case we code only frequen-
cies for all |XN | combinations, for which we use the Huffman encoding. For real
data files, Huffman process usually yields a code with the average length less
that two bits per number (this is because in practical situations numbers of
repetition greater than 1 are rare).

Naturally, the readers can extend the list of the considered data encoding
possibilities by as many other approaches as they want (e.g. see [12]). In this
paper we consider the complexity measure for the data file just

c(D) = min{cd(D), cf (D), cfH(D, cl(D), clH(D)}.

Example. The ideas presented in this paper will be illustrated by an example
with artificially generated data. For the sake of simplicity we consider in this
example just eight binary variables (with values 0, 1), and a data files with 100
records (binary vectors). In spite of this we fix the number of necessary bits to
encode the length of the data file to c = 32, because we made experiments with
much bigger data files (up to 100 000 records). Recall that we neglect coding the
information about the model.

To apply the direct encoding approach, when taking into account the con-
sidered small data file we need to encode the following table

d = 100

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 0 1 1 0 1 0 1
1 0 1 1 0 0 0 1

...
1 1 0 0 0 0 1 0

which means that we need cd(D) = 100 × 8 + 32 = 832 bits.
To encode the same data file with the frequency encoding, transform first

the data file into the form, in which all the rows (states) are unique and the last
column contains the number of occurrences of the respective state in the original
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data file. For the considered data file we get the following table

dred = 38

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 0 1 1 0 1 0 1 27
1 0 1 1 0 0 0 1 10

...
1 1 0 0 0 0 1 0 1

Thus we get cf (D) = 38 × (8 + 5) + 2 × 32 = 558 bits.
To get what we call Huffman version of frequency encoding we need to find

Huffman code for the numbers of occurrences. In our case such a code is the
following (the numbers in parentheses - the last column - read how many times
the respective frequency number appears in the above table)

27 11111 (1×)
10 11110 (1×)
5 1110 (2×)
3 110 (5×)
2 10 (9×)
1 0 (20×)

Thus, using Huffman version of frequency encoding we have to encode the above
coding table (which can easily be done with 6× (5+5) = 60 bits, and for coding
the numbers of occurrences we need only 2×5+2×4+5×3+9×2+20×1 = 71
bits (instead of 38×5 = 190, which is needed for the frequencies encoding in the
previous case). So, we get cfH(D) = 38 × (8) + 60 + 71 + 2 × 32 = 499 bits.

To get the lexicographic encoding we have to consider all 28 states lexico-
graphically ordered

256

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0

...
0 0 1 1 0 1 0 1 27

...
1 1 1 1 1 1 1 1 0

So, lexicographic encoding of the framed frequencies requires cl(D) = 256 × 5 +
32 = 1312 bits. However, if we use Huffman approach to encode all the numbers
appearing in the frame, i.e., if we use the following code

27 111111 (1×)
10 111110 (1×)
5 11110 (2×)
3 1110 (5×)
2 110 (9×)
1 10 (20×)
0 0 (218×)
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Table 1. Requirements for coding the data files

cd cf cfH cl clH

D100 832 558 499 1,312 404
D1000 8,032 1,680 976 2.080 992
D10000 80,032 4,084 2,713 3,104 2,362
D100000 800,032 5,676 5,800 3,872 4,775

we need only 7 × (5 + 6) = 77 bits to encode this coding table, and clH(D) =
77 + 2 × 6 + 2 × 5 + 5 × 4 + 9 × 3 + 20 × 2 + 218 × 1 = 404 bits.

To illustrate the way how these complexity measures increase with the
amount of the considered data we generated (using the same generator) another
three data files with 1 000, 10 000 and 100 000 records. A summary of the bit
requirements to encode all these data files is in Table 1.

4 Coding Models

To encode a compositional model given by Formula (1) we have to encode
marginal distributions κ↓K1 , κ↓K2 , . . . , κ↓Km in a proper order. Each of these
distributions κ↓Ki is described by the list of variables, i.e.,

number of variables |Ki| �log2 n� bits
list of variables |Ki| × �log2 n� bits

and the respective probabilities, whose total number is
∏

u∈Ki

hu. Obviously,

encoding the probabilities is, as a rule, much more space demanding that
encoding the variables, for which the respective marginal is defined. The lat-
ter encoding requires, as presented above, only (|Ki| + 1) × �log2 n� bits.

Naturally, the space requirements for the probability encoding is closely con-
nected with the precision with which the respective probabilities should be spec-
ified. A simple way, which is used in this paper, is the following.

Select a positive integer, denote it base, and express all the considered prob-
abilities as a ratio of two nonnegative integers

a

base
.

This means that the respective probability will be encoded by integer a. From
the obvious reasons it does not have a sense to choose base > d (recall that d
is the number of records in the input data file). However, base may be much
smaller than d and can be defined with respect to the size of confidence intervals
computed for the probability estimates, or it can be reduced when we want to
reduce the complexity of the constructed compositional model (as shown in the
next section).

By employing the idea of representing probabilities by integers we get, in fact,
exactly the same situation as that in the previous section: marginal distribution
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κ↓Ki is fully described by those states x ∈ XKi
, for which the probability κ↓Ki(x)

is positive and by the respective integer representing value κ↓Ki(x). It means that
for encoding the marginal distributions κ↓Ki we can employ any of the techniques
described in the previous section (perhaps, application of the direct encoding
comes into consideration in very specific and unusual situations, though). As a
rule, the most economic encoding is yielded by Huffman lexicographic encoding .
Frequency encoding (both plain and Huffman’s) may be applicable only for more-
dimensional distributions, which are positive on a small part of the respective
space XKi

.
Thus, when encoding compositional models we will face the only problem:

whether it is more economic to construct a Huffman code specially for each
marginal distribution (and thus also code the respective coding table), or con-
struct one code for coding all the marginals from which the model is composed.

An analogous problem is connected with the selection of the number base. In
this paper we consider only simple models and therefore we use one number base
for the whole model. However, the reader certainly realizes that in some situa-
tions a greater chances to decrease the complexity of the model can be achieved
when defining different basei for different marginals. Namely, the necessity of
coding one number basei for each marginal distribution can be payed back by
the savings achieved for coding the respective probabilities.

Example Continued. Let us illustrate the principles described above by coding
a model

M1 : μ1 = κ↓{1,2} � κ↓{3,4} � κ↓{3,5} � κ↓{1,4,5,6} � κ↓{5,6,8} � κ↓{2,5,6,7,8} (2)

constructed from the considered data file D with 100 records. To describe a
structure of the model we need to specify the number of marginal distributions
m = 6, number base = 100.

Thus, the structure of the model (2) can be described with the help of
�log2 n� + c = 3 + 32 = 35 bits, and to encode k-dimensional distribution by
lexicographic encoding we need either:

number of variables k �log2 n� bits,
list of variables k × �log2 n� bits,
frequencies (probabilities) 2k × �log2 base� bits,

or, in the case that specification of the maximal frequencies for each marginal
fmax,i pays back by savings gained for more economic specification of all fre-
quencies,

number of variables k �log2 n� bits,
list of variables k × �log2 n� bits,
maximal frequency fmax,i �log2 base� bits,
frequencies (probabilities) 2k × �log2 fmax,i� bits.

In our case the two approaches differ just by 18 bits, so let us consider the sim-
pler (the former) approach. Thus we need
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for κ↓{1,2}, κ↓{3,4}, κ↓{3,5}: 3 + 6 + 28 = 37 bits,
for κ↓{1,4,5,6}: 3 + 12 + 112 = 127 bits,
for κ↓{5,6,8}: 3 + 9 + 56 = 68 bits,
for κ↓{2,7,5,6,8}: 3 + 15 + 224 = 242 bits,

which means that cl(M1) = 583.
Taking into account the fact that among the 68 frequencies (probabilities)

needed to represent the respective six marginals there appears twenty times “0”
and sixteen times “1”, it is not surprising that a more economic encoding is
achieved by Huffman’s version of lexicographic encoding, which yields for this
model clH(M1) = 423. In any case, whatever type of encoding we may take into
consideration we cannot reach the coding requirements sufficient to encode data
clH(D) = 404. This means that the model M1 described by formula (2) with
probabilities specified with the help of base = 100 is unacceptable, and there-
fore, to meet the information-theoretic viewpoint at MDL principle described in
Introduction, we have to simplify the considered model by any of the possibilities
described in the next section.

5 Model Simplification

Perhaps the easiest way how to simplify the constructed model is to roughen
the probability estimates by decreasing the constant base. Considering model
M1 with base = 100 means that we take all the probability estimates with two
digits of precision. Rounding these estimates to one decimal digit means to con-
sider base = 10. Nevertheless, it is important to realize that we can consider
finer roughening choosing any 10 < base < 100. Denote clH(M1:50), clH(M1:40)
and clH(M1:32) complexity of Huffman lexicographic encoding of model M1

with base equaling 50, 40 and 32, respectively. Then for the probability esti-
mates got from data file D we have clH(M1:50) = 408, clH(M1:40) = 397,
and clH(M1:32) = 284. Thus, both the latter two models are acceptable from
the information-theoretic viewpoint at MDL principle. Let us also note that a
greater simplification achieved when changing base from 40 to 32 than when
changing base from 50 to 40 is due to the fact that �log2 40� > �log2 32� and
�log2 50� = �log2 40�.

Another way how to simplify the considered model is to simplify its struc-
ture. Obviously, in the sense of space requirements the most costly is the five-
dimensional marginal κ↓{2,5,6,7,8}. Let us consider two simplifications of M1

consisting only of two- and three-dimensional marginals:

M2 : μ2 = κ↓{1,2} � κ↓{3,4} � κ↓{3,8} � κ↓{5,8} � κ↓{2,7,8} � κ↓{1,5,6}, (3)

and

M3 : μ3 = κ↓{3,4} � κ↓{3,5} � κ↓{1,5,6} � κ↓{5,6,8} � κ↓{6,7,8} � κ↓{1,2,7}. (4)

Repeating computations described in the preceding section we get cl(M2) = 306
and cl(M3) = 356 bits, and clH(M2) = 267 and clH(M3) = 304 bits. Let us
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Table 2. Kullback-Leibler divergences

M1 M1:50 M1:40 M1:32 M2 M3

complexity 423 408 397 284 267 304
K-L divergence 0.2736 0.2795 0.2846 0.2881 0.2964 0.3036

stress that these complexities are computed for models with with base = 100.
So, comparing these values with clH(D) = 404 we see that both these models
are from our point of view acceptable.

Nevertheless, it is clear that we cannot evaluate models just on the basis of
MDL principle, just according to the number of bits necessary for their encoding.
We also need a criterion evaluating to what extent each model carries the infor-
mation contained in the considered data. For this, we use the Kullback-Leibler
divergence between the sample probability distribution defined by data and the
probability distribution defined by the model. So, for each considered model
we can compute the Kullback-Leibler divergence between the eight-dimensional
sample distribution κ defined by the considered data file with 100 records, and
the distribution defined by the respective model. For example, for model M1 it is
Div(κ;μ1), where κ is the sample distribution, and μ1 is the distribution defined
from κ by Formula (2). The values of these divergences for all the considered
models are in Table 2.

From Table 2 we can see that the simplification of a model by decreasing the
value of constant base, i.e., by roughening the estimates of probabilities, leads
to the decrease of complexity of the model and simultaneous increase of the
Kullback-Leibler divergence. The greater this type of simplification, the greater
the respective Kullback-Leibler divergence. A precise version of this statement
can be expressed in a form of mathematical theorems whose presentation is
beyond the scope of this paper. On the other hand, from the last two columns
of Table 2 the reader can see that a similar relation valid for the simplification
of a model by decreasing the complexity of a model would be much more com-
plex. This is based on the fact that though both models M2 and M3 are the
simplification of M1, no one is a simplification of the other. This means that
for structure simplification the strength of simplification cannot be measured
just by one parameter, by the amounts of bits necessary for the model encod-
ing but we have to introduce also some partial order on the set of all potential
simplifications, which is a topic for future research.

6 Conclusions

The novelty of this paper lies in the detailed analysis of the complexity of prob-
abilistic models. We do not take into account only the structure of a model but
also the precision of probabilities describing the model in question. It means that
the final selection of the model is based on a trade-off between the complexity of
model structure and the precision of probability estimates; the simplification of a
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model structure makes it possible to consider more precise probability estimates
and vice versa. On the other side it also means that employing these ideas into
the process of model construction substantially increases the space of possible
solutions in comparison with the approaches when only the structure is opti-
mized. Fortunately, a rather great part of the models are “forbidden” because
their complexity is greater than the upper limit determined by the input data. It
is a topic for the future research to design tractable algorithms taking advantage
of this property.

In this paper, the new ideas are illustrated on the data based construc-
tion of probabilistic multidimensional compositional models. Naturally, it can
be applied also to the construction of other probabilistic multidimensional mod-
els (like e.g., Bayesian networks), and also to construction of models in other
uncertainty theories (see e.g., Shenoy’s valuation based systems [7]).
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On the Property of SIC Fuzzy Inference Model
with Compatibility Functions
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Abstract. The single input connected fuzzy inference model (SIC
model) can decrease the number of fuzzy rules drastically in compar-
ison with the conventional fuzzy inference models. However, the infer-
ence results obtained by the SIC model were generally simple comapred
with the conventional fuzzy inference models. In this paper, we propose
a SIC model with compatibility functions, which weights the rules of the
SIC model. Moreover, this paper shows that the inference results of the
proposed model can be easily obtained even as the proposed model uses
involved compatibility functions.

Keywords: Approximate reasoning · SIC fuzzy inference model · Com-
patibility function · Fuzzy function

1 Introduction

Since Mamdani [1] applied the concept of fuzzy inference to steam engine exper-
imental device, relevant research and applications have been executed in various
fields. Especially, researches on the T–S inference model [2], which is widely used
as fuzzy control method and so on, are reported in many papers.

Fuzzy inference plays a significant role in fuzzy applications. However, as for
the fuzzy rules in the traditional fuzzy inference models, all the input items of
the system are set to the antecedent part, and all output items are set to the con-
sequent part. Therefore, the problem is that the number of fuzzy rules becomes
very huge; hence, the setup and adjustment of fuzzy rules become difficult. On
the other hand, the Single Input Connected fuzzy inference model (SIC model)
by Hayashi et al. [3,4] can reduce the number of fuzzy rules drastically com-
pared with conventional fuzzy inference models. However, since the number of
rules of the SIC model is limited compared to the conventional inference models,
inference results gained by the SIC model are simple in general.

From the above reason, this paper proposes a fuzzy functional SIC model in
which the real value of the consequent parts are extended to fuzzy function, and
a SIC model with compatibility functions in which the compatibility functions
are weighted to consequent parts of the fuzzy functional SIC model. Moreover,
it shows that the SIC model with compatibility functions can be transformed
into the weighted SIC fuzzy inference model.
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 267–278, 2015.
DOI: 10.1007/978-3-319-25135-6 26
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This paper is organized as follows. In Section 2, the conventional fuzzy infer-
ence models are briefly reviewd. The fuzzy functional SIC model is proposed in
Section 3. The properties of the fuzzy functional SIC model are clarified, and
the SIC model with compatibility functions are porposed in Section 4. Finally,
concluding remarks are given in Section 5.

2 Fuzzy Inference Models

In this section we review the min–max–gravity model, product–sum–gravity
model and fuzzy functional inference model.

2.1 Min–Max–Gravity Model

We firstly explain the min–max–gravity model as Mamdani’s fuzzy inference
model [1] for the fuzzy inference form (see Fig. 1). The rules of the min–max–
gravity model are given as follows:

Rule Ri =
{
x1 = A1

i , x2 = A2
i , . . . , xn = An

i

−→ y = Bi
(1)

where x1, x2, . . . , xn are variables of the antecedent part, A1
i , A

2
i , . . . , A

n
i fuzzy

sets, Bi fuzzy sets of the consequent part, i = 1, 2, . . . ,M and M is the total
number of rules.

Each inference result B′
i which is infered from the fact “x0

1, x
0
2, . . . , x

0
n” and

the fuzzy rule “A1
i , A

2
i , . . . , A

n
i −→ Bi” is given in the following.

A1

A2A

x0

x

y0

y

y

y

a b
min{a,b} (= h  )

B1

B2 B'2

B'1

B' = B'    B' 1 2

A1
1 2

2
2
1

1 x1 x0
2 x2

1 x2

1

U

Fig. 1. Min–max–gravity model.
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The degree of fitness, hi, of the fact “x0
1, x

0
2, . . . , x

0
n” to the antecedent parts

“A1
i , A

2
i , . . . , A

n
i ” is given as

hi = min{A1
i (x

0
1), A

2
i (x

0
2), . . . , A

n
i (x0

n)} (2)

Thus, the inference result B′
i is given as

B′
i(y) = min{hi, Bi(y)} (3)

The final consequence B′ of (1) is aggregated from B′
1, B′

2, . . . , B′
M by using

the max. Namely,

B′(y) = max{B′
1(y), B

′
2(y), . . . , B

′
M (y)} (4)

The representative point y0 for the resulting fuzzy set B′ is obtained as the
center of gravity of B′:

y0 =

∫
y · B′(y)dy

∫
B′(y)dy

(5)

2.2 Product–Sum–Gravity Model

We secondly explain a fuzzy inference model called product–sum–gravity model
[5–7] for the fuzzy inference form (see Fig. 2). The rules of the product–sum–
gravity model are also given as (1).

Each inference result B′
i which is infered from the fact “x0

1, x
0
2, . . . , x

0
n” and

the fuzzy rule “A1
i , A

2
i , . . . , A

n
i −→ Bi” is given in the following.

A1

A2A

x0

x

y0

y

y

y

a b
ab (= h  )

B1

B2 B'2

B'1

B' = B' + B' 1 2

A1
1 2

2
2
1

1 x1 x0
2 x2

1 x2

1

Fig. 2. Product–sum–gravity model.
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The degree of fitness, hi, of the fact “x0
1, x

0
2, . . . , x

0
n” to the antecedent parts

“A1
i , A

2
i , . . . , A

n
i ” is given as

hi = A1
i (x

0
1) · A2

i (x
0
2) · · ·An

i (x0
n) (6)

where · stands for the algebraic product. Thus, the inference result B′
i is given

as

B′
i(y) = A1

i (x
0
1) · · ·An

i (x0
n) · Bi(y)

= hi · Bi(y) (7)

The final consequence B′ of (1) is aggregated from B′
1, B′

2, . . . , B′
M by using

the algebraic sum (+). Namely,

B′(y) = B′
1(y) + B′

2(y) + · · · + B′
M (y) (8)

The representative point y0 for the resulting fuzzy set B′ is obtained as the
center of gravity of B′:

y0 =

∫
y · B′(y)dy

∫
B′(y)dy

(9)

2.3 Fuzzy Functional Inference Model

The rules in the fuzzy functional inference model [8] are constituted as

Rule Ri =
{
x1 is A1

i , x2 is A2
i , . . . , xn is An

i

−→ y = Fi(x1, x2, . . . , xn) (10)

where x1, x2, . . . , xn are variables of the antecedent part, A1
i , A

2
i , . . . , A

n
i fuzzy

sets, and Fi(x1, x2, . . . , xn) are fuzzy functions.
Since the consequent parts Fi(x1, x2, . . . , xn) constitutes fuzzy sets, the final

output y0 of the fuzzy functional inference model should be obtained from Mam-
dani type fuzzy inference model. For example, the inference result y0 is obtained
as follows when the product–sum–gravity model is used (See Fig. 2).

Given the rules of (10), inputs x0
1, x

0
2, . . . , x

0
n and each antecedent part

Ai
1, A

i
2, . . . , A

i
n, the degree hi is obtained as (6), and the inference result

Fi(x0
1, x

0
2, . . . , x

0
n)′ of each fuzzy rule is obtained as

Fi(x0
1, x

0
2, . . . , x

0
n)′(y) = hi · Fi(x0

1, x
0
2, . . . , x

0
n)(y) (11)

where · is the algebraic product.
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The final output F ′ of (10) is obtained by the summation of each inference
result Fi(x0

1, x
0
2, . . . , x

0
n)′ as in (8). Namely,

F ′(y) = F1(x0
1, x

0
2, . . . , x

0
n)′(y) + · · ·

+FM (x0
1, x

0
2, . . . , x

0
n)′(y) (12)

The representative point y0 of conclusion F ′ is obtained as follows:

y0 =

∫
y · F ′(y)dy

∫
F ′(y)dy

(13)

Note that it is possible to apply the min–max–gravity model by replacing alge-
braic product with min in (11) and algebraic sum with max in (12).

2.4 Single Input Connected (SIC) Fuzzy Inference Model

In this subsection we review the Single Input Connected fuzzy inference model
(SIC model) for the single input type fuzzy inference model proposed by Hayashi
et al. [3,4,7].

The SIC model has n rule modules. Rule modules of the SIC model are
given as

Rules-1 : {x1 = A1
j −→ y1 = y1j }m1

j=1

...
Rules-i : {xi = Ai

j −→ yi = yij}mi
j=1 (14)

...
Rules-n : {xn = An

j −→ yn = ynj }mn
j=1

where Rules-i stands for the ith single input rule module, the ith input item
xi is the sole variable of the antecedent part of the Rules-i, and yi stands for
the variable of its consequent part. Ai

j means the fuzzy set of the jth rule of
the Rules-i, yij stands for a real value of consequent part, i = 1, 2, . . . , n, j =
1, 2, . . . ,mi, and mi is the number of rules in Rules-i.

The SIC model sets up rule modules to each input item. The final inference
result of SIC model is obtained by the weighted average of the degrees of the
antecedent part and consequent part of each rule module. The degree hi

j of the
ith rule of the SIC model is given as

hi
j = Ai

j(x
0
i ) (15)
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The final inference result y0 is given as follows by using degrees of antecedent
part and consequent part from each rule module.

y0 =

m1∑

j=1

h1
jy

1
j + · · · +

mn∑

j=1

hn
j y

n
j

m1∑

j=1

h1
j + · · · +

mn∑

j=1

hn
j

=

n∑

i=1

mi∑

j=1

hi
jy

i
j

n∑

i=1

mi∑

j=1

hi
j

(16)

3 Fuzzy Functional SIC Inference Model

Seki [9] has proposed the functional-type SIC model in which the consequent part
of the SIC model is a function, where the system has n inputs and 1 output,
and each rule module corresponds to one of the n input items and has only
the input item in its antecedent. However, although the antecedent parts of
the functional-type SIC model are fuzzy sets, the consequent parts are function.
Thus, this structure is hard to understand from the difference of antecedent parts
and consequent parts. Rather, it may be completely natural that the consequent
parts are also fuzzy.

In this section, we propose a fuzzy functional SIC model in which the conse-
quent parts of the functional-type SIC model are generalized to fuzzy function.
This model can make it easier to understand the structure of rules compared
with the ordinary fuzzy inference models.

The rules of the fuzzy functional SIC model are given as follows.

Rules-1 : {x1 = A1
j −→ y1 = F 1

j (x1)}m1
j=1

...
Rules-i : {xi = Ai

j −→ yi = F i
j (xi)}mi

j=1
...

Rules-n : {xn = An
j −→ yn = Fn

j (xn)}mn
j=1

(17)

where the Rules-i stands for the “ith single input rule module,” xi corresponding
to the ith input item is the sole variable of the antecedent part of the Rules-i,
and yi is the variable of its consequent part. Ai

j and F i
j (xi) are, respectively,

fuzzy set and fuzzy function of the jth rule of the Rules-i, where i = 1, 2, . . . , n;
j = 1, 2, . . . ,mi, and mi stands for the number of rules in the Rules-i. An
example as one-dimensional case of fuzzy function is shown in Fig. 3.

Given an input x0
i to the Rules-i, the degree of the antecedent part in the

jth rule in the Rules-i is given by (18).

hi
j = Ai

j(x
0
i ) (18)
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F (x )1
0

F (x )2
0F (x )1

F (x )2

x 0 x 

h 1

h 2
A1 A2

y

0

1
i

i

i

i

i
i

i

i
i

i
i

i
i

i

i

Fig. 3. Fuzzy function.

The consequent parts F i
j (xi) constitutes fuzzy sets as well as the fuzzy func-

tional inference model. Therefore, the inference results y0i from rule modules
of the fuzzy functional SIC model should be also obtained from the product–
sum–gravity model, min-max–gravity model or fuzzy functional inference model.
Namely, the inference result y0i from rule modules Rules-i is given as

y0 =

∫
y · F i

j (x)′(y)dy
∫

F i
j (x)′(y)dy

(19)

Final inference result y0 of the fuzzy functional SIC model is given by

y0 =
n∑

i=1

wiy
0
i (20)

where wi stands for the importance degree for each input item xi (i = 1, 2, . . . , n).

4 Additive SIC Inference Models

In this section, we show the theoretical properties of the fuzzy functional SIC
model from point of view of equivalence.

We use the following symbol for short:

F ′
i = F i

j (x
0
i )

′ (21)

f ′
i = f i

j(x
0
i )

′ (22)

S′
i = Si

j(x
0
i )

′ (23)

where f ′
i is center of gravity of F ′

i and S′
i represents the area of inference result

F ′
i from each rule.



274 H. Seki

The inference result y0 of F ′ in (12) is given as follows [7,10]:

y0 =

∫
y · F ′

i (y)dy
∫

F ′
i (y)dy

=

n∑

i=1

mi∑

j=1

{hi
j ∗ Si

j(xi)}f i
j(xi)

n∑

i=1

mi∑

j=1

hi
j ∗ Si

j(xi)

=

n∑

i=1

mi∑

j=1

Si
j(xi)′f i

j(xi)

n∑

i=1

mi∑

j=1

Si
j(xi)′

(24)

It is found that the inference reult y0i is obtained from the area S′
i and the center

of gravity f ′
i of each inference result F ′

i and its center of gravity.
In the following discussion, we state the fuzzy functional SIC inference model

in case of an additive fuzzy inference model, which uses the addition as in (12)
in the aggregation of each inference result.

In (11), the relation of (24) holds, as long as the addition is used in the
aggregation, even if instead of using a algebraic product, min is used to the
operation. Because the area, form and center of gravity of fuzzy sets in the
consequent parts are only changed, as shown in Fig. 4.

In order to obtain the inference result F ′
i as in (11), the operetion ∗ can be

generally used as follows [8]:

F ′
i (y) = hi ∗ Fi(x0

i ) (25)

The operation ∗ can be applied to (25) if it is under geometric mean. Therefore,
the following operations as the t-norm and average operations can be considered:

bounded − product : 0 ∨ (h + B(y) − 1) (26)
algebraicproduct : h · B(y) (27)

min : h ∧ B(y) (28)

harmonicmean :
2

1
h + 1

B(y)

(29)

geometricmean :
√
h · B(y) (30)
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When the above operations are applied to (25), the inference result F ′
i is

obtained as shown in Fig. 4, and the areas of F ′
i are given as follows:

S′ =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

h2 · S · · · bounded − product
h · S · · · algebraicproduct
h(2 − h) · S · · · min
4h(h log h

h+1 + 1) · S · · · harmonicmean
4/3

√
h · S · · · geometricmean

(31)

where h = hi, S′ = S′
i, and S represents the area Si(x0

i ) of the consequent parts
Fi(x0

i ).
The area S′

i of the inference result F ′
i is obtained by (31) as

S′
i = gi(hi) · Si(x0

i ). (32)

Namely, the area S′
i can be expressed as product of the functional degree named

as compatibility function gi [11], and the area Si(x0
i ) of the consequent part.

From the above-mentioned results, as long as the addition is used in aggre-
gation, the inference result y0 calculated from (10) and (24) is given as follows:

y0 =
∑n

i=1 g
i
1(h

i
1)S

i
1 · f ′i

1 + · · · + giMi
(hi

Mi
)Si

Mi
· f ′i

M∑n
i=1 g

i
1(h

i
1)S

i
1 + · · · + giMi

(hi
Mi

)Si
Mi

(33)

where Si(x0
i ) is represented as Si for short. Note that f ′i

j (= f i
j(x

0
i )

′) is the center
of gravity of the inference result F ′

i in (25).

Example 1. In the fuzzy functional SIC inference model, we consider the case of
using the algebraic product in (25). Namely,

S′i
j = hi

j · Si
j(x

0
i ) (34)

0

1

h

min

algebraic product

bunded-product

geometric mean

harmonic mean

Bi

Fig. 4. Inference results F ′
i under the operations (26)–(30)[8].
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Moreover, since the center of gravity f i
j(x

0
i )

′ of F ′
i is equal to the center of gravity

f i
j(x

0
i ) of consequent parts F i

j (x
0
i ) in the case using the algebraic product, the

ith inference result y0i is obtained from (33) as

y0 =
∑n

i=1 h
i
1S

i
1f

i
1 + hi

2S
i
2f

i
2 + · · · + hi

MSi
Mf i

M∑n
i=1 h

i
1S

i
1 + hi

2S
i
2 + · · · + hi

MSi
M

(35)

5 Fuzzy Functional SIC Inference Model with
Compatibility Function

In this section, we formulate a fuzzy functional SIC inference method with com-
patibility function which represents the characteristics as the compatibility func-
tion [11] and fuzzy rule.

For the compute of (33), although Si
j(x

0
i ) have shown the area of consequent

parts, we can also use the characteristics of fuzzy rule, e.g., base length of the
consequent part, importantness of the fuzzy rule and so on.

Moreover, we can use any compatibility function if g(h) is nondecreasing
function and g(0) = 0.

From the above-mentioned discussion, we introduce a generalized compati-
bility function which adds the characteristics as the compatibility function and
fuzzy rule.

By (32), we consider the following function which unifies compatibility func-
tion g(h) and area S(xi).

g(h, xi) = g(h) · S(xi) (36)

We have the following properties of the generalized compatibility function
g(h, xi).

(1) g(h, xi) ≥ 0 (37)
(2) g(h, xi) = 0 at h = 0 (38)
(3) g(h, xi) is nondecreasing function for h (39)

For example, we can introduce the base length l(xi) or weight w(xi), instead of
the area. Namely,

g(h, xi) = g(h) · l(xi),
g(h) · w(xi) (40)

Moreover, when the operation is used as a t-norm, instead of algebraic product,
the generalized compatibility function g(h, xi) is obtained as follows:

g(h, xi) = 0 ∨ (g(h) + S(xi) − 1),
g(h) ∧ l(xi) (41)

In the above generalized compatibility functions, the properties (37)–(39) are all
satisfied.
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Here, we call the function g(h, xi) satisfing (37)–(39) as generalized compat-
ibility function tentatively.

By introducing a generalized compatibility function g(h, xi), we can propose
a fuzzy functional SIC inference model with compatibility function. Rules in the
fuzzy functional SIC inference method with compatibility function are consti-
tuted as

Rules-1 : {x1 = A1
j −→ y1 = f1

j (x1) with gij(x1)}m1
j=1

...
Rules-i : {xi = Ai

j −→ yi = f i
j(xi) with gij(xi)}mi

j=1
...

Rules-n : {xn = An
j −→ yn = fn

j (xn) with gij(xn)}mn
j=1

(42)

Given inputs x0
i , the ith inference result y0i is given as

y0 =
∑n

i=1 g
i
1(h

i
1, x

0
i )f

i
1(x

0
i ) + · · · + giM (hi

M , x0
i )f

i
M (x0

i )∑n
i=1 g

i
1(h

i
1, x

0
i ) + · · · + giM (hi

M , x0
i )

(43)

The fuzzy functional SIC inference model with compatibility function can be
reduced to the conventional SIC inference model and weighted SIC inference
model when gi1(h

i
1, x

0
i ) = hi

j and hi
j · wi

j(x
0
i ), respectively.

6 Conclusion

This paper has proposed the fuzzy functional SIC model and SIC model with
compatibility functions. It has shown the inference results by the fuzzy func-
tional SIC inference model is easily calculated by introducing the compatibility
function, if the aggregation from each inference result and center of gravity is
used as addition.

Moreover, the SIC inference model with a compatibility function, which rep-
resents the characteristics such as area, base length and importantness of the
fuzzy functinoal rule, has been proposed in this paper. This model includes the
SIC inference model and weighted SIC model as a special case.

Further studies are required to apply the functional SIC inference model with
a compatibility function to real systems.
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Abstract. Recommender systems provide personalized information by
learning user preferences. Collaborative filtering (CF) is a common tech-
nique widely used in recommendation systems. User-based CF utilizes
neighbors of an active user to make recommendations; however, such
techniques cannot simultaneously achieve good values for accuracy and
coverage. In this study, we present a new model using covering-based
rough set theory to improve CF. In this model, relevant items of every
neighbor are regarded as comprising a common covering. All common
coverings comprise a covering for an active user in a domain, and cov-
ering reduction is used to remove redundant common coverings. Our
experimental results suggest that this new model could simultaneously
present improvements in accuracy and coverage. Furthermore, compar-
ing our model with the unreducted model using all neighbors, our model
utilizes fewer neighbors to generate almost the same results.

Keywords: Covering-based rough set · Recommender systems ·
Collaborative filtering · Covering reduction

1 Introduction

With the development of the internet and artificial intelligence (AI), the recom-
mender system (RS) has become very popular recently. The RS can advise users
when making decisions on the basis of personal preferences and help users dis-
cover items they might not find by themselves [1,2]. Collaborative filtering (CF)
is a significant component of the recommendation process [4], that is based on
the ways in which humans have made decisions throughout history [7,8]. User-
based CF uses information of the active user’s neighbors to make predictions
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 279–289, 2015.
DOI: 10.1007/978-3-319-25135-6 27



280 Z. Zhang et al.

and recommendations [3]. Accuracy and coverage are two crucial metrics for
evaluating the RS, but it is difficult to simultaneously achieve good values for
these metrics when using user-based CF to make recommendations.

Rough set theory was first presented by Pawlak in the early 1980s [5].
Covering-based rough set has been regarded as a meaningful extension of the
classical rough set to handle vague and imperfect knowledge better, which
extends the partition of rough set to a covering [13,14]. The notion of reduc-
tion for covering is one of the most important results in covering-based rough
set [17]. Currently, much of the literature has been focused on providing the
theory behind covering-based rough set [13–16], but there is little regrading
applications, especially for RSs.

In this study, covering-based rough set theory is first applied to the RS. We
present a new model called covering-based collaborative filtering (CBCF) that
uses the covering-based rough set to improve the user-based CF approach. The
covering reduction notion is included to extract the relative effective neighbors
from all neighbors, thus defining the active user’s reduct-neighbors. According
to these reduct-neighbors, we obtain predictions and recommendations more
efficiently.

The remainder of our paper is organized as follows. In Section 2, we review
the basic notions and knowledge of covering-based rough sets and covering reduc-
tions. In Section 3, we propose the covering-based rough set model for user-based
CF. Next, in Section 4, we present our experiments and compare our results with
a model that does not employ the covering reduction as well as a model using CF
with the same number of neighbors. Finally, in Section 5, we note our conclusions
and define areas for future work.

2 Background

2.1 Covering-Based Rough Set

In this subsection, we present the basic knowledge of covering and the covering
approximation space. More details can be found in [13,14].

Definition 1. Let U be the domain of discourse and C be a family of subsets of U .
If none of the subsets in C is empty, and ∪C = U, C is called a covering of U .

Definition 2. Let U be a non-empty set and C be a covering of U . We call the
ordered pair 〈U,C〉 a covering approximation space.

We note here the definition of covering is an extension of the definition of
partitions. Different lower and upper approximation operations would generate
different types of covering-based rough set. The covering-based rough set was
first presented by Zakowski [12], who extended Pawlak’s rough set theory from a
partition to a covering. Pomykala gave the notion of the second type of covering-
based rough set [6], while Tsang presented the third type [9], Zhu defined the
fourth [16] and fifth [15] types of covering-based rough set models, and Wang
studied the sixth type of covering-based approximations [10].
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2.2 Reduction Theory of Covering-Based Rough Set

The reduction of covering concept was presented by Zhu in [17]; Zhu also pre-
sented other covering reduction approaches in [15,18]. In [11], Yang initially
constructed a new reduction theory by redefining the approximation spaces and
the reductions of covering generalized rough set, which was applicable to all
types of covering generalized rough set. In our present study, we focus only on
one type of covering reduction algorithm, i.e., the one presented by Zhu in [18],
because this algorithm could remove redundant neighbors more efficiently. Defi-
nition 3 defines this type of covering reduction algorithm, which corresponds to
the definition of exclusion(C) in [18].

Definition 3. Let C be a covering of a domain U and K ∈ C. If there exists
another element K′ of C such that K ⊂ K ′, we say that K is reducible in C;
Otherwise, K is irreducible. When we remove all reducible elements from C, the
new irreducible covering is called reduct of C and denoted by reduct(C).

3 Covering-Based Rough Set Model for User-Based
Collaborative Filtering

3.1 Purpose

For user-based CF, if fewer users in the top of a similarity list are selected as
neighbors of an active user, high-accuracy items could be recommended for the
active user; however, the types of recommendations will be decreased, even in
just making the most popular items as recommendations. If more types of items
are to be recommended, more users should be selected as neighbors of the active
user, but the accuracy will decrease as the number of neighbors grows. Therefore,
it is difficult for CF to simultaneously obtain good values for metrics of accuracy
and coverage. To solve this problem, the relative effective neighbors should be
selected from all neighbors such that the recommendations not only maintain
good values of accuracy but also obtain satisfactory values of coverage.

3.2 Model Constructions

In this subsection, we present detailed information and the steps comprising
CBCF, which does not use any user demographic data. In short, CBCF needs
the following information:

The users set U : U = {u1, u2...uE}, where E is the number of users.

The items set S: S = {s1, s2...sI}, where I is the number of items.

The rating function f : U × S → R, rx,i = f(x, i) represents the rating score
of user x for item i. Here,

rx,i =

{
γ, the rating score,
�, no rating score.
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Furthermore, θ is set as the threshold for rating score, and items with rx,i ≥ θ
are defined as items relevant to user x.

The item’s attributes set A: A = {α1, α2...αP }, where αn is an attribute of
the item and P is the number of attributes.

Input: — The query of the active user in the following form:

[α1 = v1] ∧ [α2 = v2] ∧ ... ∧ [αm = vm],

where vm is a value of αm.

Output: — A set of recommended items Rec ⊂ S

Step 1: Set Rec = ∅.

Step 2: Use the rating information and cosine-based similarity approach to
compute the similarity between the active user and remaining users. The top K
% of users in the similarity list, which are defined as L, are selected as neighbors
of the active user. Here, we have

sim(x, y) =

∑
i∈Sxy

rx,iry,i
√∑

i∈Sxy
r2x,i

√∑
i∈Sxy

r2y,i

, (1)

where sim(x, y) indicates the similarity between users x and y and Sxy is the
set of all items rated by both users x and y.

Step 3: The decision class X consists of all items that fit the active user’s
query options. Otherwise, some options will be rejected as minimally as possible
until an adequate decision class X is obtained.

Step 4: Setting decision class X as the domain, and for each neighbor j ∈ L,
relevant items of the neighbor j in domain X are a common covering Cj , where

Cj = {i ∈ X|rj,i ≥ θ}. (2)

Here, we define C∗ = X −∪Cj ; then, C = {C1, C2...Cn, C∗} is a covering for the
active user in domain X. If the set ∪Cj is empty, the domain is enlarged from
X to S.

Step 5: On the basis of covering reduction in the covering-based rough set,
redundant neighbors are removed from covering C of the active user to obtain
reduct(C). The active user’s reduct-neighbors, which are defined as L∗, consist
of all users in reduct(C), and the relevant items of L∗ comprise the candidates
D for the active user.
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Step 6: Depending on the ratings of L∗, scores are predicted for D using the
adjusted weighted sum approach, i.e.,

Px,i = r̄x + k
∑

y∈U∗
sim(x, y) ∗ (ry,i − r̄y), (3)

where U∗ represents the neighbors in L∗ who have rated item i. Then, the average
rating r̄x of user x is defined as

r̄x =

∑
i∈Sx

rx,i

card(Sx)
, where Sx = {i ∈ S|rx,i �= �}.

In the above, Px,i is the prediction of item i for user x, and multiplier k serves
as a normalizing factor and is selected as

k =
1∑

y∈U∗ sim(x, y)
. (4)

When all predictions are completed, the top N items in the prediction list defined
as DN are selected as the recommended items.

Step 7: Set Rec = DN ; output Rec.

3.3 Model Discussion

Reduction of covering is a core component of CBCF, which applies the notion
of covering reduction to select relative effective neighbors. To remove redundant
neighbors to the extent possible, decision class X is defined as the domain of the
active user; therefore, the covering of the active user can be small enough. Based
on the definition of reduction in covering-based rough set theory, for common
covering Ci, if there exists another common covering Cj for which Ci ⊂ Cj ,
Ci will be considered as reducible and therefore removable. In this model, Ci

denotes the relevant items of neighbor i, and Ci ⊂ Cj indicates that neighbor j
has more relevant items than neighbor i. In other words, neighbor j will be more
efficient than neighbor i in domain X for making recommendations; therefore,
neighbor i can be removed. Removing all reducible common coverings means
that all relative effective neighbors are selected from all neighbors such that this
model could just use the relative effective neighbors to make recommendations.

4 Experiments and Evaluation

4.1 Experimental Setup and Evaluation Metrics

For our experiments, we used the MovieLens [4] popular dataset, as it has often
been utilized to evaluate RSs. The ratings dataset consists of 1682 movies, 943
users and a total of 100,000 ratings on a scale of 1 to 5. Each user has rated
at least 20 movies, and for our study, movies rated above 3 were treated as the
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user’s relevant movies. Furthermore, the covering reduction algorithm defined
by Definition 3 was used for our experiments.

We also used the conventional leave-one-out procedure to evaluate the perfor-
mance of our model. Items that the active user has rated were treated as unrated
items, and our model predicted a rating score for every unrated item using infor-
mation obtained from the remaining users. We summed every attribute’s value
in the relevant movies dataset, and two attributes with the largest sums are
selected as query options of the active user.

To measure the performance of our new model, we use mean absolute error
(MAE), root mean square error (RMSE), coverage, precision, recall, and F1 as
evaluation metrics, all of which are popular metrics for evaluating RSs. More-
over, the reduction rate is defined as an evaluation metric, which measures the
capability of removing redundant neighbors from all neighbors and is given as

ReductionRate =
1

card(U)

∑

u∈U

card(Lu − L∗
u)

card(Lu)
, (5)

where Lu denotes neighbors of the user u, and L∗
u means the reduct-neighbors

of user u.

4.2 Comparing CBCF with the Un-reduction Model

We further define Un-CBCF to represent the model without the use of covering
reduction. In experiments of both CBCF and Un-CBCF, the top 50% users of the
similarity list were selected as the active user’s neighbors. To obtain precision,
recall, and F1, the number of recommendations were set as 2, 4, 6, 8, 10, and 12.

Table 1. Results of evaluation metrics between CBCF and Un-CBCF

MAE RMSE Reduction Rate Coverage

CBCF 0.681 0.853 0.795 81.002
Un-CBCF 0.658 0.817 - 88.929

Table 1 illustrates the results of our evaluation metrics between CBCF and
Un-CBCF, with values of MAE, RMSE and coverage of Un-CBCF being slightly
better than CBCF. For the reduction rate, which only applies to CBCF, on the
average, approximately 79.5% of neighbors are removed as redundant neighbors.
Given that there are 943 users in the MovieLens dataset and the top 50% users
of the similarity list were selected as neighbors, the number of neighbors for
Un-CBCF was 471, whereas after making the reduction, the average number of
reduct-neighbors for CBCF was only 97.
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Figures 1, 2, and 3 show the precision, recall, and F1 metrics, respectively. As
shown in the figure, precision had high values for both CBCF and Un-CBCF.
The recall and F1 values became higher as the number of recommendations
grew. Overall, the precision, recall, and F1 values were almost the same between
CBCF and Un-CBCF.

Fig. 1. Precision for the CBCF and Un-CBCF versus the number of recommendations

Fig. 2. Recall for the CBCF and Un-CBCF versus the number of recommendations

From these comparative results for CBCF and Un-CBCF, we conclude that
our new CBCF model required an average of 97 reduct-neighbors to obtain
almost the same results as the Un-CBCF model, which used 471 neighbors;
therefore, our new CBCF model would be much more efficient in a RS.

4.3 Comparing CBCF with the Classic CF Model

To further illustrate the performance of our new model, we compared results
with the classic CF approach. From the results of reduction in CBCF, on the
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Fig. 3. F1 for the CBCF and Un-CBCF versus the number of recommendations

average, 97 reduct-neighbors were used to make prediction, so in this experiment,
the top 97 users of the similarity list were selected as the active user’s neighbors
for CF.

Table 2. Results of evaluation metrics between CBCF and CF

MAE RMSE Coverage

CBCF 0.681 0.853 81.002
CF 0.675 0.851 50.026

Table 2 shows the results of evaluation metrics for CBCF and CF. As illus-
trated in the table, values of MAE and RMSE for CF were satisfactory, meaning
that the predicted scores were close to the original scores; however, coverage was
not good enough, indicating that CF recommended 50% of the items which the
active user had not rated. For our new CBCF model, coverage was improved to
81% with the values of MAE and RMSE satisfying. Figures 4, 5, and 6 illus-
trate the precision, recall, and F1 measures for CBCF versus CF, respectively.
From the figures, we note that CBCF was better than CF in terms of precision,
decreasing as the number of recommendation grew; however, the values of recall
and F1 increased as the number of recommendations grew. Overall, all values
were almost the same between CBCF and CF.

Comparative results between CBCF and CF reveal that our new CBCF
model could overcome the disadvantage of CF and obtain sufficiently good values
of coverage and accuracy.



Applying Covering-Based Rough Set Theory to User-Based CF 287

Fig. 4. Precision for CBCF and CF versus the number of recommendations

Fig. 5. Recall for CBCF and CF versus the number of recommendations

Fig. 6. F1 for CBCF and CF versus the number of recommendations
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5 Conclusions and Future Work

CF is the most commonly used and studied technology for making recommenda-
tions in RSs. User-based CF has been the most popular recommendation method
to date. Generally, we use accuracy and coverage to evaluate the RS, but for
user-based CF, if we obtain a high level of accuracy, coverage tends to be unsat-
isfactory, meaning the RS could only recommend a small set of items. On the
contrary, if coverage is outstanding, accuracy tends to decrease, causing the RS
to recommend items inexactly, thus causing users to potentially stop using the
RS. It is difficult for user-based CF to simultaneously provide satisfying accuracy
and coverage.

Therefore, in this study, we presented a new CBCF model based on covering-
based rough sets to improve user-based CF, which treats relevant items of every
neighbor as a common covering for the active user, and then utilizes covering
reduction theory to remove redundant neighbors. The reduct-neighbors are used
to predict the score for each candidate, and our approach selects the top N
candidates as recommendations. Results of our experiments illustrate that CBCF
was able to utilize fewer neighbors to produce almost the same results compared
with the model using all neighbors. Moreover, unlike user-based CF, CBCF
was able to simultaneously obtain satisfactory accuracy and coverage; therefore,
CBCF could be used in practice in the effective operation of RSs.

In our future work, we plan to use upper and lower approximation operators
of a covering in covering-based rough set to generate candidates for a RS, because
the upper and lower approximation operations are the same between reduction
and un-reduction for a covering. We can only utilize reduct-neighbors to obtain
the same candidates generated by upper and lower approximation operations,
so that accuracy and coverage of the model could be more satisfactory.
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Abstract. In this paper, we develop a solution for evidence combina-
tion, called 2-probabilities focused combination, that concentrates on
significant focal elements only. Firstly, in the focal set of each mass func-
tion, elements with their probabilities in top two highest probabilities are
retained; others are considered as noise, which have been generated when
assigning probabilities to the mass function and/or by related evidence
combination tasks had already been done before, and eliminated. The
probabilities of eliminated elements are added to the probability of the
whole set element. The achieved mass functions are called 2-probabilities
focused mass functions. Secondly, Dempster’s rule of combination is used
to combine pieces of evidence represented as 2-probabilities focused mass
functions. Finally, the combination result is transformed into the corre-
sponding 2-probabilities focused mass function. Actually, the proposed
solution can be employed as a useful tool for fusing pieces of evidence in
recommender systems using soft ratings based on Dempster-Shafer the-
ory; thus, we also present a way to integrate the proposed solution into
these systems. Besides, the experimental results show that the perfor-
mance of the proposed solution is more effective than a typically alter-
native solution called 2-points focused combination solution.

Keywords: Information fusion · Uncertain reasoning · Recommender
sytem

1 Introduction

For the purpose of increasing sales growth while doing online business in a highly
competitive environment, providers try to introduce suitable products or ser-
vices to each specific customer. On the other hand, while doing shopping online,
customers require to share their opinions with one another as well as to be rec-
ommended the products or services related to what they are looking for. Thus,
over the years, recommender systems have been developed to satisfy both sup-
pliers and customers. Regarding viewpoints of providers, the challenge of these
systems is how to generate good recommendations among a large number of
products or services being able to recommend whereas evidence of customers’
preferences is usually uncertain, imprecise or incomplete.
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Obviously, recommendation decisions made on the basis of multiple pieces
of evidence of customers’ preferences should be more effective than the ones
based on a single piece of evidence. In addition, it can be seen that Dempster-
Shafer (DS) theory [4,9] provides a flexible method for modeling evidence with
uncertain, imprecise, and incomplete information. Specially, with this theory,
several pieces of evidence can be combined to form more valuable evidence. As
a consequence, the theory has been applied in recommender systems using soft
ratings [7,8,10]. According to these systems, each rating entry of a user on an
item is represented as a mass function as well as considered as a piece of evidence
of users’ preferences on the item.

Additionally, in a recommender system, the total number of items is usually
extremely large, and each user only rates a small subset of items. This issue,
known as the sparsity problem, significantly affects quality of recommendations.
For the purpose of dealing with the issue, recomender systems using soft ratings
employ context information of all users [8,10] or context information extracted
from the social network [7] to predict all unrated data. Regarding the predicting
unrated data process [7,8,10], pieces of evidence of users’ preferences in a specific
context are combined together to generate group preferences for each item first;
then these group preferences are used for generating unrated data. Assuming
that a user Ui has not rated an item Ik, the process to generate the unrated
entry of user Ui on item Ik contains several steps such as some relevant group
preferences are combined to form concept preferences of user Ui on item Ik, the
concept preferences are combined in order to form the context preference of user
Ui on item Ik, if the context preference is not vacuous, it is assigned to unrated
entry of user Ui on item Ik. Furthermore, in order to generate a recommendation
list for an active user, some nearest neighbors of this user are selected; and the
rating data of these neighbors are considered as pieces of evidence of the user’s
preference, thus these pieces of evidence are combined together for predicting the
preference of this user. Clearly, evidence combination tasks are used frequently
in the recommender systems using soft ratings.

However, in these systems, the method for evidence combination, known as
Dempster’s rule of combination, is not effective in some cases; for example, when
the problem domain contains a large number of elements such as 10 elements in
the Flixster data set [7], or when many pieces of evidence have very low prob-
abilities. Therefore, in this paper, we develop a solution, called 2-probabilities
focused combination, for the purpose of supporting recommender systems using
soft ratings based on DS theory to fuse pieces of evidence. Regarding the pro-
posed solution, pieces of evidence with high probabilities are focused, and the
ones with very low probabilities are considered as noise and eliminated.

The remainder of the paper is organized as follows. In the second section,
background information about DS theory is provided, and then related work is
presented. After that, in the third section, the details of 2-probabilities focused
combination solution are described. Next, in the fourth section, we show a way to
integrate the proposed solution into recommender systems using soft ratings. In
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the fifth section, system implementation and discussions are represented. Finally,
conclusions are presented in the last section.

2 Background and Related Work

2.1 DS Theory

DS theory [4,9] is a well-known theory of evidence and plausible reasoning;
the reason is that it contains a viewpoint on the representation of uncertainty
and ignorance, as well as focusing on the fundamental operation of plausible
reasoning. In the context of this theory, a problem domain is represented by a
finite set Θ = {θ1, θ2, ..., θL} of mutually exclusive and exhausive hypotheses,
called the frame of discernment (FoD) [4]. Each proposition θi, with i = 1, L,
referred to as a singleton, denotes the lowest level of discernible information in
the FoD.

A function m : 2Θ → [0, 1] is called a basic probability assignment (BPA) or
a mass function if it satisfies m(∅) = 0 and

∑
A⊆Θ

m(A) = 1. The quantity m(A) is

the measure of the belief that is committed exactly to A. A subset A ⊆ Θ, with
m(A) > 0, is called a focal element of the mass function m; and the set of all
focal elements is called the focal set. A mass function m is considered as vacuous
function if m(Θ) = 1 and ∀A ⊂ Θ,m(A) = 0. When a source of information
provides a mass function m and this source has probability of δ of reliability,
one may adopt 1− δ as one’s discount rate, resulting in a new mass function mδ

defined by

mδ(A) = δ × m(A), for A ⊂ Θ;

mδ(Θ) = δ × m(Θ) + (1 − δ), for A = Θ,

where δ ∈ [0, 1] is the degree of trust in mass function m and indicates the
reliability of the evidence source.

Based on mass function m, the function Bel : 2Θ → [0, 1] defined by

Bel(A) =
∑

∅�=B⊆A

m(B), for ∀A ⊆ Θ

is know as a belief function. The quantity of Bel(A) is the measure of the total
probability mass constrained to stay somewhere in A. Additionally, a function
Q : 2Θ → [0, 1] is a commonality function defined by

Q(A) =
∑

∅�=A⊆B

m(B), for ∀A ⊆ Θ.

Here, the quantity of Q(A) is the measure of the total probability mass that can
move freely to any point in A.

Given a belief function Bel, a function Dou : 2Θ → [0, 1], defined by
Dou(A) = Bel(¬A), is called the doubt function. This function measures
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the probability mass constrained to stay out of A. The function Pl(A) =
1 − Dou(A) = 1 − Bel(¬A) is called plausibility function which represents the
upper probability. The quantity of Pl(A) is the measure of the total proba-
bility mass that can move into A, though it is not necessary that it can all
move into a single point, hence Pl(A) =

∑
A∩B

m(B) is immediate. It follows that

Pl(A) ≥ Bel(A) since the total mass that can move into A is a super-set of the
mass constrained to stay in A.

Let us consider two pieces of evidence on the same frame Θ, represented by
two mass functions m1 and m2. Dempster’s rule of combination, a fundamental
operation of evidence reasoning, can be used to combine these two pieces of
evidence into a single one denoted by (m1 ⊕m2) (also called the orthogonal sum
of m1 and m2). Formally, this operation is defined as follow

(m1 ⊕ m2)(∅) = 0;

(m1 ⊕ m2)(A) =
1

1 − K

∑

{C,D⊆Θ|C∩D=A}
m1(C) × m2(D),

where K =
∑

{C,D⊆Θ|C∩D=∅}
m1(C) × m2(D) �= 0, and K represents the basic proba-

bility mass associated with conflict. If K = 1, then m1 ⊕ m2 does not exist and
m1 and m2 are said to be totally or flatly contradictory [1].

2.2 Related Work

Assuming that we have N pieces of evidence represented as mass functions which
are defined on the same FoD Θ. When combining these pieces of evidence by
using Dempster’s rule of combination, the computational complexity is domi-
nated by the number of elements in Θ (in the worst case, the complexity of time
is O(| Θ |N−1) [3]). As mentioned earlier, in recommender systems using soft rat-
ings, the task of combining multiple pieces of evidence is performed frequently;
thus, performances of these systems are not effective because of heavily depend-
ing on this task. One way to improve the performances is to reduce the number
of pieces of evidence being combined, but possible answers to the question of
interest remain [3]. Over the years, some reducing solutions have been devel-
oped, such as simple and separable support functions [1], dichotomous function
[1], triplet mass function [2,3]. In the rest of this section, we will present briefly
these solutions.

Simple and Separable Support Functions. The structure of evidence being
taking into account mass function can be significantly simplified. The simplest
form of a mass function m can be defined as below

m(A) = p;
m(Θ) = 1 − p,

m(B) = 0 with B ⊂ Θ and B 
= A,
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where p is called the degree of support; the mass function in this form is called a
simple support function focused on A [1]. A separable support function is defined
as either a simple support function or the orthogonal sum of two or more simple
support functions that can be combined [1].

Let us consider a particular case happening frequently. In this case, m1 and
m2 are simple support functions with their degrees of supports are p1 and p2
respectively, and the common focus is A ⊂ Θ. Let m be the result when combing
m1 and m2, then we have

m(A) = p1 + p2 − p1 × p2,

m(Θ) = (1 − p1) × (1 − p2),
m(B) = 0 with B ⊂ Θ and B 
= A.

Dichotomous Function. In [1], the author also developed an evidence com-
bination solution based on dichotomous mass functions instead of general mass
functions. A mass function m is called a dichotomous function if its focal set,
denoted by F , contains only three possible focal elements A, Θ\A, and Θ; in
other words, F = {A,Θ\A,Θ} with A ⊂ Θ, and m(A)+m(Θ\A)+m(Θ) = 1. In
this case, m(A) is the degree of support for A, m(Θ\A) is the degree of support
for the refutation of A, and m(Θ) is the degree of the support not assigned for
or against the proposition A.

Triplet Mass Function. In [2,3], the authors have introduced a new structure,
called focal element triplet, for modeling multiple pieces of evidence, and 2-points
focused combination solution for combining pieces of evidence. The focal element
triplet originally contains singletons; however, we can extend this structure for
representing composites. Formally, let us consider a FoD Θ = {θ1, θ2, ..., θL},
and a mass function m : 2Θ → [0, 1] with its focal set is F = {A1, A2, ..., An}.
A focal element triplet is defined as an expression of the form < X1,X2,X3 >,
where X1,X2 ⊆ Θ and X3 = Θ. The elements of the triplet are defined as follow

X1 = Ai, with m(Ai) = max{m(A1),m(A2), ...,m(An)};
X2 = Aj , with m(Aj) = max{m(Ak) ∈ F\Ai};
X3 = Θ.

The triplet mass function [2,3] associating with this triplet, denoted by m̄, is
defined as follows

m̄(X1) = m(Ai);
m̄(X2) = m(Aj);
m̄(X3) = 1 − m(Ai) − m(Aj).

Suppose that we are given two triplet mass functions m̄1 and m̄2. When com-
bining m̄1 and m̄2 by using 2-points focused combination solution, the combined
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Table 1. Mass function m1

m1({1}) = 0.30
m1({3}) = 0.30
m1({4}) = 0.04
m1({5}) = 0.30

m1({1, 2, 3, 4, 5}) = 0.06

Table 2. Mass function m2

m2({1}) = 0.40
m2({2}) = 0.10
m2({3}) = 0.07
m2({4}) = 0.40

m2({1, 2, 3, 4, 5}) = 0.03

Table 3. Mass function m̄
(1)
1

m̄
(1)
1 ({1}) = 0.30

m̄
(1)
1 ({3}) = 0.30

m̄
(1)
1 ({1, 2, 3, 4, 5}) = 0.40

Table 4. Mass function m̄
(2)
1

m̄
(2)
1 ({1}) = 0.30

m̄
(2)
1 ({5}) = 0.30

m̄
(2)
1 ({1, 2, 3, 4, 5}) = 0.40

Table 5. Mass function m̄
(3)
1

m̄
(3)
1 ({3}) = 0.30

m̄
(3)
1 ({5}) = 0.30

m̄
(3)
1 ({1, 2, 3, 4, 5}) = 0.40

result can have three different focal elements (two focal points equal), four differ-
ent focal elements (one focal point equal), or five different focal elements (totally
different focal points); thus this result is transformed into the corresponding
triplet mass function [3].

The 2-points focused combination solution is capable of not only helping to
distinguish of trivial focal element from significant ones, but also reducing the
effective computation time [2,3]. In some cases, however, it is not effective, such
as illustrated in Example 1.

Example 1. Let us consider a recommender system using soft ratings with
its rating domain Θ = {1, 2, 3, 4, 5}. Assuming that we are given two ratings
represented as two mass functions m1 and m2 represented in Tables 1 and 2,
respectively. When converting into triplet mass functions, mass function m1 can
be one of three different triplet mass functions, called m̄

(1)
1 , m̄

(2)
1 , and m̄

(3)
1 , as

shown in Tables 3, 4 and 5, respectively; and mass function m2 has an only
one triplet mass function, denoted by m̄2, described in Table 6. Regarding three
triplet mass function options of mass function m1, when combing two mass
functions m1 and m2 using 2-points focused combination solution, we can achieve
three possible results as shown in Tables 7, 8, and 9. We can observe that triplet
mass function m̄(3) is significantly different from triplet mass functions m̄(1) and
m̄(2). Noticeably, the triplet mass function result of the combination of two mass
functions m1 and m2 depends on the way we choose the triplet mass function
regarding mass function m1; therefore, 2-points focused combination solution is
not effective in this case.

3 Proposed Solution

Let us consider a FoD Θ = {θ1, θ2, ..., θL} and a mass function m : 2Θ →
[0, 1]. Assuming that the focal set of mass function m, denoted by F , contains
n elements. Obviously, the number elements in focal set F is dependent on the
number elements in Θ; and the maximum value of n can be 2|Θ|. Actually, total
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Table 6. Mass function m̄2

m̄2({1}) = 0.40
m̄2({4}) = 0.40

m̄2({1, 2, 3, 4, 5}) = 0.20

Table 7. Mass function m̄(1)

m̄(1)({1}) = 0.53

m̄(1)({4}) = 0.25

m̄(1)({1, 2, 3, 4, 5}) = 0.22

Table 8. Mass function m̄(2)

m̄(2)({1}) = 0.53

m̄(2)({4}) = 0.25

m̄(2)({1, 2, 3, 4, 5}) = 0.22

Table 9. Mass function m̄(3)

m̄(3)({1}) = 0.31

m̄(3)({4}) = 0.31

m̄(3)({1, 2, 3, 4, 5}) = 0.38

elements in focal set F significantly influences performances when combining
mass function m with other ones.

It can be seen that, usually, some elements in focal set F have high probabil-
ities, and other elements have very low probabilities. In fact, only the elements
with high probabilities significantly influences the results when combining mass
function m with other ones. The elements with very low probabilities can be
considered as noise, which are generated when assigning probabilities to mass
function m and/or by the evidence combination tasks had been done before. As
a consequence, in order to improve performances when combining mass function
m with other ones, the elements with low probabilities in focal set F should be
eliminated.

Regarding this observation, we propose that, in the focal set of mass func-
tion m, only elements with their probabilities in top two highest probabilities
are retained, other elements are eliminated. The probabilities of the eliminated
elements are added to the probability of the whole set element. The achieved
mass function is called 2-probabilities focused mass function, denoted by m̄.
Then, 2-probabilities focused mass function m̄ is used instead of mass function
m. Formally, assuming that after sorting the elements in focal set F by prob-
abilities, we achieve F = {A1, A2, ..., An}, where Ai ⊆ Θ, m(Ai) = pi, and
p1 ≥ p2 ≥ p3 ≥ ... ≥ pn. Based on mass function m and its sorted focal set F ,
2-probabilities focused mass function m̄ : 2Θ → [0, 1] is defined as below

∀A ⊂ Θ, m̄(A) =

{
m(A) if m(A) = p1 or m(A) = p2;
0, otherwise;

m̄(Θ) = p, where p = 1−
∑

{A⊂Θ|m(A)=p1}
m(A)−

∑

{B⊂Θ|m(B)=p2}
m(B).

Consider now 2-probabilities focused mass functions m̄1 and m̄2 on the same
frame Θ. 2-probabilities focused combination solution for fusing these two 2-
probabilities focused mass functions, denoted by m̄ = m̄1 � m̄2, containing two
steps which are defined as below

– Combining m̄1 and m̄2 by using Dempster’s rule of combination. Let m be
the result mass function after performing this step, we have m = m̄1 ⊕ m̄2.
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Table 10. Mass function m̄1

m̄1({1}) = 0.30
m̄1({3}) = 0.30
m̄1({4}) = 0.04
m̄1({5}) = 0.30

m̄1({1, 2, 3, 4, 5}) = 0.06

Table 11. Mass function m̄2

m̄2({1}) = 0.40
m̄2({2}) = 0.10
m̄2({4}) = 0.40

m̄2({1, 2, 3, 4, 5}) = 0.10

Table 12. Mass function m̄

m̄({1}) = 0.60
m̄({4}) = 0.15

m̄({1, 2, 3, 4, 5}) = 0.25

– Converting result mass function m into 2-probabilities focused mass function
m̄.

With 2-probabilities focused combination solution, the computation time is
effective because of elimination trivial focal elements in focal sets. Specially, this
solution is capable of overcoming the problem of 2-points focused combination
solution [2,3] happening when in the focal set of a mass function contains several
elements with similar high probabilities, such as illustrated in Example 2.

Example 2. Let us continue with Example 1. In this case, regarding mass
function m1, there is only one 2-probabilities focused mass function m̄1 as shown
in Table 10. The 2-probabilities focused mass function regarding mass function
m2 is represented in Table 11. When combining these two 2-probabilities focused
mass functions m̄1 and m̄2 using 2-probabilities focused combination solution,
we get only one result as shown in Table 12.

4 Integrating with Recommender Systems Using Soft
Ratings

In recommender systems using soft ratings based on DS theory [7,8,10], sets of
users and items are defined by U = {U1, U2, ..., UM} and I = {I1, I2, ..., IN},
respectively. Additionally, each user rating is represented as a preference mass
function spanning over a rating domain Θ = {θ1, θ2, ..., θL} where θi < θj when-
ever i < j; and all ratings are represented by a DS rating matrix denoted by
R = {ri,k} with ri,k being the rating entry of user Ui ∈ U on item Ik ∈ I. Origi-
nally, ri,k is represented as general mass function mi,k; here, ri,k is represented as
2-probabilities focused mass function m̄i,k. Let IRi = {Il ∈ I | m̄i,l 
= vacuous}
be the set of items rated by user Ui, and URk = {Ul ∈ U | m̄l,k 
= vacuous} be
the set of users already rated item Ik.

In general, the recommendation process of these system can be illustrated
in Figure 1; except the system, in [7], of which users are separated into several
overlapping communities first and then this recommendation process is applied
into each community independently. Regarding the figure, context information
is employed for predicting unrated data in rating matrix R; next, user-user simi-
larities are computed by using both provided and predicted ratings; after that, a
neighborhood set of an active user is selected; finally, the suitable recommenda-
tions for this active user are generated. Note that the task for combining pieces
of evidence is used in predicting unrated data and generating recommendation
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Fig. 1. The recommendation process

steps. Thus, details of these two steps will be represented in the remainder of
this section; information about the other ones can be found in [7,8,10].

4.1 Predicting Unrated Data

As mentioned previously, context information from different sources is fused for
the purpose of predicting unrated data in the rating matrix. Formally, context
information, denoted by C, is defined as set of P concepts, C = {C1, C2, ..., CP };
and each concept Cp contains Qp groups, Cp = {Gp,1, Gp,2, ..., Gp,Qp

}. In the
recommender systems, an item can belong to several groups in a concept; and
a user can be interested in some groups in the same concept. Note that users
interested in the same group are expected to have similar preferences. Let us
consider a concept Cp ∈ C; the groups to which item Ik belongs are determined by
mapping function gp : I → 2Cp : Ik �→ gp(Ik) ⊆ Cp and the groups in which user
Ui interests are identified by mapping function fp : U → 2Cp : Ui �→ fp(Ui) ⊆ Cp.

Firstly, group preferences of users on each item are generated. Let us consider
item Ik ∈ I, the group preference of this item on group Gp,q ∈ gp(Ik) is defined
by 2-probabilities focused mass function Gm̄p,q,k : 2Θ → [0, 1], computed by
combining the provided rating data on item Ik of users interesting in group
Gp,q, as shown below

Gm̄p,q,k =
⊎

{j|Ik∈IRj ,Gp,q∈fp(Uj)∩gp(Ik)}
m̄j,k.

Secondly, assuming that user Ui has not rated item Ik, the unrated entry ri,k

of user Ui on item Ik is generated by performing three steps as following

– The concept preferences corresponding to user Ui on item Ik, denoted by
2-probabilities focused mass functions Cm̄p,i,k : 2Θ → [0, 1] with p = 1, P ,
are computed by combining related group preferences of item Ik as follows

Cm̄p,i,k =
⊎

{q|Gp,q∈fp(Ui)∩gp(Ik)}

Gm̄p,q,k.
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– The context preference corresponding to user Ui on item Ik, denoted by
2-probabilities focused mass function Cm̄i,k : 2Θ → [0, 1], is achieved by
combining all related concept mass functions as below

Cm̄i,k =
⊎

p=1,P

Cm̄p,i,k.

– Next, if the context preference corresponding to user Ui on item Ik is not
vacuous, it is assigned to unrated entry ri,k, as follows

ri,k = Cm̄i,k,

otherwise, unrated entry ri,k is assigned by the evidence obtained by com-
bining all 2-probabilities focused mass functions of users who have already
rated item Ik [8] as below

ri,k =
⊎

{j|Uj∈URk}
m̄j,k.

It would be worth noting here that, at this point, all unrated data in the
rating matrix are completely predicted. Then, predicted as well as provided
ratings are used for computing user-user similarities. Assuming that user-user
similarities are represented as a matrix S = {si,j} where i = 1,M, j = 1,M , and
si,j is referred to as the user-user similarity between users Ui ∈ U and Uj ∈ U.

4.2 Generating Recommendations

Before making a recommendation list for an active user Ui, for each item Ik which
has been not rated by user Ui, a K nearest neighborhood set Ni,k containing
the users who have already rated item Ik and whose similarities with user Ui are
equal or greater than a threshold τ , is selected first. Then, the estimated rating
value of user Ui on item Ik is computed as r̂i,k = m̂i,k, where m̂i,k = m̄i,k �m̃i,k.
Here, m̃i,k is the 2-probabilities focused mass function corresponding to overall
preferences of members in neighborhood set Ni,k; m̃i,k is calculated as below

m̃i,k =
⊎

{j|Uj∈Ni,k}
m̄

si,j

j,k ,with m̄
si,j

j,k =

{
si,j × m̄j,k(A), for A ⊂ Θ;
si,j × m̄j,k(Θ) + (1 − si,j), for A = Θ.

After that, estimated rating values of all unrated items are ranked and the
suitable recommendation list is generated for user Ui [7,8,10].

5 Implementation and Discussions

To evaluate the proposed solution, we applied it to the recommended system
developed in [8], and selected 2-points focused combination solution [2,3] for the
purpose of comparison. Since the selected system [8] supports both hard and
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soft recommendation decisions; in the experiments, we chose some evaluation
criteria MAE [5], Precision [5], Recall [5], Fβ [5] for evaluating hard decisions
and DS-MAE [10], DS-Precision [6], DS-Recall [6], DS-Fβ [10] for evaluating
soft decisions.

Additionally, we used Movielens data set, MovieLens 100k, in the exper-
iments. This data set contains 100,000 hard ratings from 943 users on 1682
movies with the hard rating value θl ∈ {1, 2, 3, 4, 5}. Each user has rated at
least 20 movies. Because the selected system [8] requires a domain with soft
ratings represented as 2-probabilities focused mass functions, each hard rating
entry θl ∈ Θ was transformed into the soft rating entry ri,k by the DS modeling
function [10] as follows

rik = m̄ik =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

αik × (1 − σik), for A = θl;

αik × σik, for A = B;

1 − αik, for A = Θ;

0, otherwise,

with B =

⎧⎪⎨
⎪⎩

(θ1, θ2), if l = 1;

(θL−1, θL), if l = L;

(θl−1, θl, θl+1), otherwise.

Here, αik ∈ [0, 1] and σik are a trust factor and a dispersion factor, respectively
[10].

We adopted the method suggested in [8] for conducting the experiments.
Firstly, 10% of the users were randomly selected. Then, for each selected user,
we accidentally withheld 5 ratings, the withheld ratings were used as testing
data and the remaining ratings were considered as training data. Finally, recom-
mendations were computed for the testing data. We repeated this process for 10
times, and the average results of 10 splits were represented in this section. Note
that in all experiments, some parameters were selected as following: γ = 10−4,
β = 1, ∀(i, k){αi,k, σi,k} = {0.9, 2/9}, w1 = 0.3, w2 = 0.1, and τ = 0.7.

Figures 2 and 3 show overall MAE and DS-MAE criterion results change with
neighborhood size K. In these figures, the smaller values are the better ones.
According to Figure 2, the proposed solution is better than 2-points focused
mass combination solution in most of cases. Specially, regarding Figure 3, the
proposed system is more effective in all selected sizes of K.

Figures 4 and 5 illustrate overall Precision and DS-Precision criterion
results change with neighborhood size K. In these features, the higher values

Fig. 2. Overall MAE versus K Fig. 3. Overall DS-MAE versus K



Evidence Combination Focusing on Significant Focal Elements 301

Fig. 4. Overall Precision versus K Fig. 5. Overall DS-Precision versus K

Fig. 6. Overall Recall versus K Fig. 7. Overall DS-Recall versus K

Fig. 8. Overall F1 versus K Fig. 9. Overall DS-F1 versus K

are the better ones. These two figures show that 2-probabilities focused com-
bination solution is better than 2-points focused combination solution. These
results are similar the other evaluation criteria such as shown in figures 6, 7, 8,
and 9.

6 Conclusions

In this paper, we have developed 2-probabilities focused combination solution
for recommender systems using soft ratings based on DS theory. This solution
focuses only on significant focal elements, known as the ones with their probabil-
ities in top two highest probabilities, in corresponding focal sets. Specially, the
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proposed solution is capable of not only improving the computational complex-
ity of time but also overcoming the weakness of an alternative solution called
2-points focused combination solution [2,3]. Besides, the experimental results
show that the proposed solution achieves better performance when comparing
with 2-points focused combination solution.
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Abstract. We propose a novel method for measuring semantic similarity be-
tween two sentences. The method exploits both syntactic and semantic features 
to assess the similarity. In our method, words in a sentence are weighted using 
their information content. The weights of words help differentiate their contri-
bution towards the meaning of the sentence. The originality of this research is 
that we explore named entities and their coreference relations as important indi-
cators for measuring the similarity. We conduct experiments and evaluate our 
proposed method on Microsoft Research Paraphrase Corpus. The experiment 
results show that named entities and their coreference relations improve signifi-
cantly the performance of paraphrase identification and the proposed method is 
comparable with state-of-the-art methods for paraphrase identification. 

1 Introduction 

Sentence similarity is a task of determining the degree of semantic similarity between 
two irregular sentences. This task has had many applications in natural language 
processing and related areas such as information retrieval, text mining, question ans-
wering, text summarization, plagiarism detection, or assessing the translation quality 
of automatic translation systems. Due to its applicability, recent literature on sentence 
similarity has shown abundantly proposed methods, which often focus on identifying 
paraphrases.  

Most of them use corpus-based or knowledge-based word-to-word semantic simi-
larity measures [1], in combination with string matching algorithms [2, 16], syntactic 
structure information [5], or information exploited from parse trees [8, 9, 10, 13]. 
More approaches exploit machine translation metrics [7], discourse information [6], 
graph subsumption [11], or vector space models [15, 17]. However, the research work 
in literature did not exploit named entities and their coreference relations for measur-
ing sentence similarity.  

We propose a novel method to compute semantic similarity of sentence pairs. The 
method explores named entities and their coreference relations as important indicators 
for measuring the similarity. It also exploits word-to-word similarity and word-order 
similarity as proposed by Li et al. in [4]. An intuition shows that exploring named 
entities and their coreference relations is improving the performance of semantic  
similarity between sentences, especially for those having the same meaning and  
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containing named entities but few words in common. For example, with these two 
sentences “I am currently working at IBM” and “I am a developer at International 
Business Machines”, if we only compute the similarity based on words and word-
order, the similarity score may not be high as it would be regardless of IBM and 
International Business Machines in the contexts of the two sentences have the same 
referent. The intuition also shows that word-order similarity is a helpful feature. For 
example, two sentences “Bob calls the police” and “The police calls Bob” have dif-
ferent meaning but all of their words are common. It is clearly that word order helps 
distinguish the meaning of these sentences. We evaluate the method on Microsoft 
Research Paraphrase Corpus (MSRP) [24]. 

The contributions of this paper are three-fold as follows: (i) we propose a novel 
method for measuring sentence similarity; (ii) we explore named entities and their 
coreference relations and prove that they help significantly improve the paraphrase 
identification performance; and (iii) we investigate several features and evaluate how 
helpful WordNet and corpora are. The originality of this research is that we explore 
named entities and their coreference relations as important indicators for measuring 
sentence similarity. 

The rest of this paper is organized as follows. Section 2 presents related work. Sec-
tion 3 presents our proposed method. Section 4 presents datasets, experiments and 
results. Finally, we draw conclusion in Section 5. 

2 Related Work 

Recent literature on sentence similarity has shown abundantly proposed methods  
[2, 4, 6, 13, 18]. Some of them adapted bag-of-words techniques that are commonly 
used in Information Retrieval [19] systems such as the method proposed by Sahami 
and Heilman (2006) [3]. Those bag-of-words techniques rely on assumption that the 
more similar two sentences are the more same words they share. In [3], the authors 
proposed a semantic kernel function that takes advantage of web search results to 
extend context of short texts. Nonetheless, there are several drawbacks of the bag-of-
words approach as follows: 

 It is not very efficient in computation because sentences are represented as vec-
tors in an n-dimension space where n is very large compared to the number of 
words in each sentence. Even though techniques for dimensionality reduction 
such as Latent Semantic Analysis are applied as presented in [25], the number of 
dimensions of vectors is still high.  

 As concluded in [1], the bag-of-words approach “ignores many of the important 
relationships in sentence structure” such as syntactic and semantic dependencies 
between words. Recently, Ştefănescu et. al. [13] showed that syntactic dependen-
cies between words are strong indicators for sentence semantic similarity.  

 Moreover, it excludes function words such as the, of, an, etc. According to Li et. 
al. [4], function words carry out structured information which is helpful in inter-
preting meaning of sentences. Indeed, as pointed out in [26], function words such  
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as because, in spite of, as a result of, according to are strong discourse markers to 
extract basic elementary discourse units which are used in [6] for measuring  
sentence similarity. 

Most research work in literature exploited semantic similarity between two words 
for measuring how similar two input sentences are. Until now, there have been many 
measures of word-to-word semantic similarity proposed. Notable measures were im-
plemented in [1] where the authors proposed a method - also relies on a bag-of-words 
technique - that estimates the semantic similarity between two short texts using both 
corpus-based and knowledge-based similarity measures between two words. The 
method combines semantic similarity between two words with word specificity. In 
particular, given two short text segments, the method finds for each word in the first 
one the most similar matching word in the second one and then similarity between 
those word pairs will be included in the overall semantic similarity of two text seg-
ments. The authors reported that the model combines six different similarity measures 
between two words gives the best performance, with 81.3% F-measure, on Microsoft 
paraphrase corpus. The authors report taking word specificity into account, but as 
argued in [18], advantages of word specificity are not clear.  

 Li et. al. [4] proposed a method that combines word-to-word semantic similarity 
and word order similarity for measuring sentence similarity. It keeps all function 
words and weights significance of each word by its information content derived from 
Brown Corpus. Since methods based on bag-of-words techniques lead to decision 
similar if two sentences share the same word set, this method takes word order into 
account to overcome the drawback of bag-of-word techniques. In [2], the authors 
improve the method of Li et. al. [4] by combining word-to-word semantic similarity, 
word order similarity, and lexical string matching. They used some modified versions 
of the longest common subsequence algorithm for lexical string matching. Even 
though these methods is based on bag-of-words techniques, the number of dimensions 
of vectors representing sentences in a sentence pair is low and equal to the number of 
words in the joint word set containing all distinct words of two sentences in the pair. 
The our proposed method in this paper improves the method in [4] by taking named 
entities and their coreference relations into account with a learning model. Note that 
this is the first time those information - named entities and their coreference relations 
- is exploited for sentence similarity. 

Some others notable methods proposed in literature are presented in [6], [7], [8], 
[9], [10], [11], [13], [14], [17], [25]. In [6], in order to identify the paraphrase between 
two sentences, the authors introduce an approach to exploit elementary discourse 
units (EDUs). Each input sentence is split into discourse elements, then, semantic 
similarity between two sentences is computed by using the similarity between these 
EDUs. This method is quite complexity and overall performance depends on the per-
formance of detecting EDUs. In [7], the authors implemented eight different machine 
translation metrics for paraphrase detection. Others works exploit latent topics [17, 
25], graph structures [11], information from parse trees [8, 9, 10, 13], or vector space 
models [15, 17]. The method presented in [22] also exploits named entities but is 
substantially different than ours. 
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3 Proposed Method 

This section presents our proposed method. In particular, Fig. 1 shows the method in 
details. We will present preprocessing and feature extraction modules respectively in 
the following sub-sections. 

 

Training Set:
Labeled pairs of 

sentences.

Preprocessing

Learning algorithm Classifier

Unlabeled pair of 
sentences <s1,s2>

Predicted label for 
the pair <s1,s2>

Feature 
Extraction

Feature 
Extraction

Training Phase Testing Phase

WordNet

Brown
Corpus

NER
POS 

Tagging Wikipedia

NE coreference

Preprocessing

NER
POS 

Tagging

NE coreference

 
Fig. 1. The proposed method to sentence similarity 

3.1 Preprocessing 

Given a pair of sentences, we first perform part-of-speech (POS) tagging using Stan-
ford POS tagger1 to assign parts of speech to each word in the sentences. Since many 
words are both nouns and verbs vocabulary, it is reasonable to know exactly the POS 
of each word in the context of a particular sentence to identify the meaning of that 
word. Let’s see the example below: 
 

                                                           
1 http://nlp.stanford.edu/software/tagger.shtml 
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S1: Your help is much appreciated. 
S2: We should help our friends to study well together. 

In case of the word “help”, its part of speech is noun in first sentence, but verb in 
second one. It is clear for this case that POS tag is helpful in identifying the meaning 
of the word “help” in a particular context; and this conclusion can generalize for 
other words as well. Moreover, as argued in [12], all POS information is good indica-
tors for paraphrase recognition. Therefore, we take advantages of POS information in 
our sentence similarity measure. 

We then perform named entity recognition (NER) to identify and classify named 
entities (NEs) into four classes: PERSON, LOCATION, ORGANIZATION and 
MISC using Stanford NER2. Name-matching rules for NE coreference resolution 
proposed in [20] are employed to identify if two named entities appearing in a given 
pair of sentences are coreferent or not. After running the name-matching rules, all 
named entities in the pair of sentences are grouped in coreference chains, each of 
which consists of named entities that have the same referent. In order to making easy 
for processing sentences in next steps, for each of those named entities that do not 
belong to any coreference chains, we create a new chain for it. Then we assign each 
coreference chain a unique identifier (ID).  

Note that in order to improve the performance of coreference resolution using the 
name-matching rules, we exploit Wikipedia3 to build a synonym list and an acronym 
list. The synonym list consists of pairs of names that can be used to refer to same 
entity, e.g, IBM and The Big Blue can be used to refer to International Business Ma-
chines Corporation or Saigon and Ho Chi Minh City can be used to refer to the big-
gest city in Vietnam. The acronym list consists of pairs of names in which one is 
acronym of another, e.g., International Business Machines and IBM or International 
Monetary Fund and IMF.  

Wikipedia is a free online encyclopedia whose content is contributed by a large 
number of volunteer users. It consists of a large collection of articles, each of which 
defines and describes an entity. In reality, each entity may have several names and 
one name may be used to refer to different entities in different contexts. In Wikipedia, 
many-to-many correspondence between names and entities can be captured by utiliz-
ing redirect pages. A redirect page typically contains only a reference to an article. 
The title of a redirect page is an alternative name of the described entity by that ar-
ticle. We build the synonym and acronym lists based on the titles of Wikipedia ar-
ticles and the titles of their corresponding redirect pages. 

After performing POS tagging, NE recognition and NE coreference resolution, we 
remove all special characters such as “#”, “$”, “%”, or “.” from input sentences. Now 
we are ready to represent features that we use in our sentence similarity measure. 

                                                           
2 http://nlp.stanford.edu/software/CRF-NER.shtml 
3 https://en.wikipedia.org 
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3.2 Word-to-Word Similarity and Information Content 

We integrate word-to-word similarity into some features used to measure sentence 
similarity. Therefore, before representing those features in details, we focus on ex-
plaining how to compute knowledge-based word-to-word similarity (henceforth 
word-sim) and corpus-based information content of words. In particular, we exploit 
WordNet4 to measure word-sim between words and Brown Corpus5 to compute in-
formation content of words.  

WordNet is a lexical database for English language. Each entry in WordNet is 
called synset - a set of synonyms. The version we used in this paper is WordNet 3.0, 
which contains 155,287 words organized into 117,659 synsets. Each synset is a group 
of synonym words. The definition of words in a synset called gloss text. Our approach 
exploits gloss texts to measure word-sim. Brown Corpus6 “consists of 1,014,312 Eng-
lish words of running text of edited English prose printed in the United States during 
the calendar year 1961”. 

3.3 Word-Sim Measure 

Many methods have been proposed for measuring of word-to-word similarity based 
on WordNet. Some of them were presented in [1]. In our approach, we implement the 
method proposed by Lesk (1986) [21] for measuring of the similarity between words 
based on the gloss texts derived from WordNet. The reason we use Lesk's method 
instead of the others is that we identify the meaning of a word based on its POS in-
formation, but the taxonomy of synsets in WordNet does not present those POS in-
formation explicitly. In particular, we get the appropriate gloss text of a word in a 
given context based on its POS tag and found that Lesk's method is a reasonable 
choice. This method measures the similarity between two words based on overlapping 
degree between two corresponding gloss texts. The higher overlapping degree, the 
higher similarity. The original formula proposed by Lesk is given as follows:  , | | (1) 

To normalize the similarity score between [0, 1], we suggest an extended formula 
in Eq. (2) as follows: , | || |, | |      2  

3.4 Corpus-Based Information Content 

In a sentence, some words may be more important than the others. In order to diffe-
rentiate the role of different words, we weight each word by its information content 

                                                           
4 https://wordnet.princeton.edu/ 
5 http://www.nltk.org/nltk_data/ 
6 http://clu.uni.no/icame/brown/bcm.html 
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(IC). Given a word w, its information content is computed by (this formula is also 
used in [4]): 1 log 1log 1                                                   3  

where N is the total number of words and n is the frequency of the word w in the cor-
pus. The value of IC in Eq. (3) lies between [0, 1]. As above-mentioned, the corpus 
that we use to compute information content of a word is Brown Corpus. 

3.5 Word-Based Cosine Similarity 

We present the first feature, namely word-cosine, which does not take named entities 
into account. Given two input sentences, denoted by S1 and S2, after go through pre-
processing stage, we form a joint word set S that contains all distinct words from S1 
and S2. Considering the following sentence pair: 

S1: “If we don't march into Tehran, I think we will be in pretty good shape,” he 
said. 

S2: “As long as we don't march on Tehran, I think we are going to be in pretty good 
shape,” he said. 

S = {If, we, don't, march, into, tehran, i, think, will, be, in, pretty, good, shape, he, 
say, as, long, as, on, are, going, to}. 

In joint words set S, in the case of “say” token, the task of transforming the verb 
“said” to “say” is called stemming. Unlike the original stemming algorithm - Porter 
Stemming Algorithm (PSA)7 - we combine PSA with WordNet to increase the accu-
racy, e.g., with the verb “said”, PSA returns “said”; however, in case of combination 
PSA with WordNet, we get the verb “say”. Note that, as above-mentioned, we use 
POS information to get the semantic of a word; thus, we transform the form of words 
in both joint word set and the input sentences and keep their POS tags unchanged.  

After constructing the set S, we define semantic vectors for the two sentences,  
denoted by V1 and V2. The number of dimensions of each vector is the size of the set 
S. In order to assign values to all entries of a semantic vector, word-sim presented in  
Eq. (2) is used to determine the values. Taking S1 as an example: 

 Case 1: if a word w in joint word set S appears in S1, vw = 1. 
 Case 2: if w does not appears in S1, we calculate word-sim in turn between w and 

each word in S1. If the highest word-sim exceeds a preset threshold , vw = h, oth-
erwise, vw = 0.  

In [4], the authors shown that words appear with high frequency are less important 
than those appear with low frequency. It means that different words contribute to-
wards the meaning of a sentence with differing degree. We weight each word by its 
information content to show its significance. The formula presented Eq. (4) shows the 
weighting scheme where w is the word in joint word set, w’ is the word in the  

                                                           
7 http://snowball.tartarus.org/algorithms/porter/stemmer.html 



310 H.T. Nguyen et al. 

sentence in consideration and having the highest word-sim with w, and vw is the entry 
value of the word w in the semantic vector.  · ·  (4)  

Finally, the semantic similarity between two sentences is computed by cosine coeffi-
cient between two semantic vectors: , , ··                       5  

Note that unlike most of other text similarity methods, as the same way the method 
proposed in [4] did, we keep all function words in the joint word set, since these 
words contain syntactic information.  

3.6 Word-and-NE-Based Cosine Similarity  

We present the second feature, namely word-and-NE-cosine which takes named enti-
ties and NE coreference relations into account. Given two input sentences, denoted by 
S1 and S2, after go through preprocessing stage, we replace all coreference chains in 
two sentences by their IDs and achieve sentences S'1 and S'2 respectively. Then, we 
form a joint word set Sword that contains all distinct words and a joint coreference 
chain ID set SID that contains all distinct IDs from S'1 and S'2. We define a semantic 
vector of a sentence consisting of two parts: [Sword | SID]. For Sword, we compute entry 
values as doing for word-cosine and for SID we compute entry values as follows: if an 
ID in SID appears in S'1, for instance, vID = 1; otherwise, vID = 0. Considering the fol-
lowing sentence pair: 

S1: In a televised interview on Wednesday1, ECB1 President Wim Duisenberg1 said 
it was too soon to discuss further interest rate cuts in the 12-nation euro zone. 

S2: European Central Bank2 President Wim Duisenberg2 said in a televised inter-
view that it was too soon to discuss further interest rate cuts in the euro zone. 

The NE coreference module produces three coreference chains {Wednesday}, 
{ECB1, European Central Bank2}, and {Wim Duisenberg1

, Wim Duisenberg2}. As-
suming that we assign ID1, ID2, and ID3 these coreference chains respectively, after 
replacing coreference chains by their IDs, two sentences will become as follows: 

S1': In a televised interview on ID1, ID2 President ID3 said it was too soon to dis-
cuss further interest rate cuts in the 12-nation euro zone. 

S2': ID1 President ID2 said in a televised interview that it was too soon to discuss 
further interest rate cuts in the euro zone. 

After that we construct semantic vectors corresponding to the sentences; and we 
follow the same way as computing the feature word-cosine for word-and-NE-cosine. 
It means that the final formula used to compute the similarity of two semantic vectors 
is the same as the one presented in Eq. (5). 



 A Multifaceted Approach to Sentence Similarity 311 

3.7 Word Order Similarity 

In this section, we introduce the third feature, namely word-order, in measuring of 
sentence similarity. This feature takes order of words in a sentence into account. Let’s 
consider two sentences below: 

S1: “Athlete A beats athlete B in the game”. 
S2: “Athlete B beats athlete A in the game”. 

If we only apply word-cosine on these sentences, the similarity degree will be 1. 
The reason is that two sentences consist of the same words, but different in position. 
Thus, as mentioned in [4], beside word-based cosine similarity, we should exploit the 
order of words in the two sentences. With example sentence pair, we can draw a joint 
word set S by taking all the same words. S will be: 

S = {Athlete, A, beats, athlete, B, in, the, game}. 

In order to show the difference of word order, we assign an index number to each 
word in S1 and S2. Then, we form word order vectors, denoted by r1 and r2 respective-
ly, for these sentences based on S. To show how to assign entry values for a word 
order vector, we take S1 as example: 

 Case 1: if a word w in S appears in S1, we fill its entry value in r1 with the corres-
ponding index in S1. 

 Case 2: if w does not appears in S1, we compute word-sim between w and in turn 
words S1 and keep the word w' having the highest word-sim with w; if the highest 
word-sim is greater than a preset threshold, the entry value of w in r1 is set to the 
index of w'; otherwise, it is set to zero. 

Applying the two cases above, we have the word order vectors of S1 and S2 as  
follows: 

r1 = {1, 2, 3, 4, 5, 6, 7, 8}. 
r2 = {1, 5, 3, 4, 2, 6, 7, 8}. 

After all, the word order similarity between two sentences will be measured by the 
difference of vectors r1 and r2, and normalized to vector length. The formula is as 
followed: , 1                                        6  

4 Evaluation 
We tested our method on MSRP. The training set contains 4076 sentence pairs including 
2753 true paraphrase pairs and 1323 false paraphrase pairs; the test set contains 1725 
sentence pairs including 1147 and 578 pairs, respectively. This corpus is derived from 
over 9 million sentence pairs of 32.408 news clusters from World Wide Web. We extract 
a subset of MSRP corpus that consists of all sentence pairs including more than 70% 
words occurring in WordNet. We call this corpus is subMSRP. We obtain the corpus 
subMSRP consisting of 2782 pairs of sentences for training and 1305 pairs of sentences  
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Table 1. The experimental results using different combinations of features on subMSRP and 
MSRP in terms of Accuracy (Acc.), precision (P), recall (R) and F-measure (F) 

Metric Brown 
corpus WordNet subMSRP MSRP 

Acc. P R F Acc. P R F 

word-cosine 
  69.6 48.5 69.6 57.2 66.5 44.2 66.5 53.1 
  83.5 82.9 83.6 78.8 70.0 66.1 70.1 68.4 
  88.5 88.2 88.5 86.4 71.3 66.2 71.1 68.6 

word-and-NE- 
cosine   95.8 95.8 95.9 95.6 79.7 79.3 79.7 79.4 

word-and-NE- 
cosine 
+ word-order 

  96.9 96.9 96.9 96.8 80.7 80.4 80.8 80.4 

 
for testing. The reason we need the subMSRP corpus is that we would like to evaluate the 
role of WordNet in sentence similarity measure. In our experiments, we use Support 
Vector Machine learning algorithm implemented in WEKA8 to learn the classifier. 

Table 1 presents results. First we evaluate our method in the case the trained clas-
sifier using word-cosine in three different settings: corpus-based word-cosine (using 
Brown Corpus), WordNet-based word-cosine, and combination of corpus-based and 
WordNet-based word-cosine. The experimental results on subMSRP show the combi-
nation significant contribute to the similarity in terms of both accuracy and F-
measure, in particular 88.5% in comparison with 69.6% and 83.5% accuracy; and 
86.4% in comparison with 57.2% and 78.8% F-measure, respectively. However, ex-
perimental results on MSRP show the combination does not improve the performance 
in comparison with the case using only WordNet. It is easy to explain that for this 
case WordNet cover 64.5% words in MSRP. Therefore, word-cosine is set to zero for 
many words in the corpus. 

Table 2. Our results compared to the state-of-the-art Accuracy and F-measure 

Model Accuracy F 
Mihalcea et al. (2006) [1] 70.3 81.3 
Qiu et al. (2006) [10] 72.0 81.6 
Islam and Inkpen (2007) [2] 72.6 81.3 
Rus et al. (2008) [11] 70.6 80.4 
Das and Smith (2009) [9] 76.1 82.7 
Socher et al. (2011) [8] 76.8 83.6 
Madnani et al. (2012) [7] 77.4 84.1 
Rus et al. (2013) [17] 73.6 81.8 
Ji and Eisenstein (2013) [14] 80.4 85.9 
Rus et al. (2014) [13] 74.2 82.1 
El-Alfy et al. (2015) [23] 72.1 80.0 
This paper 80.7 80.4 

 
                                                           
8 http://www.cs.waikato.ac.nz/ml/weka/ 
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We then evaluate our method in the case the trained classifier using word-and-NE- 
cosine and word-and-NE- cosine + word-order respectively. In the case of using word-
and-NE- cosine only, experimental results on MSRP show the performance is improved 
by ~8% (79.7% in comparison with 71.3%) accuracy and ~ 11% (79.4% in comparison 
with 68.6%) F-measure. These results prove that named entities and their coreference 
relations play an important role in the similarity. The experimental results, in the last 
row of Table 1, on MSRP also show that word-order helps improve one point percent in 
terms of accuracy and F-measure. Table 2 presents our results compared to the state-of-
the-art in terms of Accuracy and F-measure. The results show that our method is com-
parable with state-of-the-art methods for paraphrase identification. 

5 Conclusion 

This paper introduces a novel method for measuring semantic similarity between two 
sentences. The originality of our method is that it explores named entities and their 
coreference relations as important indicators for measuring the similarity. The method 
exploits WordNet, Wikipedia, and Brown Corpus and learns a classifier using fea-
tures: semantic similarity between words, semantic similarity between words and 
named entities, and word-order similarity. The experimental results show that all of 
those have contributions to the sentence similarity. In comparison with others, our 
method is straightforward and quite easy to reproduce, while giving state of the art 
results. Our future work will focus on investigating coreference relations not only 
between named entities but also between phrases and evaluate it on other data sets. 
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Abstract. Word alignment plays a critical role in statistical machine
translation systems. The famous word alignment system, IBM mod-
els series, currently operates on only surface forms of words regardless
of their linguistic features. This deficiency usually leads to many data
sparseness problems. Therefore, we present an extension that enables
the integration of morphological analysis into the traditional IBM mod-
els. Experiments on English-Vietnamese tasks show that the new model
produces better results not only in word alignment but also in final trans-
lation performance.

Keywords: Machine translation · Word alignment · IBM models ·
Morphological analysis

1 Introduction

Most of machine translation approaches nowadays use word alignment as the
fundamental material to build their higher models, and make the translation
performance highly dependent on the quality of the alignment. Of all word align-
ment models, IBM models [2], in spite of their ages, are still quite popular and
widely used in state-of-the-art systems. They are series of models numbered from
1 to 5 in which each of them is an extension of the previous model. The very
first one, IBM Model 1 utilizes only co-occurrence of words in both sentences to
train the word translation table. This parameter is used not only to align words
between sentences but also to provide reasonable initial parameter estimates for
higher models, which use various other parameters involving the order of word
(IBM Model 2), the number of words a source word generates (IBM Model 3),
etc. A good parameter from Model 1 will efficiently boost the parameter quality
of higher models.

Being the model working on words, IBM Model 1 has statistics on only sur-
face forms of words without any utilization of further linguistic features such
as part of speech, morphology, etc. Detecting relations between words having
the same origin or the same derivation through analyzing linguistic not only
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reduces the sparseness of limited training data but also gives a better expla-
nation of word mapping. However, there are no known general frameworks to
utilize these types of information. Each language pair has its own features, that
makes the scenario for each one very different. Although there are a number
of relating papers published before, they are very specific for some certain lan-
guage pairs. Unfortunately, as all we know, none of them are about utilizing
English-Vietnamese morphological analysis.

In this paper, morphological analysis is used to build a better word alignment
for the English-Vietnamese language pair. English is not as rich in morphology
as other languages like German, Czech, etc. Each English word usually has less
than a dozen of derivatives. However, when being compared to Vietnamese, it
is considered to be much richer in morphology. Vietnamese words are really
atomic elements, in other words, they are not be able to be divided into any
parts, or combined with anyone to make derivatives. For a pair of Vietnamese-
English sentences, each Vietnamese word may not only be the translation of an
English word, but sometimes actually only a small part of that word. For exam-
ple, with the translation “nhngsm rng”1 of “enlargements”, words “nhng”, “s”,
“m rng” are respectively actually the translation of smaller parts “s”, “ment”
and “enlarge”. The above example and many other ones are evidences of the
fact that while in English, to build a more complex meaning of a word, they
combine that word with morphemes to make an extended word, in Vietnamese,
additional words with corresponded functions to English morphemes are added
surround the main word. In other words, an English word may align to multiple
Vietnamese words while most of the time, a Vietnamese word often aligns to
no more than one word in English, in many cases, only a part of that word in
morphological analysis.

The above property of the language pair plays an important role in our
development of the extension. We treat an English word not only in the form of
a word, but also in the form after analyzing morphology. The morphemes now
can be statistically analyzed, and their correlations with the Vietnamese words
which have the same functions can be highlighted. To achieve this, we have a
pre-processing step, by which, suitable morphemes will be separated from the
original word. After that, the traditional IBM model will be applied to this
corpus, and the correspondences between English morphemes and Vietnamese
equivalent function words can be shown not only in the probability parameter
of the model but also in the most likely alignments the model produces.

Although some of our improvements in result are shown in this paper, our
main focus is the motivation of the approach, mostly in the transformation from
the specification of the languages to the correspondent difference in models when
a few first processing techniques are applied. After relating some previous works,
a brief introduction to IBM Model 1 together with its problems when applying
to English-Vietnamese copora are presented in the right following section. Next,
motivating examples for our method is followed by its details of discription.

1 Vietnamese words is always segmented in our experiments. Various tools are available
for this task.
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The final result, after experiments on aligning words and translating sentences
is placed near the end, before the conclusion of the paper.

2 Related Work

The sparsity problem of IBM models is a well recognized problem. The role
of rare words as garbage collectors, which strongly affects the alignments of the
sentences they appear, was described in [1]. A good smoothing technique for IBM
Model 1 is already presented in [7]. However, these problems of rare words are
only described in term of surface forms. They treat every word independent of
each other regardless of the fact that many groups of them, despite of different
appearances, have the same origin or relate to each other in some other way.
These relations often depend on the linguistic features of the language. Before
trying to solve the general problem of sparsity data, a good idea is attempting
to utilize the features of the language to reduce the sparseness first.

Applying morphology analysis is a well known approach to enrich the infor-
mation of translation models. Most of the time, a corpus is not able to well
cover all forms of a lemma. That leads to the situation in which we do not have
enough statistics on a derivative word while the statistics for its lemma is quite
rich. The traditional IBM models, which works on only surface forms of words,
usually find many difficulties when dealing with this kind of sparse data prob-
lem. Using morphology information is a natural approach to solutions. Various
attempts have been made. The idea of pre-processing the corpus by segmenting
words into morphemes and then merging and deleting appropriate morphemes
to get the desired morphological and syntactic symmetry for Arabic-English lan-
guage pair was presented in [6]. Similar ideas of pre-processing can also be found
in [11].

A much more general framework is presented in [4] with the integration of
additional annotation at word level to the traditional phrase-based models. In the
step of establishing word alignment, the system uses the traditional IBM models
on the surface forms of words or any other factors. The result was reported to
be improved with experiments on lemmas or stems.

3 IBM Model 1

Details of IBM models series are presented in [2]. This paper shows only a brief
introduction to IBM model 1, which is the first model in the series to work with
word translation probabilities.

3.1 Definition

For a pair of sentences, each word at position j in the target sentence T is aligned
to one and only one word at position i in the source sentence, or not aligned to
anyone. In the latter case, it is considered to be aligned to a special word NULL



318 V.V. Bui et al.

at position 0 of every source sentence. Denote l, m respectively to be the length
of the source sentence and the target sentence, aj is the position in the source
sentence to which the target word j is aligned. The model has a word translation
probability tr as its parameter with the meaning of how likely a target word is
produced given a known source word. The role of the parameter in the model is
described in the following probabilites.

P (T,A | S) = ε
m∏

j=1

tr(tj | saj
)

P (T | S) = ε

m∏

j=1

l∑

i=0

tr(tj | si)

P (A | T, S) =
m∏

j=1

tr(tj | saj
)

∑l
i=0 tr(tj | si)

Applying expectation–maximization (EM) algorithm with above equations
to a large collection of parallel source-target sentence pairs, we will get the best
tr parameter which maximizes the likelihood of this corpus. For a parameter
tr we get, the most likely alignment, which is called the Viterbi alignment, is
derived as follows.

AViterbi = arg max
A

P (A | S, T )

One point to note here is that the translation of each target word is inde-
pendent of each other. Therefore, the most likely aj is the position i which has
the highest tr(tj | si).

After we have the model, derivations of most likely alignments can be done
on sentence pairs of the training corpus, or some other testing copora.

3.2 Some Problems when Applying to English-Vietnamese Corpora

A restriction to IBM models is the requirement of the alignment to be the
function of target words. In other words, an target word is aligned to one and only
one word in the source sentence (or to NULL). The situation may be appropriate
when the target language is Vietnamese, in which, each Vietnamese target word
most of the time corresponds to no more than one English word. However, in the
reversed direction, the scenario is much different. Complex words, which have
rich morphology, actually are the translations of two, three, or more Vietnamese
words regarded to their complexity in morphology analysis. The restriction that
only one Vietnamese word is chosen to align to a complex English word is very
unreasonable.

A second problem mentioned here is due to rare words. Assume that in
our corpus, there is a rare source word which occurs very few times. Consider a
sentence that this source word occurs, this word will play as the role of a garbage
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collector, which makes the EM algorithm to assign very high probabilities in the
distribution of that rare word for words in the target sentence to maximize the
overall likelihood. This scenario makes many words in the target sentence to be
aligned to that rare word. Explanations in detail and an approach to deal with
this problem through a smoothing technique can be found in [7]. However, what
we want to deal with in this paper is the situation of words which are rare in
term of surface form but not in term of morphological form. For example, in a
corpus, the word “enlargements” may be a rare word, but its morphemes, “en”,
“large”, “ment”, “s”, in the other way, may be very popular morphemes. By
analyzing statistics on smaller parts of the original words, we may highly enrich
statistics, and reduce the problem of rare words with popular morphemes.

4 Our Proposal to Extend IBM Model 1

4.1 Motivating Examples

Consider a sample pair of sentences as shown in all three figures: Fig. 1, Fig. 2,
Fig. 3.

Nhng vn d yàn ãd dc chng minh àl gii dc .

These problems were proved to be solvable .

Fig. 1. Alignment with Vietnamese as the target language

The alignment for the Vietnamese target sentence in Fig. 1 is what the model
produces after being trained on a sufficient corpus. What we mean by sufficient
is a large enough corpus with no sparsity problems. However, such an ideal
corpus is rare. In the case of very few times the word “solvable” appears in the
corpus (or in a much worse case only one or two times) while other English
words are quite common, IBM model 1 will behave very strange when aligning
most of words in the Vietnamese sentence to “solvable” . Detail explanations
can be found in [7]. This is a bad behavior because all wrong alignments of the
whole sentence are due to just one rare word. And it is much worse when its
lemma, the word “solve”, and its suffix “able” are very popular in the corpus.
In other words, “solvable” is not actually a rare word because of its common
morphemes. Analyzing statistics on only surface forms regardless of morphology
forms has already introduced more and more sparsity problems. On the other
hand, analyzing statistics on smaller parts of words can lead to high correlations
between Vietnamese words and English morphemes. In our case, particularly,
these correlations are between “solve” and “gii”, “able” and “d--c”, which makes
the fact that “solvable” is a rare word, is no longer our matter. Denser statistics,
especially in our case, seems to produce more reliable decisions.

In the reverse direction, when the target language is English, the alignment
the IBM model 1 produces is not sufficient, as shown in Fig. 2.
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Fig. 2. Alignment with English as the target language

The missing alignments are quite obvious when comparing to the alignment
of the other direction in Fig. 1. It is due to the requirement of IBM models that a
target word may connect to no more than one word in the source sentence. When
these models is applied to our case, complex words like “problems”, “proved”,
“solvable”, which are actually the translations of two words in the Vietnamese
sentence as in the Fig. 1 of the other direction, make the alignments missing
many correct alignments. An important point to note here is that some Viet-
namese words actually connect to morphemes of the English words. In the case
of “problems”, its morphemes “problem” and “s” respectively connect to “vn d--”
and “nhng”. The cases for two other words are similar, consider Fig. 3 for details.

Fig. 3. The symmetric alignment of both directions after breaking words

By an appropriate strategy to break the original English words into parts as
in Fig. 3, we can not only enrich the statistics over the corpus but also overcome
the matter of aligning one target English word into multiple Vietnamese source
words. Therefore, the alignments for both directions when applying this trick
tend to be more symmetric and for our example, shown once only in Fig. 3
because of coincidence.
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4.2 Our Method

Each English words has its own morphology form, by which we can break it into
smaller parts. Each of these parts actually is able to correspond to a Vietnamese
word. In other words, one English word is sometimes the translation of multiple
Vietnamese words. By breaking the English word into smaller parts, we can
assign each individual part to a Vietnamese word.

There are various ways to break an English word into parts. For example, the
word “enlargements” may be broken into as many parts as “en+large+ment+s”,
but the most suitable one to correspond to its Vietnamese translation
“nhngsm rng” is “enlarge+ment+s”. There is no well known general strategy
to figure out which one is best, so in our method, we propose to break on only a
very limited set of well known morphological classes, whose morphemes have very
high correlations with their translation. Particularly, we focus on investigating
the classes including noun+S, verb+ED, verb+ING.

In our method, we will add a pre-processing and a post-processing step to
the original model. First, every English word which matches one of the three
above mophological forms will be broken into smaller parts. The traditional
models will be trained on this pre-processed corpus and produce the Viterbi
alignments. After that, the post-processing step will converts these alignments
to be compatible with the original corpus. For the case the source language is
English, an alignment from a part of an English word means an alignment from
that whole word. For the case the source language is Vietnamese, an alignment to
any part of an English word means an alignment to that whole word. The post-
processing stage is mostly for comparing word alignments produced by different
models as it is not appropriate to compare alignments of different corpora.

5 Experiments on Word Alignments

We have our experiments on a corpus of 56000 parallel English-Vietnamese sen-
tence pairs. As usual, this corpus is divided into two parts with the much bigger
part of 55000 sentence pairs is for training and the smaller one of 1000 sentence
pairs is for testing. For each part, we maintain two versions of the corpus: the
original version and the version after the pre-processing stage. The details of
each rule in the pre-processing stage and its effects to the translation probabil-
ity tables after being trained by IBM models are described in the next section.
Finally, we manually examine the effects of the rules to the final Viterbi align-
ments to compare the performances in aligning words between two models.

5.1 The Word Translation Probabilities

We apply morphological analysis in three common classes: noun+S, verb+ED,
and verb+ING to pre-process the corpus. Both the original corpus and the pre-
processed corpus are trained in totally 20 iterations of IBM models with 5 iter-
ations for each one of models from Model 1 to Model 4. After these training
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iterations, we examine the translation of new introduced words “PL”2, “ED”
and “ING” in the translation probability tables.

Every plural form of a noun will be separated into two parts: the original noun
and the plural notation “PL”. For example, “computers” will be broken into two
adjacent words “computer” and “PL”. The word translation probabilities after
being trained IBM models as shown in Table 1 reflect quite well the fact that
“PL” usually co-occurs with “nhng”, “các”, and “nhiu”.

Table 1. Probabilities given additional source words after running IBM Models

Every word of the form verb+ING will be divided into two parts: its original
verb and the suffix “ING”. For example: “running” will be divided into two
contiguous words “run” and “ING”. The case for “ING” as presented in Table 1
has the same manner as the case of “PL”. The highest translation are “dang”
for present continuous sentences when the runner-up word “vic” is translated
for nouns having verb-ING form.

Every word of the form verb+ED, whatever it is passive form or past form
will be split into two parts: the original verb and the suffix “ED”. For example:
“edited” will become two words “edit” and “ED”. The co-occurrence of “ED”
in passive form with “b” and “dc”, together with its co-occurrence in past form
with “dã” are obvious in the word translation probability when these three
translation take the top places in the table.

All above results reflect the high correlations between English morphemes
and theirs corresponded words in Vietnamese. The estimation produced by IBM
Models is nearly like what we expect. They, after all, not only reduce the sparse-
ness in data but also give a clearer explanation for word mappings.

5.2 Improvement in Viterbi Word Alignment

Our pre-processing corpus is not actually compatible with higher IBM models
from IBM model 2 because these models employ features like reordering parame-
ters, fertility parameters, etc, whose behaviors are affected by our pre-processing
step in an inappropriate way. These facts make the final word alignment pro-
duced by higher models quite bad. Therefore, we have our experiments on only
IBM model 1 instead. After 20 iterations of IBM model 1, the Viterbi alignment
for the testing part will be deduced to check for its correctness.
2 We use notation “PL” instead of “S” to avoid conflicting with original “S” words.
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There are many ways to evaluate an alignment model. A popular method
is to consider the alignment error rate (AER) [8] as the measurement of the
performance. However, in our special case, what we propose, a small modification
to IBM Model 1, makes the new word alignment different from what produced
by the baseline model in quite few points. Therefore, instead of checking the
correctness of every alignment points as the way AER is estimated, we, in our
experiments, compares the correctness of alignment points at which two models
disagree. For a different point, we credit 1 point for the right model unless both
models are wrong. Because these different points throughout the whole testing
corpus has a reasonable size, we can definitely check these alignments manually.
After all, each model is evaluated on the ratio of times it is correct in this subset
of alignment.

After training the two models, one on the original corpus, and the other
on the pre-processed corpus, we apply each of these models to get the Viterbi
alignments of the testing corpus. The result of evaluating as our method is
shown in Table 2. As we can see, our method constitutes about 74% of correct
alignments while only 26% is for the original method. The different alignment
subset, in our experiments, includes not only points relating to “PL”, “ED” and
“ING’” but also many other affected cases. In other words, our method has also
corrected other alignments not restricted to what is pre-processed.

Table 2. Number of correct alignments in different alignment subset

Original corpus Pre-processed corpus

173 490

6 Experiments on Translation Performance

We also do some further experiments than comparing the word alignments pro-
duced by IBM Model 1. The translation performances of phrase-based machine
translation systems built in a traditional way will be another test for our exten-
sions to the baseline.

As usual, each corpus will have its translation model after following the
training workflow. First, we use the famous word alignment tool GIZA++ [9],
which fully implements the IBM model series to align words for the training
part. Together with the word alignment, a language model for the target lan-
guage, Vietnamese in this case, is also trained by the popular tool IRSTLM [3]
on a Vietnamese corpus, particularly the Vietnamese training part in our exper-
iment. Later then, a phrase-based model based on the word alignment and the
language model is produced by popular tools in Moses package [5], which actu-
ally have some additional actions of extracting phrases and estimating feature
scores. Finally, the testing is done with the translation of unseen sentences. The
Moses decoder will translate the English testing part of the corpus based on the
information the model supply. The result of Vietnamese sentences translated by
Moses is evaluated by a BLEU score [10], which is the most popular metric to
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measure the similarity between the translation of the machine and a reference
translation, the Vietnamese testing part in this case. The experiment workflow
is done independently for both corpora, and the final BLEU scores retrieved will
be the measurement for the translation performance of the two models.

Together with the translation performace, we also want to evaluate the ability
to enrich statistics of our new method. Experiments are done on copora of various
sizes. The sparsity of a corpus usually increases as the corpus become smaller.
We still keep the testing part of 1000 pairs while randomly choosing respectively
10000, 20000, 35000 pairs from the whole training corpus of 55000 pairs for
three additional experiments. Increaments in BLEU scores of our method are
well recognized in results of total four experiments as shown in Table 3. Not only
makes the general translation performace better, our method also demonstrates
its ability to reduce the sparseness of data especially when the corpus size is
small. The fact that the smaller the corpora get, the farther the distance between
BLEU scores is, reflects quite well this point. All of these results are again
evidences for the potential of the proposed solution.

Table 3. BLEU scores of two corpora

Size of training part Original corpus Pre-processed corpus Increament

10000 13.85 14.61 5.5%

20000 16.51 16.87 2.2%

35000 18.64 19.07 2.3%

55000 20.49 20.56 0.34%

7 Conclusion and Future Work

We have already presented our approach to employ morphology in building a
better word alignment model over the original IBM Model 1. By using the mor-
phological forms of some popular English word classes to pre-process the corpus,
we successfully show the high correlations between some Vietnamese words with
their corresponded English morphemes. These high correlations are not only
reflected in the word translation probability, which is the main parameter of the
model, but also in the final Viterbi alignments, and even in the BLEU scores of
the baseline phrase-based translation system basing on it.

However, there are still some ways to make our method better. The exper-
iments are tested on quite few classes of words, just a small proportion to the
total number of English morphological forms. A broader space of forms may be
employed in next improvements. On the other hand, our method should be less
manual in choosing morphological forms. We are also looking for an appropriate
adaptation for parameters of higher IBM models other than the word translation
probability. These additional improvements make our proposed method to be a
more general framework, which is actually our target of further development.
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Abstract. In this paper, we address to the most essential challenges
in the word alignment quality. Word alignment is a widely used phe-
nomenon in the field of machine translation. However, a small research
has been dedicated to the revealing of its discrete properties. This paper
presents word segmentation, the probability distributions, and the sta-
tistical properties of word alignment in the transparent and a real life
dataset. The result suggests that there is no single best method for align-
ment evaluation. For Kazakh-English pair we attempted to improve the
phrase tables with the choice of alignment method, which need to be
adapted to the requirements in the specific project. Experimental results
show that the processed parallel data reduced word alignment error rate
and achieved the highest BLEU improvement on the random parallel
corpora.

Keywords: Word alignment · Kazakh morphology · Word segmenta-
tion · Machine translation

1 Introduction

In recent years, the several studies were conducted to evaluate the relation-
ships between word alignment and machine translation performance. The phrase
table is the fundamental data structure in phrase-based models, and the training
pipeline of most statistical machine translation (SMT) systems uses a word align-
ment for limiting the set of the suitable phrases in phrase extraction. Therefore,
the accuracy of the phrase models are highly correlated with the word align-
ments quality, which are used to learn an accordance between the source and
target words in parallel sentences. However, there is no theoretical support from
the view of providing a formulation to describe the relationship between word
alignments and machine translation performance.

We examine the Kazakh language, which is the majority language in the
Republic of Kazakhstan. Kazakh is part of the Kipchak branch of the Turkic
language family and part of the majority Ural-Altay family, in comparison with
languages like English, is very rich in morphology.

The Kazakh language which words are generated by adding affixes to the root
form is called an agglutinative language. We can derive a new word by adding an
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 326–335, 2015.
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affix to the root form, then make another word by adding another affix to this
new word, and so on. This iteration process may continue several levels. Thus a
single word in an agglutinative language may correspond to a phrase made up
of several words in a non-agglutinative language[1].

Table 1. An example of Kazakh agglutination

Stem Plural affixes Possesive affixes Case affixes

stem[kol’+] plural[+der] 1-st pl.[+imiz] locative[+de]
stem[kol’+] - 1-st s.[+im] locative[+de]
stem[kol’+] - - locative[+de]

In this paper, we present a systematic comparison of preprocessing tech-
niques for a Kazakh-English pair. El-Kahlout and Oflazer[2] explored this task
for English to Turkish translation, which is an agglutinative language as Kazakh,
and they outperformed the baseline results after some morpheme grouping
techniques. A research more relevant to this work was done by Bisazza and
Federico[3].

Our objective is to produce an word alignment, which can be used to
build high quality machine translation systems[4]. These are pretty close to
human annotated alignments that often contain m-to-n alignments, where sev-
eral source words are aligned to several target words and the resulting unit
can not be further decomposed. Using segmentation, we describe a new gen-
erative model which directly models m-to-n non-consecutive word alignments.
The common approaches of word alignment training are IBM Models[5] and hid-
den Markov model (HMM)[6], which practically use expectation-maximization
(EM) algorithm[7]. The EM algorithm finds the parameters that increases the
likelihood of the dependent variables. EM transfers the sentences by overlap-
ping the actual parameters, where some rare words align to many words on the
opposite sentence pair. The training can be clearly divided into a morpholog-
ical part of generating the segments and a part modeling the relative features
of phrases. Sure, it makes the system is sufficiently general to be applied to
other kind of language pair, with the different morphotactics. Potential areas of
word segmentation and word alignment problems practical application will be
an area, where the incorporation of segments is useful. An application area of
this research includes improvements in machine translation, specific experiments
with machine learning methods, bioinformatics, and an analysis of knowledge
extraction.

Using morphological analysis, and compared to Morfessor tool[8], we out
grammatical features of word and can find syntactic structure of input sen-
tence, which further demonstrates the benefit of using this method in machine
translation. Previous researches that we explored on our approaches are rule-
based morphological analyzers[9], which consist in deep language expertise and
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a exhaustive process in system development. Unsupervised approaches use actu-
ally unlimited supplies of text to cover very few labeled resource and it has been
widely studied for a number of languages[10]. However, existing systems are too
complicated to extend them with random overlapping dependencies that are cru-
cial to segmentation. For a comprehensive survey of the rule-based morphological
analyze we refer a reader to the research by Altenbek[11] and Kairakbay[12].

The paper is structured as follows: Section 2 discusses the proposed model
and describes the different segmentation techniques we study. And Section 3
presents our evaluation results.

2 Learning Word Alignment Models

In order to look through this task, we did a series of experiments and found mor-
pheme alignment can be employed to increase the similarity between languages,
therefore enhancing the quality of machine translation for Kazakh-English
language pair. Our experiments consist of two parts: as the first part of our
experiments we morphologically segmented Kazakh input sentences to compute
morpheme alignment. For these purposes we used Morfessor, an unsupervised
analyzer and Helsinki Finite-State Toolkit (HFST)[13] for the rule-based analyze;
finally we conducted a case study of the benefits of morpheme based alignment.

Our study is based on the set of experiments, which have the goal of most
properly extraction a phrase table from the word alignment, which assume EM
algorithm will be executed for several iterations, and relevant phrase pairs with
the word alignment will be extracted. We use the GIZA++[14] tool, as it is,
to produce IBM Model 4 word alignment. Most of algorithms usually intersects
two word alignments and get alignment points from the union, to produce nearly
symmetric results, which leads to higher BLEU scores[15] on average than using
them directly. Our studies try to investigate the impact of pruning technique to
the overall translation quality by reduction the level of sparse phrases.

2.1 Improving Word Alignment

We suppose a phrase pair is denoted by (F,E) and with an alignment A, if
any words fj in F have a correspondence in a, with the words ei in E. Formal
definition can be described as follows: ∀ei ∈ E : (ei, fj) ∈ a ⇒ fj ∈ F and
∀fj ∈ F : (ei, fj) ∈ a ⇒ ei ∈ E, clearly, there are ∃ei ∈ E, fj ∈ F : (ei, fj) ∈ A.

Generally, the phrase-based models are generative models that translate
sequences of words in fj into sequences of words in ej , in difference from the
word-based models that translate single words in isolation.

P (ej | fj) =
J∑

j=1

P (ej , aj | fj) (1)

Improving translation performance directly would require training the system
and decoding each segmentation hypothesis, which is computationally impracti-
cable. That we made various kind of conditional assumptions using a generative
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model and decomposed the posterior probability. In this notation ej and fi point
out the two parts of a parallel corpus and aj marked as the alignment hypothe-
sized for fi. If a | e ∼ ToUniform (a; I + 1), then

P
(
eJj , aJ

j | f I
i

)
=

fi

(I + 1)J

J∏

j=1

p
(
ej | faj

)
(2)

We extend the alignment modeling process of Brown et al. at the following
way. We assume the alignment of the target sentence e to the source sentence f
is a. Let c be the tag(from Penn Treebank) of f for segmented morphemes. This
tag is an information about the word and represents lexeme after a segmentation
process. This assumption is used to link the multiple tag sequences as hidden
processes, that a tagger generates a context sequence cj for a word sequence
fj(3).

P
(
eI1, a

I
1 | fJ

1

)
= P

(
eI1, a

I
1 | cJ1 , fJ

1

)
(3)

Then we can show Model 1 as(4):

P
(
eIi , a

I
i | fJ

j , cJj
)

=
1

(J + 1)I

I∏

i=1

p (ei | fai
, cai

) (4)

The training is carried out in the tagged Kazakh side and the untagged
English side of the parallel text. If we estimate translation probabilities for every
possible context of a source word, it will lead to problems with data sparsity
and rapid growth of the translation table. We applied EM algorithm to cluster
a context of the source sentence using similar probability distributions, avoiding
problems with data sparsity and a size of the translation table another case.

We estimate the phrase pairs that are consistent with the word alignments,
and then assign probabilities to the obtained phrase pairs. Context information
is incorporated by the use of part-of-speech tags in both languages of the par-
allel text, and the EM algorithm is used to improve estimation of word-to-word
translation probabilities. The probability pk of the word w to the corresponding
context k is:

pk (w) =
pkfk (w | φk)∑

pifi (w | φi)
(5)

Where, φ is the covariance matrix, and f are certain component density
functions, which evaluated at each cluster. Consecutive word subsequences in the
sentence pair are not longer than w words. After we use association measures to
filter infrequently occurring phrase pairs by log likelihood ratio r estimation[16].
Because, unaligned words near the word fj may easily cause random multiple
possibilities. For n pairs of the phrases, we can obtain the phrase pairs whose
comparative values are larger than a threshold value as follows(6):

R (f, e) =
r (f, e)

Maxer (f, e)
(6)
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The pruning algorithm may prune all translations of a source phrase that is
above a threshold p(ei|fj) > R, with the probability p(ei|fj) of the pair (fj , ei) as
represented in (6). A pruning threshold is discarded, if p(ei|fj) > Rmaxep(ei|fj).
Our algorithm, like a middle tier component, processes the input alignment files
in a single pass. Current implementation reuses the code from https://github.
com/akartbayev/clir that conducts the extraction of phrase pairs and filters out
low frequency items. After the processing all valid phrases will be stored in
the phrase table and be passed further. This algorithm proposes refinement by
adding morphological constraints between the direct and the reverse directions
of the alignment, which may improve the final word alignments.

2.2 Morphological Segmentation

Our preprocessing job usually starts from morphological segmentation, which
includes running Morfessor tool and HFST to each entry of the corpus dictio-
nary. The first step of word segmentation aims to get suffixes and roots from a
vocabulary consisting of 1500k unique word forms taken from Kazakh Wikipedia
dump[17]. Accordingly, we take surface forms of the words and generate their all
possible lexical forms. Also we use the lexicon to label the initial states as the
root words by parts of speech such as noun, verb, etc. The final states represent
a lexeme created by affixing morphemes in each further states.

The schemes presented below are different combinations of outputs deter-
mining the removal of affixes from the analyzed words. The baseline approach
is not perfect since a scheme includes several suffixes incorrectly segmented. In
this case, we mainly focused on detection a few techniques for the segmentation
of such word forms. In order to find an effective rule set we tested several seg-
mentation schemes named S[1..5], some of which have described in the following
Table 2.

Table 2. The segmentation schemes

Id Schema Examples Translation

S1 stem el state
S2 stem+case el + ge state + dative
S3 stem+num+case el + der + den state + num + ablativ
S4 stem+poss+ el + in state + poss2sing
S5 stem+poss+case el + i +ne state + poss3sing + dative

Kazakh has 7 noun cases: nominative, accusative, dative, ablative, genitive,
locative and instrumental. Kazakh verbs take suffixes to show their tense and
mood. Verbs can have a morphological past, present and future tense. Kazakh
doesn’t need morphological agreement between words, for example noun and
adjective agreement. Nominal cases that are expected to have an English coun-
terpart are split off from words: these are namely dative, ablative, locative and

https://github.com/akartbayev/clir
https://github.com/akartbayev/clir
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instrumental, often aligning with the English prepositions ‘to’, ‘from’, ‘in’ and
‘with/by’. The remaining case affixes nominative, accusative and genitive are
not have English counterparts. After treating case affixes we split of possessive
suffixes from nouns of all persons except the first singular, which doesn’t need
remove.

There are large amount of verbs presenting ambiguity during segmentation,
which do not take personal endings, but follow conjugated main verbs. During the
process, we hardly determined the border between stems and inflectional affixes,
especially when the word and the suffix matches entire word in the language. In
fact, there are lack of syntactic information we cannot easily distinguish among
similar cases.

In order to solve the problems represented above, we have to split up Kazakh
words into the morphemes and some tags which represent the morphological infor-
mation expressed on the suffixation. Splitting Kazakh words in this way, we expect
to reduce the sparseness produced by the agglutination being of Kazakh and the
drought of training data. Anyway, the segmentation model takes into account the
several segmentation options of both sides of the parallel corpus while looking for
the optimal segmentation. In order to define the most convenient segmentation
for our Kazakh-English system, we checked most of the segmentation options and
have measured their impact on the translation quality.

While GIZA++ tool produces a competitive alignment between words, the
Kazakh sentences must be segmented as we already have in the first step. There-
fore our method looks like an word sequence labeling problem, the contexts can
be presented as POS tags for the word pairs.

Table 3. Part of Speech tag patterns

Tag Sample Tag Sample

NN (Noun) “el”-“state” JJS (Adjective, super.) “tym”-“most”
NNP (Proper noun) “biz”-“we” VB (Verb, base form) “bar”-“go”
JJ (Adjective) “jasyl”-“green” VBD (Verb, past tense) “bardy”-“went”
JJR (Adj, comp.) “ulkenirek”-“bigger” VBG (Verb, gerund) “baru”-“to go”
RB (Adverb) “jildam”-“speedy” CC (Conjunction) “jane”-“and”

The underlying concept of our POS tags approach is to take the parts of the
words (and closed class items) into consideration during the selection process.
Most of the text contains short and frequent words that will be selected by
frequency-based approach. Because Kazakh derivational suffixes cannot occur
freely, only in conjunction with a word stem, so each input word was reduced to
its lemma and POS tagged word parts.

Present application of morphological processing aims to find several best
splitting options that the each Kazakh word ideally corresponds to one English
words, so the deep analysis is more desirable.



332 A. Kartbayev

3 Evaluation

For evaluation the system, three samples of text data were processed with 50k
sentences each one, which were used in raw form and with special segmentation.
The expert decisions about a segmentation quality were defined by our university
undergraduate students. The data samples were stored randomly into a training
set and a test set had one sample for each of the phrase-based Moses[18] system
run. After the most of the samples were found processed correctly, which means
the same interpretation of data was selected as acceptable by the experts, we
decided the system was trained well, and that is a good result.

Our corpora consists of the legal documents from http://adilet.zan.kz, a con-
tent of http://akorda.kz, and Multilingual Bible texts, and the target-side lan-
guage models were trained on the MultiUN[19] corpora. We conduct all exper-
iments on a single PC, which runs the 64-bit version of Ubuntu 14.10 server
edition on a 4Core Intel i7 processor with 32 GB of RAM in total. All exper-
iment files were processed on a locally mounted hard disk. Also we expect the
more significant benefits from a larger training corpora, therefore we are in the
process of its construction.

We did not have a gold standard for phrase alignments, so we had to refine
the obtained phrase alignments to word alignments in order to compare them
with our word alignment techniques. We measure the accuracy of the alignment
using precision, recall, and F-measure, as given in the equations below; here, A
represents the reference alignment; T, the output alignment; A and T intersec-
tion, the correct alignments.

pr =
|A ∩ T |

|T | , re =
|A ∩ T |

|A| , F − measure =
2 × pr × re

pr + re
(7)

Table 4. Best performance scores

System Precision Recall F-score AER BLEU METEOR TER

Baseline 57.18 28.35 38.32 36.22 30.47 47.01 49.88
Morfessor 71.12 28.31 42.49 20.19 31.90 47.34 49.37
Rule-based 89.62 29.64 45.58 09.17 33.89 49.22 48.04

The alignment error rate (AER) values for the trained system show dis-
tinct tendencies which were consistent through the iteration of different training
parameters. The values show completely the higher rates for raw lexeme than for
segmented one, which seems suitable for an alignment task. Another tendency is
that the differences of context receive smaller impact than the precision of seg-
mentation. This was not clear since removing or normalization causes a change
in word structure. A problem in interpreting these training results depend on
the scaling of the morpheme probability, which can be of different variation,

http://adilet.zan.kz
http://akorda.kz
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and the scale needs to be appropriate to the text domain and segmentation
schemes. We assume that phrase alignment connects word classes rather than
words. Consequently, the phrase translation table has to be learned directly from
phrase alignment models, and an estimation of phrase distribution probability
is internally part of the process.

The system parameters were optimized with the minimum error rate training
(MERT) algorithm [20], and evaluated on the out-of and in-domain test sets.
All 5-gram language models were trained with the IRSTLM toolkit[21] and then
were converted to binary form using KenLM for a faster execution[22]. The
translation performance scores were computed using the MultEval[23]: BLEU,
TER[24] and METEOR[25]; and we ran Moses several times per experiment
setting, and report the best BLEU/AER combinations obtained. Our survey
shows that translation quality measured by BLEU metrics is not strictly related
with lower AER.

4 Conclusions

We have described an word alignment model for SMT that improves the pre-
vious state-of-the-art models by incorporating a morpheme information to the
alignment relation between the sentence pair. We extracted good phrase pairs
from word alignment and we discussed the essential steps in establishing a phrase
extracting procedure to create a pool of necessary phrase pairs and constructing
a phrase translation table. A method has been proposed for evaluating align-
ments and phrase relation rating of internal sequences based on analyze in two
levels, phrase pairs also could be found by pattern detection algorithms from
parallel sentences through their possible co-occurrence. A phrase does not need
to be a sequence of consecutive words, the gaps between the words and the
subphrases are allowed. After the work of the component no particular phrase
reordering training is required. By using a knowledge about morphemes in com-
bination with the machine learning procedure, the task can be implemented with
the shown encouraging results.

The improved model performs at slightly the same speed as the previous
one, and gives an increase of about 3 BLEU over baseline translation. This is a
pretty modest improvement, but on the other hand it is achieved by adding only
middle-tier component to the baseline pipeline. I think that it is a demonstration
of the potential of word alignments for SMT quality, and we plan to investigate
more complicated methods in the future researches, possibly adding the new
alignment features to the model.
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Abstract. Proper characterization of uncertainty is a challenging task.
Depending on the sources of uncertainty, various uncertainty modeling
frameworks have been proposed and studied in the uncertainty quantifi-
cation literature. This paper applies various uncertainty modeling frame-
works, namely possibility theory, Dempster-Shafer theory and probability
theory to isosurface extraction from uncertain scalar fields. It proposes an
uncertainty-based marching cubes template as an abstraction of the con-
ventional marching cubes algorithm with a flexible uncertainty measure.
The applicability of the template is demonstrated using 2D simulation
data in weather forecasting and computational fluid dynamics and a syn-
thetic 3D dataset.

Keywords: Uncertainty quantification · Isosurface visualization · Pos-
sibility theory · Dempster-Shafer theory

1 Introduction

Uncertainty is an inevitable component of predictive simulations based on com-
putational models since the models are often imperfect or might involve uncer-
tain parameters. As a result, understanding and quantifying the uncertainty in
model output (data) is of critical importance.

To account for the uncertainty in data, an integral component of data analysis
— visualization — has been combined with uncertainty modeling frameworks to
constitute a special topic in the visualization community called uncertainty visu-
alization. Uncertainty visualization is not a new topic and various uncertainty
visualization techniques have been defined and studied [9,13]. Most relevant
one to the current work is isosurface extraction in the presence of uncertainty
and hence, we focus only on visualization of uncertain isosurfaces. In order to
quantify and visualize the uncertainty in isosurfaces extracted from uncertain
scalar fields, parametric probabilistic models have been used to approximate
Level-Crossing Probabilities (LCP) [15,16]. The concept of level-crossing proba-
bilities has been deployed to extend the conventional marching cubes algorithm,
the predominant isosurface visualization scheme, for probabilistic modeling of
uncertainty in scalar fields [17,18].

Probabilistic modeling is a well-developed approach for uncertainty when its
source is a stochastic/random process (called aleatory uncertainty). However, it
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 336–349, 2015.
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requires complete probability information for the random process, which could
be quite difficult, if not impossible. Modeling epistemic uncertainty, referring
to the uncertainty due to lack of knowledge [20], requires the exploration of
the alternatives of probabilistic approaches. In the past few decades, possibility
theory [6] and Dempster-Shafer (DS) theory [21], have been explored and studied
in the uncertainty quantification literature for a better representation of the
epistemic uncertainty. Yager [22] has developed a unified theoretical structure
for uncertainty representation using various models.

In this work, we apply modern uncertainty modeling frameworks to the iso-
surface extraction from uncertain scalar fields, and propose an abstraction of
the conventional marching cubes algorithm in terms of a template infrastructure
that is flexible enough to incorporate various uncertainty modeling frameworks to
model uncertainty in the spatial location of isosurfaces extracted from uncertain
scalar fields. Our uncertainty-based marching cubes template can be considered
as the extension of level-crossing probability to a general uncertainty measure.

The contributions of this work can be summarized as follows:

– We apply various uncertainty modeling frameworks to the isosurface extrac-
tion from uncertain scalar fields.

– We provide an abstraction of the marching cubes algorithm that we
call uncertainty-based marching cubes (UMC) template. This template is
amenable to deploy different mathematical frameworks for uncertainty mod-
eling.

– We demonstrate the effectiveness and applicability of the template in a few
examples of uncertain isosurface extraction from an ensemble of scalar fields.

The rest of the paper proceeds as follows. Section 2 is devoted to a brief intro-
duction to the various uncertainty modeling frameworks. In Section 3, we pro-
pose the uncertainty-based marching cubes template. Section 4 demonstrates the
effectiveness of our template by presenting the results for several examples. We
conclude our work in Section 5 and provide some avenues for future investigation.

2 Mathematical Frameworks for Uncertainty Modeling

Let Y ∈ U ⊆ R denote a random quantity of interest. We assume that the prob-
ability distribution of Y is unknown, instead, we have a finite number of possible
realizations of Y (i.e., {yi}Ni=1) available. In such a situation, it is suggested that
the random variable Y should be represented “as a mixture of natural variability
(aleatory) and estimation errors (epistemic)” since “ a finite number of samples
from a population leads to epistemic uncertainty [8].” The goal is to model the
mixed uncertainty from the ensemble {yi}Ni=1 using uncertainty modeling frame-
works. We consider the propositions in the form of “the true value of Y is in
A” for any subset A ⊆ U , and adopt the measures from the uncertainty model-
ing frameworks to quantify the strength of the support from the evidence (i.e.,
the ensemble {yi}Ni=1) for proposition A. For example, the probability measure
quantifies the chance of proposition A being true.
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In this section we introduce the mathematical notation used to express the
various frameworks of fuzzy measures. Note: we skip the basics of probability
theory due to the space limitations. Interested readers can consult [11].

2.1 Possibility Theory

Instead of a single measure in probability theory, possibility theory defines a
dual measure (possibility and necessity) as [7]

Poss(A) = max
y∈A

πY (y), Nec(A) = 1 − Poss(Ac), (1)

where πY : U → [0, 1] is a possibility distribution, and Ac is the complement of
A. The possibility distribution describes the degree to which it is possible that
the element y ∈ U is the true value of Y .

The possibility function Poss(A) measures the maximum possible support
from the evidence for proposition A whereas the necessity function Nec(A) quan-
tifies the minimum support for proposition A. The length/distance between
Nec(A) and Poss(A) indicates the epistemic uncertainty regarding proposi-
tion A.

Assume that the Yjs are independent variables associated with possibility
distribution πYj

(yj), the joint distribution is defined using min(·, ·) as the joint
operator [10,23]

πY (y) = min(min(. . . min(πY1(y1), πY2(y2)), . . .), πYM (yM )). (2)

Although there have been a few attempts to discover the correlation between
uncertain variables in possibility theory [3], it is still an open problem to con-
struct joint distribution for dependent variables from ensembles. This topic lies
outside the scope of the current work, but remains an active area of research in
the field of uncertainty quantification.

Construction of Possibility Distribution: Here, we provide two examples
of constructing a possibility distribution.

1. With assumption of triangular shape distribution (referred as parametric
technique): We construct a possibility distribution for the variable Y based
on a modified version of a triangular shape:

πY (y) =

⎧⎪⎨
⎪⎩

1 − (y−ymean)(1−p+)
ymax−ymean

if ymean ≤ y ≤ ymax

p+ + (y−ymin)(1−p+)
ymean−ymin

if ymin ≤ y < ymean

p+ otherwise

(3)

where ymin, ymean and ymax are the minimum, sample mean and the maxi-
mum of the ensemble data, respectively; p+ is the upper bound of the prob-
ability of the true value of Y falling outside the range of the ensemble data,
which is estimated using Goodman’s simultaneous confidence interval [4] as
follows
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p+ =
a + 2n +

√
D

2(N + a)
, D = a(a +

4n(N − n)

N
), (4)

where a is the quartile of order 1 − α of the chi-square distribution with
one degree of freedom and N is the size of the ensemble. There is no data
that supports the value of Y falling outside of the ensemble, and hence,
n = 0. The probability that the chance of “the value of Y falls outside of
the ensemble range” is less than p+ is no less than 1 − α, i.e., Prob(0 ≤
Prob(Y /∈ [ymin, ymax]) ≤ p+) ≥ 1 − α holds. Therefore, it is reasonable
to assign p+ to the values outside the ensemble range in the possibility
distribution. In the current work, we take one of the usual probability levels
α = 0.025.

2. Without assumption of shapes for distribution (referred as nonparametric
technique): We construct a possibility distribution using the combination of
histogram and the probability-possibility transformation proposed by Dubois
et al. [5] as follows. The transformation Prob → π is based on the principle of
maximum specificity, which aims at finding the most informative possibility
distribution [5].
We first construct the probability distribution Prob from the histogram of
the ensemble data {yi}Ni=1, where we fix the sample mean at the boundary of
one of the bins of the histogram. Let {xj}lj=1 be the bins and the probability
values be pj = Prob(xj). If the probability values are ordered, i.e., p1 ≥
p2 ≥ . . . ≥ pl, then a possibility distribution can be obtained using the
transformation as follows:

π1 = 1, πj =

l∑
k=j

pk. (5)

If there exist j such that pj = pj+1, there will be different possibility distribu-
tions π(t) obtained for each permutation of the equal probability values. Then
we choose the one that minimizes the possibility values as πj = mint π

(t)
j . In

order to provide smooth transition between the values in adjacent bins, we
use a Gaussian filtering at the end for smoothing.

2.2 Dempster-Shafer Theory

Analogous to possibility theory, Dempster-Shafer (DS) theory also defines a dual
measure (plausibility and belief), for ∀A ⊆ U , as

Pl(A) =
∑

B∩A �=∅
m(B), Bel(A) =

∑
B⊆A

m(B), (6)

where m : 2U → [0, 1] is a basic belief assignment (BBA), also called m-function.
An m-function satisfies the following two conditions:
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m(∅) = 0,
∑
A⊆U

m(A) = 1. (7)

The plausibility function Pl(A) and the belief function Bel(A) quantify the
maximum and minimum strength of the evidence that supports the proposition,
respectively. The length between Bel(A) and Pl(A) also indicates the epistemic
uncertainty regarding proposition A.

Let Yjs be independent variables associated with basic belief assignments
mYj

(Aj) (Aj ∈ 2Uj ), the joint basic belief assignment (m-function) can be
calculated by taking the product (joint operator) over all the components of
Y = {Yj}Mj=1 as [12]

m(A) = m1(A1)m2(A2) . . . mM (AM ), (8)

where the hypercube A is the Cartesian product, i.e., A = A1 × A2 × . . . × AM .
Due to space limitations, we do not introduce further concepts for the depen-

dent case, but refer the interested reader to [19].

Construction of Basic Belief Assignment: We construct belief/plausibility
functions using the method proposed by Denœux [4] as follows. Consider two
ordered consecutive intervals: A1 = {Y ≤ θ} and A2 = {Y > θ} (the universal
set becomes {A1, A2}), and “ordered” means that the elements in Ai are no
larger than the elements in Aj if i < j. Let nk be the number of samples falling
inside {Ak}2k=1 and

P −
k =

a + 2nk − √
Dk

2(N + a)
, P+

k =
a + 2nk +

√
Dk

2(N + a)
, (9)

where a and Dk are computed using the relation in Eq. 4 with n = nk. Let Ak,j

(k ≤ j) denote the union Ak∪Ak+1∪ ...∪Aj . Then the m-function is constructed
as

m(Ak,j) = P −
k , if j = k,

m(Ak,j) = P −(Ak,j) − P −(Ak+1,j) − P −(Ak,j−1), if j = k + 1,

m(Ak,j) = P −(Ak,j) − P −(Ak+1,j) − P −(Ak,j−1) + P −(Ak+1,j−1),

if j > k + 1,

(10)

where

P −(B) = max
( ∑
Ak⊂B

P −
k , 1 −

∑
Ak �⊂B

P+
k

)
, ∀B �= ∅. (11)

3 Application of Uncertainty Modeling Frameworks to
Isosurface Extraction

In this section, we apply the introduced uncertainty modeling frameworks to iso-
surface extraction and introduce our uncertainty-based marching cubes (UMC)
template. We first recall the fundamentals of the concept of level crossing in the
(deterministic) marching cubes algorithm.
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3.1 Deterministic Marching Cubes Algorithm

In the absence of uncertainty, a deterministic scalar field can be considered as a
discrete representation of a continuous multivariate function g(·) using a set of
deterministic scalar values {yj}Mj=1 on a grid, where M denotes the resolution
of the grid. An isosurface of g(·) associated with a given isovalue θ is defined as:
C = {x ∈ R

d, g(x) = θ}, where d is the embedding dimension. The goal of the
marching cubes algorithm (in 3D) is to extract an approximation of the isosurface
based on the trilinear approximation (i.e., tensor product of linear interpolation
in the univariate case) of the underlying continuous function giving rise to the
scalar field [14].

The local nature of the trilinear approximation simplifies the isosurface
extraction significantly. Trilinear approximation requires the information only
at the corners of a cell (e.g., a cube on a 3D Cartesian lattice). Therefore, the
presence of a level crossing inside each cell (i.e., cell crossing) is locally determined
based on the values of the scalar field at the corners of the cell. A cell crossing
happens if at least one sign change occurs in the set of differences {yj − θ}Mj=1

for the scalar values yj at the corners of the cell under question. In the pres-
ence of a cell crossing, the values at the corners of the cell also determine the
(approximate) polygonal tessellation and the spatial location of the isosurface.

In the presence of uncertainty or error associated with the scalar field, the
scalar values are no longer known deterministically. Consequently the spatial
location of the isosurface from an uncertain scalar field becomes uncertain.
Therefore, the conventional marching cubes algorithm must be extended to incor-
porate the uncertainty to provide reliable information about the presence or
absence of an isosurface inside a cell.

3.2 Uncertain Cell Crossing and UMC Template

We propose an uncertainty-based marching cubes (UMC) template that encom-
passes the essential concepts from the deterministic and probabilistic marching
cubes algorithm [18] and is flexible enough to be adopted for various uncertainty
modeling frameworks. Similar to the conventional marching cubes algorithm, the
UMC template (algorithm) proceeds through the uncertain scalar field, and at
each cell it quantifies how much the available information at the corners supports
the incidence of a cell crossing.

To construct an abstract template, which accommodates various uncertainty
modeling frameworks, we adopt a generic and flexible (uncertainty) measure that
we call U-Measure to indicate the presence of cell crossing for each constituent
cell of an uncertain scalar field (i.e., uncertain cell crossing). The U-Measure
lends itself to various uncertainty modeling frameworks, and hence, the cell-
crossing U-Measure value can be computed based on the axioms of a chosen
uncertainty modeling framework.



342 M. Mirzargar et al.

For what follows, let us define a cell-crossing proposition:

C : “there exists a level-crossing in a cell”. (12)

Fig. 1. Schematic illustration of the uncertainty-
based marching cubes template.

The goal is to evaluate the
cell-crossing U-Measure val-
ues for proposition (12) (i.e.,
U-Measure(C)) for each cell
in an uncertain scalar field.
Computation of the
U-Measure(C) can be broken
down into a few steps.

For every cell, the first
step in computing U-Measure
(C) is to construct a joint
distribution function based
on the ensemble about the
uncertain scalar values at
the corners. As discussed in
Section 2, construction of a
joint distribution function can
be carried out either by

– first constructing a marginal distribution function at each grid point and
then using a joint operator to define the joint distribution. For example,
use Eqs. (3) or (5) in possibility theory, and Eqs. (10) and (8) in Dempster-
Shafer theory.

– or in special cases, such as in the probabilistic case [18], directly from the
available information at the corners.

The second step is to compute the cell-crossing U-Measure value(s) for
proposition C for a cell after construction of its joint distribution function. The
value(s) of U-Measure(C) for a cell can be evaluated using Eq. 1 for possibility
theory or Eq. 6 for DS theory or Eq. (14) for probability theory. These steps
constitute the building blocks of the uncertainty-based marching cubes template
that has also been demonstrated schematically in Fig. 1.

Without loss of generality, we illustrate the idea for a 1D example (similar to
the example presented in [18]) while the concepts extend to higher dimensions.

Consider two adjacent points as corners of an edge with associated (uncer-
tain) scalar variables y1 and y2, respectively. Proposition C is equivalent to
considering the incidence of the values (y1, y2) belonging to

A = {(y1, y2) : (y1 ≥ θ & y2 ≤ θ) | (y1 ≤ θ & y2 ≥ θ)}. (13)

Now let us consider an ensemble of tuple values (y1, y2) as the uncertain scalar
values at the endpoints of an edge. A tuple from the ensemble results in an
edge crossing if the linear interpolant connecting its endpoints crosses value θ
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(Fig. 2 (a)). Fig. 2 (b) illustrates another representation (scatterplot) of the set of
(tuple) scalar values in Fig. 2 (a). Fig. 2 (b) makes it more clear that if the values
of a tuple belong to one of the subregions marked as A2 = {y1 ≥ θ & y2 ≤ θ} or
A4 = {y1 ≤ θ & y2 ≥ θ}, the linear interpolant associated with them will result
in an edge crossing. To evaluate the edge-crossing U-Measure values (i.e., the
measure of the support for proposition C from the available data), one needs
to construct a joint distribution function (e.g., fY (y) in Fig. 2 (c)) based on
a chosen uncertainty modeling framework. The edge-crossing U-Measure values
can then be computed as discussed earlier. For instance, in probabilistic model-
ing [18], probability measure is used to compute the U-Measure(C) values as

U-Measure(C) = Prob(C) =

∫
A2∪A4

fY (y), y = (y1, y2). (14)

(a) (b) (c)

Fig. 2. (a) An ensemble of linear interpolants in 1D: the linear interpolants that cor-
respond to the presence of an edge crossing are highlighted. (b) The values at the end
points of each linear interpolant have been demonstrated as points in R

2. The high-
lighted points correspond to tuples that result in presence of edge crossing in (a). (c)
A joint distribution function fY (y) inferred by fitting a multivariate Gaussian func-
tion to the data in (b). The regions corresponding to the presence of edge crossing are
highlighted in dark blue.

Note: i) The UMC template maintains a linear computational cost in terms
of the number of the cells and takes advantage of the local nature of the concept
of cell crossing similar to the deterministic version. However, it is important
to note that the overall computational cost of instances (instantiations) of the
UMC template for different uncertainty modeling frameworks is higher than the
deterministic version due to the cost associated with the construction of the dis-
tribution function and computation of the U-Measure. ii) We focus only on the
construction of the joint distributions that use an independent assumption (as
examples) even though our proposed framework can easily incorporate depen-
dence.

4 Results and Applications

In this section, we demonstrate the utility of the UMC template with three
experimental examples from each uncertainty modeling framework. In all the
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examples, the colormap has been scaled so that the highest level-crossing U-
Measure value is assigned to blue and the minimum level-crossing U-Measure
value is assigned to white. The scaling of the colormap helps to provide better
color contrast.

Note: The goal of the current work is to demonstrate the applicability of the
UMC template with different mathematical uncertainty modeling frameworks.
The comparisons among the mathematical modeling frameworks and among the
corresponding isocontour/isosurface extraction results are beyond the scope of
the current manuscript; they represent present and future work within the uncer-
tainty quantification field which may in part facilitated by our template. There-
fore, we present each example with specific mathematical modeling framework
and the corresponding visualization results.

4.1 Temperature Forecast Example Using Possibility Theory

We demonstrate the UMC template with possibility theory using a dataset from
the weather forecast application. For this example, we use one of the publicly
available weather forecast ensembles called SREF-CONUS (40km) temperature
ensemble by NOAA [1]. This ensemble consists of 21 members that are generated
by varying the forecast model and the initial conditions to account for various
sources of uncertainty (both model and parameter uncertainty). We have chosen
to use one of the predefined temperature isovalues adopted by NOAA that is
−15C at 500mb.

For this example, we use both parametric (Eq. 3) and nonparametric (Eq. 5)
techniques to construct possibility distributions. First two rows of Fig. 3 pro-
vides the visualization of the level-crossing possibility and necessity values in
both parametric and nonparametric settings. The possibility values suggest the
maximum/optimistic estimation for the chance of the presence of level-crossing
at each cell, and the region near the mean isocontour (visualized in black) has a
relatively higher maximum chance of the presence of level crossing. The neces-
sity values indicate the minimum/conservative estimation of the chance of the
presence of level crossing. Note that the colormap for necessity values has been
flipped to make them more visible. The region with parametric nonzero necessity
values is coincident with the mean isocontour, which is due to (a) the degree of
possibility π(y) = 1 is assigned to the mean ensemble ymean when we construct
the possibility distribution; and (2) the relation Nec(A) 	= 0 if Poss(A) = 1.

Note that the lack of smoothness of the computed possibility/necessity val-
ues in the nonparametric case is due to the oscillatory nature of the possibility
distribution function in the nonparametric setting. Instances of the distribution
functions constructed from an ensemble at one grid location are shown in Fig.
3 (c) and Fig. 3 (f). The parametric technique of constructing possibility distri-
bution has fewer degrees of freedom compared to the nonparametric technique;
therefore the resulting distribution function from the parametric technique is
less oscillatory.
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4.2 Computational Fluid Dynamics Example Using DS Theory

We use DS theory as the underlying mathematical framework for instantiation
of the uncertainty-based marching cubes template, and demonstrate the results
for a fluid simulation example, which is motivated by the use of ensembles in
computational fluid dynamics to study structures such as vortices.

For this example, we use the simulation of flow past a circular cylinder.
When the fluid passes an obstacle, the eddies or vortices are formed in a periodic
fashion and move in the direction of the flow field shown in Fig. 4 (a). Studying
the pressure of a flow field is among the simplest approaches to study vortex
structures. The center of a vortex typically corresponds to minimum pressure
values. Therefore, isocontours of the pressure field can be used to approximate

Fig. 3. The UMC template instantiated with possibility theory. Figures (a-c) demon-
strate the results for parametric and figures (d-f) demonstrate the results for non-
parametric technique. The possibility distribution demonstrated in (c) and (f) are
constructed from an ensemble at a single point in the dataset (the ensemble values are
represented with dots).
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Fig. 4. (top) An example of the vortex street formed by a flow past a cylinder, (middle)
cell-crossing plausibility values, (bottom) cell-crossing belief values.

the position and size of the vortices in a flow field. The number and the position
of vortices generated is affected by variation of the simulation parameters such
as the Reynolds number, initial conditions and boundary conditions.

Fig. 5. An m-function constructed from an
ensemble (dots).

For this example, we used the 2D
incompressible Navier-Stokes solver
as part of the Nektar++ software
package [2] to generate simulation
results for fluid passing our stationary
obstacle. We generated our ensemble
of size 40 by random perturbation of
the inlet velocity and the Reynolds
number. After normalizing the pres-
sure field of each ensemble member
based on the average of the pressure value for a unique and fixed point inside
the field behind the cylinder, we have chosen isovalue=−0.005.

We constructed the basic belief assignment (m-function) using the technique
discussed in Section 2. The cell-crossing belief and plausibility values (i.e., U-
Measure in DS theory) are visualized in Fig. 4. The plausibility values indicate
the maximum chance of level crossing at each cell whereas the belief values
indicate the minimum chance. As an example, the m-function constructed from
the ensemble at one grid location is shown in Fig. 5 and is constructed as
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m({y <= θ}) = 0.1306, m({y > θ}) = 0.5748, (15)

and m(A1 ∪ A2) = 1 − m(A1) − m(A2) where A1 = {y <= θ}, A2 = {y > θ}.
As Fig. 5 demonstrates, the constructed m-function is not oscillatory and hence
the resultant U-Measures values have smooth transitions.

4.3 Synthetic Example Using Probability Theory

In the last example, we show that our UMC template is applicable to a
high-dimensional dataset. Specifically, we provide the result of our UMC
template on a 3D synthetic example given in [18] through volume render-
ing of the probability cell-crossing values (i.e., the U-Measure in probabil-
ity theory). The synthetic data contains an ensemble of 45 volumetric data
using the analytical formula: μ(x, y, z) = (cos(7x) + cos(7y) + cos(7z))exp(ar)

where r =
√

x2 + y2 + z2 and a = −4.5. Each ensemble member is

Fig. 6. 3D Uncertainty-based marching cubes:
with a parametric modeling assumption, the
UMC (template) translates into probabilistic
marching cubes [18].

a volumetric data of size 300 ×
300 × 250 where a has been per-
turbed by adding normally dis-
tributed noise values. For this
example, we use our UMC
template with the probability-
theory-based parametric model-
ing assumption. In this case,
the instantiation of our template
is equivalent to the probabilis-
tic marching cubes algorithm [18]
and the U-Measure in this case is
the chance of the presence of level
crossing (i.e., probability values).
Fig. 6 shows that probability values are much smaller around the corners of the
volumetric data compared to the values at the center.

5 Summary and Conclusions

This paper applies possibility theory and Dempster-Shafer (DS) theory as alter-
native uncertainty modeling frameworks of probability theory to the isosurface
extraction from uncertain scalar fields. It proposes an uncertainty-based march-
ing cubes template as an abstraction of the conventional marching cubes algo-
rithm with a flexible uncertainty measure. The effectiveness and applicability of
the template are demonstrated in a few examples of uncertain isosurface extrac-
tion from an ensemble of scalar fields.

In the future, the proposed framework can be used to further study the choice
of different mathematical frameworks for the representation and quantification of
specific types of uncertainty (aleatoric, epistemic or their mixture) in different
data formats. Some of the limitations of the current work also suggest inter-
esting avenues for future research. For example, designing techniques to infer
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dependence structure suitable for possibility and Dempster-Shafer theories is an
interesting avenue of future research that can potentially result in improving
the quality and accuracy of uncertainty modeling using these theories; and deci-
sion making based on visualization of the results of dual measures could be an
interesting future research direction as well.
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18. Pöthkow, K., Weber, B., Hege, H.C.: Probabilistic marching cubes. Computer
Graphics Forum 30(3), 931–940 (2011)

19. Regan, H., Ferson, S., Berlent, D.: Equivalence of methods for uncertainty propa-
gation of real-valued random variables. International Journal of Approximate Rea-
soning 36, 1–30 (2004)

20. Roy, C.J., Oberkampf, W.L.: A comprehensive framework for verification, valida-
tion, and uncertainty quantification in scientific computing. Computer Methods in
Applied Mechanics and Engineering 200, 2131–2144 (2011)

21. Shafer, G.: A Mathematical Theory of Evidence. Princeton University Press (1976)
22. Yager, R.R.: A general approach to uncertainty representation using fuzzy mea-

sures. In: FLAIRS Conference, pp. 619–623. AAAI Press (2001)
23. Zadeh, L.A.: Fuzzy sets as a basis for a theory of possibility. Fuzzy Sets and Systems

1, 3–28 (1978)



On Customer Satisfaction of Battery Electric
Vehicles Based on Kano Model: A Case Study

in Shanghai

Yanping Yang, Hong-Bin Yan(B), and Tieju Ma

School of Business, East China University of Science and Technology,
Meilong Road 130, Shanghai 200237, People’s Republic of China

hbyan@ecust.edu.cn

Abstract. Due to the greenhouse effect and limited energy resources,
more and more countries and firms have put more attention to clean
energy so as to reduce pollution emissions. The development of battery
electric vehicle (BEV) becomes crucial to meet the government and soci-
ety’s demands. As one new product with immature technology, there
are many factors affecting the wide utilization of BEV. It is necessary
to study customer satisfaction of BEV so as to distinguish customer
needs, help find the way to improve customer satisfaction, and identify
critical factors. Considering the non-linear relationship between prod-
uct performance and customer satisfaction, the Kano model is used to
analyze customer needs for the BEV so as to promote the adoption of
BEV in Shanghai. Four approaches to Kano model are used to cate-
gorize the BEV attributes as must-be quality, one-dimensional quality,
attractive quality and indifferent quality. According to the strategic rule
M > O > A > I, the priorities of efforts towards promoting the adop-
tion of BEV is identified, i.e., the government and vehicle firms have to
fulfill all the must-be requirements. They should make great improve-
ment of one-dimensional qualities to make the BEV competitive to the
traditional motor vehicles. Finally, the customers will be very satisfied if
the attractive requirements are fulfilled.

Keywords: Battery electric vehicle · Customer satisfaction · Priorities ·
Kano model

1 Introduction

With the rapid economic development over the past three decades, the total
energy consumption in China has increased greatly from 57144 to 375000 (10000
tons of SCE), and the crude oil consumption surges more than 5 times from
12971.6 to 69000 (10000 tons of SCE) [11]. Such a large amount of energy
consumption has created heavy energy emissions, which leads to quite serious
air pollution in China. As one major source of pollution emissions in China,
the road transportation has accounted for about 8% of pollution emissions [1].
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V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 350–361, 2015.
DOI: 10.1007/978-3-319-25135-6 33



KANO Model for BEV 351

With the rapid economic development, the quantity of motor vehicles in China
has reached 137 millions until 2013. Unfortunately, the majority meet relatively
low emission standards.

Consequently, Chinese government has been actively exploring and develop-
ing effective solutions to reduce exhaust emissions brought by the populariza-
tion of motor vehicles so as to reduce the crude oil consumption and improve
the air quality. The promotion of new energy vehicles, especially battery electric
vehicle (BEV), is one effective way to reduce air pollution [4]. The BEV, one
energy-saving and environment-friendly technology, is completely powered by
rechargeable batteries (such as lead-acid batteries, nickel cadmium batteries),
and excels in lower driving cost, comfort, and quiet driving performance [5]. By
replacing conventional motor vehicles, the BEV will save the oil consumption
and reduce pollution emissions. It’s essential for the government to support the
development of BEV technologies. On the other hand, the firms have to contin-
ually improve BEV’s performance to meet customers’ needs by R&D activities.

Quite different from the internal-combustion engine in conventional motor
vehicles, the BEV is characterized by limited driving range, new form of fuel
refilling, and other attributes, which may create customers’ resistance to utilize
the BEV in practice. Many studies have focused on the factors affecting the pur-
chasing decision of BEV to enhance customer satisfaction, which is considered
to be important for product design and development to succeed in the market
place [10]. For example, Sierzchula et al. [13] discussed the relationship between
the utilization rate of electric vehicles and the fiscal stimulus, and other social
factors by collecting more than thirty countries’ data. It was concluded that the
fiscal stimulus, number of charging piles, and the presence of local electric vehi-
cle production base are associated with the utilization of pure electric vehicles;
however, the fiscal stimulus or sufficient charging infrastructures cannot grantee
high utilization rate of electric vehicles. Mau et al. [9] concluded that customers’
preferences on price, fuel costs, government subsidies, driving range, charging
facilities, service and maintenance have great effects on the utilization rate of
electric vehicles. Park et al. [12] predicted the impact on the fuel cell vehicles
caused by price change rate and charging stations, based on Bass diffusion model
and dynamics.

In summary, there are many factors affecting the adoption of BEV in practice.
Most researchers only focus on the analysis of barriers and policies [3,6,14], little
research has focused on the development orientation and the priority of factors
to improve the BEV. It is important for the improvement of BEV’s performance
to understand customers’ preferences on the adoption of BEV. It is necessary to
study customer satisfaction of BEV, so as to distinguish customer’ needs, help
find the way to improve customer satisfaction, and identify critical factors. Due
to the variety of customers’ preferences, it is difficult for the firms and govern-
ment to determine what they should focus on and how to be more targeted.
In general, analysis of customer needs involves three aspects [15]: (1) know-
ing what the customers want and prefer to, (2) the product functional require-
ments prioritization, and (3) the classification of the functional requirements.
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Traditional customer need analysis assumes a linear relationship between cus-
tomer satisfaction and the performance of product. Taking a different perspec-
tive, Kano model [7] combines with hygiene-motivational factors, which is based
on nonlinear relationship and takes into account the psychology of customers.
The Kano model can identify and classify customer needs by the common sur-
veys.

Toward this end, the main focus of this research is to identify and classify the
customer needs of BEV based on the Kano model. By this way, we may use a sys-
tematic approach to distinguish consumer needs, identify and prioritize the key
factors, and find ways to improve customer satisfaction of the BEV. This research
will offer a guidance to the firms to make a trade-off of customer satisfaction
and R&D costs. The government can also put forward relevant policies to accel-
erate the promotion of BEV. The reminder of this paper is as follows. Section 2
reviews four approaches to Kano model. The methodology of customer satisfac-
tion based on Kano model is presented in Section 3. In Section 4, the proposed
methodology is applied to BEV in Shanghai by means of the four approaches to
Kano model. The results are also compared with each other. Finally, this paper
is concluded in Section 5.

2 The Kano Model

Inspired by Herzberg’s two-factor theory, Noriaki Kano [7] proposed the Kano
model in 1984 to establish the cognitive dimension about fulfillment of product
quality characteristics and customer satisfaction. In general, Kano model divides
the product attributes into six types:

– Must-be attribute (M). It’s the product’s basic requirement and essential
to the product or service. If well fulfilled, the satisfaction of customers will
not be improved; but if not fulfilled, customers will be extremely dissatisfied
with the product.

– One-dimensional attribute (O). If well fulfilled, the customer satisfaction will
be improved; if not fulfilled, customers will be dissatisfied with the product.
Such a type of attributes has a a linear relationship with customer satisfac-
tion.

– Attractive attribute (A). Such a type of attribute will surprise the customer
and cause satisfaction. But if it doesn’t exist, it will not cause dissatisfaction.

– Indifferent attribute (I). The attribute doesn’t have significant influence on
the satisfaction. Customers will not pay attention to this type of attributes.

– Reverse attribute (R). The customer doesn’t expect this attribute. Its pres-
ence will cause dissatisfaction.

– Questionable attribute (Q). The customer gives conflicting answers to this
type of attributes.

Fig. 1 shows the relationship between product performance and customer sat-
isfaction. The horizontal axis represents the state of fulfillment of the product
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Fig. 1. The Kano model.

performance and the vertical axis represents the customer satisfaction [7]. In this
axis, only four attributes are described.

There are several possible analytical methods to rank customer needs. The
simple way is to divide the attributes by the frequencies of responses, known
as “Frequency-based Attributes Category”. The attribute will belong to the
category which is the mostly frequently occurring dimension. Such a method
is the traditional way to categorize these attributes based on the mode statistic,
described as follows:

Grade = max{M,O,A, I,R,Q}. (1)

The frequency based method can increase the “noise level” to a point where
all “requirements” are considered indifferent. For example, if 18 answerers clas-
sify a function as one-dimensional, 19 as attractive, 18 as must-be, 20 as indif-
ferent, 2 as reverse, and 3 as questionable, then the mode statistic classifies this
function as indifferent even though 57 out of 82 people answering say that they
need this function in one way or the other. One way to decrease the noise level
is the comparison-based method, which modifies the mode statistic as follows:

Grade =

{
max{M,O,A}, if (M + O + A) > (I + R + Q);
max{I,R,Q}, otherwise.

(2)

which indicates that if the sum of One-dimensional, Attractive, and Must-be is
larger than sum of Indifferent, Reverse and Questionable, then the attribution
will fall into the maximum of the first three. According to the statistic mode
above, the attributes can be arranged into groups as the following order:

M > O > A > I > R > Q.
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Fig. 2. The Kano evaluation table.

The evaluation rule above can be used to set proper order to fulfil these require-
ments.

The above two methods define final classification based on frequency. How-
ever, it is difficult to reflect the difference in the properties for the impact of cus-
tomer satisfaction and dissatisfaction [8]. Berger et al. [2] proposed two indexes
to reach this objective. The customer satisfaction index indicates that the degree
of satisfaction can be created and the dissatisfaction can be prevented by meet-
ing the function. The customer requirements can be classified by the method
proposed in [2]. When the attribute is equipped or not, the assignment of the
satisfaction and dissatisfaction level is proposed. The attributes can fall into
two-dimensional diagram based on satisfaction index and dissatisfaction index,
defined as follows:

SatIndex =
A + O

A + O + M + I

DisSatIndex =
M + O

A + O + M + I

(3)

The satisfaction index is between 0 and 1, when it is close to 1 means the
attribute will make highly influence on customer satisfaction, while it is close to 0
means little influence on customer satisfaction. Similarly, value of dissatisfaction
index is greater means the impact is greater on customer dissatisfaction. For
each attribute, different coordinate value corresponds to different location. Each
attribute means one point, every point scatters in the corresponding location.

– If satisfaction index SatIndex < 0.5, dissatisfaction index DisSatIndex < 0.5,
the attribute is indifferent.

– If satisfaction index SatIndex < 0.5, dissatisfaction index DisSatIndex ≥ 0.5,
the attribute is must-be.

– If satisfaction index SatIndex ≥ 0.5 and dissatisfaction index DisSatIndex ≥
0.5, it is one-dimensional.

– If satisfaction index SatIndex ≥ 0.5 and dissatisfaction index DisSatIndex <
0.5, the attribute is attractive.

The M > O > A > I rule is be used to organize the importance of these
qualities. The preliminary category of these three methods above is determined
by means of the Kano evaluation table in 2.
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Table 1. Scales of the functional/dysfunctional attributes

Answers I like It must be I am neutral I can live with I dislike

If the attribute is provided. 1 0.5 0 -0.25 -0.5

If the attribute isn’t provided. -0.5 -0.25 0 0.5 1

In order to further classify the attributes quantitatively, the analytical Kano
model [15] is put forward to analyze customer needs. If the product is com-
posed of I attributes, the product attributes can be identified as F = {fi|i =
1, 2, . . . , I}, where fi represents the i-th attribute. Each respondent evaluates
the functional and disfunctional attributes as eij = (xij , yij , wij), where xij is
the evaluation of the jth respondent to the product without the i-th attribute
or function, yij is the evaluation of the jth respondent to the product with the
i-th attribute or function, wij is the importance of the j-th respondent to the
i-th attribute. Next, for each fi, the average level of satisfaction for the dysfunc-
tional form question is defined as Xi, and the average level of satisfaction for
the functional form question is defined as Y i, i.e.,

Xi =
1
J

J∑

j=1

wij · xij , Y i =
1
J

J∑

j=1

wij · yij (4)

The value pair (Xi, Y i) can be plotted in a two-dimensional diagram, where the
horizontal axis indicates the dissatisfaction score and the vertical axis stands for
the satisfaction score. The analytical Kano takes into account of the customer
self-stated importance and the score of the importance falls into the interval
[0, 1]. This method designs the scoring scale of satisfactions and dissatisfactions,
which are asymmetric and view positive answers are stronger than the negative
ones, as shown in Table 1.

3 Research Methodology

In this study, the Kano model is applied to analyze the factors affecting
customer’s purchasing decision and prioritize these customer requirements to
improve the performance targeted. The steps to apply Kano model into analysis
of BEV are as follows.

– 1) Collect Customer Needs. There are many attributes affecting the
development of BEV. It is necessary to distinguish key BEV attributes. The
common method is to confirm potential customer requirements which con-
stitutes questionnaire by a vast amount of literature collecting and summa-
rizing.

– 2) Develop the Kano Questionnaire. To construct the questionnaire,
we formulate a pair of questions for each potential customer need for which
you desire customer feedback. The first question is how a customer feels if
the attribute/function is provided, and the other is that how the customer
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feels if the attribute/function isn’t provided. For each question, customer is
required to select one from five answers: “I like it that way”, “It must be
that way”, “I am neutral”, “I can live with it that way” and “I dislike it
that way”. Crossing the answers of each pair of question, customer needs
can be evaluated into different dimensions (M: must-be attribute, O: one-
dimensional attribute, A: attractive attribute, I: indifferent attribute, R:
reverse attribute, Q: questionable attribute).

– 3) Test the Questionnaire and Revise if Necessary. When a question-
naire is to be sent to many customers, it is important that it be understand-
able. This is especially true of a Kano questionnaire, since it is unfamiliar
to most people asked to fill it out. Therefore a test run will help us identify
unclear wording, typographical errors, or confusing instructions. To do so,
firstly try to predict the interviewees’ response and guess the questions the
customer may not understand; secondly, select some students to answer the
questionnaire, analyze the results to check the problems which may exist in
the it, revise the questions and retest; finally comprehend the interviewees’
feedback and revise the questions if necessary.

– 4) Administer the Questionnaires to Customers. Select customers to
fill in the questionnaires. This research is about behavior of buying cars in
Shanghai. So the customers working or settling in Shanghai are the ones who
can afford the cars or be familiar with cars.

– 5) Process and Analyze the Results. Based on the data collected, we will
analyze the customer needs of BEV by means of the four methods reviewed
in Section 2. Consequently, BEV attributes are divided into four categories,
which will support the BEV firms and government to make appropriate
decisions and policy suggestions to promote faster development of the BEV
sector.

4 Case Study: The BEV in Shanghai

In this section, the methodology introduced in Section 3 will be used to analyze
the customer needs of BEV in Shanghai. As one new product with immature
technology, the attributes affecting the customers’ purchasing decision of BEV
are quite different from the traditional motor vehicles. Therefore, it is necessary
to gain insight into the attributes with respect to the customer satisfaction
and firm’s capacity. By summarizing a large number of relevant literature and
taking into account of the environment and policy issues in Shanghai, finally 20
attributes of BEV are identified, as shown in Table 2.

Our Kano questionnaire is composed of two parts: the first one is the demo-
graphic information of respondents, e.g., gender, education; the second one con-
sists of 20 pairs of questions with respect to the 20 attributes in Table 2. Taking
attribute f2 “government subsidy” as an example, the questions are designed
as shown in Fig. 3. The respondents who have cars or want to buy new cars in
Shanghai were asked to provide their answers with respect to the 20 pairs of ques-
tions via two means: face-to-face survey and e-mail. Overall, 103 questionnaires
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Table 2. BEV attributes

Attributes Description of BEV attributes Benefits provided to customers

f1 Relatively low price Beneficial

f2 Government gives subsidy Beneficial

f3 Low fuel costs Beneficial

f4 Low maintenance costs Beneficial

f5 Free license plate Beneficial

f6 Sufficient charging station Convenient

f7 High level after-sale service Convenient, cheerful

f8 Pre-sale consulting service Convenient, cheerful

f9 Complete charging in 15 minutes Fast, convenient

f10 Battery cycle life is longer than 5 years Beneficial

f11 Maximum speed is over 120km/h Fast

f12 Driving range exceeds 120km Convenient

f13 A wide variety of BEV types Cheerful

f14 Attractive vehicle’s appearance Cheerful

f15 Good reputation Cheerful

f16 Various brands Cheerful

f17 Operational convenience Convenient, safe

f18 Good acceleration Fast, safe

f19 Comfortable Cheerful

f20 Safe Safe

Fig. 3. Example of Kano questionnaire: Government subsidy.

were distributed to customers. Since some respondents gave apparently para-
doxical answers, the questionnaires answered by them were regarded as invalid.
Finally a total of 77 respondents’ answers were viewed as reasonable, i.e. the
effective response rate is 74.8%.

With the Kano evaluation data collected, we now use the four Kano methods
to process and analyze the customer needs of BEV in Shanghai. With the prin-
ciple of frequency-based and comparison-based category, the classification of the
attributes can be obtained, as shown in Columns 2-3 of Table 3. Based on the
index-based and analysis-based method, classifications of the BEV attributes
are shown in Columns 4-5 of Table 3 and plotted in Fig. 4. These two methods
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Table 3. Kano categorization of BEV attributes based on four methods.

Attributes Frequency-based Comparison-based Index-based Analysis-based Category

f1 I A A O A

f2 A A A O A

f3 A A A O A

f4 O O O O O

f5 O O O O O

f6 M M M O M

f7 M M M O M

f8 I M I O I

f9 A A A O A

f10 M M M O M

f11 M M M O M

f12 M M M O M

f13 I I I A I

f14 I A A A A

f15 A A A O A

f16 A A A A A

f17 M M M O M

f18 I M I O I

f19 M M M O M

f20 M M M O M

are based on the satisfaction and dissatisfaction indexes to categorize the BEV
attributes. It should be noted that in the analysis-based method, the impor-
tance values of BEV attributes are set to be 1 so as to make the four methods
be compared reasonably with each other.

It is clearly seen from Table 3 that with the same data set, different results
can be obtained by means of the four Kano methods. The classification results
of the first three methods are very similar with each other. With the analysis-
based method, the attributes are located close to each other in the coordinate
axis (Fig. 4), in other words, the classification results by the analysis-based
methods is not so good. Therefore, we only compare the first three methods. In
addition, the “majority rule” is used to obtain the final categorizations of the
BEV attributes, as shown in Column 6 of Table 3.

It is derived that the attributes “f6: Sufficient charging station”, “f7: High
level after-sale service”, “f10: Battery cycle life is longer than 5 years”, “f11:
Maximum speed is over 120km/h”, “f12: Driving range exceeds 120km”, “f17:
Operational convenience”, “f19: Comfortable”, and “f20: Safe” are categorized
as must-be type. It means that without these functions, the customers will be
very dissatisfied; however, these functions can not increase customer satisfaction.
Taking the attribute “Sufficient charging station” as an example, as a new tech-
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(a) The index based method (b) The analysis based method

Fig. 4. Attributes classification of BEV

nology, the customers are worry about the charging stations of BEV. If there
are fewer stations, the customers are very dissatisfied. In this sense, “sufficient
charging station” is a prerequisite for the customers to use the BEV in practice.

The attributes “f4: Low maintenance costs” and “f5: Free license plate”
are viewed as one-dimensional quality. It means that with these functions, the
customers will be satisfied; and without these functions the customers will be
dissatisfied. The Shanghai government has put forward “vehicle license auction
policy” to limit the quantity of traditional motor vehicles. In April 2015, more
than 150 thousands customers bid the license plate in Shanghai, and the auction
price of one license plate is quite expense as high as the license plate in Shanghai
can cost as high as 80, 600 RMB (about 13,000 US $). Compared with the tra-
ditional motor vehicles, free license plate is a great advantage and will promote
the adoption of BEV. In Shanghai, many customers choose to buy one BEV
just because the license plate is free and bid is not needed. The license plate
can make influence on customer’s satisfaction and dissatisfaction. Therefore, the
government should keep the policy of free license plate until the BEV technol-
ogy has been greatly improved. Lower maintenance cost will increase customer
satisfaction and higher maintenance cost will increase customer dissatisfaction.

The attributes “f1: Relatively low price”, “f2: Government gives subsidy”,
“f3: Low fuel costs”, “f9: Complete charging in 15 minutes”, “f14: Attractive
vehicle’s appearance”, “f15: Good reputation”, and “f16: Various brands” are
classified as attractive quality. We can conclude that “high price” has little effect
on customer dissatisfaction of BEV. Customers who tend to buy BEV already
know the prices of BEV are more expensive than the one of traditional motor
vehicles; due to the immature technology and lack of large-scale production, high
price of the BEV means it doesn’t create customer dissatisfaction. However, lower
price will significantly increase customer satisfaction. As for the government
subsidy, the Shanghai government now provides subsidy to customers who buy
BEV. This policy has greatly promoted the adoption of BEV.
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The attributes “f8: Pre-sale consulting service”, “f13: A wide variety of BEV
types” and “f18: Good acceleration” are categorized as indifferent quality. This
means that the firms don’t need pay much attention to these functions at present.

In summary, according to the strategic rule M > O > A > I, the government
and vehicle firms have to fulfill all the must-be requirements, otherwise customers
will be very dissatisfied with the BEV. They should make great improvement
of one-dimensional qualities to make the BEV competitive to the traditional
motor vehicles. Finally, the customers will be very satisfied if the attractive
requirements are fulfilled.

5 Conclusions

As one energy-saving and environment-friendly technology, there are many
obstacles to the wide adoption of BEV in practice due to the immature tech-
nology. It is important to identify and classify the customer needs of BEV so as
to help government and firms to pay attention to the attributes which affects
customers’ purchasing decision of BEV. In this study, customer need analysis for
the BEV is investigated based on Kano model to promote the adoption of BEV
in Shanghai. To do so, a total of 20 BEV’s attributes are firstly determined
by summarizing the previous researches and combining current advantages of
policy. Secondly, it takes into the customer’s psychology account, and com-
bines the frequency-based, comparison-based, index-based and analysis-based
methods to categorize the BEV attributes. The BEV attributes are classified
as must-be quality, one-dimensional quality, attractive quality and indifferent
quality. According to the strategic rule M > O > A > I, the priorities of efforts
towards promoting the adoption of BEV are identified, i.e., the government and
vehicle firms have to fulfill all the must-be requirements, otherwise customers
will be very dissatisfied with the BEV. They should make great improvement of
one-dimensional qualities to make the BEV competitive to the traditional motor
vehicles. Finally, the customers will be very satisfied if the attractive require-
ments are fulfilled.
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Abstract. This paper aims to analyze the co-movement and dependence of three 
stock markets, oil market, and gold market. These are gold prices as measured by 
gold future, crude oil prices as measured by Brent, and stock prices as measured 
by three developed stock markets comprising the U.S. Dow Jones Industrial Av-
erage, the London Stock Exchange, and the Japanese Nikkei 225 index. To cap-
ture the correlation and dependence, we employed the application of C-vine copu-
la and D-vine copula. The results demonstrate that the C-vine copula is a structure 
more appropriate than the D-vine copula. In addition, we found positive depen-
dency between the London Stock Exchange and the other markets; however, we 
also obtained complicated results when the London Stock Exchange, the Dow 
Jones Industrial Average, and Brent were given as the conditions. Finally, we 
found that gold might be a safe haven in this portfolios. 

Keywords: C-D vine copula · London stock exchange · Tokyo stock exchange · 
Oil price · Gold price 

1 Introduction 

In the present day, stock markets, oil markets, and gold markets play an important 
role in world economy. These markets are of considerable interest to investors who 
need to diversify their portfolio. In mid-2014, the New York Stock Exchange (Dow 
Jones Industrial Average: DJIA), the London Stock Exchange (FTSE 100), and the 
Tokyo Stock Exchange (Nikkei) were the three stock exchange markets that handled 
the largest stock exchange in the world in both market capitalization and trade value. 
The total market capitalization of these markets amounted to more than $20,000 bil-
lion, whereas the total trade value was almost $40,000 billion. These figures indicate 
that these stock markets attract many investors. However, as mentioned earlier, inves-
tors need to allocate their investment; thus, the gold market and the oil market become 
lucrative alternative-investment choices for investors.  

Oil markets and gold markets are markets popular to investors. They play an  
important role in the world economy because these are, respectively, the most traded 
raw material and precious metal. The study conducted by Miller and Ratti [7] revealed 
that oil, the main input in production, can influence the price of the production.  
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Additionally, a study carried out by Samanta and Zadeh [10] confirmed that the high 
volatility of oil price has serious impact on other macroeconomic variables including 
gold and stock price. In the case of the gold market, the role of the gold market is impor-
tant to the investor, especially during periods of turbulence. The gold market is a safe 
haven for investment when the economy fares worse than expected [8]. Volatility in the 
stock or the oil market leads the investor face with higher risks. Moreover, global eco-
nomic crises, especially the Euro zone and the United States crises, are other factors 
that cause higher volatility in global economy. Therefore, investors choose to reduce 
the risk involved by allocating their investment to the gold market. 

Although investors could reduce their portfolio risk by allocating their investment 
to various other markets, the movements of these markets, sometimes, are highly 
volatile, and they effect considerable impact on each other. Therefore, understanding 
the co-movement and dependency between stock prices, oil prices, and gold prices 
has become important enough to be of interest for financial analysis and portfolio 
management, especially in periods of turbulence.  

There are many methods that examine the relationship between two random va-
riables; however, these methods cannot provide any information about the variation of 
variables across their distributions [8]. Thus, one way to analyze the co-movement and 
dependences between these three markets is to use the copula approach. In the last dec-
ade, copula modeling has become a crucial tool in financial economics. The copula 
theory was introduced in the form of Sklar’s theorem and developed by Joe and Hu [5] 
who originally proposed the pair-copula construction (PCC). Then, Bedford and Cooke 
[3] extended PCC and proposed copula models, called regular vine copulas, which are 
flexible for use even in high dimensions and allow the mixing of several families in high 
dimension copulas. As a result, vine copulas have been mostly employed in financial 
time series. In recent times, it was Aas, Czado, Frigessi, and Bakken [1] who first  
applied vine copulas and introduced the canonical vine (C-Vine) and the drawable vine 
(D-vine) copulas, which provide a starting point for high dimensions and allow the em-
ployment of different dependency structures between the different pair copulas [12]. 
Therefore, in this study, we propose a C-vine and D-vine copula approach to estimate 
the co-movement of and the dependence between three stock markets, the oil market, 
and the gold market. These are gold prices as measured by gold future, crude oil price as 
measured by Brent, and stock prices as measured by the three developed stock markets 
comprising the U.S. Dow Jones Industrial Average, the London Stock Exchange, and 
the Japanese Nikkei 225 index. The vine copula has been used in many studies which 
include Ayusuk and Sriboonchitta [2], Puarattanaarunkorn and Sriboonchitta [9],  
Sriboonchitta, Liu, Kreinovich, and Nguyen [12,13], Liu, Sriboonchitta, Nguyen and 
Kreinovich [6], Sriboonchitta, Liu and Wiboonpongse [14], Tang, Sriboonchitta and 
Yuan [15], and Yuan, Sriboonchitta and Tang [16]. 

The remainder of this study is constructed as follows. In section 2, we describes the 
C-vine and the D-vine copulas, and the estimation strategy. Section 3 presents the 
data used. Section 4 provides the empirical results and discussion. In the last section, 
the conclusion is provided. 
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2 Methodology 

2.1 Basic Concepts of Copula 

According to Sklar’s theorem [11], an n -dimensional copula 1( ,...., )nC u u is a 

multivariate distribution function in [0,1]n  whose marginal distribution ( )u  is 
uniform in the [0,1]  interval. In addition, Skalar [11] showed a link between multi-
variate distribution functions and their marginal distribution functions, and presented 
a basic concept for any joint distribution 1( ,..., )nH x x  with marginal distribution

1 1( ),..., ( )n nF x F x , as follows: 

             1 1 1( ,..., ) ( ( ),..., ( ))n n nH x x C F x F x                      (1) 

The copula density c is obtained by differentiating Eq. (1); thus, we get 
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where h  is the density function associated to H ; if  is the density function of each 
marginal distribution; and c is the copula density 

2.2 GARCH Models for Univariate Distributions 

In this study, we propose a univariate ARMA(p,q)-GARCH(m,n) specification which 
is often chosen to model the marginal distribution of data. It can be described as 
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where tu  and th  are, respectively, the conditional mean and variance equation, 

given past information. t  is the residual term which consists of the standard va-

riance, th , and the standardized residual, t , which is assumed to have a Gaussuan 
distribution, a Student-t distribution, and a skewed-t distribution. Then, the best-fit 
marginal distribution provides a standardized ARMA(p,q)-GARCH(m,n) residual 
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which is transformed into a uniform distribution in [0,1]. This step is the first  
step of the estimation procedure; thus, it is necessary to choose the  
best-fit ARMA(p,q)-GARCH(m,n) to obtain standardized residuals since they  
are joint distribution functions defined over 

, , , ,( , )i t i i t i t i tu F x u h  and 

, 1 1, 1, 1,( , ) , 1, ... 1i t i i t i t i tu F x u h i n      , where ,i tu 1,i tu   are uniform in (0,1). 

Finally, the cumulative distributions of the standardized residuals are plugged into the 
model comprising the vine copulas further. 

2.3 C-Vine and D-Vine Copulas 

In this study, we estimated the co-movement between three developed stock markets, 
the gold price, and the oil price based on C-vine and D-vine copulas, as introduced by 
Aas et al. [1]. In this section, we provides general form of C-vine and D-vine copulas, 
and proposed a starting point for the joint probability density function of d-dimension, 
as follows: 

 1 1 2 1 3 1 2 1 2 1( , ...., ) ( ) ( ) ( , ).... ( , , ....., )d d df x x f x f x x f x x x f x x x x 
   

(6) 

According to Sklar’s theorem, as far as the examples of a three-dimensional  
random vector case are concerned, we know that 

2 1 12 1 1 2 2 2 2( ) ( ( ), ( )) ( )f x x c F x F x f x  

3 1 2 2 1 3 1 13 1 1 3 3 3 3231 21 31( , ) ( ( ), ( )) ( ( ), ( ) ( ))f x x x c F x x F x x c F x F x f x    

thus, we get 

             1 2 3 2 1 3,1 3 1 12 1 1 2 2231 21

13 1 1 3 3 1 1 2 2 3 3

( , , ) ( ( , ), ( )) ( ( ), ( ))

( ( ), ( )) ( ) ( ) ( )

f x x x c F x x F x x c F x F x

c F x F x f x f x f x


, 

 

where 12c , 13c , and 231c  are the pair copulas; ( )iF   is the cumulative distribution 

function (cdf) of ix . 
In the vine copula approach, there are several possible decompositions of the con-

ditional distributions; therefore, we proposed the application of C-vine and D-vine 
copulas which are classes of the vine copula approach. As far as Bedford and Cooke 
[3] are concerned, they introduced a graphical model called vine and proposed two 
structure vines called C-vine tree and D-vine tree. In the C-vine tree, each tree has a 
unique node, the first root node, which connects with all the other nodes. Thus, the 
joint probability density function of d-dimension for C-vine can be form as 

1

1 1 1 1 1, 1,..., 1
1 1 1

( ,.... ) ( ) ( ( ,.... ), ( ,...., ))
d jd d

d k k j j j i jj j j j
k j i

f x x f x c F x x x F x x x


   
  

  (7) 
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By contrast, in the D-vine tree, each tree is not connected to more than two nodes. 
Thus, the joint probability density function of d-dimension for D-vine can be form as 

1

1 1 1 1 1, ( 1),...,( 1
1 1 1

( ,.... ) ( ) ( ( ,...., ), ( ,...., ))
d jd d

d k k i i i j j i i i ji i j i i j
k j i

f x x f x c F x x x F x x x


         
  

  (8) 

where ( )k kf x  denotes the marginal density of kx , 1,....,k d ; , 1,..., 1j j j jc    and 

, ( 1),...,( 1i i j i i jc      are the bivariate copula densities of each pair copula in C-vine and 

D-vine, respectively. Lastly, the conditional distribution function for the  
d-dimensional vector v  can be written as  

( ( ), ( ))
( , ) ( )

( )
j j

j j jxv v

j j

C F x v F v v
F x v F x v

F v v
 

 




 


 

where the vector jv  is an arbitrary component of vector v  and the vector jv  is 

vector v  excluding jv [11]. Further, 
i jxv v

C


 is a bivariate conditional distribution 

of x  and jv  is conditioned on jv  with parameters ( ) specified in tree d . 

The crucial question regarding the structures of C-vine and D-vine copulas is how 
to order the sequences of variables in the C-vine and the D-vine models. Czado, 
Schepsmeier, and Min [4] suggested that ordering may be given by choosing the 
strongest correlation in terms of absolute empirical values of pairwise Kendall’s 's
as the first node. For the D-vine copula, the ordering may be given by the order that 
has the biggest value of the sum of empirical Kendall’s 's . 

3 Estimation 

In the first step of the estimation procedure, the ARMA-GARCH filter is employed to 
obtain the univariate parameters and then the data are transformed using empirical 
cumulative distribution (ecdf). To test whether the transformed standardized residuals 
have uniform distribution in [0,1], we use the Kolmogorov–Smirnov test for goodness 
of fit. In addition, the Ljung–Box test is employed to test autocorrelation in the stan-
dardized residual. 

Previously, we provided general expressions of C-vine and D-vine copulas for five 
variables comprising three developed stock markets, the oil price, and the gold price, 
and presented a starting point for the joint probability density function of five dimen-
sions as 1 2 3 4 5, , , ,X x x x x x  with the marginal distribution function 1 2 3 4 5, , , ,F F F F F . 
By recursive conditioning, we can write the joint density function as 

1 2 3 4 5 1 2 1 3 1 2 4 1 2 3 5 1 2 3 4( , , , , ) ( ) ( ) ( , ) ( , , ) ( , , , )f x x x x x f x f x x f x x x f x x x x f x x x x x .
 (9) 
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In the process of parameter estimation in the C-vine and the D-vine copulas, by 
following Czedo et al. [4], firstly, the sequential maximum likelihood estimation was 
conducted in order to obtain the initial value for the C-vine copula and the D-vine 
copula. Note that, in this study, the Gaussian copula, T copula, Clayton copula, Frank 
copula, Gumbel copula, Joe copula, BB1 copula, BB6 copula, BB7 copula, BB8 co-
pula, and rotate copulas are bivariate copula families which are selected for each con-
ditional pair of variables in the sequential estimation. Nevertheless, an appropriate 
bivariate copula family was chosen by taking into consideration the lowest Akaike 
information criteria (AIC) and Bayesian information criteria (BIC). Secondly, the 
maximum likelihood estimation is applied to estimate the final parameters of the pair 
copulas, by taking the initial value from the first step. Finally, the C-vine copula and 
the D-vine copula were compared in order to select the fitting vine copula structure, 
using the Clarke test and the Vuong test.  

4 Empirical Results 

In this study, we use the daily log returns of gold future (spot gold), Brent crude oil 
index (Brent), Dow Jones Industrial Average (DJIA), the London Stock Exchange 
(FTSE 100), and Nikkei 225 index (N225) over the period from January 3, 2009, to 
October 20, 2014, totaling 1774 observations. 

Table 1. Summary Statistics 

Brent DJIA FTSE100 N225 Spot Gold 

 Mean −2.59E-05 5.19E-05 −7.31E-06 −3.16E-06 9.81E-05 
 Median 7.67E-05 0.000135 0 0 0 
 Maximum 0.058649 0.045637 0.040756 0.057477 0.029712 
 Minimum −0.04833 −0.03561 −0.04024 −0.0526 −0.04168 
 Std. Dev. 0.00849 0.005702 0.005786 0.007371 0.005665 
Asymmetry 0.172085 −0.04088 −0.09187 −0.57206 −0.41045 
 Kurtosis 8.1534 12.7549 10.9659 11.2121 8.141602 
Jarque–Bera 1971.833 7034.222 4692.899 5081.54 2003.876 
 Probability 0.000 0.000 0.000 0.000 0.000 
 Sum −0.0459 0.092134 −0.01296 −0.00561 0.173959 

 Sum Sq. Dev. 0.127811 0.057638 0.059346 0.096329 0.056902 
Source: Calculation. 

Table 1 provides the descriptive statistics of our data. We can see that all the va-
riables have a kurtosis above 8, and that their asymmetry coefficients are almost nega-
tive except in the case of Brent. This means that the marginal distribution of our data 
has a heavy tail to the left rather than to the right. Furthermore, the normality of these 
marginal distributions is strongly rejected by the Jarque–Bera test, prob.=0. Thus, 
these findings indicate that normal distribution might not be appropriate for our data. 
Consequently, we assume that the skewed Student-t distribution and the skewed GED 
are appropriate marginal distributions for our data.  



368 P. Pastpipatkul et al. 

Table 2. Results of Marginal Distribution: ARMA(2,2)-GARCH(1,1) 

 
Brent DJIA 

 
FTSE100 

 
N225 

 
Spot Gold 

Mean Equation    

i  0.0001 0.0002*** 0.0001** 0.0001 0.0001*** 

(2)AR  −0.760*** 0.531** −0.796*** −0.806*** 0.708*** 

(2)MA  0.780*** −0.529** 0.795*** 0.814*** −0.713*** 

Variance Equation    

i  0.0001 0.0001*** 0.0001*** 0.0001 0.0001*** 

iv  0.039*** 0.116*** 0.093*** 0.102*** 0.038*** 

ih  0.958*** 0.876*** 0.902*** 0.020*** 0.953*** 

KS test (prob.) 0.991 0.993 0.993 0.993 0.993 

2 (10)Q  (prob.) 0.368 0.264 0.118 0.301 0.968 

AIC               
(skewed  
Student-t) 

−7.112 −8.138 −7.968 −7.347 −7.787 

AIC               
(skewed GED) 

−7.119 −8.157 −7.952 −7.362 −7.800 

Note: “*,” “**,” and “***” denote rejections of the null hypothesis at the 10%, 5%, and 1% 
significance levels, respectively. 
Source: Calculation. 

Table 2 shows the results of the marginal distribution of the skewed Student-t dis-
tribution and the skewed generalized error distribution (GED) with the ARMA(2,2)-
GARCH(1,1) model for all the variables. We choose the best specifications for the 
marginal base on the AIC. The result of the AIC test show that ARMA(2,2)-
GARCH(1,1) with the skewed GED is the best specification for the gold future, Brent 
crude oil index, Dow Jones Industrial Average, and Nikkei 225 index, and that 
ARMA(2,2)-GARCH(1,1) with the skewed Student-t distribution is the best specifica-
tion for the London Stock Exchange. 

In addition, the Kolmogorov–Smirnov (KS) test is used as the uniform test for the 
transformed marginal distribution functions of these residuals. The result shows that 
none of the KS test accepts the null hypothesis. Therefore, it is evident that all the 
marginal distributions are uniform on[0,1] . Moreover, the Ljung–Box test, which is 
used as the autocorrelation test on standardized residuals, confirms that there is no 
rejection of the null hypothesis, i.e. no autocorrelation in any of the series. 
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Table 3. Sum of Empirical Kendall’s 's  

  DJIA Brent N225 Spot Gold FTSE100 
DJIA 1 0.162936 0.071576 0.02072 0.414646 
Brent 0.162936 1 0.096928 0.195815 0.272034 
N225 0.071576 0.096928 1 0.01741 0.158285 

Spot Gold 0.02072 0.195815 0.01741 1 0.074468 
FTSE100 0.414646 0.272034 0.158285 0.074468 1 

Sum  1.669877 1.727713 1.344198 1.308413 1.919433 
Source: Calculation. 

Table 4. Results of C-vine Copulas 

Copula family Parameter Lower and upper 
tail dependence 

AIC BIC 

1,2C
 BB1

 
0.4036*** 0.2986,0.3711 −859.172 −848.214 

1,3C
 Student-t

 
0.4119*** 0.126495 −366.372 −355.413 

1,4C
 Clayton 

 
0.3246*** 0.118248,0 −123.872 −118.392 

1,5C
 Student-t

 
0.1220*** 0.051111 −58.5388 −47.5802 

2,31C
 Student-t

     
−0.0055 0.001087 -3.391 7.567093 

2,41C  BB8 (270 degrees)
 

 −1.1288 0 −8.70948 2.249118 

2,51C  Student-t
 

−0.0503 0.0028 −11.7295 −0.7709 

3,412C  Frank  0.3536** 0 −4.1207 1.358578 

3,51,2C BB8 (180 degrees) 1.8977*** 0 −138.096 −127.137 

4,5123C Clayton  
(270 degrees) −0.0412 0 −0.76 4.719291 
Log-likelihood 804.5391  −1574.76 −1481.61 
D-Vine copula     
Log-likelihood 788.6617  5078.634 5160.826 

Note: “*,” “**,” and “***” denote rejections of the null hypothesis at the 10%, 5%, and 1% 
significance levels, respectively. 

Source: Calculation. 

Table 3 provides the result of the sum of empirical Kendall’s 's  and shows that 
FTSE100 has the strongest dependency in terms of the empirical value of pairwise 
Kendall’s tau; thus, we determine FTSE100 as the first root node, and the order 
should be the following: FTSE100 (order 1), DJIA (order 2), Brent (order 3), N225 
(order 4), spot gold (order 5) for C-vine. For D-vine, we find that the following order 
of spot gold, Brent, FTSE100, DJIA, N225 is the biggest value of the sum of Ken-
dall’s tau. We can see that C-vine and D-vine have different structures of pair copu-
las; therefore, it is reasonable to calculate both C-vine and D-vine in order to find the 
best-fit structure for this analysis.  
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According Table 4, it is evident that the C-vine structure for these five markets is 
more appropriate than the D-Vine one because the sum values of AIC and BIC are the 
smallest for D-vine. In addition, the Vuong test and the Clarke test, the results of 
which are presented in Table 5 provide the small p-values, confirming that the C-vine 
and the D-vine copula models for these five market data sets could be statistically 
distinguished. Thus, in this study, we choose C-vine to analyze the co-movement and 
dependency between these five markets. 

As for the dependence result of C-vine copula, which is given in Table 4, It can be 
observed that BB1, Student-t, rotated BB8 270 degrees, Frank, BB8 180 degrees, and 
Clayton 270 degrees are the best pair-copula families in terms of the lowest AIC and 
BIC values for C-vine. We find that there is significant co-movement and tail depen-
dence in some market pairs. Among the five market pairs, it is seen that the pair 
FTSE100 and DJIA accounts for the largest, including its upper tail (0.2986) and 
lower tail (0.3711), followed by FTSE100 and Brent (lower tail and upper tail, 
0.1264), FTSE100 and N225 (lower tail, 0.1182), and FTSE100 and spot gold (lower 
tail and upper tail, 0.0511). 

 

 
Fig. 1. The C-vine tree plot. 

Table 5. Results of Comparison between Two Non-nested Parametric Models 

Test statistic Statistic 
Akaike 

Statistic 
Schwarz 

p-value p-value 
Akaike 

p-value 
Schwarz 

Vuong Test 1.8395 1.6078 0.9730 0.0658 0.1078 0.3305 
Clarke Test 975 968 953 0.0000 0.0000 0.0014 

Source: Calculation. 

Upon observing Figure 1 it can be seen that the tree plot shows us the four layers 
of the C-vine copula model, comprising tree 1, tree 2, tree 3, and tree 4. Each tree 
presents a combination of the dependency of the market pairs of these five markets, 
and their Kendall’s Tau, as follows:  

The first tree shows that the Kendall’s tau of 1,2C , 1,3C , 1,4C , and 1,5C  are 0.41, 
0.27, 0.14, and 0.08. The second tree demonstrates three conditional copula models, 
which include the Kendall’s tau of 2,31C , 2,41C , 2,51C . We found dependence between 

DJIA and spot gold conditional on FTSE100, which presented the Kendall’s tau as 
−0.05. This means that if the FTSE100 is given as the condition of DJIA and spot 
gold dependence, the Kendall’s tau becomes negitive. For the pair DJIA and Brent 

Tree 1 Tree 2 Tree 3 

Tree 4 
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and the pair DJIA and N225, if the FTSE100 is given as the condition, the Kendall’s 
tau becomes independent. The third tree presents the two conditional copulas, which 
include 

3,412C  and 
3,5 1,2C . So, if FTSE100 and DJIA are given as the condition, the 

Kendall’s tau for Brent and N225 falls approximately by 5.69%, while the Kendall’s 
tau for Brent and spot gold increases by 1.581%. Finally, the fourth tree presents the 
three conditional copulas for 

4,5123C ; thus, if the FTSE100, DJIA, and Brent are given 

as the condition, the Kendall’s tau becomes negative. 
To summarize the above result, there exists positive interdependency between gold 

future, Brent crude oil index, Dow Jones Industrial Average, the London Stock Ex-
change, and Nikkei 225 index, according to Kendall’s tau, however, some compli-
cated relationships arise between these five markets if there are given conditions by 
other markets. The London Stock Exchange, Dow Jones Industrial Average, and 
Brent have effective impact on the dependence of market pairs; hence, investors in 
each market should closely monitor these markets, especially the London Stock Ex-
change. Moreover, there are positive and significant average dependence between 
these five markets. However, this study also found a negative, dependency between 
gold market and two markets, namely Dow Jones Industrial Average and Nikkei 225 
markets if the FTSE100, DJIA, and Brent are given as the condition. This indicates 
that gold can act as safe haven against extreme those price movements.  

Table 6. Portfolios Value at Risk based C-Vine 

Portfolio Risk Value 
    1%      5%     10% 

Portfolios VaR −2.68% −1.57% −1.12% 
ES −3.46% −2.28% −1.80% 

Portfolios VaR −3.22% −1.82% −1.26% 
without Gold ES −4.42% −2.75% −2.13% 
Source:Calculation. 

According to our finding that gold serve as a safe haven for Dow Jones Industrial 
Average and Nikkei 225 markets if the FTSE100, DJIA, and Brent are given as the 
condition. To confirm our finding, we, then, computed the Value at Risk (VaR) and 
Expected Shortfall (ES) to measure the risk of two portfolios namely; Brent, DJIA, 
FTSE 100, N225 and gold portfolios (BDFNG-Portfolios) and Brent, DJIA, FTSE 100, 
N225 portfolios (BDFN-Portfolios). Following Sriboonchitta, Liu, Kreinovich, and 
Nguyen[13], we make use of the Monte Carlo simulation by simulated 10,000 jointly-
dependent uniform variates from the estimated C-vine copulas.to calculate the VaR and 
ES of equally weighted portfolio since C-vine copulas since this structure provide an 
appropriate than D-vine (lowest AIC and BIC). Table 6, reveal the calculated average of 
1%, 5%, and 10% VaR and ES of two portfolios. We can observe the average loss be-
tween the BDFNG-Portfolios and the BDFN-Portfolios and find that gold could de-
crease the average loss in the BDFNG-Portfolios by around 0.14–0.96%. Therefore, we 
can conclude that gold might be a safe haven in periods of markets stress. 
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5 Conclusion 

This paper employed the C-vine and D-vine copula approach to estimate the co-
movement and dependence between gold future, Brent crude oil, the U.S. Dow Jones 
Industrial Average, the London Stock Exchange, and the Japanese Nikkei 225 index. 
The empirical results confirm that the C-vine structure is more appropriate than the D-
vine structure. As for the estimated C-vine results, we find that bivariate C-vine copu-
las tend to have both a symmetric structure and a hierarchal structure. Additionally, it 
is found that there exists a positive correlation between the London Stock Exchange 
and the other markets; however, it is observed that if the London Stock Exchange, the 
Dow Jones Industrial Average, and Brent are given as the condition for the other mar-
ket pairs, it will have an effect on the dependency of those market pairs. In addition, 
the VaR and ES confirmed that gold might be a safe haven in this portfolios. 

As far as further studies are concerned, the paper can expand the scope of analysis 
of the co-movement of other countries with factors such as bond yield and exchange 
rates, as well as try to extend the vine copula approach to the Markov-switching mod-
el with time-varying parameters in order to provide a new insight into the dependence 
dynamics of regimes with high dimension.  
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Abstract. This paper provides the results of the effectiveness of the quantitative 
easing (QE) policy, including purchasing mortgage-backed securities, treasury 
securities, and other assets in the United States, on the financial markets of 
Thailand, Indonesia, and the Philippines (TIP) in the post-QE introduction pe-
riod. In this study, we focused on three different financial markets, which in-
clude the exchange rate market, stock market, and bond market. We employed a 
Bayesian Markov-switching VAR model to study the transmission mechanisms 
of QE shocks between periods of expansion in the QE policy and turmoil with 
extraordinarily negative events in the financial markets and the global economy. 
We found that QE may have a direct substantial effect on the TIP financial 
markets. Therefore, if the Federal Reserve withdraws the QE policy, the move 
might also have an effect on the TIP financial market. In particular, purchasing 
the mortgage-backed securities (MBS) program is more likely to affect the TIP 
financial markets than purchasing the other programs. 

Keywords: Markov switching · Bayesian · QE · TIP financial market 

1 Introduction 

After quantitative easing (QA) was announced, the amount of private security holds 
decreased while the purchases increased the price of the asset, thus lowering its yield. 
The expected return on the security had to fall. Therefore, the private investors, both 
resident and non-resident, were willing to adjust their portfolio. Moreover, the U.S. 
public debt had risen from 70% of GDP to 100% of GDP since QE was first an-
nounced. This can affect portfolio decisions and asset price by altering the confidence 
of investors who understand that the economic conditions are worse than expected, 
and this makes them lean toward safety as a precaution to any heavy financial loss. 
These effects would certainly spill over to other assets that are similar in attribute, and 
the fact is that investors are willing to substitute one asset for the other [12]. As a 
result, these effects contributed tremendously to the sharp rebound of capital inflow to 
the rest of the world, especially to the Asia-Pacific region, because the investors 
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wanted to reduce tail risks and avoid the lowering bond yield rates in the U.S., which 
had redirected capital inflow toward Asia [13]. 

There are several channels of QE operations which could have an effect on the 
economy. Joyce, Lasaosa, Stevens, and Tong [8] suggested three main channels 
which might influence the economy. The first is the signaling channel (policy news), 
which comes from the announcement of QE, information economic indicator, and the 
reaction of FOMC. Krishnamurthy and Jorgensen [12] found that the signaling chan-
nel could lower the yield of intermediate and long-term bonds. Bauer and Rudebusch 
[1] found that signaling the channel also lowers rates in all fixed income markets 
because all interest rates depend on the expected future path of policy rates. The 
second is the rebalancing channel, which comes from the purchasing of long-term 
securities so that the bond yield could be lowered. However, we found that there was 
no evidence of decline in longer-term rates as the term premiums come from the port-
folio balance channel. In contrast, Cho and Rhee [3] isolated a portfolio rebalancing 
channel of QE and found that QE has effects in terms of lowering the bond yield, and 
raising output and inflation. The third is the liquidity channel, which results from the 
purchasing of the securities program of central bank so that it reduces the premium on 
most liquid bonds as well as the interest rate. Herrenbrueck [7] found that QE can 
reduce yield across the board and simulate investment because when the central bank 
employs a monetary expansion, the domestic interest rate does decrease, thereby at-
tracting investment from domestic investors.  

At present, however, the Fed has begun tapering the QE by winding down its bond 
purchasing at $20,000 million per month since November 2013. Also, they aim to end 
the program if the economic condition is expected to make a recovery. So this QE 
tapering will have an impact on the TIP currencies, bond markets, and stock markets. 
Although the Fed has not yet ended the QE program, its actions have already affected 
the TIP’s stock, bond, and currency markets and have resulted in capital outflows 
from the markets. The impact on the TIP markets is likely to be very severe. Sharp 
fall in the TIP currencies, bond trade volume, and stock index has been found as  
occurring since the Fed announced it in May 2013. By January 3, 2014, the Thai, 
Indonesian, and Philippine currencies had depreciated by 12%, 25%, and 8%, respec-
tively. In the stock markets, SET, JKSE, and PSEi indexes were found to have fallen 
by 19%, 12%, and 13%, respectively. In the bond markets, 10-year government bond 
yields in Thailand were observed to have shot up to 62 basis points (bps) since May 1, 
2013; the corresponding rise in Indonesia and the Philippines were about 300 bps and 
170 bps, respectively. 

In this paper, we particularly focus on how QE affects the performance of TIP finan-
cial markets. Therefore, we would like to examine the QE effect on the TIP financial 
markets. Although this recent research area provides a better theoretical understanding, 
there is a scarcity in the amount of empirical research attempting to analyze how finan-
cial markets react to QE shock over time. Moreover, most of the empirical research in 
this area employs linear models such as linear structural vector autoregressions 
(SVARs) and linear regression, which might not be compatible for these data that have 
extreme volatility and have not corresponded to the real economy with regime shifts. 
Thus, this paper aims to employ the Markov-switching vector autoregressive  
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(MS-VAR) models as an innovative tool. The work asserts that the methods are more 
appropriate to the financial time series in order to capture the discrete changes in the 
financial time series data, for dating the effect of volatility in each period as well as 
identifying the factors that lead to TIP financial markets switching from one state to 
another, and also signal ahead a turbulent regime as an early warning system. In addi-
tion, the Bayesian estimator has been adopted in order to deal with the over-
parameterization problem in the MS-VAR model which is estimated by maximum like-
lihood estimation (MLE) [16]. In general, the model which is estimated by the maxi-
mum likelihood estimation has complicated estimation and bias. MLE has been found to 
be employed in many econometric fields, such as the studies of Curdia, Ferrero, and 
Chen [5], Sriboonchita, Wong, Dhompongsa, and Nguyen [22], Do, Mcaleer and Sri-
boonchitta [6], Chinnakum, Sriboonchitta, and Pastpipatkul [4], Liu and Sriboonchitta 
[13], Jintranun, Calkins and Sriboonchitta [9], Kiatmanaroch and Sriboonchitta  
[10,11], and Praprom and Sriboonchitta [15]. These papers may not provide accurate 
results; thus, the purpose of this study is to employ a Bayesian estimator which is more 
informative, flexible, and efficient than MLE. Brandt and Freeman [2] suggested the use 
of Bayesian prior on the coefficient matrix of the model to reduce the estimation uncer-
tainty and to obtain accurately the inference and the forecast.  

The next section briefly summarizes some of the literature concerning the QE ef-
fects. In section 3, we outline the methods and procedures for estimating MS-BVARs. 
The results are reported in section 4. The economic implications are presented in  
section 5. Section 6 provides the conclusion of the work. 

2 Methods and Procedures 

2.1 Markov-Switching Bayesian VAR 

The model is estimated by using a block EM algorithm where the blocks are Bayesian 
vector autoregressive (BVAR) regression coefficients for each regime (separating for 
intercepts, AR coefficients, and error covariance) and the transition matrix [14]. 

Sims, Waggoner, and Zha [16] provided the estimation MS-BVAR models of lag 
length k, as follows:   

      ' ' ' 1
0

1

( ) ( ) ( ) ( ), 1,....,
k

t t t j j t j t t t
j

Y A s Y A s C s s t T  




     ,         (1) 

where '
tY is n-dimensional column vector of endogenous variables; 0A n×n non sin-

gular matrix; ts h dimension vector of regimes ; h the finite set of integers H; jA is 

n×n matrix; C is vector of intercept terms; t is the vector of n unobserved shocks; 

 is n×n diagonal matrix of variance of t ; and ts  is state or regime.  
Sims, Waggoner, and Zha [16] provide a distributional assumption with densities 

of the MS-BVAR disturbances, as follows: 
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The matrix Q given in Eq. (6) contains a set of transition probability dynamics 
which has been estimated by the MS-BVAR model, prior, and data. Suppose 3h  ; 
the set of transition probability events would occur in the early, middle, and later parts 
of the sample. 

The likelihood of the MS-BVAR model is built by tY  and the assumptions Eq. (2), 
Eq. (3), Eq. (4), and Eq. (5).  

           
1

ln ( , , ) ln[ ( , , ) ( , , )]
t

T

t t t t t tt s H
P Y P Y P S     

 
      ,      (7) 

where ( , , )t tP Y     is the density used to sample the probability that tS  is in  

regime l , given 1tS j  . Sims, Waggoner, and Zha [16] also proposed Gibb sam-
pling methods to construct the log-likelihood along with the conditional densities of 

1, ( , , )t tP S   , and 1, , ( , , )t tP S     , where the vector of regimes, TS , 
is integrated out of the log-likelihood. 

The estimation of the MS-BVAR model Eq. (1) depends on the joint posterior dis-
tribution of   and  . This posterior is calculated in the MS-BVAR model Eq. (1) 
using Bayes’ rule, which gives 

      ( , , , , ) ( , , ) ( , )T T t tP Y P Y P                         (8) 

where ( , )P    denotes the prior of  and  . 
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2.2 Data, Prior, and Procedures 

The raw monthly data, Fed’s total asset (TA), U.S.’s mortgage bank securities (MBS), 
U.S.’s Treasury securities (TS), Stock Exchange of Thailand index (SET), Jakarta 
composite index (JKSE), the Philippine Stock Exchange composite index (PSEi), 
Singapore Stock Exchange (SGX), THB/USD (Exth), IDR/USD (Exind), SGD/USD 
(Exsin), PHP/USD (Exphp), government bond yield (THY), Indonesia government 
bond yield (INDY), and the Philippine government bond yield (PHY) were collected 
from Thomson Reuters DataStream; Financial Investment Center (FIC), Faculty of 
Economics, Chiang Mai University; and www.federalreserve.gov for the period from 
December 18, 2002, to March 19, 2014. However, all of these observations have been 
transformed to the first difference form (R tY ). 

Before estimating the parameters, we separate the parameters into three groups 
namely Thai (TH) group consisting of RTA, RTS, RMBS, RSET, RExth, and RTHY, 
Indonesia (IND) group consisting of RTA, RTS, RMBS, RJKSE, RExind, and RIN-
DYand Philippines (PH) group consisting of RTA, RTS, RMBS, RPsei, RExphp, and 
RPHY. 

We, then, use the following techniques to estimate the relationship between the  
parameters in each model using the MS-BVAR method, as follows: 

1) The determination of the lag length (k) in the MS-BVAR model is carried out 
using AIC and BIC. In comparing models, the model with the lowest value of AIC is 
preferred.  

2) The estimation of MS-BVAR(p), purposed by Nason and Tallman [14], using 
the multi-step procedure is as follows:  

3.1 Setting the random walk, smoothness, and duration prior to the MS-BVAR(p).  

Sims, Waggoner, and Zha [16] and Sims and Zha [17, 18] suggested the prior hy-
per-parameters that we believe are about the conditional mean of the coefficients and 
the lagged effects. In this study, we propose normal-Wishart prior, normal-flat prior, 
and flat-flat prior as the priors in model.  

3.2 Estimate the initial parameters for MS-VAR model using the maximum like-
lihood estimator. Then the obtained parameters, 0 1, ,..., hA A A A , ,j h  , and 

0 1, ,..., h     , become three arbitrary starting values of A ,  , and   for sam-
pling the data. To estimate each parameter, the block optimization has been em-
ployed. In addition, to sample the initial values, Gibbs sampler is preferred and the 
procedure is as follows: 1) Draw 1A  from 1 1 2,0 3,0( , , )tf A A A Y ; 2) Draw 1  from 

2 2 3,0 1,1( , , )tf Y   , and 3) Draw 1  from 3 3 1,1 2,1( , , )tf Y   .  

This completes a Gibb burn-in by 2,000 times, and these parameters become 1A , 

1 , and 1 .Thereafter, these new parameters are used as starting values in order to 
repeat the prior iteration 10,000 times to obtain a final of random draws. 
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The obtained sample parameters, in each block, are summed up and divided by the 
number of samples in order to get the mean of the parameters. Additionally, we aim to 
detect the number of regimes by estimating and comparing multiple change point 
models. We estimate two models of change point case, including the model with one 
change point and the model with two change points. 

3) Rerun the MS-BVAR(p) models that achieve the best fit to the data with the 
highest value of log marginal likelihood to produce the transition probabilities ( )Q . 

4) The estimated MS-BVAR(p) model produces probabilities of the regime 
, 1, ...., 3j j   on date t  in order to separate the data of the different regimes. 
6) Construction of the impulse response.  

3 Empirical Results 

3.1 Model Fit 

In this section, we compare the various types of models with the following specifica-
tion. For each model, the normal-Wishart prior, normal-flat prior, and flat-flat prior 
estimations have been conducted. Additionally, we compared the number of change 
points, as well. We learned that among the trial runs of several alternative prior speci-
fications for each model, the results provide evidence that the normal-Wishart prior, 
which has the highest MDDS, has the best fit among all the three groups of models. 
This prior is common to all countries and appropriates for these sample periods. 
However, there are different numbers of change points in the different models. The 
result confirms that the data of the TH and the PH groups support one change point, 
while the data of the IND group support two change points. 

Table 1. Estimates of transition matrices 

    Transition Matrices     
Q: TH Group Q: IND Group Q:PH Group 

0.920 0.090 0.9227 0.0387 0.0385 0.9482 0.0517 
0.080 0.910 0.0386 0.9221 0.0391 0.0528 0.9477 
    0.0387 0.0392 0.9224     

Duration Duration Duration 
Regime 1 12.5 Regime 1 12.9300 Regime 1 18.93 
Regime 2   11.11 Regime 2 12.83 Regime 2  19.12  
    Regime 3 12.8800       

      Source: Calculation 
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3.2 Estimation of MS-BVAR(1) TH group 

Regime 1 (St=1) 
*** ***

*** ***

7.31 0.068 0.11 0.307 3.37 0.127 -0.135
1.213 0.745 0.031 0.131 1.055 0.049 -0.008
0.411 0.128 0.628 0.011 0.293 -0.0
0.223

2.756
0.738

RTA
RTS

RMBS
REXTH
RSET
RTHY

    
        
      

   
  

  
  
    

***

*** **
1

77 0.003
0.297 0.003 1.052 0.775 -0.001 -0.0002
0.338 0.183 0.089 0.014 0.368 -0.019
0.526 0.013 0.267 1.581 0.315 -0.007

RTA

RTS
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REXTH

t

RTA
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Regime 2 (St=2) 

*

*** ***

2.282 -2.506 -0.052 0.600 -2.984 -0.348 -0.009
1.1569 -0.440 -0.016 -0.385 0.488 -0.788 -0.002

-0.612 -0.016 0.624 -0.023 0.135 -0.027 0
0.340
2.029
-0.574

RTA
RTS

RMBS
REXTH
RSET
RTHY

   
   
   
   

    
   
   
   
   

*** *** **

**

** ** ** ***
1

.002
0.624 -0.057 0.665 1.202 -0.163 0.036
0.386 -0.09 0.386 4.028 -1.354 0.044

0.398 0.001 0.398 -0.001 0.337 -0.035
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t
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Eq. (9) and Eq. (10) show that the estimated means (intercept) of the MS-BVAR(1) 
model for each of the two regimes seem to have an economic interpretation. The first 
regime indicates that most of the values of mean in each equation are larger than those 
of the second regime. Thus, this indicates that regime 1 is among the high growth 
regimes, or there is an expansion of the QE programs, while regime 2 is among the 
low growth regimes, or the QE programs remain in the same level. Furthermore, con-
sidering RSET, RExth, and RTHY equations in the high growth regime (regime 1), 
we can see that RExth seems to be significantly driven by RMBS, whereas the reac-
tion of RExth is positive in the first lag period of mortgage-backed securities (MBS). 
It can be seen, however, that the shock coefficients of RSET and RTHY are basically 
not statistically significant among RTA, RTS, and RMBS. For the low growth regime 
(regime 2), the reactions of the RTHY and REXTH are positive in the first lag period 
of RMBS and RTA, and the shock coefficients are statistically significant. But the 
shock coefficient of RSET is not statistically significant among RTA, RTS, and 
RMBS. Therefore, these results indicate that mortgage-backed securities (MBS) and 
expansion of Fed’s total asset (TA) are QE programs that have significance to the 
Thai currency and bond markets, while Thailand’s financial market has not been  
affected by any program in either of the regimes. 

3.3 Estimation of MS-BVAR(1) IND Group 

Regime 1 (St=1) 

*** ***

3.712 -0.645 0.145 0.180 0.219 0.152 0.006
-0.326 -0.158 0.065 0.372 -1.215 0.149 0.012

-0.365 0.129 0.750 -0.066 -0.152 0.026 -0.004
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1
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Regime 2 (St=2) 

**

** *** ***

**

3.326 0.967 0.087 0.272 -1.465 -0.469 -0.071
0.507 -0.665 0.079 0.060 1.066 -0.878 0.005
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-0.390

-1.919
0.147

RTA
RTS

RMBS
REXIND
RIDX
RIDY

   
   
   
   

    
   
   
   
   

***

***

** ***
1

-0.003
-0.512 -0.027 0.864 -0.418 -0.100 -0.004
-0.711 0.116 0.992 1.423 0.373 -0.065
-0.430 0.001 0.086 -0.891 0.477 -0.014

RTA

RTS

RMBS

REXI

t

RTA
RTS

RMBS
REXIND
RIDX
RIDY








   
   
   
   

   
   
   
   
   


ND

RIDX

RIDY




 
 
 
 
 
 
 
 
  

   (12) 

Regime 3 (St=3) 
**

*** ***

**

-3.303 0.006 0.094 -0.868 -3.078 -0.815 -0.130
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Eq. (11), Eq. (12), and Eq. (13) show that there are three different regimes in the 
IND group model. The first regime and the second regime do not seem to have a lot 
of difference in the means of the equations. Therefore, we interpreted the regime by 
considering the coefficients of the variables of interest. It can be seen that the RIDX 
equation mostly has a positive sign in regime 1, while it mostly has a negative sign in 
regime 2. This indicates that regime 1 is a high growth regime, while regime 2 is an 
intermediate growth regime, or in the small QE program expansion. As for the third 
regime, it captures the low growth regime with a negative sign of means in almost all 
the equations. The results also report the parameters that have an estimate of three 
regimes MS-BVAR(1). The coefficients of RIDX, RExind, and RINDY equations 
demonstrate that there exists some relationship between the QE programs and the 
financial markets of Indonesia. RMBS shows a significant effect on RIDX in every 
regime, while RTA only has an effect on RIDX in the high growth regime (regime 1). 
In addition, RTA and RTS seem to influence RINDY only in the low growth regime 
(regime 3). 

3.4 Estimation of MS-BVAR(1) PH group 

Regime 1 (St=1) 
**

**

***

9.558 -14.07 0.925 0.596 -14.181 -2.636 0.087
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Regime 2 (St=2) 
**

*** ***

***

**

3.834 -0.021 -1.458 -10.873 1.996 -0.073-19.37
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Eq. (14) and Eq. (15) provide the parameter estimations of the two regimes. Simi-
lar to the IND group model, the first regime and the second regime seem not to have 
much of a difference in the means in the equations; therefore, we interpreted the  
regime by considering it in terms of the coefficients of the variables of interest. In the 
RPHEi equation, the RExph equation, and the RPHY equation, there are mostly posi-
tive signs in regime 1 while there are mostly negative signs in regime 2. Thus, we 
interpreted regime 1 as the high growth rate regime and regime 2 as the low growth 
rate regime. Furthermore, Eq. 15 provides the results for the estimated coefficients in 
the first lag term. It has only RTS and RMBS which seem to significantly influence 
Rexph and RPHEi, respectively, in the low growth regime. This indicates that the 
PHEi index and the Philippines currency have been driven by some QE programs 
only in the low growth regime, while it has no significant influence at all on the  
Philippines’ financial markets in the first regime.  

3.5 Regime Probabilities 

We plot the probabilities for the MS-BVAR model TH group, a single MS chain of 
two regimes, in Figure 1. Figure 2 presents the probabilities for the MS-BVAR model 
IND group, which is a single MS chain of three regimes. Lastly, the MS-BVAR mod-
el PH group chain of two regimes is presented in Figure 3. 

Figure 1 shows the smooth probability plots; smooth probability is the probability 
of staying in either regime 1 or regime 2, between the periods of 2009 and 2014. It 
shows that the TH group model is consistent with the hypothesis that high growth and 
low growth represent different financial outcomes. Regime 1 of the TH group model 
is plotted in the top panel of Figure 1. We interpreted this regime as the era of the 
expansion in the QE programs. The bottom panel contains regime 2, which consists of 
a severe political event, a flooding disaster, and the speculative shock in the financial 
markets and the QE tapering. A distinguishing feature of regime 1 and regime 2 is the 
stark difference in the impacts of the QE programs. In addition, regime 1 seems to 
have higher probabilities than regime 2. This result indicates that announcements of 
the different QE programs are captured by the MS-BVAR(1) model since the first 
announcement of the QE program. In Table 1, it can be seen that the estimation of the 
transition matrix Q for the TH group shows that its regime 1 and regime 2 are persis-
tent because the probability of staying in regime 1 and regime 2 is 92 percent, while 
the probability of moving between these regimes is only 8 percent. This indicates that 
only an extreme event can switch the series to change from regime 1 to regime 2. 
Moreover, the result also shows that the high growth regime has a duration of  
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approximately 12.15 months, while the low growth regime has a duration of 11.11 
months. This result indicates that Thai financial markets have high volatility because 
the duration of each regime corresponds to a short period of time.    

Figure 2 shows the smooth probability of regime 1, regime 2, and regime 3 of the 
IND group model. Regime 1, regime 2, and regime 3 are plotted in the top panel, 
middle panel, and bottom panel, respectively. Regime 1 and regime 2, respectively, 
are interpreted as high growth regime and low growth regime. They are detected by 
the MS-BVAR(1) model many times in this long period; however, the probability of 
staying in each period is quite short. As far as regime 2 is concerned, we interpreted 
this regime as the era of normal economy. The probability of staying in this regime is 
longer than the probability of staying in the other regimes. This result indicates that 
the Indonesian financial markets mostly stay in the normal economy and that QE 
programs have little impact on that country’s financial market. The transition matrices 
of the IND group are presented in Table 1. The result shows that regime 1, regime 2, 
and regime 3 are persistent because the probability of staying in each of these regimes 
is more than 92 percent, while the probability of moving between these regimes is 
only nearly 4 percent. Whereas the high growth regime has a duration of approx-
imately 12.93 months, the intermediate growth regime and the low growth regime 
have durations of 12.83 months and 12.88 months, respectively. The results are also 
similar to the TH group result that it is only an extreme event that can switch the se-
ries moving between the regimes. In addition, we observed high financial market 
volatility during the QE operations. 

Figure 3 is similar to Figure 1 which has two regimes. However, the probability of 
staying in regime 2 is greater than that in regime 1. Thus, this indicates that the Phi-
lippine financial markets remain in the low growth regime more than in the high 
growth regime. In addition, the transition matrix arises for the PH group, as demon-
strated in Table 1, which implies a probability of 5.2 percent of the series moving 
between these two regimes. Conversely, the probability of staying in its own regime is 
nearly 95 percent; whereas the high growth regime has a duration of approximately 
18.93 months, the low growth regime has a duration of 19.12 months. This result 
indicates that only an extreme event can switch the series to change between these 
two regimes. However, the Philippine financial markets are less volatile than the Thai 
and the Indonesian financial markets. 

4 Economic Implication 

4.1 Impulse Response 

The first two panels in Figure 4 reports the impulse responses for the TH group mod-
el. Each panel displays the deviation in percent for the series entered in difference for 
every endogenous variable. In the first panel, it displays the impulse response in the 
high growth regime, while the second panel of the figure displays the low growth 
regime. The feedback of the QE programs differs considerably between regimes. In 
the high growth regime, the shock in QE has a great and persistent negative effect on 
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RExth (appreciation value of Thai baht). It then falls sharply and reaches the steady 
state within 4 months. However, QE creates a positive sharp-shaped response in 
RSET, and RTHY dies out in about 2 months. In this regime, RMBS is more likely to 
affect the Thai financial markets than any other programs, followed by RTA and RTS, 
respectively. As far as the low growth regime is concerned, the QE programs seem to 
have a different effect on the Thai financial markets. After a positive innovation in 
RMBS, the Thai currency falls sharply and reaches its minimum after about 3 months. 
Conversely, it has a positive effect on RSET and RTHY. RTA and RTS seem to have 
a similar effect on the Thai financial markets. The result shows that a shock to TA and 
TS produces a positive response to Exth, but the same creates a negative response to 
RSET and RTHY; at the same time, RTA has a larger impact than RTS. 
 

 
 
 
 
 

 
 

 
  
 
 
 
 

Fig. 1. The impulse responses for the TH and IND group model. 

In Figure 4 also present the impulse response function for the changes in Indone-
sia’s financial markets to a shock of QE in the high growth regime, the intermediate 
growth regime, and the low growth regime. The third panel of Figure 4, depicting the 
high growth regime, illustrates that a shock to RMBS causes RExind to fall after 
about 3 months, following which it begins to increase and eventually overshoots, 
thereby leading to an increase in RExind about 3–4 months later. Moreover, it creates 
a positive sharp-shaped response in IDX and INDY in about 2 months and 3 months, 
respectively, following which it falls to the equilibrium. Furthermore, shocks of TA 
and TS are likely to establish similar responses from the Indonesian financial markets, 
which would be an initial negative response and increase after that. In the middle 
panel, the intermediate growth regime shows that shocks to RMBS, RTA, and RTS 
decrease RExind and RINDY. Although they reach the peak at 2 months before re-
turning to equilibrium within 3–4 months, the event causes a rise in the RIDX, which 
peaks at 2 months before returning to equilibrium within 3–5 months. In this regime, 
RMBS is more likely to affect the Indonesian financial markets than any other  
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programs, followed by RTA and RTS, respectively. As for the fifth panel of Figure 4, 
the low growth regime shows that a shock to RMBS creates a negative sharp-shaped 
response in RExind, which then rises to equilibrium in 3 months, while increasing the 
RIDX and the RINDY peaks at 2 months before returning to equilibrium within 3 
months. Conversely, shocks to RTA and RTS make the Indonesian financial markets 
respond in the opposite direction. 

In Figure 5, we present the impulse response function for the changes in the Phil-
ippines’ financial markets to a shock of QE in the high growth regime and the low 
growth regime. While no significant change takes place in the financial markets in 
response to a shock in the QE programs in the high growth regime (see Eq. 15), a 
shock in the QE programs is observed to have some positive effects on the Philippine 
financial markets. However, it only has RMBS, which has some negative effects on 
RExph. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. The impulse responses for the PH group model. 

5 Conclusion 

Based on the results, we suggest that QE may have a direct substantial effect on the TIP 
financial markets. Therefore, if the Fed withdraws the QE programs, the move might 
have an effect on the TIP financial markets. In particular, purchasing the mortgage-
backed securities (MBS) program is more likely to have an effect on the TIP financial 
markets than purchasing any other programs, so the TIP government, TIP central banks, 
and investors should emphasize on the MBS program and consider matters with ex-
treme caution when a shock occurs. Additionally, it has to be borne in mind that the 
Thai financial markets and the Philippine financial markets have high volatility because 
the duration of each of their regimes is longer than that of the Indonesia. 
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A Appendix 

 
Fig. 3. Two regime probabilities: MS-BVAR (2) model TH group, 2009–2014. 

 
Fig. 4. Three regime probabilities: MS-BVAR (3) model IND group, 2009–2014. 

 
Fig. 5. Two regime probabilities: MS-BVAR (2) model PH group, 2009–2014 
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Abstract. This paper provides new empirical evidences by combining the ad-
vantage of principal component analysis (PCA) with Markov-switching Baye-
sian VAR (MS-BVAR) to examine the durations and impacts of quantitative 
easing (QE) policy on the Thai economy. The results claimed that QE policy 
created monetary shock to the Thai economy around 4–5 months in each cycle 
before getting back to equilibrium. The result from foreign direct investment 
(FDI) was similar to foreign portfolio investment (FPI) channel that when QE 
was announced, excess capital stocks were injected into the emerging econo-
mies, including the Thailand stock market. Excess liquidity as a result of the QE 
policy pushed up the SET index of Thailand to reach the highest point in 2012. 
The booming stock market generated more real output (GDP), and greater le-
vels of employment, private consumption, and policy interest rates. Also, it 
produced shocks for just 4–5 months for one cycle of QE. On the other hand, 
excess liquidity from QE caused the Thai Baht to appreciate significantly, and 
this affected Thailand’s trade balance negatively. Impulse response and filtered 
probability yielded similar results that the QE had the impact on the Thai econ-
omy seasonally, and that the impact was around 4–5 months in each cycle. 

Keywords: Quantitative easing · Markov-switching · Principal component 
analysis · MS-BVAR 

1  Introduction 

Under the liberalization of trade and finance since 1980, world financial market has 
been connected together through trading and capital mobility. Thus, it is very much 
possible that a financial crisis that once happened in one country impacts extensively 
on the world financial market. Subprime crisis, known as the “hamburger crisis” was 
one of exam that existed in the United States of America in 2008. The crisis caused 
the U.S. economy to fall into severe recession. The Federal Bank of America (Fed), 
headed by Ben Bernanke at that time, the chairman, needed to stimulate the economy 
by reducing the policy interest rate (Fed funds rate) to almost 0 percent. However, just 
lowering the policy interest rate could not resolve the crisis; the situation did not turn 
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for the better until an unconventional monetary policy, or quantitative easing (QE), 
has been launched. As a result, in recent years, the federal banks of many countries 
recovered their economies by relying heavily on quantitative policy.   

A series of unconventional monetary policies, or quantitative easing (QE) was, ac-
cordingly, used by the U.S. Federal Bank to stimulate the economy to come out of the 
crisis. Starting in the period Q4/2008–Q3/2010, QE1 was announced by the Fed as 
meant for taking measures to strengthen liquidity in the banking system and to stabil-
ize real estate prices by providing short-term loans to financial institutions through 
Term Auction Facilities amounting to over 4.3 billion USD and purchasing securities 
or mortgage loans (Mortgage-Backed Securities) through Term Asset-Backed Loan 
Facilities (TALF). This brought about a change in its balance sheet and it becomes 
more than double, and the money supply (High Power Money) was increased by more 
than 1.2 trillion USD, which was pumped into the economy system. Unfortunately, 
the outcome of QE1 was not as effective as it should have been. The U.S. GDP 
growth was found to have increased in only small amounts, while the unemployment 
rate climbed up to 9.6%. Therefore, phase 2 of the QE program was implemented by 
providing long-term U.S. government bonds (Long-term Treasury) in amounts of 
more than 6 billion USD to the U.S. economy (Fiscal policy office, 2010). 

The QE policy of the United States plays a major role in causing shock to many 
countries. The excess liquidity resulting from the QE policy has been added into the 
world financial market through banking systems and multinational firms who have 
distributed their investment and disseminated their speculation to the emerging mar-
kets, including Southeast Asia and Thailand where the growth rates and the interest 
rates are higher.  

In the case of Thailand, under the open financial market, the transmission of im-
pact from QE relies heavily on the capital inflow. The key factors that bring the im-
pact of QE from the U.S. into Thai economy, as considered in this study, are FDI and 
FPI during QE1 and QE2. Therefore, in order to measure impacts of capital inflow as 
a result of the quantitative easing policy on the Thai economy system, the study pro-
vided a new empirical finding by combining the advantage of principal component 
analysis (PCA) in collaboration with Markov-switching Bayesian VAR (MS-BVAR) 
to measure empirical impacts and its duration on Thai economy by adding macro 
variables (134 variables) after classifying them into nine sections by using the concept 
of factor analysis so as to avoid price puzzle and degree of freedom problems, as dis-
cussed in the study of Bernanke , Bovin, and Eliasz [5]. Moreover, we found that 
there were numerous studies which are employ a Maximum likelihood estimator 
(MLE) in the macroeconomic fields and seem to lack of the efficient and accurate 
result. These studies include Shibamoto [23], Bellone [4], Chang, Sriboonchitta, and 
Wiboonpongse [8], Do, Mcaleer and Sriboonchitta [11], Chinnakum, Sriboonchitta, 
and Pastpipatkul [9], Liu and Sriboonchitta [17], Autchariyapanitkul, Chanaim and 
Sriboonchitta, [3], Ayusuk and Sriboonchitta [2], Boonyanuphong and Sriboonchitta 
[6,7], Jintranun, Calkins and Sriboonchitta [14], Kiatmanaroch and Sriboonchitta 
[15,16], Praprom and Sriboonchitta [18,19,20], and Puarattanaarunkorn and Sriboon-
chitta [21,22]. Therefore, the paper aims to use the Bayesian estimator rather than 
MLE. 
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Thereafter, the duration of the impact was calculated by analyzing the filtered 
probability change in each of the regimes (both the inflow and the outflow regimes) 
from the MS-BVAR modeling. The combination method applied in this study is 
called Markov-switching Structural Factor Augmented Bayesian VAR (MS-
SFABVAR), according to the study of Girardin and Moussa [13]. The study measures 
134 monthly time series data on Thai macro economy variables during January 2008 
to July 2013, and then classifies the data into nine sectors. We focused on the trans-
mission of the QE policy under FDI and FPI channels only. Series were estimated 
using BVAR model to identify shocks, and using MS-BVAR model to calculate prob-
ability and its duration during each regime. Regimes were set by applying concept of 
business cycle that switching regimes creates a cycle of economy. Therefore, regimes 
were classified into the inflow regime (regime 1), or period that FDI and FPI were 
invested in Thai economy, and the outflow regime (regime 2), or period that FDI and 
FPI were flowing back to the U.S. economy.      

2 Methodology 

2.1 Bayesian Vector Auto Regressions (BVAR) 

The Sims–Zha prior reduced form Bayesian VAR (B-SVAR) model was described by 
Sims and Zha [10] and Sims [24]. It is based on the dynamic simultaneous equation 
developed from the regular VAR model. The prior is constructed for the structural 
parameters. The basic SVAR model has the following form, as given by      
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The reduced form representation of SVAR model can be written as  
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The reduced form error covariance matrix is 
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where A0 is the identity matrix of shocks (hit) in each of the equations[10] 

2.2 Impulse Response Function 

The objective of the Impulse Response Function is to find out the variations regarding 
how endogenous variables, in terms of one standard deviation, impact the exogenous 
variables in the meantime and in future, or to investigate the shock during each pe-
riod, and predict when it will return to equilibrium [1]. The Vector Moving Average 
(VMA) before calculating the IRF can be written as  

                1
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1 ; 
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2.3 Markov-Switching Bayesian VAR (MS-BVAR) 

In this section, we carry out the Markov-switching Bayesian reduced form vector 
autoregression model setup and posterior mode estimation. The MS-BVAR model is 
estimated using block EM algorithm where the blocks are 1) the BVAR regression 
coefficients for each regime (separating optimum for intercepts, AR coefficients, and 
error covariance) and 2) the transition matrix. Considering the autoregressive model 
order   for K dimension of time series vector with general form [12], 

               1( , ..., ) , 1,...,t t Kty y y t T      (8) 

                      tptptt yAyAy    ...11    (9) 

where t ~ ),0( IID  and ptyy ,...,0  are constantly fixed. 

The mean adjusted of VAR 
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 is the mean of ty  with )1( K  dimension. 

A VAR model with changes in regimes will have a constant parameter that does not 
vary over time. Consider, for example, the unobservable variable st . These unobserva-
ble variables are not controlled and might cause an error in the model. Therefore,  
Markov-switching VAR (MS-VAR) is considered to be a structural change in  
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regime-switching. MS-VAR is based on the specification of the underlying data-
generating process of time series data where ty  is the observed variable that relies on 
the unobserved regime ts . Here, the probability differentiated at different regimes (shift 
regime) in terms of transition probabilities is given as follows  

    )Pr( 1 isjsP ttij   , 1
1




M

j
ijP  Mji ,...,1,  .

              (11) 

3 Empirical Results of Research 

3.1 Component Analysis 

According to the study carried out by Bernanke, Bovin, and Eliasz [5], a shortage in 
the number of variables creates a technical problem called price puzzle and outcome 
of estimated model under VAR can be misunderstood from the theory and concept of 
reality. For that reason, this study tried to collect as many monetary variables as poss-
ible including all macroeconomic variables in order to avoid this problem. Study set 
up experiment by rotating Varimax and rotating component to find 1 representative 
factor that exemplified its group. See table 1 for representative factor from each 
group.  

Table 1. Rotated Component Matrix 

Factor Variables 

FA1: Real output Industrial Production, Capacity Utilization Rate, Agricultural Produc-
tion, Mining Production 

FA2: Employment Unemployment rate, Labor force, Seasonally inactive labor force 

FA3:Private           
     consumption 

Private Consumption Index, Sales of Benzene and Gasohol, Sales of 
NGV, Passenger car sales, Real imports of consumer goods, Commer-
cial car sales, Sales of LPG, Electricity consumption, Motorcycle 
Sales, Sales of Diesel 

FA4: Stock market SET index, SET50, Market capitalized, Dividend yield, Price–Earnings 
ratios 

FA5:Exchange rate (REER), (NEER), Forex: Thai Baht to U.S. Dollar

FA6: Interest rate 
Prime rate: (MLR), T-BILL1M (28) days, 
Interbank overnight lending rates, Repurchase rate, Prime rate: (MOR), 
Government bond yield 

FA7: Money supply Monetary Base (MB), Money Supply: Narrow-Money
FA8: Price Index Export Price, CPI,PPI,Import Price, Housing Price Index,  

FA9: Trade balance Export volume Index, Export Value (f.o.b.), Import Value (f.o.b.),Import 
volume Index, Trade Balance, Term of trend 
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3.2 VAR Lag Order Selection Criteria Test 

Table 2 displays the various computed values for all lags. The minimum value of the 
criterion shows the appropriate lags. Minimized Schwarz information criterion (SC) 
can identify the optimum lag length. The result shows that lag 2 with an SC value of 
1.3595 is the appropriate lag length. So we will use lag 2 to estimate the MS-BVAR 
model. 

Table 2. Lag Order Selection Criteria 

Lag AIC SC HQ 
0 2.027217 2.125389 2.053262 
1 1.494270 1.788783 1.572404 
2 0.868683* 1.359539* 0.998907* 
3 1.107649 1.794847 1.289963 

              Source: Calculation. 

3.3 Estimated VAR/BVAR and Its Impulse Response Function  

Because the study is designed to measure the impact of the QE policy of the United 
States on the Thai economy system, so as to clarify the results in deeper detail we 
estimate the model in pairs (binary estimation). This is performed by starting from the 
transmission of QE through FDI to the nine sectors of Thai economy, followed by 
FPI, in that order. Then, the results between the VAR and the Sims–Zha prior reduced 
form Bayesian VAR (BVAR) models will be computed to confirm the long-run rela-
tionship between FDI and nine sectors of Thai economy and FPI and nine sectors of 
Thai economy. Additionally, we will find the Impulse Response Function to identify 
the duration of the monetary shock from the QE policy to the Thai economy system 
and its returning point to the equilibrium.  

Impact of QE Through FDI Channel 

Table 3 illustrates comparison result of the VAR and BVAR models. Results said QE 
policy transmission under FDI channel affects Thai economy (in all nine sectors). 
Negative and positive coefficient represents impacts. In the first period, capital inflow 
in terms of FDI is observed to positively affect Thailand’s real output factor (FA1), 
push up the employment factor (FA2), and stimulate private consumption (FA3), raise 
the stock market factor (FA4), increase money supply (FA7), and increase price index 
(FA8). More importantly, QE affected Thai exchange rate to appreciate and negative-
ly affects Thailand trade balance.    

 

 



 Impacts of

 

Table 3. Estimates V

Model Coeff:  
t(-1) 

FDI & (FA1) 0.2490 
FDI & (FA2) −0.1500 
FDI & (FA3) 0.4846 
FDI & (FA4) 0.4712 
FDI & (FA5) 0.4797 
FDI & (FA6) −0.1829 
FDI & (FA7) 0.5101 
FDI & (FA8) 0.4707 
FDI & (FA9) −1.5876 

Source: Calculation.  
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Table 4. Estimates V

Model 
Coeff:  
t(-1) 

FPI& (FA1) −0.3365 
FPI& (FA2) −0.3178 
FPI& (FA3) −0.3455 
FPI& (FA4) −0.3315 
FPI& (FA5) −0.2994 
FPI& (FA6) −0.3237 
FPI& (FA7) −0.3682 
FPI& (FA8) −0.3275 
FPI& (FA9) 0.4482 

Source: Calculation.  
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the months 3–4 before adjusting back to equilibrium during the months 5–6. The 
monetary shock stayed on when the QE policy was announced, and it existed for 5–6 
months in each cycle. 

4 Estimated MS-BVAR 

The advantage of Markov-switching model is that it can express the probability of 
switching regimes. The regime set in this study is separated into two states. The first 
state is inflow regime (regime 1) where excess capital flows into the Thai economy 
system via FDI and FPI. The second state is outflow regime (regime 2) where excess 
capital flows out of the Thai economy. The study was conducted to find out the fluc-
tuating probability in each of the regimes and its duration of stay in each regime. Af-
ter that, we plot the filtered probability diagram to demonstrate the change and its 
duration during QE1 and QE2. The calculated results are shown separately, starting 
from the FDI channel up to the FPI channel, as follows:   

Duration of QE’s Shock (FDI Channel) 

Table 5 displays the transition probability in each of the regimes and its duration. The 
computed probability from the nine models gave a similar result that transition proba-
bilities staying in the inflow regime (regime 1) are higher than those in the outflow 
regime (regime 2). The average duration of the inflow regime is about 6–7 months. 
This is because foreign direct investments made in Thailand are long-term invest-
ments in the real sector; for example, investments in the form of building factories, 
buying new machines, employing long-term employees, etc. For this reason, FDI 
stays longer in regime 1. On the other hand, transition probability and its duration in 
the outflow regime are smaller. The average time taken in the outflow regime is ap-
proximately 1–2 months before it turns back to the inflow regime. This means that  
 

Table 5. Transition Probabilities P[i,i] 

Model Prob. Regime 
1  

Duration Prob. Regime 
2 

Duration 

(FDI) & (FA1) 0.9622 2.00 0.4976 1.99 
(FDI) & (FA2) 0.8720 7.81 1.00E-04 1.10 
(FDI) & (FA3) 0.8177 5.48 1.00E-01 1.00 
(FDI) & (FA4) 0.8901 9.10 0.0663 1.07 
(FDI) & (FA5) 0.7715 4.37 2.28E-01 1.3 
(FDI) & (FA6) 0.7999 5. 00 0.3745 1.60 
(FDI) & (FA7) 0.6933 3.26 1.00E-01 1.00 
(FDI) & (FA8) 0.8540 6.84 1.46E-01 1.17 
(FDI) & (FA9) 0.7827 4.60 2.17E-01 1.27 

     Source: Calculation.  
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staying in the inflow regime (regime 1) is higher. At the same time, the probability in 
the outflow regime is less and the average time of staying in the outflow regime is 
approximately 1–2 months. The duration of the stay depended on the expectation 
according to the QE announcement as well as the expectation of the speculators in the 
stock market.   

Table 6. Transition Probabilities P[i,i] 

Model Prob. Regime 1  Duration Prob. Regime 2  Duration 
(FPI) & (FA1) 0.9621 26 0.6882 3.20 
(FPI) & (FA2) 0.9822 22.12 0.71811 3.54 
(FPI) & (FA3) 0.9577 23.60 0.04965 1.05 
(FPI) & (FA4) 0.9452 18.20 0.09916 1.11 
(FPI) & (FA5) 0.9506 10.27 1.00E-04 1.00 
(FPI) & (FA6) 0.9615 25.9 1.00E-04 1.00 
(FPI) & (FA7) 0.9747 29.53 1.00E-04 1.00 
(FPI) & (FA8) 0.24492 1.32 0.9283 13.96 
(FPI) & (FA9) 0.9506 20.27 1.00E-04 1.00 

    Source: Calculation.  

Fig. 4 provides confirmations regarding the filtered probability diagrams from nine 
binary models under the FPI channel. The probability is seen to switch within the 
regime seasonally. Each of the cycles changing from the inflow regime to the outflow 
regime took about 1 month. This is because the investors in the stock market can ro-
tate their portfolios faster than investors in the real sectors. Thus, when QE1 and QE2 
were announced, it made the shock to the stock market quicker than that to the real 
sector in the economy. According to the Table, the first shock existed from the end of  

 

 

Fig. 4. Filtered Probability Diagram 
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2008 to the beginning of 2009, which was the same period when QE1 was used, and it 
took around 1 month to get back to the inflow regime. The second shock existed from 
the middle to the end of 2010, the same as the period when QE2 was used. The capital 
inflow that was invested in Thailand moved out to the U.S. in the expectation that the 
U.S. economy was booming again. The movement cycle depended on the time of 
announcement of the QE policy. 

5 Conclusion 

The study demonstrates that the influence of the quantitative easing (QE) policy of the 
United States of America depended on the capital inflow that moved from the U.S. 
economy to Thailand. Transmission of the QE policy to the Thai economy system has 
two channels: the Foreign Direct Investment (FDI) channel and the Foreign Portfolio 
Investment (FPI) channel. Under the FDI channel, when QE was used, excess liquidity 
was introduced into the Thai economy. This stimulated the real output factor and em-
ployment. Also, foreign investment served to motivate the private sector to consume 
more and caused the interest rate to increase. At the same time, the QE policy caused 
the Thai Baht to appreciate, and this affected the trade balance negatively. The QE poli-
cy caused monetary shock to the Thai economy system for around 4–5 months in each 
cycle before getting back to equilibrium. As for the FPI channel, the result was similar 
to that of the FDI channel. When QE was announced, excess capital was injected into 
emerging economies, including the Thailand stock market. Excess liquidity as a result 
of the QE policy pushed up the SET index of Thailand to reach the highest point in 
2012. The booming stock market caused increases in the real output (GDP), level of 
employment, and policy interest rate. Yet, it created shock just for 4–5 months for 1 
cycle of QE. On the other hand, excess liquidity from QE caused the Thai Baht to ap-
preciate significantly, and this affected Thailand’s trade balance negatively.    

Consequently, the Bank of Thailand (BOT), as the monetary policy maker, should 
be concerned more about flowing liquidity that comes from outside as it makes its 
impact felt on several sectors of our economy, especially with regard to the fluctua-
tion of the Thai currency. Monetary policy should be more concerned about the time 
period of its content as to whether it should be a short-term policy or a long-term 
policy. QE created shocks to the Thai economy seasonally (4–5 months in one cycle); 
thus, evidently, unconventional monetary policies that deal with shocks should be 
effective in the short term. In addition, impacts of the QE policy or shocks from the 
currency war should be reported and published to reach the private sector as quickly 
as possible so that the private sector is able to set suitable strategies to deal with the 
outside shock.      
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Abstract. In the context of existing downside correlations, we proposed
multi-dimensional elliptical and asymmetric copula with CES models to
measure the dependence of G7 stock market returns and forecast their
systemic risk. Our analysis firstly used several GARCH families with
asymmetric distribution to fit G7 stock returns, and selected the best to
our marginal distributions in terms of AIC and BIC. Second, the multi-
variate copulas were used to measure dependence structures of G7 stock
returns. Last, the best modeling copula with CES was used to examine
systemic risk of G7 stock markets. By comparison, we find the mixed
C-vine copula has the best performance among all multivariate copulas.
Moreover, the pre-crisis period features lower levels of risk contribution,
while risk contribution increases gradually while the crisis unfolds, and
the contribution of each stock market to the aggregate financial risk is
not invariant.

Keywords: Vine copulas · Component expected shortfall · GARCH ·
G7

1 Introduction

It is well known the acceleration in global integration has brought many bene-
fits. It has also created fragility because a country’s financial instability poses
a potential threat to the whole financial system. For example, the 2007-2009
financial crises happened in USA, but it swept across the global financial mar-
kets, such as England, Europe, Japan, etc. Systemic risk can be magnified by
forces of risk-contagion and correlation of financial markets. As a result, accu-
rate modeling and forecasting of the dependence structures and the contribution
of a financial market to systemic risk are of considerable interest to financial
researchers, financial regulators, and investors.

This paper aims at modelling the dependence structures of G7 stock mar-
kets, forecasting the systemic risks of G7 countries and the contribution of each
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 403–414, 2015.
DOI: 10.1007/978-3-319-25135-6 37
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stock market to the entire financial system. Multivariate copulas and vine cop-
ulas were used to investigate the dependence structures of G7, while measuring
the systemic risk was implemented by applying a new approach which is called
component expected shortfall (CES). Banulescu and Dumitrescu [4] proposed
the CES method that not only calculates systemic risk, but also measures the
institutions absolute contribution to the ES of financial system. It overcomes the
main drawbacks of MES (Acharya et al. [2]) and SRISK (Brownlees and Engle
[5]), such as no assumption for the liabilities of institutions. However, Banulescu
and Dumitrescu [4] and Brownlees and Engle [5] used a bivariate GARCH or
DCC-GARCH model to fit the asset returns. This implies that the correlation
between asset returns is linear, and there exists symmetric tail dependency.
Obviously, linear correlation is not invariant under non-linear strictly increasing
transformation. In reality, finance asset return has the presence of heavy tails
and asymmetry as well. Embrechts et al.[7] showed that linear correlation breaks
down and leads to a number of fallacies in the non-elliptical world. Therefore,
the problem raised from normality could lead to an inadequate CES estimate.

In order to overcome these drawbacks, we used copula functions to construct
a flexible multivariate distribution with different marginals and different depen-
dent structures. Copula functions allow us to capture symmetric and asymmet-
ric non-linear correlation structures depending on the copula chosen. To more
appropriately fit asset returns, many GARCH family models were chosen to
capture the volatilities of G7 stock returns. In addition, multivariate copulas,
e.g., multivariate Gaussian, T, Clayton, Frank and Gumbel copulas, and several
vine copulas were performed to capture the dependencies of G7 stock returns.
In the last decade, there are a few studies that apply multivariate copulas, such
as multivariate Archimedean copulas, Clayton canonical vine copula (CVC), T
canonical vine copula, and drawable vine copula, to capture asymmetric depen-
dence and measure risk. Patton [15], Wu and Liang [18] and Ba [3] showed that
bivariate or trivariate copulas can produce significant gains for the investor with
no short-sales constraints. Low et al. [14] showed that Clayton CVC has better
performance than multivariate normal distribution or standard Clayton copula
for portfolio and risk management. Moreover, we also have several studies in
copulas models, such as Sriboonchitta et al. [17], Liu and Sriboonchitta [12] and
Liu et al. [13] , etc.

The novelty of our contribution is that we incorporated CES with copula-
GARCH models, which allows for higher scalability for capturing asymmetric
dependence. Moreover, we made a comparison between various kinds of multi-
variate copulas in terms of AIC. It is crucial to capture asymmetric dependence
and measure systemic risk. For vine copulas, we built a cascade of bivariate
copulas among vine copulas that would be conducive to the flexibility of multi-
variate copulas. In this study, the Gaussian copula, T copula, Clayton copula,
Frank copula, Gumbel copula, Joe copula, BB1 copula, BB6 copula, BB7 cop-
ula, BB8 copula, survival copulas, and rotated copulas were candidates in the
selection of the best one by using the model comparison criteria, AIC and BIC.
This is beneficial in improving the flexibility of vine copulas. Last, we selected
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the best GARCH model from the 8 kinds of GARCH models with asymmetric
distributions in terms of AIC and BIC for the stock returns of G7, thereby incor-
porating asymmetries and volatility within forecasting process.

The paper is organized as follows. In Section 2, the methodology are pre-
sented, which include the family GARCH models for marginals, multivariate
copula constructions, and CES model. Section 3 analyzes the empirical results.
Lastly, Section 4 concludes the paper.

2 Methodology

2.1 The Family GARCH Model

Hentschel [11] proposed a family of GARCH models that include 8 kinds of
the most popular GARCH models, such as GARCH, TGARCH, GJR-GARCH,
AVGARCH, NGARCH, NAGARCH, APARCH and ALLGARCH. Following
Ghalanos [10], the family ARMA (p, q)-GARCH (k, l) model can be formu-
lated as:

rt = c +
p∑

j−1

φjrt−j +
q∑

j=1

ψjεt−j + εt, (1)

εt|Ψt−1 = ztσt, (2)

σλ
t = ω +

k∑

j=1

αjσ
λ
t−j

(|zt−j − η2j | − η1j(zt−j − η2j)
)δ +

l∑

j=1

βjσ
λ
t−j (3)

where
∑p

i=1 φi < 1. The zt represents the standardized residuals, and Ψt−1

denotes past information. The parameters λ, δ, η1 and η2 are used to decide the
types of submodel. Various submodels are shown as follows: when λ = δ = 2
and η1,j = η2,j = 0, it is GARCH model; when λ = δ = 1 and |η1j | ≤ 1,
the AVGARCH model is generated; when λ = δ = 2 and η2,j = 0, the GJR-
GARCH model is performed; when λ = δ = 1, |ηij | ≤ 1 and η2,j = 0, the
submodel is TGARCH model; when λ = δ and η1,j = η2,j = 0, the model
becomes NARCH; when λ = δ = 2 and η1,j = 0 , the NAGARCH is represented;
when λ = δ, η2,j = 0 and |η1k| ≤ 1, it becomes APARCH; the full GARCH
model is performed when λ = δ.

To describe the possibly asymmetric and heavy-tailed characteristics of the
stock index returns, the error term zt is assumed to be a skewed student-t distri-
bution (SSTD) or skewed generalized error distribution (SGED). The submodels
of the family ARMA-GARCH model are estimated by maximum quasi-likelihood
method. The best performance model with SSTD or SGED is selected in terms
of most information criteria.

2.2 Multivariate Copulas

Sklar [16] first gave the definition of a copula as follows: Let x = x1, x2, ..., xn

be a random vector with the joint distribution function H and the marginal
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distribution F1, F2, ..., Fn . Then, there exists a function C called copula function
such that

F (x1, x2, ..., xn) = C(F1(x1), F2(x2), ..., Fn(xn)). (4)

Compared to bivariate copula function with some classical families of bivari-
ate distributions such as bivariate normal and Student-t distributions, many
copula models can capture asymmetric tail dependences and rank correlation
except elliptical copulas. Elliptical copulas are simply the copulas of elliptically
contoured distributions. Gaussian and T copulas are constructed from elliptical
distributions via Sklar’s Theorem [16]. Multivariate elliptical copulas are very
popular in risk management due to their easy implementation. The linear cor-
relation coefficients ρ in multivariate elliptical copulas have different structures.
Normally, there are four kinds of parameter structures for elliptical copulas:
autoregressive of order 1 (ar1), exchangeable (ex), Toeplitz (toep), and unstruc-
tured (un) (Yan [19]). The parameter structures of a three-dimension copula can
be expressed as:

⎛

⎝
1 ρ1 ρ21
ρ1 1 ρ1
ρ21 ρ1 1

⎞

⎠ ,

⎛

⎝
1 ρ1 ρ1
ρ1 1 ρ1
ρ1 ρ1 1

⎞

⎠ ,

⎛

⎝
1 ρ1 ρ2
ρ1 1 ρ1
ρ2 ρ1 1

⎞

⎠ ,

⎛

⎝
1 ρ1 ρ2
ρ1 1 ρ3
ρ2 ρ3 1

⎞

⎠ ,

respectively. When modelling the joint distribution of multiple assets, such lim-
ited parameter models are unlikely to adequately capture the dependence struc-
ture. This means the multivariate elliptical copulas are inflexible in high dimen-
sions. Fortunately, vine copulas can overcome these drawbacks. Vine copulas
are multivariate modelling tool. They construct the multivariate distribution by
building bivariate copulas of conditional distributions. A d-dimensional vine cop-
ula are built by d(d − 1) bivariate copulas in a (d − 1)-level tree form. There are
different ways to construct a copula tree. C-vines and D-vines are the selected
tree types in this paper. If C-vines or D-vines are constructed by different pair-
copula families, then this is called mixed C-vine or D-vine copula. Following Aas
et al. [1], the d-dimensional densities of C-vine and D-vine copulas are given

f(x1, x2, ..., xd) =

d∏

k=1

f(xk) ×
d−1∏

j=1

d−j∏

i=1

cj,i+j|1,L,j−1(F (xj |x1:j−1), F (xi+j |xi+j|1:j−1)), (5)

f(x1, x2, ..., xd) =
d∏

k=1

f(xk)×
d−1∏

j=1

d−j∏

i=1

ci,i+j|i+1,K,1+j−1(F (xi|xi+1:i+j−1), F (xi+j |xi+j1|i+1:i+j−1)),

(6)

respectively. The conditional distribution functions in C-vine and D-vine copulas
can be gotten by the following equation

F (r|v) =
∂Cr,vj |v−j

(F (r|v−j), F (vj , v−j))
∂F (vj |v−j

, (7)

where v denotes all the conditional variables. Aas et al. [1] and Czado et al. [6]
proposed maximum likelihood method to estimate vine copulas. The estimation
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can be explained by three steps. Firstly, the variables are ordered according to
their influence that depends on the empirical Kendalls tau. Secondly, all bivariate
copula families are individually selected in terms of AIC. Last, we follow the
estimation method of Czado [6] who used sequential estimates as starting values
and then estimate the vine copulas through the maximum likelihood estimation
method, again.

2.3 Component Expected Shortfall

Banulescu and Dumitrescu [4] defined CES as that which measures the absolute
contribution of a firm to the risk of the financial system; the systemic risk can be
measured by linearly aggregating the component losses, as well. They are given
by

CESit = wit
∂ESm,t−1(V aRβ(W ))

∂wit
(8)

CES%it(V aRβ(W )) =
CESit(V aRβ(W ))
SESt−1(V aRβ(W ))

× 100 (9)

and

SESt−1(V aRβ(W )) =
n∑

i=1

CESit(V aRβ(W )). (10)

where V aRβ(W ) is the VaR under the β confidence level and the W portfolio
allocations, and the ES is expected shortfall. This systemic risk measure by
CES allows us to identify pockets of risk concentrations by directly ranking the
institutions in term of their riskiness. The larger CES%it demonstrates that
the institution i is the more systemically important. With these formulas, the
absolute contribution of a firm and the systemic risk can be measured under
given weights. In this study, each index has equal weight. For out-of-sample
systemic risk, Banulescu and Dumitrescu [4] show that it may be solved using
Equation (11):

CES%i,T+1:T+h(C%) =
CESi,T+1:T+h(C%)∑n
i=1 CESi,T+1:T+h(C%)

(11)

where C% is set to be the out-of-sample VaR-HS for cumulative market returns
at coverage rates of 1%, 2%, and 5%, and h represents a forecasting horizon.
The multi-period ahead forecasts of CES are implemented by combining rolling
window and Monte Carlo simulation methods with the C-vine copula-GARCH
model. We used the mixed C-vine copula with the estimated parameters to
generate random numbers 10,000. Thereafter, the inverse functions of the corre-
sponding marginal distribution were employed to calculate standardized residu-
als of each variable. Then the predicted values of each stock return at one-ahead
period can be obtained by using the preferable GARCH families. Thus, the CES
and CES% can be obtained by equations (10) and (11).
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3 Empirical Results

3.1 The Data

Our data set consists of G7 weekly returns on 7 indices including US S&P
500, Canada GSPTSE, England FTSE, France CAC40, Germany DAX, Italy
FTSEMIB, and Japan NKY225. The sample period extends from 3 January 2000
to 29 December 2014, yielding 780 observations in total. All data are obtained
from Thomson Reuters ECOWIN. We use the daily logarithmic returns defined
as , where Pt is the close price of G7 stock indexes at time t. We partition the data
into two parts: in sample and out of sample. The in-sample data from 3 January
2000, to 31 December, 2004, with 260 observations is used to estimate the param-
eters of the marginal models and the multivariate copulas. Thereafter, the 520
observations in the out of sample are used to estimate the multi-period forecasts
of the CES% by using the principle of the weekly rolling window forecasting of
returns. The Kendalls tau displayed in Table 1 reveals that the returns for each
pair of indices are closely related to each other, with the biggest dependence
being that between the France and Germany stock returns, and the smallest
dependence is between Canada and Japan.

Table 1. The Kendalls tau of G7 stock returns

Countries USA Canada England France Germany Italy Japan

USA 1.0000 0.5289 0.5987 0.6220 0.6081 0.5408 0.3467
Canada 0.5289 1.0000 0.4961 0.4855 0.4628 0.4333 0.3240
England 0.5987 0.4961 1.0000 0.6950 0.6240 0.5818 0.3510
France 0.6220 0.4855 0.6950 1.0000 0.7398 0.7092 0.3761

Germany 0.6081 0.4628 0.6240 0.7398 1.0000 0.6354 0.3768
Italy 0.5408 0.4333 0.5818 0.7092 0.6354 1.0000 0.3482
Japan 0.3467 0.3240 0.3510 0.3761 0.3768 0.3482 1.0000

3.2 Results for Copulas

Before we conducted the copula analysis, we had to consider marginal distribu-
tion for adjusting the return distribution because the return series has volatil-
ity clustering. The preferable model was selected from the 8 kinds of GARCH
families for each stock return in terms of AIC and BIC. The two asymmetric
distributions, SSTD and SGED, were performed with GARCH families. Table 2
shows that NAGARCH with SSTD model fits the US and England stock returns
very well, while the SGED has the better performance than SSTD for others.
Also it is obvious that ALLGARCH model is selected for France and Italy stock
returns, and NAGARCH model is used to fit Germany and Japan stock returns,
and the best fitting GARCH family of Canada stock return is NGARCH. There-
fore, there exists asymmetric effect in the stock returns of G7.

After having the estimated parameters of marginal distributions, we turn
to estimate the DCC model and the multivariate copulas, e.g., Gaussian, T,
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Clayton, Frank, Gumble, mixed C-vine, Clayton C-vine, T C-vine, mixed D-vine,
Clayton D-vine and T D-vine. The log-likelihood and AIC of each multivariate
copula are shown in Table 3. According to the log-likelihood and AIC, we found
that the performance of the multivariate Clayton copula was the worst. This
could be because the data contained lower tail dependence which could not
be measured properly by the Clayton copula. The values of all the criteria for
both multivariate Gaussian and T copula were also not good. This implies that
a purely elliptical approach may not be appropriate to measure the systemic
interdependency of the series, especially when the tail dependence is asymmetric.
It is no surprise that the mixed C-vine copula has the best performance among
all the multivariate copulas. Although Low et al. [14] showed that Clayton C-vine
copula has a good performance in managing portfolios of high dimensions and
measuring VaR, the mixed C-vine copula should be more flexible corresponding
to capture asymmetric dependences. Also, we use the preferable GARCH families
to derive standard residuals, and input them into the DCC model (see Engle
[8][9]). The values of log-likelihood and AIC of the DCC model are 119.1192
and −242.2384, respectively. This implies that the DCC model is worse than
the copula models in terms of the log-likelihood and AIC.Therefore, this paper
estimates the parameters of the mixed C-vine copula using maximum likelihood
method, and combines mixed C-vine copula with CES to forecast the systemic
risk and the contribution of each stock market to the entire financial system.

Table 4 reports the estimated parameters of the mixed C-vine copulas, the
Kendalltau, the upper tail dependence coefficient and the lower tail dependence
coefficient for G7 stock returns. “1”, “2”, “3”, “4”, “5”, “6”, and “7” repre-
sent the stock returns of US, Canada, England, France, Germany, Italy and
Japan, respectively. The second column shows the best copula family of each
pair in terms of AIC and BIC. “SBB1”, “SJoe”, “RJoe”, and “SClayton” repre-
sent survival BB1, survival Joe, rotate Joe by 270 degrees and survival Clayton
copulas, respectively. First, the mixed C-vine copula has been selected to be dif-
ferent from their special cases, the Gaussian copula and T copula. This indicates
that a purely elliptical approach to measuring systemic interdependencies falls
short of adequately capturing all relevant dependence characteristics, in partic-
ular the asymmetric tail behavior. Second, with the increasing of the amount
of conditional variables, the conditional dependences become very tiny. Third,
there does exist obvious asymmetric dependences between the stock returns of
Germany and US, Germany and Canada. The estimated coefficient of lower tail
dependence between Germany and US equals to 0.5528, which indicates the
dependence between the stock market returns during bear markets is stronger
than the dependence during bull markets. While the lower and upper depen-
dency between Germany and Canada are about 0.4, which reflects there exists
the strong dependency of Germany and Canada stock market returns during
booms and crashes. Analogously, the symmetric dependencies between Germany
and England, Germany and Italy also yield similar status. Last, the estimated
conditional dependencies during some stock returns are linear and symmetric.
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Table 2. The Selection of the GARCH Families

GARCH TGARCH ... NGARCH NAGARCH ALLGARCH

US SSTD
CANADA SGED
ENGLAND SSTD
FRANCE SGED
GERMANY SGED
ITALY SGED
JAPAN SGED

Table 3. Model Selection for Different Copulas

Copulas Num.paras LogL. AIC

Gaussian(ar1) 1 539.3931 -1076.79
Gaussian(ex) 1 587.5398 -1173.08
Gaussian(toep) 6 624.023 -1236.05
Gaussian(un) 21 798.7267 -1555.45
T(ar1) 2 582.4287 -1160.86
T(ex) 2 635.3522 -1266.7
T(toep) 7 664.3147 -1314.63
T(un) 22 823.1099 -1602.22
Clayton 1 457.9531 -913.906
Frank 1 515.6621 -1029.32
Gumbel 1 492.1471 -982.294
mixed C-vine 28 841.5398 -1627.08
Clayton C-vine 21 650.4606 -1258.92
T C-vine 42 834.5952 -1585.19
mixed D-vine 27 833.6134 -1613.23
Clayton D-vine 21 642.3388 -1242.68
T D-vine 42 836.0883 -1588.18

This may imply conditional variables have profound effect on the tail dependence
of each pair.

3.3 Results for Systemic Risk

Figure 1 displays the evolution of CES from January, 2005 to December, 2014.
We found that the pre-crisis period features lower levels of risk contribution,
while risk contribution increased gradually while the crisis unfolds. The predicted
CES peaked at the beginning of 2009 and then decayed slowly to a certain level,
but it was still higher than pre-crisis period. This finding is consistent with the
financial events that hit the stock market at that time. The two-month period
from January 1-February 27 in 2009 represented the worst start to a year in the
history of the S&P 500 with a drop in value of 18.62%. For the first quarter of
2009, the annualized rate of decline in GDP was 14.4% in Germany, 15.2% in
Japan, 7.4% in the UK. In the spring of 2009, the CES reached extreme value
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Table 4. Estimated Results of the Mixed C-vine Copula

Pairs Copulas Parameters Estimators Kendall’s tau Upper tail Lower tail

51 SBB1 θ 0.24012*** 0.5239 0.0044 0.5528
δ 1.8754***

52 BB1 θ 0.4729*** 0.4479 0.395 0.3677
δ 1.4651***

53 T ρ 0.8235*** 0.616 0.4245 0.4245
v 6.3822***

54 Frank θ 10.2376*** 0.672 0 0

56 T ρ 0.8641*** 0.6643 0.3654 0.3654
v 11.1301*

57 Frank θ 2.6674*** 0.2775 0 0

12|5 Gaussian ρ 0.5246*** 0.3516 0 0

13|5 BB7 θ 1.158*** 0.1601 0.1805 0.0325
0.2023

14|5 SJoe θ 1.1215*** 0.0652 0 0.1446

16|5 T ρ 0.3741*** 0.2441 0.0137 0.0137
v 15.6637

17|5 Frank θ 0.7851** 0.0867 0 0

23|15 RJoe θ 1.036*** -0.0204 0 0

24|15 SClayton θ 0.0598 0.029 0 0

26|15 T ρ 0.0974 0.0621 0.043 0.043
v 6.2776**

27|15 Gaussian ρ 0.1794*** 0.1148 0 0

34|125 Joe θ 1.0923*** 0.0504 0.1138 0

36|125 Clayton θ 0.1734*** 0.0797 0 0.0183

37|125 Clayton θ 0.0476*** 0.0232 0 0

46|1235 Gaussian ρ 0.3334 0.2164 0 0

47|1235 Gaussian ρ 0.0999*** 0.0637 0 0

67|12345 Clayton θ 0.1646** 0.076 0 0.0148

Note: *, ** and *** represent significance at levels 10%, 5%, and 1%, respectively.

again. This should be ascribed to Greece’s sovereign credit rating that was down-
graded to junk. And four day after the activation of a 45-billion EU-IMF bailout
was performed thereby triggering the decline of stock markets worldwide and of
the Euro’s value, and furthering a European sovereign debt crisis. Moreover, the
Dow Jones Industrial Average suffered its worst intra-day point loss, dropping
nearly 1,000 points on 6th May, 2010. The series of predicted CES obtained a
high level from August of 2011 to the beginning of 2012, which can be explained
by the sharp drop in stock prices of US, Europe, and Asia in August 2011. Con-
sidering the slow economic growth of the United States and contagion of the
European sovereign debt crisis to Spain and Italy, a severe volatility of stock
market indexes continued for the rest of the year 2011 and the first quarter of
2012. Figure 2 displays the multi-period forecasts of CES% at coverage rates
of 1%, 2%, and 5% from January 2005 to December 2014. Taking it by and
large, the contribution of each stock market to the aggregate financial risk is
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Fig. 1. The Component Expected Shortfall From 2005 to 2014

Fig. 2. The Contribution of Each Stock Market to the Entire Financial System
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not invariant. Germany, Italy, and France have the greater contribution to the
systemic risk than other stock markets. This is maybe because the crisis rapidly
developed and spread into a global economic shock, resulting in a number of
European bank failures, and declined in various stock indexes. Especially, the
economic system in Germany was deeply hit by the financial crisis. In 2008, the
annual economic growth rate fell to 1% and in 2009 it even became negative at
-4.7%. The contribution of US stock market to systemic risk is not consistent
with what we imagined. This means that the strong contagion caused a severe
effect to the Europe an union, and the Europe debt crisis undoubtedly worsened
the already grave situation.

4 Conclusions

In this paper, we extended existing CES-based bivariate GARCH models for
measuring systemic risk by proposing a model that incorporates multivariate
copula-GARCH and CES. The model is used to gauge the systemic risk of G7
stock markets and their dependences. In the dependence analysis we found the
mixed C-vine copula has better performance than other multivariate copulas,
which gives evidence of non-elliptical structures, especially of asymmetric tail
behavior. It is crucial to take into account in systemic risk. In systemic risk
analysis, we found that the pre-crisis period featured lower levels of risk contri-
bution, while risk contribution increased gradually as the crisis unfolded. Also,
the systemic risk of G7 obtained a high level after financial crisis due to the
Europe debt crisis. The present article focuses on studying systemic risk and
dependences of G7 stock market returns. Further research might examine the
financial contagion and portfolio analysis for G7.
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Abstract. This paper uses the Markov-switching Bayesian Vector Error Correc-
tion model (MS-BVECM) model to estimate the long-run and short-run relation 
for Thailand’s tourism demand from five major countries, namely Japan, Korea, 
China, Russia, and Malaysia. The empirical findings of this study indicate that 
there exist a long-run and some short-run relationships between these five coun-
tries. Additionally, we analyses the business cycle in a set of five major tourism 
sources of Thailand and find two different regimes, namely high tourist arrival 
regime and low tourist arrival regime. Secondary monthly data results of fore-
casting were used to forecast the tourism demand from five major countries 
from November 2014 to August 2015 based on the period from January 1997 to 
October 2014. The results show that Chinese, Russian, and Malaysian tourists 
played an important role in Thailand’s tourism industry during the period from 
May 2010 to October 2014. 

Keywords: MS-VECM · Bayesian · Thailand’s tourism demand · Forecasting 

1 Introduction 

Thailand was ranked 10th in the list of world international tourism destinations in 2013. 
It is a famous destination in South-east Asia because it has many attractive places such 
as historical sites, both old traditional and new traditional, beaches, and scenic moun-
tains. Despite severe political conflicts, Thailand’s tourism industry has grown rapidly 
in the past decade to become one of the industries most important to Thai economy. 
According to a report by the WTTC, the total contribution of travel and tourism to the 
gross domestic product (GDP) in Thailand is accounted to be between 9% and 10% in 
2013. In addition, the council forecasts that the total contribution to the GDP will rise to 
22.7% of the GDP by 2024. However, Thailand’s tourism industry is faced with high 
competition from all the major tourism markets in Southeast Asia because these markets 
are of similar nature and they propose promotions to attract tourists.  

Recently, the total volume of international tourist arrival in Thailand was found to 
have reached 26 million. Chinese tourists retain their position of 1st rank and account 
for the most arrivals in Thailand in terms of nationality, with 17.6% shares of the total 
inbound tourists, while Malaysian tourists hold the 2nd rank with 11.2%, Japanese 
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tourists, the 3rd rank, with 5.8%, Korean tourists, the 4th rank, with 4.9%, and Rus-
sian tourists, the 5th rank, with 3.5%, according to the Tourism Authority of Thailand 
(TAT). This indicates that these five countries can be considered as priority markets 
for Thailand. Thus, it is important to study the movement, both short-run and long-
run, and forecast the tourism demand from these five counties in order to provide an 
accurate number of tourists in each regime and provide the necessary information for 
policy makers as well as private and government tourism industry sectors. Additional-
ly, this study can help private and government tourism industry sectors to adjust and 
adapt their strategies for sustainable tourism industry development. 

In this study, we aim to construct an econometric model to forecast and estimate the 
long-run and short-run dynamics for five major markets of Thailand’s tourism industry 
using the cointegration and error correction approach. Wong [16] studied the business 
cycle in in-ternational tourist arrival and found that there may be a cyclical trend in the 
international tourist arrival. Song and Li [11] and Witt.S add Witt.C [15] reviewed the 
published studies on tourism demand modeling and forecasting and found that there 
exist a tourism cycle and seasonality that is discussed in many studies. In addition, Chai-
tip and Chaiboonsri [1] captured the two regimes, high season period and low season 
period, in the number of international tourist arrivals in Thailand. These findings indi-
cate that Thailand seems to have a tourism season; hence, we extend the model to a 
nonlinear process, and employ the Markov-switching Bayesian Vector error correction 
model (MS-BVECM). We found that this model was more flexible to use than the con-
ventional MS-VECM because the expectation–maximization (EM) algorithm used to 
estimate the unobserved Markov state variables is not conditional on the value of the 
cointegration vector and other parameters. Furthermore, we found a numerous studies 
which were related to this study such as Mazumder, Al-Mamun, Al-Amin, and Mo-
hiuddin [10] Harcombe [4], Chang,  Sriboonchitta and Wiboonpongse [2], Chaiboonsri, 
Sriwichailamphan, Chaitip and Sriboonchitta [3], and Liu and Sriboonchitta [7].They 
employed the classical estimation, Maximum likelihood estimator (MLE), to estimate 
the parameters which are treat as a constant and do not allow putting a prior belief about 
the likely values of estimated parameter. Thus, the estimated results are not accurately. 
In this study, the Bayesian Estimation is preferred rather than MLE. The model outper-
form the MLE because we can give the prior on the estimated parameter and lead the 
estimation to gain more efficiency.  

The rest of the paper is organized as follows. Section 2 discusses the MS-BVECM 
model. The data description and the estimation results are presented in section 3 and 4. 
Finally, section 5 summarizes and concludes the paper. 

2 Methodology 

2.1 Markov Vector Error Correction Model 

Following MS-VECM of Jochmann and Koop [5], the model which allows the intercept 
term, the adjustment term, the cointegrating term, the autoregressive term, and the  
variance–covariance matrix subject to the unobserved state variable can be wriiten as 
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where ty  denotes an (1)I  vector of the n-dimensional time series data, c  is a 

vector of the state-dependent intercept term, i  stands for the state-dependent 

n n  autoregressive parameter matrices of the vector t iy  , 
tS  is the state-

dependent error correction term, the long-run impact matrices, which are defined by 

t tS S   , 
tS  is the state-dependent adjustment term, the state-dependent   

is the r n  matrix of the cointegrating vectors, and t  is the error term which is 

assumed to be (0, ( ))tN S . Thus, Eq. (1) can be rewritten as follows:  
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In this study, the state variable with the first order Markov process is assumed. 
Thus, the N  state variables ( ts =1,…, N ) and the transition probabilities can be 

defined as 1P ( )ij t ts i s j  , , 1,.....,i j N  
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where ijp  is the probability that regime i  is followed by regime j .  

2.2 Prior Distributions 

We select flat prior density for the intercept term ( c ), the autoregressive term ( ), 
the adjustment term ( ), and the cointegrating vector ( ); Inverted Wishart prior for 
the variance–covariance matrix ( ), and Dirichlet prior for the transition probabili-
ties ( ijp ).  

For a prior for c ,  ,  , and  , we assume these parameters as Least Informa-
tive Priors, that is, flat priors, where the prior is simply a constant.  

                     

1( )p k for a b
b a

    


                     (4) 

with a flat prior, the posterior is just a constant times the likelihood, 



418 W. Yamaka et al. 

 

                         ( ) ( )p x C x  
                              

(5) 

where   contains c ,  ,  , and   which have a uniform distribution from nega-
tive infinity to positive infinity. This allows the posterior distribution to be mainly 
affected by data rather than prior information. 

With regard to the prior for  , we assume the variance–covariance matrix to be 
with the degree of freedom h . 

                  ( , )i i iIW h   1, ...,i N ,                          (6) 

where n n
i R   , as Inverse Wishart prior for the transition probabilities ; ,ijp i j

=1,…, N , in this study. We assume that the two regimes are the high tourism arrival 
regime and the low tourism arrival regime; thus, we assign a beta distribution, assum-
ing N =2. To summarize, the likelihood function for c ,  ,  ,  , and ts  is given 
by 
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where  ,B c   and 1 1( ,..., )nW I Z I Z  ; 1 1( ,..., )p TZ Y Y   , and it  is the 

number of observations when , 1,2ts i i  . 

2.3 Posterior Specifications 

The posterior densities were obtained from the priors and the likelihood functions. 
Sugita [13] proposed two steps for posterior estimation via Gibbs sampling. First,  
by using the multi-move Gibbs sampling method, the state variable 

 1, 2s s s      should be estimated, and then the posterior densities for the 
intercept term, the adjustment term, the cointegrating term, the autoregressive term, 
and the variance–covariance matrix should be estimated. 

To sample the state (or regime) variable ( ts ), Kim and Nelson [8] proposed the 

multi-move Gibbs sampling to simulate the state variable ts  as a block from the 
following conditional distribution 

1
1 1

1

( , , ) ( , )
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where 1( )p s s    is the transition probability,  1 2 11 22, , , , ,B p p    , and 

( , )p s Y   is the probability of staying at t conditional on the vector of variables and 
other parameters. We can compute it from the Hamilton filter. 

After drawing s , we generate the transition probabilities, p11 and p22; this takes 
a draw from the Dirichlet posterior by multiplying Eq. (7) and Eq. (8) by the likelih-
ood function, Eq. (13). We get

 
22 22 21 21 11 11 12 121 1 1 1

11 22 22 22 11 11( , ) (1 ) (1 )u n u n u n u n
tp p p s p p p p         

.
      (10) 

Then, to estimate  , B , and  , Gibbs sampling can be used to generate sample 

draws from the staring values for 0
ikp , 0B , 0 , and 0 to generate 1j

ikp  , 1j  , 1j
i
 , 

and 1jB  , and then repeat this previous iteration for N times, 1,......,j N . As a 
result, we obtain the posterior means and the standard deviations of these updated para-
meters. Note that the number of burn-in iterations 0N  for the Gibbs sampling should 
be large enough for handling the non-stationary effect of the initial values. this study, 
we construct the posterior of an MS-BVECM by using a pilot drawing 10,000 times 
from the basic algorithm for Gibbs sampling and discarding the first 2000 as burn-in. 

3 Empirical Results 

3.1 Results of Unit Root Test and Seasonal Unit Root Test 

In this study of international tourism demand to Thailand from five major countries com-
prising Japan, Korea, China, Russia, and Malaysia, the number of tourist arrivals from 
those origins is used to represent the tourism demand to Thailand. The data are monthly 
time series data for the period from January 1997 to October 2014, which is collected 
from Thomson Reuters DataStream, from Financial Investment Center (FIC), Faculty of 
Economics, Chiangmai University. Additionally, we transform these variables into loga-
rithms before estimating. In this study, we employ the ADF test statistics to analyze the 
order of integration of our variables. The result of the ADF test statistics provide that 
logarithm of Japan, Korea, China, Russia, and Malaysia are I(1).  

3.2 Lag Length Selection 

In this section, we have to specify the lag length for the MS-BVECM model. We 
employ the vector error correction lag length criteria to find the appropriate number of 
lag lengths. For the VECM lag length criteria, the result reveals that the AIC and the  
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HQIC values for p=2 are lower than those for p=1 and p=3, while the BIC value is the 
lowest for p=1. The different results are obtained from these different information 
criteria. However, in this study, we prefer the results of the BIC tests, which point to 
the lag length, p=1.  

Table 1. VECM Lag Length Criteria 

Lag AIC HQIC BIC 
0 2.3597 2.3925 2.4408 
1 −5.0143 −4.8176 −4.5281* 
2 −5.2171* −4.8565* −4.3256 

                     Source: Calculation. 

3.3 Cointegration Test 

To determine the rank or the number of cointegration vectors, trace tests are carried 
out, as shown in Table 3; we test the rank of the long-run relationship using Johan-
sen’s trace test which is obtained from BVECM with a Minnesota prior. In this study, 
we specify a tightness parameter, a decay parameter, and a parameter for the lags of 
the variables as 0.10, 0.10, and 0.50, respectively. Based on the trace statistics test, 
the null of one or fewer cointegrating vectors is rejected at the 5% significance level. 
This indicates that the model has one cointegrating vectors; therefore, the study 
chooses r=1.  

Table 2. Cointegration Test 

Bayesian Error Correction Model Johan
sen MLE estimates 

NULL Trace Statistics Crit. 90% Crit. 95% Crit. 99% 
r <= 0 90.186 65.82 69.819 77.82 
r <= 1 45.753 44.493 47.855 54.682 
r <= 2 21.128 27.067 29.796 35.463 

  Source: Calculation. 

Table 3. Transition matrix of MS(2)-VECM(1) 

 p1t p2t Duration Observation BIC 
Regime 1 0.968 0.019 52.63 210 27.7525 
Regime 2 0.032 0.981 31.25 4  

Source: Calculation; Note: () is a standard error and  “*,” “**,” and “***” denote rejections of 
the null hypothesis at the 10%, 5%, and 1% significance levels, respectively. 
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3.4 Estimates of MS(2)-VECM(1) 

Regime 1 Equation A 

*** ***
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Regime 2 Equation B 
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Table 4. Transition matrix of MS(2)-BVECM(1) 

 p1t p2t Duration Observation BIC 
Regime 1 0.961 0.026 25.64 68 21.8271 
Regime 2 0.039 0.974 38.46 146  

Source: Calculation. Note: () is a standard error and “*,” “**,” and “***” denote rejections of 
the null hypothesis at the 10%, 5%, and 1% significance levels, respectively. 
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3.5 Estimates of MS(2)-BVECM(1) 

Regime 1 Equation C 
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Regime 2 Equation D 
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In this section, we need to specify the initial value for the Gibb sampling, thus the 
MS-VECM based Maximum likelihood is, firstly, computed. After that, the obtained 
parameters in the first step are used as a starting value to compute the posterior. The 
MS-VECM and MS-BVECM have been computed and shown in Equation A, B, C 
and D. Before, we interpret the results, table 4 and 5 provide the interesting result that 
the BIC value of MS-BVECM is lower than the BIC value of MS-VECM. Thus, it 
confirms that the Bayesian estimation in our model is outperforming the conventional 
Maximum likelihood estimation. 

According to the estimated result of the final MS(2)-BVECM(1). We can see that 
the intercept term seems to have an economic interpretation.1 The value of the inter-
cept term in the first regime is less than that in the second regime. Therefore, we in-
terpret that regime 1 is the high tourist arrival regime, while regime 2 is the low tour-
ist arrival regime. To capture the short-run equilibrium relation, we consider the 
short-run coefficients for all the variables, which are presented in the regime 1 equa-
tion, and find that there exist some short-run relationships between these five coun-
tries, especially in the low tourist arrival regime. For the long-run relationship, we 
take into consideration the coefficients of the error correction terms (ECT1), which 
show the speed of adjustment of long-run equilibrium in the period of the study. The 

                                                           
1  VARGAS III [14] has interpreted the regime based on either the intercept term or the  

variance term (for more details, see VARGAS III, 2009). 
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results in regime 1 show that the adjustment terms mostly have positive signs, except 
for Russia. We found that ECT1 of the Russian equation shows a negative sign with 
statistical significance and this indicates that there is a long-run relationship for tour-
ism demand to Thailand in regime 1. For regime 2, there is also only one coefficient 
of adjustment that is statistically significant with a negative sign in ECT1 thereby 
indicating the existence of the long-run relationship in this regime. In addition, Table 
5 provides the results of transition probabilities which show that their regime 1 and 
regime 2 are persistent because the probability of staying in regime 1 is 96.1 percent 
and the probability of staying in regime 2 is 97.4 percent, while the probability of 
moving between these regimes is less than 5 percent. This indicates that only an ex-
treme event can switch the series to change from regime 2 to regime 1. Moreover, the 
result also shows that the high tourism arrival regime has a duration of approximately 
68 months, while the low tourism arrival regime has a duration of 146 months.  

The estimated MS-BVECM model also produces smoothed probabilities which can 
be understood as the optimal inference on the regime using the full-sample information 
[9]. The time paths of the smoothed probability for the high tourist arrival regime, be-
tween the periods of 1997 and 2014, are plotted in Figure 1. We observe that the low 
tourist arrival regime is spread over a long period between 1997 and late 2007. As for 
the high tourist arrival regime, it has been captured during the period since 2008 to the 
present; however, the recession period was found with very short duration in the mid of 
2009. This result seems to correspond to the event in which the National United Front of 
Democracy against Dictatorship (UDD) stormed the Fourth East Asia Summit in Pat-
taya, resulting in the declaration of a state of emergency in Bangkok and five neighbor-
ing provinces. Moreover, we also found that Japan, China, Malaysia, Russia, and Korea 
had warned their citizens to avoid traveling to Thailand during those periods. However, 
the trend of tourist arrivals was observed to switch to the high tourist arrival regime 
again after that. We found that the Ministry of Tourism and Sport proposed tourism 
policies such as regional road shows, partnerships with airlines and tour agencies, and 
hard-sell marketing events in 2010. Additionally, the Suvarnabhumi Airport has in-
creased the capacity to accommodate up to a 100 million passengers per year thereof. 
As a result, Thailand has the potential, and it does attract a large number of tourists. 

 
Fig. 1. The high tourist arrival regime of MS-BVECM2 

                                                           
2 Note: The low tourist arrival regime of MS-BVECM is the inverted Figure 1. 
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3.6 Forecasting of International Tourism Demand in Thailand 

In this section, we extend our model to forecast and predict Japanese, Korean, Chi-
nese, Russian, and Malaysian tourist arrivals in Thailand in the two different regimes 
during the period from November 2014 to August 2015 without transform any va-
riables series since we aim to forecast the real number of tourist arrivals in Thailand. 
This model become more flexible than other model such as ARIMA and regression 
since these model need transform the data to be stationary before estimating. For the 
forecasting process, firstly, we separate the observation into two regimes using 
smoothed probability. For a case of two regimes, Krolzig [9] suggested assigning the 
observation to the first regime if the smooth probability of the observation is more 
than 0.5 and assigning the observation to the second regime if the smoothed probabili-
ty of the observation is less than 0.5. Secondly, we employ a BVECM with a Minne-
sota prior and specify a tightness parameter, a decay parameter, and a parameter for 
the lags of the variables as 0.10, 0.10, and 0.50, respectively, and employ first order 
contiguity of the states as weights, as in Lesage [6] to forecast the number of tourist 
arrivals in Thailand in each regime. Thirdly, the two regimes forecast values at time 

(1,..., )t T  which obtained from the previos step are ,then, conducted to construct the 
MS-BVECM forecasting at time (1,..., )t T using weighted average of forecast value 
in each regime3.  Finally, For the prediction period from November 2014 to August 
2015, we tried to make the prediction without weighting the forecasting of two regime 
in order to provide a prediction of the number of tourist arrival in 2 regimes.  

The results presented in Figure 2, Figure 3, Figure 4,  5 and Figure 6 show a 
comparison between the forecasting performance accuracy and the actual number of 
tourist arrivals in Thailand during the period from May 2010 to October 2014. In 
addtion, the model also plots a prediction of the number of tourist arrivals in Thailand 
for the period from November 2014 to August 2015. Upon observing the results, it is 
evident that the forecasting trends for tourists during the comparison periods exceed 
the actual numbers. It is surprising to see that the forecasting trend in every country 
exceeds the actual tourism number. Sookmark [12] suggests that tourists are sensitive 
to shocks in the destination country, such as an unstable political situation in 
Thailand, and so, such shock may, in consequence, become the cause of an 
overestimation. For the prediction period, we are not restrict the  we find that 
Chinese, Russian, and Malaysian tourists play an important role in Thailand’s tourism 
industry because the number of tourist arrivals from these countries to Thailand will 
continue to grow for the next ten years in both the regimes. By contrast, Japanese and 
Korean tourists are found to have a low number of tourist arrivals in Thailand, 
especially Korean tourists. We find that the Korean tourism demand has a large 
difference between regime 1 and regime 2; thus, this indicates that if Thailand has an 
extremely severe event, for example, a severe political event, Korean tourists are 
certain to be not confident enough to travel to Thailand, which will result in a large 
drop in the Korean tourist arrivals in Thailand. 
 
 
                                                           
3 To weight the forecast value at time (1,..., )t T  , we use the filter probabilities to weight 

the forecast of 2 regimes in order to generate average forecasting of the MS-BVECM . 
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Fig. 2. The forecast of Japanese tourist arrivals in Thailand. 

 
Fig. 3. The forecast of Korean tourist arrivals in Thailand. 

 
Fig. 4. The forecast of Chinese tourist arrivals in Thailand. 

 
Fig. 5. The forecast of Russian tourist arrivals to Thailand. 

 

Fig. 6. The forecast of Malaysian tourist arrivals in Thailand. 
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4 Conclusion 

In this study, we aimed to construct a Markov-switching Bayesian Vector Autoregres-
sive model (MS-BVAR) to estimates the long-run and short-run relation for Thail-
and’s tourism demand from five major countries, namely Japan, Korea, China,  
Russia, and Malaysia. Based on the above results, it might be suggested that the Tour-
ism Authority of Thailand (TAT) might support further research on the impacts of 
factors affecting Thailand’s  tourism demand such as promoting tourism activities, 
improving safety and security in tourism, reducing or controlling the cost of living of  
tourists, and improving the standard of service and quality as well as controlling the 
political situation in the countiy in order to increase the number of international 
tourist arrivals in Thailand. Additionally, the Thai government should control the 
politcal situation in the country and ensure that an atmosphere of peace prevails in 
order to attract foreign tourists — especially, Korean tourists — to Thailand. 
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Abstract. This paper used the copula based ARMA-GARCH to exam-
ine the dependence structure between the weekly prices of two commodi-
ties, namely Crude oil and Crude palm oil. We found evidence of a weak
positive dependence between two commodities prices. These findings sug-
gest that the crude oil market of the Middle East and the crude palm
oil market of Malaysia are linked together. This information is useful for
decision making in various area, such as the risk management in financial
field and the international trade in agricultural commodities.

Keywords: Price volatility · Crude oil · Palm oil · Copula · ARMA-
GARCH

1 Introduction

Crude oil (CO) and crude palm oil (CPO) are commodities related to energy
security and food security, respectively because they are used as a primary input
factor in the supply chain of necessary goods and services in our daily lives.
It is well known that CO is a primary input factor for energy industries and
petrochemical industries. CPO can be modified as cooking oil, margarine, ice-
cream, soap, and as an ingredient for animal feedstock. Also, it can be used
to produce alternative energy such as the biodiesel type, Palm Methyl Ester
(PME).

According to the information mentioned above CPO can be seen as a valuable
agricultural commodity. The major producer countries of CPO are located in the
ASEAN region. USDA [1] states that the top three palm oil producing countries
are Indonesia, Malaysia, and Thailand, respectively. The total CPO production
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 428–439, 2015.
DOI: 10.1007/978-3-319-25135-6 39
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output of Indonesia and Malaysia is about 90 percent of CPO produced globally
per annum [2].

Over the past years, one of the reasons that make the food prices and the
agricultural prices rise and having volatility, is due to an increase and volatility
of oil prices in the world market. There are many studies found evidence of the
relationship between crude oil prices and food prices and agricultural commodity
prices. For example, Baffes [3] showed that the change in oil prices had an impact
on the change in food commodity prices and fertilizers. Similarly, Balcombe
[4] found that oil price volatility had an influence on the commodity prices.
Moreover, Nazlioglu and Soytas [5] found that a change in the world oil prices
had an impact on the agricultural commodity prices.

The high oil prices have an effect on various operating cost such as production
and transportation [6]. Continuous increase in oil prices have contributed directly
and indirectly to a rise in the agricultural production cost, e.g. increasing the
price of fertilizer and fuel [7]. So, increases of oil prices can have an effect towards
the cost of producing CPO. Moreover, the demand for using palm oil for biodiesel
production will increase from the consequences of a rise in crude oil price, and
followed by the rise of CPO prices [2]. Thus, we can see how two commodities
prices are linked, where the increase or decrease in CPO prices are related to
the change of CO prices.

Figure 1 shows the time series data of CPO prices and CO prices during
24th December 2004 – 26th December 2014, which is an average weekly prices
data of Malaysia and Dubai markets, respectively. The figure shows that the
change in the prices of CPO and CO seems to be consistent in both upward and
downward directions. Thus, it is interesting to examine the magnitude of the
relationship between the two commodity prices. That’s because both commodi-
ties are important to people in terms of energy security and food security in the
ASEAN region.

 

Fig. 1. The crude palm oil prices of Malaysia and crude oil prices of Dubai during
24th December 2004 – 26th December 2014 (sources: Thomson Reuters Datastream
database (2015)).
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The simultaneous increase in these commodity prices can have an adversely
affect on the consumer; the purchasing power dwindles as some goods begin to
have an increase in price. However, the increase in CO prices would be good for
farmers who cultivate oil palm tree in the ASEAN region. Since the demand for
using CPO for biodiesel production is increasing, it will result in an increase in
the farmers’ income [8]. Moreover, if there is an appropriate policy in energy
security, including a promotion for production and use of biodiesel from palm
oil, it can cause a positive effect on the industries that are involved in this com-
mercial process. This would create some benefits for the economic system, social
livelihood, and environment [9] [10]. For the future sustainability of biodiesel
production, Mukherjee [9] suggested that the government should support the
development of new technology to produce biodiesel, in order to increase pro-
duction efficiency: this includes using feedstock from several sources for biodiesel
production. The aim of this method is to reduce the dependence between CPO
and CO.

To investigate the dependence between two commodities, prices dependence
is one of the measurements that can explain the relationship between the prices of
CPO and CO. We can employ this measurement for decision making in various
area. For example, it will be useful for government sectors in being able to
monitor the changes in the crude oil prices for risk prevention that is in the
context of food security and energy security. This is regarded as information and
knowledge for helping farmers, who cultivate palm oil tree and are consumers
themselves, to become immune towards an unforeseen crisis. Moreover, it is
useful for trading companies dealing with policy formulation on agricultural
products, as well as for risk management of agricultural futures exchanges and
commodity market. The effective investment will also have a positive affect on
the agricultural sector as well.

Therefore, this research is interested in studying the relationship between the
prices of two commodities. To find the relationship, this study uses the measure-
ment of the dependence between the volatility return of Crude oil prices and the
volatility return of Crude palm oil prices. Analyzing the dependence between
two volatility returns, we use copula model. Since the copula model offers more
flexibility than the traditional approach because the copula can cross over the
restriction of normal distribution and linear assumption. Another advantage of
copula is that we can find out the dependence without actually knowing the real
marginal distributions of the variables. Because the copula provides many forms
of multivariate distribution functions, or copula families, which can allow us to
know the dependence structure between variables. Thus, the copula model leads
us to find more accurate relationship and prediction e.g. when the oil prices have
changed then we are able to predict the changes in the palm oil prices from the
magnitude of dependence and the dependence structure. Moreover, the empirical
results of our method can be extended to other models such as the value at risk
(VaR) and expected short fall (ES).
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The purpose of the study are the following: 1) To analyze the dependence
between prices of crude palm oil and crude oil, 2) To apply the copula function
to valuate the value at risk (VaR) and Expected Short fall (ES).

The observations of the two data series were obtained from the Thomson
Reuters Datastream during the period from December 2004 to December 2014.
For the prices of crude palm oil and crude oil, we used the average weekly prices.
Since Malaysia is a world exporter of crude palm oil [1], we used crude palm
oil prices that are related with the Malaysian market. With ASEAN relying on
crude oil imports from the Middle East [11] so the crude oil price of the Arab
Gulf Dubai was used in this study: its price is highly related to the crude oil
prices of North America, Europe and Maya [12] [13] corresponding to Adelman
[14] [15] assumption, "world oil market, like the world ocean, is one great pool".
Both commodity prices are related to the international commodity market and
ASEAN.

The remainder of the article is organized as followed: In Section 2, we intro-
duce the ARMA-GARCH model and describe copula function procedures in the
empirical analysis. In Section 3, we describe the data that were used in this
study, and the empirical results. In Section 4, we provide the application of
copula in VaR and ES valuation. Finally, Section 5 presents the conclusion and
policy implication.

2 Methodology

The copula is an effective tool that is used to measure the dependence
structure in many studies. For example, it used for analyzing the dependence
structure of the data series in the stock prices, the asset prices, and the commod-
ity prices (see Sriboonchitta et al. [16]; Kiatmanaroch and Sriboonchitta [17];
Puarattanaarunkorn et al. [18] ; Sriboonchitta et al. [19].

Therefore, to answer the research questions, the Copula based ARMA-
GARCH model was used in this study. First, the ARMA(p,q)-GARCH(1,1)
model is adopted to find out the marginal distributions of each data series,
(F (x), G(y)), which is used as input data for the copula model. Since this model
can capture the volatility of the price returns. Next, the copula model is used to
estimate the dependence between two marginal distributions, which we obtained
from the ARMA-GARCH model.

2.1 ARMA-GARCH Model for Marginal Distributions

The appropriate marginal distributions for copula model are required. This study
applied the ARMA(p,q)-GARCH(1,1) model to estimate the marginal distribu-
tions.

yt = a0 +
p∑

i=1

aiyt−i +
q∑

i=1

biεt−i + εt (1)
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εt = zt

√
ht, zt ∼ Dist. (2)

ht = ωt + αε2t−1 + βht−1 (3)

An ARMA(p,q) model is shown in equation (1) where yt−i is an autoregres-
sive term of yt, εt is an error term and p is the lag order of the autoregressive
and q is the lag order of the moving average. Equation (2) then define this error
term as the product between conditional variance ht and a residual zt. A residual
zt will be assumed to follow an appropriate distribution. Equation (3) presents
GARCH(1,1) process [20] where ωt > 0, α ≥ 0, β ≥ 0 are sufficient to ensure
that the conditional variance ht > 0. The αε2t−1 represent the ARCH term and α
refers to the short run persistence of shocks, while βht−1 represent the GARCH
term and β refers to the contribution of shocks to long run persistence (α + β).

2.2 Copula Model

One approach of modelling the multivariate dependence is the copula. The copula
is a function which joins a multivariate distribution function to form a joint
distribution function. The fundamental theorem of copula is Sklar’s theorem by
Sklar [21]. A description of the copula theory has presented in Nelson [22] as the
following:

Sklar’s Theorem. Let H be a joint distribution function with marginal dis-
tributions F and G. Then there exists a copula C for all x, y in real line,

H(x, y) = C(F (x), G(y)) (4)

If F and G are continuous, then C is unique; otherwise, C is uniquely deter-
mined on [0,1]. Conversely, if C is a copula and F and G are univariate distribu-
tion functions, then the above function H in (4) is a joint distribution function
with marginal distributions F and G.

Given F (x) = u,G(y) = v, for u, v in [0, 1]2 then we obtain x = F−1(u),
y = G−1(v). If H is known, the copula is an equation (4) that one can get from
the form,

C(u, v) = F (F−1(u), G−1(v)) (5)

where F−1 and G−1 are the quantile functions of the marginal distributions.

This study used various copula families such as the Gaussian copula;
C (u, v; ρ)

= ΦG(Φ−1(u), Φ−1(v); ρ) =
∫ φ−1(u)

−∞
∫ φ−1(v)

−∞
1

2Π
√

(1−ρ2)
× [−(s2−2ρst+t2)

2(1−ρ2)
]dsdt,

the Student’s t copula; Ct (u, v; ρ, ν) =
∫ t−1

ν (u)

−∞
∫ t−1

ν (v)

−∞
1

2Π
√

(1−ρ2)
× [1 +

(s2−2ρst+t2)
ν(1−ρ2)

]−( ν+2
2 )dsdt, the BB8 (Joe-Frank) copula; C(u, v; θ, δ) = δ−1[1−{1−[1−

(1 − δ)θ]−1[1 − (1 − δu)θ][1 − (1 − δv)θ]}1/θ and the Rotated BB8 (Joe-Frank) 180◦

copula; C(u, v; θ, δ) = u+v−1+δ−1[1−{1−[1−(1 − δ)θ]−1[1−(1−δ(1−u))θ][1−(1−
δ(1 − v))θ]}1/θ (see Joe [23], Trivedi and Zimmer [24], Nelson [22]). Each copula
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family has different characteristics of dependence between the data series. It can
be described as followed: the Gaussian (Normal) copula allows for equal degrees
of positive and negative dependence and has parameter range ρ ∈ (−1, 1), the
Student’s t copula exhibits equal tails (upper and lower) dependence and has
parameter ranges ρ ∈ (−1, 1), ν > 2. For BB8 copula, it consists of the Joe
copula and the Frank copula, and it has parameter ranges θ ∈ [1,∞), δ ∈ (0, 1].
The Joe copula is an extreme value copula, which has upper tail dependence that
allows for positive dependence, and the Frank copula accounts for strong positive
or negative dependence. Trivedi and Zimmer [24] said that the dependence in
the tails of this copula are relatively weak, and the strongest dependence in the
center of the distribution that is most appropriate for data showing weak tail
dependence. For selection, one has to consider which copula family is the most
appropriate to describe the dependence structure between two price returns of
the crude oil and the crude palm oil. This study used Akaike Information Cri-
terion (AIC) and a goodness-of-fit test based on Kendall’s tau by Genest and
Rivest [25].

To estimate dependence parameter of copula, we used the method of max-
imum pseudo-log likelihood by Genest et al. [26]. Since the marginal distri-
bution functions F and G are not observable, we use the pseudo-observations
(Fn(Xi), Gn(Yi)), i = 1, 2, ..., n to form an approximate likelihood function for
parameter θ.

Under the assumption that the marginal distributions F and G are con-
tinuous, the copula Cθ is a bivariate distribution with density cθ and pseudo-
observations Fn(Xi) and Gn(Yi), i = 1, 2, ..., n. The pseudo-log likelihood func-
tion of θ can be given as

L(θ) = Σn
i=1 log[cθ(Fn(Xi), Gn(Yi))]. (6)

where the empirical distributions are Fn(x) = 1
n+1Σn

i=11(Xi ≤ x), Gn(x) =
1

n+1Σn
i=11(Yi ≤ y) and the density function of copula is cθ = ∂2Cθ(Fn(x),Gn(y))

∂x∂y .

3 Data and Empirical Result

3.1 Data

This study used data of the average weekly prices of the crude oil and the crude
palm oil from 24th December 2004 to 26th March 2014, from the Thomson
Reuters Datastream database. Each price data series is transformed into the
log-difference, ln Pt

Pt−1
, or the price returns before are used for analyzing.

The descriptive statistics of two data series are presented in Table 1. Both
data series show the negative skewness, which means that two price returns
have downside risk or have a probability of a negative return. The kurtosis of
two data series is greater than three. This means that the price returns of the
crude oil and the crude palm oil have a probability distribution function with
heavy tails. The Jarque-Bera tests show that two data series do not follow a
normal distribution. In addition, the result of the Augmented-Dickey-Fuller test
shows that both data series are stationary at p-value 0.01.
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Table 1. Data Descriptive Statistics of Price Returns of Crude oil and Crude Palm
Oil.

Crude oil Crude palm oil
Mean 0.0010 0.0011
Median 0.0042 0.0026
Maximum 0.1495 0.1284
Minimum −0.1926 −0.1704
Std. Dev. 0.0404 0.0351
Skewness −0.6027 −0.6507
Kurtosis 5.4619 5.4193
p-value of Jarque-Bera < 2.2e-16 < 2.2e-16
p-value of Augmented-Dickey -Fuller test 0.01 0.01
Observations 522 522

3.2 Results of ARMA-GARCH Model

The ARMA(p,q)-GARCH(1,1) model is used to estimate the appropriate
marginal distributions for copula model. The empirical findings show that
ARMA(1,1)-GARCH(1,1) with skewed normal distribution of residual fits to
the price return of Crude oil, and ARMA(1,1)-GARCH(1,1) with a normal dis-
tribution of residual fits to the price return of Crude palm oil. Identification of
the optimal models was based on the Akaike information criterion (AIC). The
results of the estimated parameters of ARMA-GARCH models are shown in
Table 2. All the parameters of the model are significant at levels 0.001, 0.01,
0.05 except that the constant parameter (mu) of both data series and parameter
ω of Crude oil are insignificant at level 0.1.

The valuesα+β inGARCHterm forCrude oil andCrude palmoil are 0.996 and
0.963, respectively; this implies that their volatilities have a long-run persistence.

Table 2. Results of ARMA(1,1)-GARCH(1,1) with Skewed Normal Distribution of
Residual for Crude oil Data and ARMA(1,1)-GARCH(1,1) with Normal Distribution
of Residual for Crude palm oil Data.

Crude oil Std. error p-value Crude palm oil Std. error p-value
mu −8.636e-05 3.634e-04 0.81213 8.335e-04 7.211e-04 0.24775
ar1 7.711e-01 2.880e-01 0.00743** 5.628e-01 1.359e-01 3.47e-05***
ma1 −7.302e-01 2.830e-01 0.00987** −3.952e-01 1.505e-01 0.00862**
ω 9.757e-06 7.267e-06 0.17938 4.224e-05 1.809e-05 0.01955*
α 8.233e-02 1.879e-02 1.18e-05*** 1.622e-01 3.939e-02 3.84e-05***
β 9.141e-01 1.775e-02 <2e-16*** 8.003e-01 4.581e-02 <2e-16***
λ 8.007e-01 4.765e-02 <2e-16*** - - -

(skewness)
Log-likelihood 1009.809 - - 1101.508 - -

AIC −2005.618 - - −2191.0161 - -
K-S test - - 1 - - 1

Box-Ljung test

1st moment - - 0.3212 - - 0.3980

2st moment - - 0.0944 - - 0.3550

3st moment - - 0.1250 - - 0.4667

4st moment - - 0.4096 - - 0.4829

Note: Significant codes: 0 *** 0.001 ** 0.01 * 0.05.
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For the short run persistence, the values α are considered. Therefore, they have the
values of 0.082 and 0.162, and a small impaction for volatility.

After estimating ARMA-GARCH model with an appropriate residual distri-
bution of each data series, we transformed the standardized residuals from the
ARMA-GARCH model into the uniform [0,1] by using the empirical distribu-
tion function to get the pseudo-observation as the input for copula model. The
transformed data are used in the Kolmogorov-Smirnov (K-S) test for uniform
[0,1] and the Box-Ljung test for serial correlation, which are the test for the
marginal distribution that has resulted in the uniform (0,1) and i.i.d., respec-
tively. This is a precondition for using the copula model. The results of K-S
tests show that the marginal are uniform by accepting the null hypothesis, and
at 5% level, the results of Box-Ljung tests show that the marginal distributions
are i.i.d. by accepting the null hypothesis that there is no serial correlation, as
shown in Table 2.

3.3 Results of Copula Model

The results of copula estimation are shown in Table 3. By considering the AIC
value, the rotated BB8 (Joe-Frank) 180 degrees copula is selected to describe the
dependence structure between Crude oil and Crude palm oil. To ensure that this
chosen copula family is appropriate for describing the dependence structure, the
goodness-of-fit test (GoF) based on Kendall’s tau process is used. The GoF offers
the p-values of Cramér-von Mises (CvM) test statistic and Kolmogorov-Smirnov
(KS) test statistic, which are 0.69 and 0.84, respectively. Thus, it indicates that
the rotated BB8 (Joe-Frank) 180 degrees copula is fitted by accepting the null
hypothesis at level 0.05. The rotated BB8 (Joe-Frank) 180 degrees copula has two
copula parameters, θ = 1.9356 and δ = 0.8827, which are significant at level 0.001
when we convert the copula parameters to the Kendall’s tau correlation, which
is in the range of [-1,1]. The Kendall’s tau correlation of the rotated BB8 (Joe-
Frank) 180 degrees copula is 0.2354, so there exists a weak positive dependence.
Moreover, the results show no lower (TL) and upper tail (TU ) dependences.

According to the results of copula parameters (θ = 1.9356 and δ = 0.8827)
and also a Kendall’s tau correlation (0.2354) of the rotated BB8 (Joe-Frank) 180
degrees, it means that the price returns of Crude oil and Crude palm oil have
co-movement that is both upward and downward, but with a weak dependence.
The change of the Crude oil price is slightly correlated by the change of the
Crude palm oil price.

4 Application of Copula in VaR and ES Valuation

In order to extend the practical applicability of our results, this study shows
a simple example of applying the copula function to valuate the value at risk
(VaR) and the expected shortfall (ES) of equally weighted portfolio with two
price returns of Crude oil and Crude palm oil at period t + 1. This study used
the equally weighted portfolio because it is easy to use formulae, and it is just an
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Table 3. Results of Copula Model

Copula Parameter Std. error Kendall’s T L T U AIC p-value p-value
(p-value) tau (lower tail (upper tail) of CvM of KS

dep.) dep.)
Gaussian θ = 0.3558 0.0361 0.2316 0 0 -68.3700 0.19 0.28

(0.0000)
Student’s θ = 0.3590 0.0373 0.2338 0.0013 0.0013 -67.2600 NA NA

t (0.0000)
ν = 26.2258 9.2997

(0.0281)
BB8 θ = 6.0000 2.5980 0.2276 0 0 -61.5675 0 0

(0.0107)
δ = 0.3322 0.1290

(0.0052)
Rotated θ = 1.9356 0.3589 0.2354 0 0 -74.9714 0.69 0.84

(5.273E-08)
BB8 180◦ δ = 0.8827 0.0898

(0.0000)

example to show that the copula model can improve VaR forecast in portfolio
risk management, as mentioned in Embrechts et al. [27], and Cherubini et al.
[28]. In the economics and financial field, the VaR and the ES are a tool of
risk measurement. The VaR is the maximum loss on investment in securities or
a portfolio for a period of time at a given confidence level. Artzner et al. [29]
introduced the ES for a risk measurement. The ES is the expected value of a
portfolio loss given a value at risk exceedance has occurred [30].

This study follows the steps of estimation as presented in Sriboonchitta et al.
[31] and Ouyang et al. [32]. After we got an appropriate ARMA-GARCH model
with fit distribution of residual, and the copula parameter from an appropriate
family (the rotated BB8 180 degrees copula): (1) we predicted one-ahead of con-
ditional mean and conditional variance from the appropriate ARMA-GARCH
model of each data series; (2) we generated 10,000 random variable u, v with
uniform distribution [0,1] using the copula function, by Monte Carlo simulation;
(3) The simulated standardized residuals are obtained by using the inverse func-
tions of the skew normal distribution for Crude oil and the normal distribution
for Crude palm oil that is the marginal distribution from the ARMA-GARCH
model; (4) the simulated price returns are obtained by using the standardized
residuals in (3) and the predicted conditional mean and conditional variance in
(1); (5) we distribute equal weights to each price return, and then we get the
returns after the weighting; (6) the VaR and ES can be measured at the 5% and
1% levels. We repeat the above steps 1000 times to get the convergence values.

Table 4. VaR and ES of Equally Weighted at 5% and 1% level

5% level 1% level

VaR −0.0525 −0.0770

ES −0.0671 −0.0911
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Table 4 provides the results of VaR and ES at levels of 5% and 1% with
equally weighted. The 5%VaR is -0.0525, which means that the chance of the
maximum loss on investment in this portfolio does not exceed 5.25% at 95%
confidence level, or the loss will exceed to 5.25% with 5% risk. The 1%VaR is
-0.0770, which means that the chance of the maximum loss on investment in this
portfolio does not exceed 7.70% at 99% confidence level, or the loss will exceed
to 7.70% with 1% risk. Furthermore, the 5%ES is -0.0671, which means that
the expected average value of a portfolio loss given a value-at-risk exceedance
is 6.71. Also, the 1%ES is -0.0911, which means that the expected value of a
portfolio loss given a value-at-risk exceedance is 9.11%.

However, for the portfolio risk management, we should use VaR if single
individual commodity. We cannot use VaR for portfolio because it doesn’t sat-
isfy subadditivity. VaR is criticized for not being diversified risk measure [33].
Therefore, we recommend to use ES for a portfolio analysis because it has the
desirable subadditivity property.

5 Conclusion and Policy Implication

We used the copula based ARMA-GARCH model to examine the dependence
between the volatility of price returns of two data series, namely the Crude oil
and the Crude palm oil. The empirical results show that the volatility of these
price returns has a co-movement that are both upward and downward, but with
a weak positive dependence. This draws a conclusion that the crude oil market of
the Middle East and the crude palm oil market of Malaysia are linked together.

Moreover, we applied the copula function to estimate the value at risk (VaR)
and the expected shortfall (ES) of an equal weight portfolio with two price
returns of Crude oil and Crude palm oil. The results show that the copula func-
tion can be used for valuation the VaR and the ES, and there exist different
values in different confidence levels, which is presented in the previous section.
This information is useful for investors who are deciding on making an invest-
ment, and to be aware of a loss in these commodities.

In the past there had been a dramatic rise of crude oil prices on the world
market. It caused an increasing demand for biodiesel, eventually leading to a
rise in CPO prices. One of the advantages of a rise in crude palm oil prices is to
increase income of farmers, but on the other hand, it will have an impact to con-
sumers due to the rise of commodities and food prices. Serra [34] studied the price
volatility transmission between ethanol and corn markets, the results show that
there existed an evidence of price volatility transmission between ethanol and
corn markets. Moreover, they also suggested that stock management can reduce
corn price fluctuations. Just as with crude oil and crude palm oil, to reduce the
link between their volatility price returns there should be some appropriate plans
on the stock of crude palm oil both for the adoption of renewable energy and on
the other side. The appropriate renewable energy policy from crude palm oil can
help stabilize the prices of agricultural products. It can also provide a benefit
to the farmers who plant palm oil tree. For a situation where crude oil prices
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are rising, the renewable energy such as biodiesel from crude palm oil can help
relieve the energy problems for consumers.
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Abstract. Corn is rapidly emerging used as an energy crop. As such, it
strengthen the corn-ethanol-crude oil price relationship. In addition, both
corn price and crude oil price have been shown to have seasonal changes
and also exhibit an asymmetric or tail dependence structure. Hence, this
paper uses a periodic GARCH Copula model to explore the volatility and
dependence structure between the corn and oil price. More importantly,
an asset-allocation strategy is adopted to measure the economic value of
the periodic GARCH Copula models. The out-of-sample forecasts show
that periodic GARCH copula model performs better than other paramet-
ric models as well as a non-parametric model. This result is important
since the copula-based GARCH not only statistically improved the tradi-
tional method, but has economic benefit to its application. The in-sample
and out-of-sample results both show that a risk-averse investor should
be willing to switch from non-parametric method, DCC model to Copula
based Model.

Keywords: Corn · Crude oil · Periodic GARCH-Copula · Economic
evaluation

1 Introduction

Volatility modeling, which includes estimating variance and covariance, is impor-
tant for risk management, portfolio allocation and hedging in commodity futures.
Variance and covariance represents risk in a single stock and portfolio, respec-
tively, and risk is the important factor when investors selected the stock and
portfolio. A group of assets return volatility and correlation models have been
developed over the last decade. For the volatility models, there are Autoregres-
sive Conditional Heteroskedasticity Model (ARCH), GARCH, and Exponential
GARCH models (Engle, 1982 [1]; Bollerslev, 1986 [2]). For the covariance part,
it dates from constant correlation models, such as CCC (Bollerslev, 1990 [3]),
VECH (Bollerslev et al., 1988 [4]), and BEKK to the time varying DCC models.
Recently, the copula based GARCH model takes a significant step forward in

X. Gong—Thank you for the research funding from Research Center, Chiang Mai
University

c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 440–451, 2015.
DOI: 10.1007/978-3-319-25135-6 40



Economic Evaluation of Volatility Timing on Commodity Futures 441

correlation analysis. Chen and Fan (2005)[5] and Lee and Long (2009)[6] also
verified that the model is statistically better than traditional model.

Although these works show that the copula-based GARCH model outper-
forms others, the evidence is statistical. The question is whether the copula-
based GARCH model has economic benefit, that is, whether the gains in the
precision are sufficient to have an effect on better asset allocation. The point
is that there is even an accuracy increase in copula-based GARCH model; the
traditional model may work as well in the real situation. Whether the investors
are willing to switch from copula-based GARCH model to the traditional one is
unknown.

This study evaluates the economic benefit of the copula-based GARCH model
in the framework of the mean-variance analysis. This framework is first invented
by Markowitz (1959)[7] and later developed by Fleming, Kirby, and Ostdiek
(2001, 2003)[8,9]. The core of this framework is first to find out the efficient
frontier of the portfolio and give an optimal choice to allocate the portfolio.
Then a risk averse investor is introduced to balance the return and risk, and get
economic value of different models.

The results of empirical analysis show that the economic benefits of Copula-
Periodic-GARCH models (hereafter CPG model) is large, when applying it to
the commodity future return forecast. We estimate that different risk adverse
investors are willing to pay 6 to 180 basis points per year and to switch from
the benchmark method.

The paper will be conducted as follows. Section 2 describes the properties
of data used and evaluates the performance of the different strategies. Section 3
introduces the asset allocation methodology, economic value measurement, and
the copula-based and the traditional multivariate model. Section 4 presents our
out-of-sample forecasting results. Finally, the conclusion is shown in section 4.

2 Data

We investigate two commodity futures returns: Corn No.2 Yellow futures
(Chicago Board of Trade), WTI Crude Oil (New York Mercantile Exchange).
The sample span is from 12th June 1996 to 25th May 2011, totally 15 years,
781 observations. We obtain closing prices on Friday from Datastream as weekly
prices. If there were any two futures prices missing, we use the data from Thurs-
day instead. To construct the weekly return series, we generally use the nearby
contract in each market. However, we switch to the second nearby contract when
the first nearby contract is in the delivery month. We use the 3-month Treasury
bill rate to substitute for the risk free rate, which can be downloaded from the
Federal Reserve Board. The mean of the 3-month Treasury bill rate is around
0.06% weekly (3.2% annually).

2.1 The Framework of a Minimum Variance Strategy

To carry out this study, the framework of a minimum variance strategy was
adopted, which was conductive to determining the accuracy of the time-varying
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Table 1. Summary Statistics

Corn Oil

Mean 0.064 0.208
Median 0.236 0.409
Maximum 17.020 30.300
Minimum -18.230 -23.260
Std. Dev. 4.414 5.286
Skewness -0.158 -0.105
Excess Kurtosis 2.013 2.126
Jarque-Bera 136.968 150.439

(***) (***)
Correlation 0.166

covariances. Let the returns of assets denote as R = (r1t, ..., rnt)′, where rit is the
weekly returns (logPt − logPt−1) of risky asset, t is the week, i = 1, 2, ..., N − 1.
The first conditional moment (conditional mean) and second conditional moment
(conditional variance) can be expressed as E(Rt|It−1) = (μt,1, μt,2, ..., μt,N−1)′ =
μ, which is the (N−1)×1 vector of conditional means and

∑
t = E[(Rt−μt)(Rt−

μt)′] , which is (N − 1) × (N − 1) conditional covariance matrix, respectively,
where It−1 is the t − 1 period information set (Bai et al., 2009)[10].

The mean of the portfolio represents the mean return, while the variance
of the portfolio represents the risk. The mean-variance problem proposed by
Markowitz (1952) is to choose a proper portfolio weights to minimize the variance
of the portfolio return with the constraint of the target expected return of the
portfolio. That is, an investor will choose certain portfolio weights (wt,1, wt,2,...
,wt,N−1)′ to minimize the portfolio risk between (N − 1) risky assets and the
weight in risk-free asset has given. The mathematical notation is as the following:

min w′
t

∑

t

wt (1)

s.t. E(w′
tRt) = w′

tμ = μ0 (2)

Following Merton (1972), we solve the optimization problem by Lagrange
multipliers, and get the solutions of optimal weights:

wt =
μ0

∑−1
t μt

μ′
t

∑−1
t μt

(3)

where μ0 is the target return of portfolio, it should be noted that since we study
the commodity futures, eq (3) stated that the number of contracts the investor
hold. It also implied that the return on this portfolio should closely approximate
the excess return of underlying spot assets. With the relation of cost of carry, the
futures return is the spot return minus the interest rate. Therefore, the investor
can give the same weights to the spot asset and invest 100% of investor’s funds
in the risk-free assets. We also assume that μt are constant, only the covariance
matrix can be time-varying.



Economic Evaluation of Volatility Timing on Commodity Futures 443

2.2 Measuring the Performance Gains

We use an investor utility function to measure the value of performance gains
given estimator of the conditional covariance matrix by different multivariate
GARCH models. We consider an investor’s utility function as:

U(Wt) = WtRp,t − αW 2
t

2
R2

p,t (4)

Equation (4) is a second-order approximation to the investor’s true utility
function (Markowitz, 1991)[11], where Wt is the investor’s wealth at t and α is his
absolute risk aversion. Rp,t is the portfolio return at time t. As the initial wealth
W0 and risk aversion α are given, the utility function is a trade-off between the
expected return (Rp,t) and the variance (Rp,t − μ0)2. To compare within the
portfolios, we give an assumption that αWt is certain, which to say that with
more wealth, the less risk-averse the investor is. However, the investor’s relative
risk aversion,

γt = U ′′(Wt)/U ′(Wt) = αWt/(1 − αWt) (5)

Therefore, it implies that γt is also constant (γt = γ ). Then we solve equation
(5) to get γ and plug into the utility function (4). It implies that the expected
utility is linearly related to wealth. With this assumption, the average realized
utility Ū(·) can be used in estimating the expected utility with a given initial
wealth W0.

Ū(·) = W0

T∑

t=1

[Rp,t − γ

2(1 + γ)
R2

p,t] (6)

where W0 is the initial wealth.
Therefore, the value of volatility timing calculated by equating the average

utilities for two alternative portfolios is expressed as:

T∑

t=1

[(Rb,t − δ) − γ

2(1 + γ)
(Rb,t − δ)2] =

T∑

t=1

[Ra,t − γ

2(1 + γ)
(Ra,t)2] (7)

where δ is the maximum expense that an investor would be willing to pay to
switch from the strategy a to the strategy b.Ra,t and Rb,t are the gross returns
of the portfolios from the strategy a and b, which is using different estimators
of the conditional covariance matrix.

Rp,t = 1 + rp,t = 1 + (1 − w′
t1)rf + w′

trt, p = a, b (8)

If the expense δ is a positive value, it means the strategy b is more valuable
than the strategy a. In our empirical study, we reported δ as an annualized
expense with three risk aversion levels of γ = 1, 5, and 10.
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3 The Econometric Methods

In this section, we adopt several methods to estimate the conditional covariance
matrix in commodity futures, they are, multivariate GARCH Copula, multi-
variate GARCH model, nonparametric method. We will focus on introducing
parametric model: the Periodic GARCH copula model. And the nonparametric
model will be introduced in the empirical study.

3.1 Conventional Parametric MGARCH Models

Suppose the return series rt of commodities futures follows the stochastic process:

rt|Ft−1 ∼ P (μt,Ht; θ) (9)

where rt = (r1,t, r2,t)′, Ft−1 is the information set at time t-1, P is the joint
distribution of rt and θ is the unknown parameters, and the first and second
conditional moment of the return data are:

E(rt|Ft−1) = μt and E(rtr′
t|Ft−1) = Ht (10)

We transform the data to make sure that the conditional μt is zero. Then
we standardized return data to get the standardized error et = H−1/2rt, the
respective first and second moment is

E(et|Ft−1) = 0 and E(ete′
t|Ft−1) = I (11)

Here, the conditional covariance matrix Ht could be decomposed as
DtRtDt, where Rt is the conditional correlation matrix between rt, and Dt =
diag(Ht)(1/2) . We assume that et follows normal distribution such that et ∼
N(0, I) and the conditional correlation between r1,t and r2,t is equal to the con-
ditional covariance between the standardized variables εt = (ε1,t, ε2,t)′ = D−1

t rt:

ρ1,2 = corr(r1,t, r2,t|Ft−1) = cov(ε1,t, ε2,t|Ft−1) (12)

The key to the multivariate GARCH model is modeling the conditional
covariance Ht. There are three problems of modeling Ht: (1) there are too many
parameters to be estimated, and (2) the conditional covariance matrix Ht may
not be positive definite. (3) The assumption of constant correlation among the
financial commodity markets is doubted.

To overcome these problems in the previous studies (such as Du et al., 2011
[12]; Nazlioglu et al., 2013 [13]), a dynamic correlation model (DCC) was pro-
posed by Engle (2002) [14]. The formula for DCC model are:

hi,t = wi + aihi,t−1 + bie
2
i,t−1, i = 1, 2, εt = rt/

√
ht (13)

Qt = (1 − α − β)Q + β(εt−1ε
′
t−1) (14)

where Q is sample covariance matrix of ε̂t, with the stationary condition that
α > 0 , β > 0 and α + β < 1 . The second challenge of non- positive definiteness
of the conditional covariance matrix was overcome by the transformation of
Rt = diag

{
Qt

}−1
Qtdiag

{
Qt

}−1 Engle and Sheppard (2001)[15].
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3.2 Copula GARCH Model

Copula. The copula is a powerful tool to link different margins into a multi-
variate distribution. It is much more flexible than the conventional multivari-
ate joint distribution (Chinnakum, Sriboonchitta, and Pastpipatkul,2013 [17];
Puarattanaarunkorn and Sriboonchitta, 2014 [18];Wichian and Sriboonchitta,
2014 a,b [19,20]).

Let’s introduce the Sklar theorem first: suppose P be a joint distribution
function with margins F and G. Then, there exists a copula C such that for all
η1,η2.

P (η1, η2) = C(F (η1), F (η2)) = C(u, v) (15)

If F and G are continuous, then C is unique; otherwise, C is uniquely given
by C(u, v) = P (F−1(u), G−1(v)) for (u, v) × [0, 1] where F−1(u) = inf

{
η1 :

F (η1) ≥ u
}

and G−1(v) = inf
{
η2 : G(η2) ≥ v

}
. Conversely, if C is a copula

and F and G are distribution functions, then the function C defined above is a
joint distribution function with marginal F and G. The characteristic of copula
function is its ability to decompose the joint distribution into two parts: margins
and dependence. Any changes in margin or dependence can lead to a different
joint distribution. That is the reason why we called it more flexible than any
other existed joint distribution. The details of the Copula can be found in Joe
(1997)[21] and Rakonczai and Tajvidi (2010)[22].

To adapt copula into the multivariate GARCH, we assume that we get the
marginal conditional probability density as:

u1,t = F1,t(y1,t|ψt−1) (16)

and
u2,t = F2,t(y2,t|ψt−1) (17)

And then we link the two margins by the following time-varying copula.
Afterwards, we get bivariate conditional CDF:

Ct(u1,t, u2,t|ψt−1) = F (y1,t, y2,t|ψt−1) (18)

Here, we used the time-varying correlation structure: that is, the correlation
function or covariance changes with time. we learn from the previous literature,
and adopt the following correlation:

ρt = λ(α + βρ(t − 1) + γ(u1,t−1 − u2,t−1)2) (19)

where λ is the logistic transformation, which assures the correlation is in the
range of [-1,1].

4 Candidates for the Margins

4.1 The Period GARCH (P-GARCH) Model

Since the multivariate GARCH model can be separated into two steps, the first
step is to estimate the volatility of each commodity futures. The GARCH models
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model the price series by allowing variance to evolve through time. This model is
widely used in the financial market since it considers the heteroskedasticity prop-
erties of return series. The P-GARCH model, which was proposed by Bollerslev
and Ghysels (1996)[23], accounts for the seasonal changes or the period cycle;
at first, it was developed for the high frequency financial data, the opening and
closing time will make the price has seasonal change property. Later, this model
was introduced to estimate and forecast the prices of the commodities, such as
those of energy, agricultural commodities, and so on. The variance function of
modified P-GARCH model is as follows:

ht = ωs(t) +
q∑

i=1

αi,s(t)ε
2
t−1 +

p∑

i=1

βi,s(t)ht−1 (20)

where s(t) denotes the stage of the seasonal cycle at time t, implying that differ-
ent GARCH parameters will be estimated in different seasons. In our study, we
will define s(t) = k (k = 1, 2, 3, 4), k represents different quarters, that is k=1
denotes the quarter 1, k=2 denotes the quarter 2, and so on. Here, we only con-
sider the simple version of the P-GARCH model as there are seasonal changes
in ωs(t) and αi,s(t) , but βi,s(t) are constant. This is because in this model, α
measures the immediate impact of the news on volatility, while β measures the
smooth, long-term change on volatility. Second, the empirical study shows that
the estimations are always not converged, therefore it is difficult to estimate β.

Model One : ht = ωs(t) +
q∑

i=1

αiε
2
t−1 +

p∑

i=1

βiht−1 (21)

Model Two : ht = ωs(t) +
q∑

i=1

αi,s(t)ε
2
t−1 +

p∑

i=1

βiht−1 (22)

For the first step of DCC model, the margins can be estimated by the different
GARCH models, however, in our analysis, since the target futures are commodity
futures and the seasonal trends in volatility are pervasive in commodities futures
market. It is necessary to capture this characteristic to improve the estimation.
The effect of period GARCH (P-GARCH) is to capture the seasonal volatility is
well-known. The most advantage of P-GARCH is to eliminate the skewness and
kurtosis of the residuals (Xue and Sriboonchitta, 2014) [24].

4.2 Conditional Covariance Matrix Estimates

To obtain an optimal portfolio, we used the dynamic models we introduced in
section 2 to estimate the conditional covariance matrix. We divided procedures
into two parts corresponding to the two steps in the DCC and PGC estimation.
We do the first step: the marginal estimation. Then, these standardized residuals
series were brought into the second stage for dynamic conditional correlation esti-
mating. Table 3 shows the estimated parameters of DCC and Copula-GARCH
under the quasi-maximum likelihood estimation (QMLE).



Economic Evaluation of Volatility Timing on Commodity Futures 447

Table 2. Volatility Estimation of Periodic GARCH model with skewness t

Corn Oil

μ 0.127 0.228
-1.071 -1.558

α 0.126 0.085
(3.514)*** (4.112)***

β 0.748 0.879
(11.007)*** (29.014)***

ω1 1.585 0.993
(2.649)** (2.144)*

ω2 1.669 -0.332
(2.233)* (-0.708)

ω3 3.037 -
(1.766)* -

ω4 -1.195 -
(-2.818)*** -

ξ 8.006 8.42
(3.866)*** ( 4.135 )***

γ -0.067 -0.201
(-1.471) ( -4.248)***

Standardized Residuals

Skewness -0.292 -0.443
Kurtosis 1.134 1.854
Loglikelihood 2597.375 2769.382

Table 3. Correlation Estimation of DCC, Gaussian and T Copula

DCC Gaussian Copula t copula

α 0.031 0.096 0.305
(1.060)** (1.976)** (4.049)***

β 0.853 0.771 -0.372
(1.060)** (5.306)*** (-1.097)

γ - -0.2 -0.307
(-1.982)* (-2.152)*

Dof - - 242.41
(-1.089)

Joint llh -4579.804 -4577.95 -4695.417

Tables 2 shows the GARCH margin estimation results. It can infer that the
Periodic GARCH model with skewness t achieves good statistic performance.
Both AIC and BIC are lower than the GARCH(1,1) model, and after filtering
the skewness and kurtosis of residuals are almost zero.

We compare different models by using two copulas: Gaussian and t copula
and DCC model with normal distribution marginal within the whole data span.
The advantage of the copula can be shown: it can link any margins to get a
multivariate distribution. The results are present in Table 4. In t copula estima-
tion, the degree of freedom is 242, which converges to normal copula. And also



448 X. Gong et al.

t copula has much smaller joint likelihood value; therefore we just compare the
results and DCC and Gaussian Copula here and in the next section.

4.3 The Out-of-Sample Comparisons

The weights of the portfolio are computed by the expected return and the condi-
tional covariance, which are estimated by DCC and Gaussian Copula models. We
construct a nonparametric benchmark portfolio, since we would like to construct
a baseline one-period variance matrix to compare with parametric methods.

There are many ways to construct the nonparametric approach.

σ̂ij,t =
T−t∑

l=−t+1

ωij,t+l(ri,t+l − μi)(rj,t+1 − μj) (23)

ωij,t+l = et+l/

T−t∑

l=−t+1

et+l

where rit and rjt denote the returns on assets i and j, respectively; T is the
number of observations in the sample. However, Fleming et al., (2001)[8] find
that volatility timing is more effective using a smaller decay rate than implied by
the minimum MSE criterion. We construct the benchmark portfolio by following
decay rate weights to the variance matrix. This approach will be easy to conduct
and fit for our need.

After building the covariance matrix estimates, we form the dynamic portfo-
lios by our parametric methods and evaluate their performance. The economic
value of dynamic model is the estimated fee that a risk-averse investor would
be willing to pay to switch from the ex ante optimal benchmark portfolio to the
dynamic portfolio.

Each forecasting value was estimated by 581 sample observations over 10
years. Therefore we forecast from 8/1/2007 to 5/25/2011, totally 200 out-of-
samples forecasting.

Table 4. Means and Volatilities of One-period Ahead Optimal Portfolios

Target(%) DCC Normal Copula Nonparamatric

μ σ SR μ σ SR μ σ SR

5 5.24 5.52 0.94 6.36 5.39 1.17 5.55 7.08 0.77
6 6.37 8.46 0.75 8.09 8.26 0.97 6.84 10.85 0.62
7 7.50 11.40 0.65 9.81 11.13 0.88 8.13 14.62 0.55
8 8.63 14.33 0.60 11.54 14.00 0.82 9.43 18.39 0.51
9 9.75 17.27 0.56 13.26 16.87 0.78 10.72 22.16 0.48
10 10.88 20.21 0.54 14.99 19.74 0.76 12.01 25.93 0.46
11 12.01 23.15 0.52 16.71 22.61 0.74 13.3 29.69 0.45
12 13.14 26.08 0.50 18.44 25.48 0.72 14.60 33.46 0.43
13 14.27 29.02 0.49 20.16 28.34 0.71 15.89 37.23 0.43
14 15.39 31.96 0.48 21.89 31.21 0.70 17.18 41.00 0.42
15 16.52 34.9 0.47 23.62 34.08 0.69 18.47 44.77 0.41
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In Table 4, we evaluate the out-of-sample performance of three models with
different target returns and different risk aversions. And we also draw the opti-
mal portfolio weights in Figure 1 using the rolling covariance estimates by three
methods. The annualized Sharpe ratios for PGC (0.81) is higher than the non-
parametric model (0.50) and even DCC (0.59). That implies the PGC model
much more awardable.

In Table 5, we give out the average switching fees from one adopted model
to another. We set relative risk aversion as 1, 5, and 10. As for the perfor-
mance fees with different relative risk aversions, in general, an investor with a
higher risk aversion should be willing to pay more to switch from the benchmark
portfolio by nonparametric method to the dynamic ones. With higher target
returns, the performance fees increasingly grow. Moreover, Table 5 also reports
the performance fees for switching from DCC to Periodic GARCH Copula. The
results show that the Periodic GARCH Copula model can give more significant

Table 5. Switching Fees with Different Relative Risk Aversions

Target(%) Nonparametric to DCC Nonparametric to NC DCC to NC
�1 �5 �10 �1 �5 �10 �1 �5 �10

5 4.68 7.80 8.58 6.08 9.20 10.14 1.71 1.86 1.98
6 10.92 17.68 18.72 13.26 19.97 21.32 2.34 2.29 2.60
7 19.76 29.12 31.72 22.88 33.28 35.36 3.12 4.16 3.64
8 30.68 43.68 46.28 34.32 48.36 50.96 3.64 4.68 4.68
9 42.12 59.28 61.88 47.32 65.00 67.60 5.2 5.72 5.72
10 55.12 74.88 77.90 61.88 81.64 84.76 6.76 6.76 6.86
11 69.16 91.00 94.64 76.96 99.32 102.60 7.8 8.32 7.96
12 83.2 107.64 112.32 92.56 117.26 120.64 9.36 9.62 8.32
13 98.28 124.80 128.96 109.2 135.20 139.36 10.92 10.40 10.40
14 114.92 142.48 146.12 125.84 153.92 157.56 10.92 11.44 11.44
15 131.56 159.64 163.80 143.52 172.12 176.28 11.96 12.48 12.48

Fig. 1. The Optimal Weights by Period-GARCH-Copula
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economic value in forecasting variance and covariance matrices than DCC, when
applying to the commodity futures return.

5 Conclusion

In this paper, we answered the question that whether the periodic GARCH
copula on forecasting the volatility of commodities futures has economic value
when compared with the nonparametric method and traditional DCC models.
After our analysis, we can conclude that the model shows better performance
than others. This result is so important since the Periodic GARCH Copula has
not only statistically improved the traditional method, but has economic value in
its application. The in-sample and out-of-sample results both show that a risk-
averse investor should be willing to switch from the non-parametric method,
DCC model to a Copula based Model.
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edge of Copula, and we thank two anonymous reviewers for their great insights.
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Abstract. Forecasting tourist arrivals is an essential feature in tourism
demand prediction. This paper applies Self Exciting Threshold Autore-
gressive (SETAR) models. The SETAR takes into account of possi-
ble structural changes leading to a better prediction of western tourist
arrivals to Thailand. The finding reveals that although the forecasting
method such as SARIMA GARCH is the state of art model in econo-
metrics, forecasting tourism demand for some specific destinations with-
out consideration of the potential structural changes means ignoring
the long persistence of some shocks to volatility and the conditional
mean values leading to less efficient forecast results than SETAR model.
The findings show that SETAR model outperforms SARIMA GARCH
model. Then this study based on the SETAR model uses the Bayesian
analysis of Threshold Autoregressive (BAYSTAR) method to make one
step ahead forecasting. This study contributes that SETAR overtakes
SARIMA GARCH as it takes into account of the nonlinear features of
the data via structural changes resulting in the better forecasting of
Western Countries tourism demand for Thailand.

Keywords: SARIMA GARCH · Structural change · SETAR ·
BAYSTAR · Volatility · Forecasting tourist arrivals

1 Introduction

For countries around the world, travel and tourism are some of the most impor-
tant economic activities because over one billion people travel around the world
every year. While the tourism industry is popular among Asian countries at the
present, it plays a major role in the growth of Thailands industry to become
developed with direct and indirect benefits to the economic growth.

Forecasting the future trend and potential of tourism demand essentially help
policy makers in both the private and public sectors make strategic planning
and policy for tourism development of Thailand. It is obvious that forecasting
assists not only for success in tourism, but also avoids the management failure to
meet tourism demand. In terms of management, this supporting information is
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 452–463, 2015.
DOI: 10.1007/978-3-319-25135-6 41
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essential for all parties in tourism sector to have efficient and effective planning
for investment and all kinds of related destination infrastructures development
for short, medium, and long term horizons.

In every tourism industry, there must be seasonality effects and impacts. The
seasonality can be seen as a pattern in all trends whether or not there is any
structural change in the trends, but it can also be seen changing itself.

This study aimed to apply the time series model called the SARIMA
- GARCH model to successfully analyze and forecast the demand for
tourism in Taiwan after the Chinese authorities allowed Mainland China
tourists to visit Taiwan [20]. Liang applied SARIMA - GARCH model
with small sample size and without considering structural change. In gen-
eral, time series analysis, especially tourism demands, have been done by
many researchers including Songsak Sriboonchitta, Jianxu Liu, Jirakom Siris-
risakulchai [32], Kanjanatarakul et al. [17], [18], & [19], Xue Gong, Songsak
Sriboonchitta [14], Autchariyapanitkul et al. [1], Apiwat Ayusuk, and Songsak
Sriboonchitta [3], Phochanachan et al. [27], Vladik et al [35], Nyo Min
et al. [25], Wichian et al. [37], Liu and Sriboonchitta [23], Tang el at. [33],
Piamsuwannakit and Sriboonchitta [28], Liu et al [22], Puarattanaarunkorn
et al [29], Liu and Sriboonchitta [21], Chia-Lin Changa et al. [6], [7], Maureen
Ayikoru [2], Gunter, and Önder [15], Melda Akin [24] , and Morleya et al. [26],
but none of them considered structural change in their works. That might lead
to model misspecification.

Structural change in sample size can also provide bias if the researchers
neglect to handle this feature in data analysis. This paper applies SETAR model
which allows to provide some break points and structural change.

In this paper, data analysis forecasts western tourist arrivals to Thailand for
the following month by using BAYSTAR as well as SARIMA - GARCH.

The paper is organized as follows: in the next section, we provide literature
reviews, concepts of the paper, and a brief review on SARIMA and SETAR
models, the literature review related to these models and concepts of the paper,
and methodology. Section 3 gives details of data we used in this study, Section 4
presents empirical results of SARIMA GARCH and SETAR models, and Section
5 forecasts for one period ahead for the tourist arrival by using BAYSTAR and
discusses some findings. Our conclusions are drawn in Section 6.

2 Literature Reviews

Chia-Lin Chang et al estimated SARIMA model in 2009 [7]. In 2014, Nyo Min,
Jirakom Sirisrisakulchai and Songsak Sriboonchitta forecasted tourist arrivals to
Thailand by using belief function, and in the paper they used SARIMA model
as statistical model to estimate. [25].A.K. Diongue et al investigated conditional
mean and conditional variance forecasts on electricity price reaction using a
dynamic model following a k-factor GIGARCH process, and compared their
forecast performance with a SARIMAGARCH benchmark model using the year
2003 as the out-of-sample [11]. C. Sigauke, and D. Chikobvu applied a sea-
sonal autoregressive integrated moving average (SARIMA) model, a SARIMA
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model with generalized autoregressive conditional heteroskedastic (SARIMA-
GARCH) errors, and a regression-SARIMAGARCH (Reg-SARIMAGARCH)
model to forecast daily peak electricity demand in South Africa. They used
these models for out of sample prediction of daily peak demand and found that
the Reg-SARIMAGARCH model generated better forecast accuracy in terms of
mean absolute percent error (MAPE) [31]. J. Guo et al stated that a stochastic
seasonal autoregressive integrated moving average plus generalized autoregres-
sive conditional heteroscedasticity (SARIMA + GARCH) process has the ability
to jointly generate traffic flow level prediction and associated prediction inter-
val [16]. Yi-Hui Liang proposed the SARIMAGARCH model to analyze and
forecast tourism demand in Taiwan, and compared the predictive power of this
model and other forecasting models. Liang said that the result of his study
could provide favorable on the model [20]. Up to now, only few researchers
apply SARIMA-GARCH model to forecast tourism demands including tourist
arrivals in Thailand Tourism Sector. The Generalized Autoregressive Conditional
Heteroskedastic (GARCH) model is another extension of univariate time-series
analysis in tourism demand.

In 1977, Howell Tong introduced Self Exciting Threshold Autoregressive
(SETAR) model, and in 1980 the model was fully developed by H. Tong and
K. S. Lim [34]. Edward P. Campbell presented Bayesian Selection of Threshold
Autregressive Models to recommend model selection based on SETAR model
[5]. In 2007, Apostolos Serletis and Asghar Shahmoradi conducted an analy-
sis of purchasing power parity between Canada and the United States, and in
their paper they applied SETAR to nonlinearities in the real exchange rate [30].
Since 2001, Michael P. Clements and Jeremy Smith have researched the ability
of two SETAR exchange rate models in their forecasting performance [8]. Gilles
Dufrenot et al presented SETAR for volatility identifying [12] and Pedro Galeano
and Daniel Pea worked model selection criteria for SETAR [13]. Generally, some
researchers, including Michael E Clements, Jeremy Smith [8], Jan G. De Gooijer,
and Paul T. De Bruin [9] tried to apply SETAR model as forecasting tool as
soon as the model was introduced.

3 Methodology

This paper used the self-exciting threshold autoregressive (SETAR) model and
then applies the Bayesian analysis of threshold autoregressive (BAYSTAR)
model based on some information from SETAR to forecast one-step-ahead on
the two regimes.

Self-Exciting Threshold Autoregressive (SETAR) Model
Suppose the conditioning variable is a dependent variable itself after some delay,
then this model can be called self-exciting threshold autoregressive (SETAR)
model.
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The SETAR model can be generalized to the pth order autoregressive as
follows;

regime 1 yt = β
(1)
0 + β

(1)
1 yt−1 + · · · − β(1)

p yt−p + εt if yt−d ≤ r1,

regime 2 yt = β
(2)
0 + β

(2)
1 yt−1 + · · · − β(2)

p yt−p + εt if r1 ≤ yt−d ≤ r2,

...

regime k yt = β
(k)
0 + β

(k)
1 yt−1 + · · · − β(k)

p yt−p + εt if rk−1 ≤ yt−d ≤ rk. (1)

The above mentioned model is defined as self-exciting model because the
regimes are the functions of the past realizations of yt sequence itself.In the
SETAR model, positive integer d is delay parameter and ri, i = 1, · · · , k are
threshold variables. The delay parameter is lag of the process to identify the
threshold variables, and the thresholds show which values of the threshold vari-
ablse separate the data points into the regimes. Identification of threshold value
and delay parameters are complicated and the Akaike information criterion
is one of the methods used to select delay and threshold values in practical
researches [4].

4 Data

This paper used the monthly western tourist arrivals to Thailand for model
estimation and evaluation. The data series extended from January 1997 until
October 2014 to apply in the study and consisted of 214 observations. All data
that we used for the paper were obtained from EcoWin data base and the data
showed seasonality.

After testing Augmented Dickey-Fuller test the data showed whether there is
unit root with ADF statistic 0.199 and probability 0.972. In addition, the data
clearly showed whether there is seasonality. Therefore, the study had to handle
the data to remove unit root, and the type of data control are taking log return,
taking first difference after obtaining log return, and taking twelve differences.

As per visual figure of the data, there were some breaks in the tourists
arrivals. Then, the study tested for potential break points with multiple break
point tests; results showed that there were three break points on Nov. 2000, Nov.
2006, and Nov. 2010. These results were confirmed with Chaw break point test
and Quandt-Andrews unknown breakpoint test whether there were breakpoints.
When the study tested the data with recursive residuals and CUSUM test, the
graphical results showed that there is structural change.

5 Empirical Results

Self-Exciting Threshold Autoregressive (SETAR) Model
The self-exciting threshold autoregressive (SETAR) process is the relevant model
for the discontinuities due to internal changes. In the SETAR process, the value
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Fig. 1. Western tourists arrival to Thailand between January 1997 and October 2014

Fig. 2. Western tourists arrival to Thailand after taking log-return
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Fig. 3. Recursive test result on OLS of the western tourists arrival

Fig. 4. CUSUM test result on OLS of the western tourists arrival
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p of the order of autoregression was set equal for all the regimes, but the order
of the autoregression can be different in each regime [36].

The study found out the best fit AR model with p value 12 for the high
regime and 8 for the low regime among other AR models. The model had AIC
(−2.353645), and SC (−2.139999).

By depending on the SETAR model selection, the study went on the predic-
tion with maximum autoregressive order for low regime 8, maximum autoregres-
sive order for high regime 12, threshold values not fixed, and the delay 1. The
results showed as follows;

Table 1. SETAR(2,8,12) with d=1, r = −0.123360

SETAR model in Low Regime SETAR model in High Regime

Variable Coefficient t-Stat Prob Variable Coefficient t-Stat Prob

C -0.0715623 -1.8866 0.0607 C 0.0259767 2.2666 0.0245
AR 1 -0.2855323 -2.4150 0.0167 AR 1 -0.0608667 -0.6857 0.4938
AR 2 -0.1113070 -0.9434 0.3467 AR 2 -0.4658366 -6.7441 1.801e-10
AR 3 0.3094146 1.6581 0.0989 AR 3 -0.3036690 -4.4537 1.438e-05
AR 4 -0.6422825 -5.2831 3.461e-07 AR 4 -0.3591600 -5.5324 1.036e-07
AR 5 -0.3678217 -4.0955 6.229e-05 AR 5 -0.0390225 -0.4918 0.6234
AR 6 -0.4928772 -5.8267 2.382e-08 AR 6 -0.2193351 -3.0067 0.003
AR 7 -0.0876771 -0.9691 0.3337 AR 7 -0.1557164 -1.8521 0.0656
AR 8 0.1922540 3.3463 0.0010 AR 8 -0.2012147 -2.2862 0.0233

AR 9 -0.4049866 -4.7575 3.870e-06
AR 10 -0.3335471 -4.3730 2.017e-05
AR 11 -0.0010045 -0.0135 0.9892
AR 12 0.4054097 5.0961 8.333e-07

Although some estimates for some parameters were not significant, all param-
eters are stable as |βj | < 1 is necessary condition for the stability, where j
=1, 2, .... The SETAR models we selected can be written as;

low regime yt = β
(1)
0 +

8∑

i=1

β
(1)
i yt−i + ε

(1)
t if yt−d ≤ r,

high regime yt = β
(2)
0 +

12∑

i=1

β
(2)
i yt−i + ε

(2)
t if yt−d > r. (2)

Or

low regime yt = −0.0715623 − 0.2855323yt−i − · · · + 0.1922540yt−8 + ε
(1)
t

if yt−0 ≤ −0.1234,

high regime yt = 0.0259767 − 0.0608667yt−i − · · · + 0.4054097yt−12 + ε
(2)
t

if yt−0 > −0.1234. (3)

The parameters for the above model are stable and the model has AIC value
(−1150), BIC value (−1073.172) and MAPE (101.2).
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6 Foresting and Discussion

6.1 Forecasting

All models used in this study and analysis are feasible for forecasting with out of
sample forecast method; it is also called ex-ante forecasts. Indeed, these models
can be also applied for recursive (Window expanding) out of sample forecasting.
Generally, the forecasting in nonlinear autoregressive models, can utilize the
following equation;

ŷt + h = E[yt+h|yt, Yt−1, . . . ], (4)

where h = 1, 2, · · · .
Forecasting with SETAR model can be done with the following equation:

low regime yt+1 = β
(1)
0 +

p∑

i=1

β
(1)
i yt−i+1 + ε

(1)
t+1 if yt−d ≤ r,

high regime yt+1 = β
(2)
0 +

p∑

i=1

β
(2)
i yt−i+1 + ε

(2)
t+1 if yt−d > r, (5)

where d = delay, and r = threshold value.
In this study, BAYSTAR method was used to forecast for one step ahead.

The BAYSTAR is Threshold Autoregressive model: Bayesian approach. To get
the best possible forecast on the parameters, the BAYSTAR applies Markov
Chain Monte Carlo (MCMC) method for ten thousand times. Since some of the
coefficients from the full mmodel in BAYSTAR are not significant, it is recom-
mended to drop those related variables out of the mmodel to be parsimonous.
The corrected BAYSTAR model is then presented in Table 2.

Table 2. The results of BAYSTAR for 10, 000 MCMC reiterations

Parameter Mean Median s.d. Lower Upper

β1.4 -0.5845 -0.5839 0.1232 -0.8240 -0.3492
β1.5 -0.4872 -0.4846 0.0906 -0.6693 -0.3128
β1.6 -0.5547 -0.5558 0.0740 -0.6979 -0.4055
β1.8 0.2255 0.2251 0.0550 0.1190 0.3356

β2.2 -0.3251 -0.3246 0.0588 -0.4403 -0.2117
β2.3 -0.2061 -0.2063 0.0542 -0.3132 -0.0998
β2.4 -0.2635 -0.2623 0.0551 -0.3747 -0.1586
β2.6 -0.2514 -0.2514 0.0603 -0.3713 -0.1340
β2.8 -0.2779 -0.2777 0.0705 -0.4164 -0.1395
β2.9 -0.1791 -0.1797 0.0604 -0.2961 -0.0613
β2.10 -0.2898 -0.2892 0.0643 -0.4175 -0.1656
β2.12 0.5160 0.5166 0.0774 0.3626 0.6657

σ2
1 0.0063 0.0062 0.0013 0.0042 0.0091

σ2
2 0.0046 0.0045 0.0006 0.0036 0.0058

γ -0.1167 -0.1160 0.0121 -0.1442 -0.0925
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The results came with residuals for each regime of the model estimated,
posterior, coefficients, threshold values, the deviance information criterion (DIC)
= −853.551; a Bayesian method for model comparison and the mean forecast
error (MFE) is −0.007.

Based on the results, the forecasting equation for one step ahead can be
written as following;

low regime yt+1= −0.0715623−0.5845yt−3+· · ·−0.5547yt−5+0.2255yt−7+εt+1,

high regime yt+1 = 0.0259767 − 0.3251yt−1 · · · − 0.2635yt−3 − 0.2514yt−5

−0.2779yt−7 − 0.1791yt−8 − 0.2898yt−9 + 0.5160yt−11 + εt+1. (6)

The above forecasting model had RMSE = 0.0692, and MAPE = 101.2%,
whereas SARIMA-GARCH forecast had RMSE = 0.0752, and MAPE =
115.3786%. The actual western tourists arrival to Thailand in November 2014
was 722, 391 [10] and for the log return value > −0.1167, the forecasted value
was 784, 883. Therefore the study indicated that only 0.9% overforecasted from
the actual value.

6.2 Discussion

In this study, we searched the efficiency and effectiveness of SARIMA GARCH in
forecasting as the combination of notorious forecasting methods, SARIMA and
GARCH family, have proven that this combination is reliable for forecasting,
especially in forecasting for tourists arrival. This method was applicable for
Chinese mainlanders arrival to Taiwan, but the researchers for this study did
not consider the structural changes and breakpoints in the sample. Normally,
the GARCH family members need to be predicted with the sample size with
a thousand data set, at least. The breakpoints, structural change, and small
sample size made the model weak. In this study the result of SARIMA GARCH
had had unstable parameters and unrealistic estimate with negative sign.

In the second part of the study, SETAR process was focused with the confi-
dence that SETAR model may be the answer for the study, and revealed that it
was applicable and could forecast tourists arrival nearly correct. When the study
compares SARIMA GARCH and SETAR, the findings favored the SETAR. For
forecasting, the study forecasted on only one period ahead with out of sample
forecasting method although the model allowed for multi steps ahead forecasting.
To forecast, the study used BATSTAR forecasting method by applying MCMC
1000 times.

When the study applied BAYSTAR to the model with 8 autoregressive lags
for lower regime and 12 autoregressive lags for higher regime, the process dropped
some lags for better forecasts. The findings of the study claim that SETAR model
was better than SARIMA GARCH at the presence of break points and structural
change in the sample, especially for small samples.
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7 Conclusion

The study contributed examination on SARIMA - GARCH, a tourism demand
forecasting model proposed by Yi-Hui Liang to determine some facts to be aware
of when researchers apply the model. Although the SARIMA GARCH is a state
of the art model for tourism forecasting, model specification is crucial for the
SARIMA part whereas taking a big enough sample size, and considering breaks
and structural change are also important features for the GARCH parts. The
study also proved predictive power of SETAR model and a reliable forecast-
ing method BAYSTAR. The model matching between SARIMA - GARCH and
SETAR showed that SETAR outperforms SARIMA - GARCH at the presence
of structural change in the sample size. The SETAR model confirmed that the
model can predict western tourists arrival to Thailand effectively and forecast
with BAYSTAR acceptably. The prediction value and forecasted values came
for each threshold. It is flexibility for forecasting and it can be used an interval
for more confidence in the forecasting. As the study tried to handle structural
change, the study suggests the researchers work on other possible answers, such
as (Double Threshold GARCH) DTGARCH and smooth transition autoregres-
sive (STAR) models for the data set in which there are breaks and structural.
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Abstract. This paper aimed to measure the welfare of the Thai rice market and 
provided a new estimation in welfare measurement. We applied the Markov 
Switching approach to the Seemingly Unrelated Regression model and adopted 
the Bayesian approach as an estimator for our model. Thus, we have the MS-
BSUR model as an innovative tool to measure the welfare. The results showed 
that the model performed very well in estimating the demand and supply equa-
tions of two different regimes; namely, high growth and low growth. The equa-
tions were extended to compute the total welfare. Then, the expected welfare 
during the studied period was determined. We found that a mortgage scheme 
may lead the market to gain a high level of welfare. Eventually, the forecasts of 
demand and supply were estimated for 10 months, and we found demand and 
supply would tend to increase in the next few months before dropping around 
March, 2015. 

Keywords: Welfare · Thai rice · Markov switching · Bayesian seemingly unre-
lated regression 

1 Introducion 

Agriculture has played a key role in the Thai economy where rice is one of the most 
important agricultural commodities that create enormous economic value for exports. 
In spite of the strong capacity ranked of Thailand competitive countries for producing 
rice, i.e. India and Vietnam, Thailand still has ranked in the top three largest rice ex-
porters (countries) in the world. Agriculture accounts for 7.91% of Thailand’s total 
exports in which rice takes 30.25% of primary agricultural exports (Bank of Thailand, 
2014), and it still employs over half of the total labor force. 

Thai government considers rice as a major agricultural crop of Thailand for both its 
economic value and strong socio-cultural root. Several policies have been proposed 
by the Thai government in order to boost up the rice market and to support Thai rice 
farmers. It is normally known that Thai rice farmers have faced many problems while 
taking this career. For instance, some of them do not own the land he/she works and 
most of them are still in debt even they have worked in this career for a long time. 
Also the fluctuation of international rice prices in the market creates a great impact on 
the domestic rice price. The Thai government realizes these problems and tries to 
resolve them by proposing policies such as the rice price guarantee scheme and the 
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rice mortgage scheme. But the solutions seem like making the rice to become a politi-
cal crop. Authority is vested to the government to control either the domestic rice 
prices or how much rice the farmers should produce. This situation leads to the ques-
tions that, is the political crop system efficient?  

To answer these questions, it might be good to look at some economic theorems 
and techniques to evaluate the policies in terms of the effects on the well-being of 
society. Therefore, now, we are taking into account welfare economics which is a 
branch of economics that can be used for appraising the efficiency of the policy. In 
this paper, we intend to measure the welfare of the rice market during a studied pe-
riod, 2006 to 2014, when several policies were used to support the market. Then, we 
aim to capture what types of policy could make the market better off by seeking for 
the policy, which creates the highest level of welfare. 

As welfare is our key to answer these questions, some effective tools for measuring 
welfare were substantially sought. Many papers have been reviewed, and we found 
that the classical method has been used very often including the seemingly unrelated 
regression model (SUR), e.g., Baltagi and Pirotte [3], Phitthayaphinant, Somboonsuke 
and Eksomtramage [14], Kuson, Sriboonchitta and Calkins [12], and Lar, Calkins and 
Sriboonchitta [13]. SUR is still taken into account since the demand and supply equa-
tions of the market are linear system equations, and the welfare is technically meas-
ured by both demand and supply curves. Not only using SUR model, we also applied 
a regime switching approach in the study. As we know several policies have been 
used to support and boost up the rice market, and some are not likely to work but 
rather harm the market. Thus, the market movement might not be rectilinear; it ought 
to be either an upturn or downturn. For this reason, we provided SUR model with 
regime switching as an innovative tool to determine the welfare of Thai rice market. 

To improve on the estimation, the Bayesian approach was implemented for estima-
tion. Even though the classical estimator, i.e., the maximum likelihood, has been used 
very often in econometric fields, e.g., Ayusuk and Sriboonchitta [2], Boonyanuphong 
and Sriboonchitta [4], Chinnakum, Sriboonchitta, and Pastpipatkul [6], and Sriboon-
chitta, Liu, Kreinovich, and Nguyen [16], we still believe that an estimator with 
Bayesian statistic might be better than the classical one. Therefore, in this study, SUR 
model with the regime switching based Bayesian estimation was provided as the in-
novative tools to estimate the welfare of Thai rice market.  

2 Welfare Economics 

Welfare economics –or social welfare- is a branch of economics that evaluates the 
well-being of the community. One of the main reasons that economic policies are 
used is to make people happier. Welfare economics is like a conceptual tool for judg-
ing an achievement of the policies. To understand the analysis of welfare, a partial 
equilibrium of a competitive market is desirable since the market is efficient in terms 
of allocating resources. We used the area between the equilibrium price (P*) and the 
demand and supply curves to measure the welfare. 
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3.1 Seemingly Unrelated Regression (SUR) Model 

The system of equations, SUR, was introduced by Zellner [17]. The model was pro-
posed to estimate the multiple correlated equations and to improve estimation effi-
ciency. In considering the structure of SUR model, we found that it consists several 
equations where each equation is allowed to have a different both dependent and in-
dependent variables. We assumed that each equation has the same right hand side 
number of independent variables: say, N independent variables. Thus, M equations 
can be written as follows: 

,1 ,1 1 ,1t t ty x     

  

, , ,t M t M M t My x     

We can also write the model as a vectorial form: 

t t tY X U   

Where 
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tY  is a vector of dependent variables , , 1, ...,t iy i M  and tX  is a matrix of  inde-

pendent variables (regressors) , , 1, ..., , 1, ...,t ijx i M j N  , it does not include an 

intercept.   is a matrix of an unknown parameters (regression coefficients). tU  is a 

vector of errors, ,,1 ,2t t Mt tU        where 2
, ~ (0, ) , 1,...,t i iN i M   . 

The errors,U , are assumed to correlate across equations. Thus, we can estimate the 
M equations jointly. Then, a variance-covariance matrix can be given as: 
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And I  is an identity matrix .Thus, we can write the estimated parameters as 
1 1 1( )sure t t t tX X X Y        
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3.2 Markov Switching Seemingly Unrelated Regression (MS-SUR) 

The Markov Switching approach was first introduced by Hamilton in 1989 as the 
regime switching model. The main idea of the Markov switching is that there exists a 
switching in the model structures consisting of an intercept, coefficient of regressors, 
and covariance. The switching is controlled by an unobserved variable [8]. For the 
Markov switching seemingly unrelated regression (MS-SUR) model, let’s consider 
the following general form of M equations model. 

 ( ) ( ) ( )t t t t t tY s X s U s                           (1) 

tY  is the vector of the dependent variables , , 1, ...,t iy i M  and Xt  is the matrix of the 

independent variables (regressors) , , 1,..., , 1,...,t ijx i M j N  . The intercepts, regression 

coefficients, and the covariance all depend on the state or regime ( ts ), where

1, ...,ts k . For example, if we consider two regimes which are high and low, then

1, 2ts  . Furthermore,   is the vector of the intercepts , 1, ...,i i M   and it is 
regime-dependent as well as  , which is the matrix of the regression coefficients with 
regime-dependent. 

The errors ~ . . . (0, ( ))t tU i i d N s  and 1 ( ), ..., ( ), ( ), ...., ( ),t t ij t MN ts s s sM   

( )ts    are regime-dependent parameters. The structure errors are correlated 
across equations since Zellner [17] suggested that the model can gain more efficiency 
if the error term of each equation is related. Moreover, it is also assumed to have a 
nonsingular normal distribution. Thus, the structure error term for regime k can be 
written as  
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                     (2) 

Recall, the regime ( ts ) which is unobserved, is governed by first order Markov 

process. It is defined by the transition probabilities matrix P . The regime variable ts  
is finite and does not change over time t. We get filtered regime probabilities 

1Pr( )t ts j s   by using the Filter and Smoothing algorithm as proposed in Brandt 
[5] and Kim and Nelson [10].  

The estimation technique implemented for MS-SUR models is called Expectation 
Maximum (EM) algorithm which is consist of 2 steps. In the first step is to compute 
the expected likelihood by including latent variables as if they were observed, and 
second step is to compute the maximum likelihood estimates of the parameters by 
maximizing the expected likelihood found in the first step. The EM algorithm can 
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estimate the unique optimal solutions for estimated parameters ( ) which are guaran-
teed by the maximum properties. 

The joint likelihood for observation in each regime is defined as Pr( , )t ty s i , 
. In this study, we assume a Markov switching with 2 regimes, thus 

from (1) we obtain the likelihood function of MS-SUR with 2 regimes as follows: 

  
1,2

1 1 1
1

( , , , ) ( , , , )
ts

T

t t t t t t
t

Log L p Y Y X Q p s Y X Q 


  


 
 
 
 
        (5) 

The EM iterations are employed to maximize the likelihood function (5). The like-
lihood function will increase at each step and reach a maximum correspondence to 
convergence [14]. 

3.3 Prior and Posterior 

The prior of the model has a form as follows: 

   
     11

Pr( , , ) Pr( ) Pr( ) Pr( , ) Pr( , , ) Pr( )0
T

t t tt
Q s Q s Q s Q s st    

        (6) 

The prior is separated into three parts, which are the estimated parameter (  ), tran-

sition matrix (Q), and the Markov process ( ts ). In this study, the prior for parameter 
coefficient, Pr( ) , is Normal-wishart. The prior for the Transition matrix, Pr( )Q , is 

assumed to be Dirichlet. The prior for Markov process, )Pr( ts , is the ergodic distribu-
tion. Combining these priors (6) with the likelihood function (5) using Bayes theorem 
to compute the posterior, thus the posterior estimation can be formed as follows: 

                 Pr( , , ) Pr( , ) Pr( , , )Q Y X Q Y X Qt t t t                    (7) 

However, the posterior density ( , )t tp Y X  is unknown thus the Gibb sampler is 
used for sampling the following block conditional posterior distributions: 

1) The conditional posterior for regression coefficients for each regime is  
( ( , , , )t t tp s Y X Q ). In this block, the cross-product matrices of each equation i  in  

regime  1, 2k   can be computed from 

, ,XX i k t t
t s kt

X X
 

     ,   , ,XY i k t t
t s kt

X Y
 

    

Then, the conditional posterior precision is computed by 

            2
, , , 0 1 ,(( ) )i k XX i k i kdiag                            (8) 

1, 2,....i k 
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where 0 is the overall tightness of the prior, 1  is proportional standard deviations 

around the coefficients, and ,i k  is the initial estimated coefficient. Next, inverting 
the positive definite square matrix of Cholesky decomposition in (8) to obtain the 
standard error of the estimated coefficient ( se ). Thus ( , , , )t t tp s Y X Q  can be esti-
mated by 

, , , ,( )i k i k se i k   
   

2) The conditional posterior for transition matrix is ( ( , , , )t t tp Q Y X s ). This block is 

to draw ,( , , )t t tp Q Y X s where the estimated draws can be written as  

               
2 , ,

,
1

k ni j i j
i j

i
p

 


                               (9) 

where ,i jn are the number of times that regime i  changes to regime j ; ,i j  are the 
Dirichlet prior element for the initial transitions 

3) The conditional posterior for the Markov process is ( ( , , , )t t tp s Y X Q ). To esti-

mate ( , , , )t t tp s Y X Q  in order to obtain the regime probabilities, we employ the 
Baum-Hamilton-Lee-Kim (BHLK) and smoother to estimate the filter probabilities 
and use the standard forward-filter-backward-sample algorithm to draw the matrix of 
regimes. 

3.4 Forecast MSB-SUR 

To forecast the MS-BSUR, we follow the estimation procedure of Krolzig [11], Fru-
wirt-Schnatter [9], and Brandt [5]. First of all, the formula of MS-BSUR forecast for 
period T+f can be written as: 

f f 1( )( )t t t iY Y SS Y        

Where SS is State-space initialization produced from sampling posterior of an MS-
BUR model in previous step, and   is the sum of estimated intercept and coefficient 

term from MS-BSUR model. i  is the structural shock of the model.  Then, generat-
ing the burn-in and final posterior are drawn by 1,000 and 2,000 draws, respectively. 

4 Estimation 

In this study, we use data set related to Thai rice consisting of the demand for rice 
(Qt

d), output of grain rice (Qt
s), export price of Thai rice (Pt

exp), Pakistan’s exported 
rice price (Pt

Paki), Vietnam’s exported rice price (Pt
Viet), export price of India’s rice 
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(Pt
Ind), producer price of rice (Pt

Farm), rainfall (Rt), and water storage (Wt). The data set 
are monthly frequency collected from M1/2006 to M9/2014, covering 105 observa-
tions. All series are transformed into the log-log before we start the estimation. 

The Model Specification 

In this study, we attempt to measure the social welfare based on supply and demand 
functions, thus, the log-log supply and demand functions are preferred for estimating 
MS-BSUR model and the model can be specified as follows: 

 
           
           

exp
1 1 2 3 4 1,

exp
2 1 2 3 4 2,

d ort viet paki india
t t t t t t tt t t t
s ort farm
t t t t t t t t t tt

Q s s P s P s P s P U st

Q s s P s W s R s P U st

    

    

     

     
 (10) 

The estimation of MS-BSUR with 2 regimes comprises 3 main steps. In the First step, 
the sequence estimation based the linear optimization algorithm has been conducted 
to estimate the initial or starting parameter values,  , as a baseline for MS-SUR 
model. Sets an initial value for transition matrix as 11 0.9p  and 22 0.9p  . 

In the second step, the MS-SUR log-likelihood function (5) is estimated recursive-
ly in order to get the estimated parameters. Following Sims, Waggoner, and Zha [15] 
and Brandt [5], as they proposed an algorithm that is designed for multiple equations 
called block-wise maximum likelihood algorithm. This method can update initial 
parameters , ̂ , where the first block is MS-SUR intercept coefficients , the second 
block is regressor or instrument coefficients, the third block is  error covariance, and 
the last block is the transition matrix. We maximize each block separately, while 
holding the other block fix. These blocks are iterated by 1,000 iterations for fitting our 
initial model from the sequence estimation step.  

The unknown parameters, , can be estimated from filtering and smoothing the ob-

served process for tY  and tX to find the 1Pr( , , )t ts Y P as proposed in Brandt [5] 
and Sims, Waggoner, and Zha [15]. To derive the filter probability in MS-SUR mod-
el, the dynamic of transition probability which controls the probabilities of switching 
between the regimes is computed by using the Hamilton filter. In the third step, the 
sequence estimated parameter ( 0 ), transition matrix ( 0Q ), and covariance matrix  

( 0 ) based on the likelihood of MS-SUR are used as a starting value to draw using 
Gibbs sampling.  In this step, the Gibbs sampling is used to draw first 4,000 rounds 
as burn-in draws and draw those updated parameters which are obtained from the first 
draws again by 20,000 rounds1. In addition, we forecast the demand and supply func-
tions with 10 step-ahead forecasts. 

                                                           
1 Brandt [5] explained the basic algorithm for Gibbs sampling comprising three estimated 

blocks which are filter probabilities sampling, MS process sampling, and parameter sampling. 
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Finally, we extend the estimated parameters which are obtained from the MS-
BSUR posterior to compute the following equations considering intercept and price 
elasticity of demand and supply, namely, 1 2 1, ,  

   and 1


, as follows:  

1 11

2 21
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Therefore, according to the above equations, in this paper the total social welfare 
(TS) can be simply measured as 

t t tT S ( )= C S ( )+ P S ( )s s s , where CS and PS are the 
consumer surplus and the producer surplus, respectively. 

5 Empirical Results 

Before estimating results, we begin with checking whether the data we used are sta-
tionary. Augmented Dickey Fuller (ADF) unit root test has been used as a tool. The 
results show that all variables are stationary; they passed the test at level with proba-
bility equals to zero. In addition, by the Bayesian Approach, the results of Gibbs 
sampler draws which produce trace plots and density plots of intercepts and coeffi-
cients of the model. From the results of trace plot, the Markov chain has reached sta-
tionarity because the mean and variance of the trace plots of these intercepts and coef-
ficients are constant over time. Moreover, the results of the density plots also con-
firmed that the distribution of intercepts, coefficients are converging to the normal 
distribution after a burn-in 4,000 steps. These results confirm that 4,000 steps of the 
burn-in and 20,000 final posterior draws are sufficient condition for convergence. 
Therefore, these parameters can be estimated under Normal-wishart prior. 

5.1 Estimation Results for Demand and Supply 

The first part of estimated results of this study are displayed as in the following table. 
We have estimated the system of demand and supply equation of Thai rice using the 
MS-BSUR. Since we aim to measure the welfare of the Thai rice market, the demand 
and supply equations have to be constructed and, here, Table 1 shows the obtained 
results. It shows the estimated results for demand and supply of each regime where 
the intercepts and the coefficients in each regime are different. Despite the fact that 
there is not much difference in numbers between regime 1 and regime 2, we still con-
sider that the demand and supply equations in each regime are separate. The result 
allows us to define regime 1 as the “high growth regime” and regime 2 as the “low 
growth regime” because the intercepts of both demand and supply of regime 1 are 
higher than regime 2 [1].  
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The model performed very well, as we can see obviously that the results are almost 
significant at the level of 0.01. The coefficients of all variables estimated from this 
model seem to make sense of the basic demand and supply theory. The coefficients of 
Thai rice export prices are statistically significant equal to -0.1804 and -0.1773 for the 
demand equations in regime 1 and regime 2 respectively. For the supply equation, the 
coefficients of Thai rice export prices are statistically significant equal to 3.0284 and 
2.8392 in regime 1 and 2, respectively. In addition, Pakistan rice price also has a neg-
ative sign implying that it might be complementary for Thai rice. On the other hand, 
export rice of Vietnam and India are considered to be substitution goods since they 
have a positive sign in their rice prices. Furthermore, the transition matrix shown in 
Table 1 allows us to notice an asymmetry in the rice market by looking at the duration 
of each regime where the high growth regime has the duration of approximately 3.875 
periods and 3.676 periods for the low growth regime. 

Table 1. Estimates of MS(2)-BSUR for demand and supply  

Regime-dependent intercepts 
 Demand Supply 

Regime 1 0.5349*** -4.0834*** 
Regime 2 0.4612*** -4.1172*** 

Regime-dependent  Autoregressive parameters at lag 2 
 Regime1 Regime2 

Demand       Pt
export -0.1804*** -0.1773*** 

Pt
viet 0.3567*** 0.3516*** 

Pt
paki -0.5138*** -0.5172*** 

Pt
india 0.0332 0.0124*** 

Supply          Pt
export 3.0284*** 2.8392*** 

Wt -0.0013 -0.0284 
Rt -0.3389** -0.3370*** 

Pt
farm 0.0122*** 0.017 

 p1t p2t Duration Observations 
Regime 1 0.724 0.271 3.875 53 
Regime 2 0.276 0.728 3.676 57 

Source: Calculation. 
Note: “*,” “**,” and “***” denote rejections of the null hypothesis at the 10%, 5%, and 1% 
significance levels, respectively. 

5.2 Welfare Measurement 

Welfare, which is our concern, can be measured by its definition: summing up con-
sumer surplus (pink shaded triangle) and producer surplus (blue shaded triangle). 
Figure 2 shows that PS is higher than CS for both regimes since the supply curve is 
steep. Corresponding with a numerical result shown in Table 2, the value of PS is 
greater than CS for both regimes as well. There is a possible main reason for the steep 
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supply. That is -or should be- due to production capacity of the rice be almost full. 
Considering the fact that of rice arable area almost 90% is already used. Furthermore, 
the government subsidy policy kept the Thai rice production high despite the decreas-
ing world rice price. Therefore, the supply of rice would not be decreased. Figure 2 
also shows that the total welfare is estimated to be 3.3235 units in regime 1 (high 
growth) and approximately 3.4747 units for regime 2 (low growth). 

 

    

                    (a) Regime 1                   (b) Regime 2 

Fig. 2. Welfare measurement (Source: Calculation) 

Table 2. Welfare measurement 

Regime 1 Regime 2 
Consumer surplus 0.1868 0.2042 
Producer surplus 3.1366 3.2704 
Total Welfare 3.3235 3.4747 

                  Source: Calculation. 

Expected Welfare 

Here is the key point of our study. After getting the welfare values and the probability 
from the MS-BSUR, we are able to calculate the expected welfare at every time point 
during the studied period to capture the efficiency of the policies. The result can be 
displayed as Figure 3. It shows that there is the highest level of expected welfare in  
 
 
 
 
 
 
 
 
 
 

Fig. 3. Expected Welfare (Source: Calculation) 
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Q1/2006. The government provided the rice mortgage scheme, and the policies estab-
lished price2 was slightly close to the market price (Office of Agricultural Economics, 
Thailand, 2015).  

We might not say that this scheme is the best fit for a system of Thai rice over 
time, but this scheme can create the highest level of welfare during our studied period. 
Despite the mortgage scheme creating the highest level of welfare, the result also 
shows that there are low levels of welfare explicitly in Q2/2008 and Q4/2011 to 
Q1/2012 when the mortgage scheme was used. To clarify this converse result, we 
found that if there is much difference between the policies established price and the 
market price, the welfare will be at a low level. On the contrary, a similarity between 
the policies established price and the market price may create a high level of welfare 
to the market3. 

5.3 Forecasting Demand and Supply 

In this section, we forecast the demand and supply of the rice for 10 steps ahead using 
the estimated coefficients from the previous result. Using the previous monthly sam-
ples, we computed the forecast series from the obtained MS-BSUR model and found 
that the model perform well in forecasting the demand and supply of Thai rice. The 
forecast results of supply and demand are illustrated in Figure 4. It provides a compar-
ison between the estimated forecast and the actual number of demand and supply 
during the period from M1/2006 to M9/2014. The forecast period chosen for predic-
tion is November 2014 to August 2015, being 10 months. According to the above 
results, it is evident that the estimated forecast series of demand and supply are close 
to the actual values, indicating that the model performs very well. Moreover, the 
Mean absolute percentage error (MAPE) is employed to measure the accuracy of  
the MS-BSUR forecast and the result confirms a high performance of the model with 
the value of MAPE less than 0.1%.   

There is a tendency for the rice market to exhibit a great swing of the demand and 
supply in the next 10 months. For the supply of Thai rice, the model predicts that 
supply’s growth will increase and reach the highest growth in December, 2015 before 
dropping around 0.9% in March, 2015. The possible reason behind the swing of the 
supply forecast is the harvest seasons of Thai rice. Thai farmers normally grow rice 
two times a year: one is in rainy season and the other off-season. Thus Thailand 
usually has a large volume of production and exports large amounts of rice to many 
countries after the harvest seasons. Different results are obtained for the demand of 
                                                           
2 A policies established price, here, means a price that is set or established by the government 

in order to prevent the market from slumping rice prices  
3 In 2006, the policies established price was 7,000 THB per ton while the market price was 

6,784 THB per ton. Comparing with the prices in around Q4/2011 to Q1/2012 where the pol-
icies established price was 15,000 THB per ton and the market price on average was 10,026 
THB per ton, there is a big gap between the policies established price and the market price. 
According to the results we got, it is noticeable that if the policies established price is quite 
similar to the price that market actually pays, the rice welfare will be at the high level. But if 
there is a big gap, the welfare turns to be in the low level. 
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Thai rice. The growth rate increases around 0.45% in October, 2014 before dropping 
to 0.02% in February, 2015. As the demand forecast goes up obviously, we sought for 
the reason and found that the government may need to release a batch of the rice 
stocks which is holding around 16 million metric tons. To get rid of the over stock 
problem the government has to sell that rice at a price substantially below the market 
prices. This will lead Thai rice price to be cheaper than those of other export countries.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Demand and Supply forecasting (Source: Calculation) 

6 Conclusions 

We measured the welfare of Thai rice market using our innovative tool, the MS-
BSUR model. The model performed very well in estimating demand and supply equa-
tions since the results were statistically significant and the numbers seemed to make 
sense. The welfare can be estimated nicely for two different regimes. Then, we 
created the expected welfare at every time point during the studied period to capture 
the efficiency of the policies. We found that the mortgage scheme could create the 
highest level of the welfare for Thai rice market if it is conditioned on a similarity 
between the policies established price and the market price. This empirical result 
should be useful for the policy makers since it demonstrated that the policy could 
bring the highest welfare to the society. This study also provided new information to 
the policy makers about the gap between the policies established price and the market 
price. It suggested that even if the government provides a high price for the market 
like a populist price, the result may turn to be bad in terms of the low welfare resulted 
from the big gap between the realistic price and the populist price. That would not 
help the rice farmers but rather harm them. Eventually, the forecasting of demand and 
supply were also estimated for 10 months, and we found that demand and supply tend 
to increase swing forwards positive growth. 
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Modeling Daily Peak Electricity
Demand in Thailand
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Abstract. Modeling of daily peak electricity demand is very crucial
for reliability and security assessments of electricity suppliers as well as
of electricity regulators. The aim of this paper is to model the peak
electricity demand using the dynamic Peak-Over-Threshold approach.
This approach uses the vector of covariates including time variable for
modeling extremes. The effect of temperature and time dependence on
shape and scale parameters of Generalized Pareto distribution for peak
electricity demand is investigated and discussed in this article. Finally,
the conditional return levels are computed for risk management.

Keywords: Dynamic POT approach · Daily peak electricity demand ·
Risk management · Extreme value theory

1 Introduction

Electricity is the backbone of each industrialized economy. Reliability of elec-
tricity supply is crucial for the well-functioning modern economies. Digital tech-
nologies, communication infrastructures and industrial processes all depend on
reliable and efficient electricity systems. The optimal day-to-day operation of
a power plant requires a forecasting of the electricity demand. This forms the
basis for power system planning, security, and reliability. The major forecast-
ing methods include time series such as exponential smoothing, autoregressive
integrated moving average (ARIMA), regression, and transfer function [1]. These
methods only focus on the mean forecasting of demand and sometimes ignore the
occurrence of extreme events. It is very essential for the electricity suppliers to
know if there are any extreme events that can not be explained by their demand
forecasting models. Therefore, to match up the electricity demand and supply,
electricity suppliers need not only to forecast the electricity demand but also
have to understand the behavior of any rare extreme events. The unexpected
extreme electricity demand may increase the risk of power blackout, which in
turn leading to the large amount of economic loss.

In Thailand, there are growing concerns about the probability of blackouts in
summer weather when residential air-conditioning demand adds proportionately
to peak loads. Time-of-use pricing, as an example of demand management strat-
egy, have emerged in 1991 to give the incentive to customers for reducing peak
c© Springer International Publishing Switzerland 2015
V.-N. Huynh et al. (Eds.): IUKM 2015, LNAI 9376, pp. 478–487, 2015.
DOI: 10.1007/978-3-319-25135-6 43
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demand. A range of demand management strategies will be expected to launch
in the near future in order to either redistribute or reduce electricity consump-
tion during peak periods [7]. Peak electricity demand has many factors involved,
for example, population growth, economic conditions, weather conditions as well
as the randomness in individual usage [8].

Extreme value theory (EVT) is widely used as a tool for risk management [3].
Local maxima which exceed a high threshold are modeled based on the asymptotic
theory of extremes for stationary series (specifically, independent and identically
distributed randomvariables. Inmany cases, such as daily peak electricity demand,
there is clear non-stationarity in the series. The requirement of stationary assump-
tion is not satisfied. However, several researchers applied this theory to assess load
forecast uncertainty by preprocessing the series before performing the standard
EVT models (see [9],[10]). In this paper, we apply the dynamic EVT approach, as
proposed by [2], to model the daily peak electricity demand. [2] treated the non-
stationary in the series by introducing the covariates to the Generalized Pareto
distribution parameters.

The aim of this paper is to explain the seasonal pattern of daily peak electric-
ity demand with the temperature variation and time inhomogeneity dependence.
The results from this paper can be used as an additional information in reliability
assessment and risk management for power development planning.

2 Standard EVT Approach for Modeling Extremes

The standard approaches for modeling the extreme events of a stationary time
series are the Block Maxima approach and the Peak-Over-Threshold (POT) app-
roach. The former approach is to model the maxima for each set of blocks divid-
ing the time series. The POT approach will focus on modeling the exceedances
over a fixed or varied high thresholds. The latter has an advantage of being more
flexible in modeling data in the sense that more data points can be incorporated
in the models in comparison with the former approach. For the standard EVT
approaches for modeling extremes, the readers are referred to the standard text-
books such as [4]. The method used in this paper is the extension of the POT
approach to a non-stationary data as proposed by [2], which will be discussed in
the next sections.

The standard POT approach for stationary time series can be briefly sum-
marized as follows. Let {t1, ..., tn} ⊆ {t′1, ..., t

′
n′} be the time points, in increas-

ing order, for which Xt′
1
, ...,Xt′

n′ exceed the threshold u. Thus, Xt′
1
, ...,Xt′

n′
represent the exceedances over threshold u with the corresponding excesses
Yti = Xti −u, i ∈ 1, ..., n. It can be found in [3] that 1) the number of exceedances
Nt will approximately follow a Poisson process with intensity parameter λ. We
denote Nt ∼ Poi(Λ(t)) with the integrated rate function Λ(t) = λt, and 2)
the excesses Yti = Xti − u, i ∈ 1, ..., n will approximately follow a generalized
Pareto distribution (GPD). We denote GPD(ξ, σ), for ξ ∈ R, and σ > 0. ξ and σ
are called shape and scale parameters, respectively. The cumulative distribution
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function for GPD can be expressed as

Gξ,σ(x) =

{
1 − (1 + ξ x

σ )−1/ξ, ξ �= 0,

1 − exp(−x
σ ), ξ = 0,

(1)

for x ≥ 0, if ξ ≥ 0, and x ∈ [0,−σ/ξ], if ξ < 0. Finally the quantile at level
α ∈ (0, 1), qα can be estimated by

qα = u +
σ̂

ξ̂
[(

n

Nu
)(1 − α)−ξ̂ − 1] (2)

where n is the number of time points, and Nu is the number of time points
exceed the threshold u

3 Dynamic Peak-Over-Threshold Approach

In practice, the stationary assumptions for time series sometimes are violated. [2]
proposed to model the non-stationary time series by letting the model parameters
to depend on covariates. These models are considered as dynamic models in the
sense that we can also include the function of time t in the covariates. For
convergence of the simultaneous fitting procedure for ξ and σ, [6] suggested that
these parameters should be orthogonal with respect to the Fisher information
metric. Thus we reparameterized the GPD parameter σ by ν = log((1 + ξ)σ).
Then we modeled the distribution of excesses by a GPD{ξ(x, t),ν(x, t)}. ξ(x, t)
and ν(x, t) can then be modeled as

ξ(x, t) = fξ(x) + hξ(t), (3)
ν(x, t) = fν(x) + hν(t), (4)

where fξ, fν are functions in the factor levels of the covariate x, and hξ(t), hν(t)
can be either a parametric function or, a non-parametric function of t. Then
σ(x, t) can be recovered by

σ(x, t) =
exp(ν(x, t))
1 + ξ(x, t)

(5)

By assuming function h in (3) and (4) to be sufficiently smooth functions, in [2], it is
shown that the parameter vector of the dynamic POT model can then be estimated
by maximizing the penalized log likelihood function. Let θ ∈ Θ be the vector of
all parameters to be estimated in the above models. The penalized log-likelihood
function is

l(θ; .) − γξ

∫ (
h′′

ξ (t)2
)
dt − γν

∫ (
h′′

ν(t)2
)
dt, (6)
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where l(θ; .) is the log-likelihood function for Generalized Pareto Distribution.
The penalty terms are introduced to avoid the overfitting of the smooth function
h [5]. The parameters γ are then chosen to regulate the smoothness of the curves.
The larger values of parameter γ indicate the smoother curves in comparison
with the smaller one.

4 Application to Daily Peak Electricity Demand

In this section, we apply the dynamic POT approach to modeling daily peak
electricity demand in Thailand, during the period from 1998 to 2013. The
dataset consists of 5,574 time points (Days) of 15-minute daily peak electric-
ity demand. The data is provided by the Electricity Generating Authority of
Thailand (EGAT). The covariates used in these dynamic POT models are the
temperatures and time. The temperature data is provided by the Thai Meteoro-
logical Department (TMD). We used the maximum temperature (Celsius degree)
for all regions (Northern, Northeastern, Central, Eastern, Southern East Coast,
and Southern West Coast) in Thailand. Then we computed the average of the
maximum temperature to be used as a covariate in the models.

Fig. 1. Daily peak electricity demand in Thailand (Megawatts)
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Fig. 2. Daily peak electricity demand (Detrend) (Megawatts) and Average maximum
temperature (Celsius degree)

From the facts that the daily electricity demand in countries throughout the
world clearly shows time trend and a seasonal pattern, as can be seen in the
Figure 1, for the case of Thailand. In our modeling strategy, we remove the time
trend components from the series ,but we still left the seasonal components to
be explained by the temperature variations. However, we still incorporate the
time function as one of the covariate to investigate the issue of inhomogeneity
of the data in time. Figure 2 shows the comovement between the daily peak
electricity demand and the average of the maximum temperature. To filter the
trend components out, we estimated the simple linear time trend model, Dt =
α0 + α1t, where Dt is the daily peak electricity demand. The coefficients of the
regression model are 12389.46 and 2.058 for the intercepts and slope, respectively.
The slope parameter indicates that the peak electricity demand increases 2.058
Megawatts (MW) per day on average.

For the threshold selection, we considered the 0.95-quantile as threshold u
(i.e. 14343.92 MW) and the 205 observations that exceed u. Then we fit the
following models for (ξ,ν):

ξ(x, t) = cξ, ν(x, t) = cν , (7)
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ξ(x, t) = xβξ, ν(x, t) = cν , (8)

ξ(x, t) = xβξ + cξt, ν(x, t) = cν , (9)

ξ(x, t) = xβξ + hξ(t), ν(x, t) = cν , (10)

ξ(x, t) = xβξ + hξ(t), ν(x, t) = xβν , (11)

ξ(x, t) = xβξ + hξ(t), ν(x, t) = xβν + cνt, (12)

ξ(x, t) = xβξ + hξ(t), ν(x, t) = xβν + hν(t), (13)

where hν(t) is a smooth function of time with variable degree of freedom.
We selected the best fitted model based on the likelihood ratio test. The likeli-

hood ratio test based on Models (7) and (8) shown that temperature has a signifi-
cant effect on ξ. By adding time variable to Models (9) and (10), the results from
the likelihood ratio test reveal that the linear time trend does not have a signifi-
cant effect on ξ but the smooth function of time does. We therefore use the smooth
function of time and temperature as covariates for ξ. As the test shows for Models

Fig. 3. Shape (ξ̂) parameters estimations
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Fig. 4. Scale (σ̂) parameters estimations

(11), (12), and (13), the temperature covariate is significant for ν. However, time
covariate does not. Finally, we selected the estimated models

ξ(x, t) = xβ̂ξ + ĥξ(t), ν(x, t) = xβ̂ν . (14)

For the sensitivity analysis of the selected model with respect to the varying
choices of threshold u, the results (which are not shown here) suggest that the
selections of the best fitted Model (14) hold for a range of thresholds.

Shape parameter (ξ) of GPD is more important than the scale parameter
(σ). ξ determines the tail of the daily peak electricity demand distribution.
Moreover, if ξ ≥ 1, the distribution will have an infinite first moment. In most
applications, it is observed that the shape parameter does not depend on time.
However, our research does observe that. The varying shape parameters over
time provides the evidence that the underlying distribution might belong to the
different maximum domain of attractions. This issue need to be further analyzed
in the future research.

Figure 3 and Figure 4 shows the estimates ξ̂ and σ̂ over time, respectively. We
found that temperature has negative effect on shape parameter but has positive
effect on scale parameter.
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Graphical check for goodness-of-fit test for the selected model was performed
by Quantile and Quantile plot (QQ-plot). A QQ-plot is used to compare the
residuals computed from the fitted model to a theoretical distribution. Figure 5
shows a Q-Q plot of the residuals (ri) computed from the best fitted model. The
residuals were computed by ri = − log(1−Gξ̂i,σ̂i

(yti)), i ∈ {1, ..., n}. The straight
line is the reference line when the theoretical quantiles equal quantiles of the
fitted model’s residuals. The nearby dashed-lines are confidence intervals for QQ-
plot. These residuals are approximately distributed as the standard exponential
distribution. The plot indicates well fitted in lower quantiles. In our justification,
the selected model is fairly accepted for the given data.

Fig. 5. QQ-plot for the selected model

Finally, the conditional 10-year return levels were computed using Equation
(2) for the estimates ξ̂ and σ̂. Figure 6 shows the estimates 10-year conditional
return level for peak electricity demand over time. The return level is defined as
a quantile of the exceses, Yti , conditionally on the covariates. The meaning of
10-year return level is that the probability of the daily peak electricity demand
at the given time ti exceed this level will be once in 10 years.
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Fig. 6. 10-year conditional return level estimations

5 Conclusions

In this paper, daily peak electricity demands were modeled using a dynamic
POT approach. This approach models the extremes depending on covariates in
order to capture the non-stationary patterns in the series. The covariates used
in our models consisted of temperature and time variables. In the best fitted
model for daily peak electricity demand, temperature has a negative effect on
shape parameter but has a positive effect on scale parameter. Moreover, the
shape parameter are varying over time through the smooth function.

However, there are some further areas have to be investigated in the future.
Firstly, non-linear dependence of temperature on parameters have to be investi-
gated in the future work. Several studies on the dependence of temperature on
electricity demand have shown non-linear patterns [11] [12]. Secondly, another
approach for modeling non-stationary extremes using varying threshold should
be performed in comparison with the dynamic POT approach. Finally, we remark
here that the use of dynamic POT approach for prediction is questionable.
Clearly, the dynamic approach has the superior ability relative to the stan-
dard method in capturing the underlying data-generating process and is likely
to improve the return level estimation under a greater range of covariate scenar-
ios. However, the smooth function of time covariate is difficult to justify for the
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future covariate scenarios. Practitioners have to be aware of these issues in their
works.
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