
Chapter 6
Topological Data Analysis

Li M. Chen

Abstract Classical data processing uses pattern recognition methods such as
classification for categorizing data. Such a method may involve a learning pro-
cess. Modern data science also uses topological methods to find the structural
features of data sets. In fact, topological methods should be the first step before
the classification method is applied in most cases. Persistent homology is the most
successful method for finding the topological structure of a discrete data set.

This chapter deals with topological data processing. We first introduce space
triangulations and decompositions. Then, we discuss manifold learning and focus
on persistent analysis. We give an overview of all topological methods but will focus
on persistent data analysis.

6.1 Why Topology for Data Sets?

What is the difference between two data sets? This depends on what is the most
important issue we care about these two data sets. When we talk about apples, the
size or the number of apples is important. When we talk about automated car license
plate recognition, we need to care about getting a good, clean image.

Netflix, an Internet based movie streaming and renting company, would want
to predict revenues from a specific movie that targets a certain age group or
demographic. We might ask: What is the volume (number of individuals) of people
in an area? Can local internet servers in a city handle the movie stream? Is city A
similar to city B?

We can classify the data into two categories for a certain movie: (1) people who
are definitely interested and (2) people who are not interested.

We have discussed the NetFlix matrix completion problem in Chap. 2. Now the
problem discussed here is more general especially in topological aspects. This is
because that matrix completion is filling the holes using subspace, the completion
of filling has so many options, a particular one might not reflect the actual data.
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On the other hand, holes in the matrix might be real. There are a group of people
who will not watch a particular movie, we need to identify holes not to fill the holes.

Considering all the factors, Netflix will obtain a multidimensional cloud data set.
Now, before Netflix purchases the rights to show a movie nationwide, they may test
the movie in a small city. When the company has received the data for who or which
families are watching the movie, the data will be translated into a set of vectors.

Even if similarities between cities exist, they may not be exactly the same. We can
use deformation at the top of the training data to predict the topological structure of
the large data set for a big city. Netflix can find the appropriate volume of people
who are going to order the internet movie stream.

Another example is more practical and is used in medical imaging specifically
bone data imaging. There are many holes in a particular part of a bone. The number
of holes can indicate the strength of the bone. How do we calculate the correct
number of holes [4, 5].

The third problem is related to wireless networking. We know we want to build
several tower stations in a small city to handle the communication of cell phone
users. Every stations will have a radio power that will cover certain area, usually
circular area. We want to know if there is a hole where no station will reach it
[6, 7]? These type of questions require us to find the structure or shape of the data.
The topological structure is just the basic structure of these problems. We might be
able to find valuable problems relating to topology in other business related data
mining [30].

6.2 Concepts: Cloud Data, Decomposition, Simplex,
Complex, and Topology

Cloud data, sometimes called scattered data, is a set of data points that are randomly
arranged. They are usually dense, meaning that they have a lot of data points. Cloud
computing, as well as cloud data computing, is highly related to networking.

A Problem of Wireless Networking Let us assume that we have a set of sites
where each site has a tower station for network communication. When we drive a
car from one location of a site to another, how do we handle the location change in
terms of communication?

In fact, networking experts have already designed a way to switch a user (a cell-
phone) from one tower station to another by measuring distances. We always select
the nearest host station to the user to handle communication.

The method in mathematics is called the Voronoi diagram. The method pre-
partitions the space into polygons. When a user enters in a specific polygon called
Voronoi region, then the corresponding tower station takes over the service. This
question is referred to in Chap. 1. Section 1.5.
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The Voronoi Diagram The Voronoi diagram partitions a plane into polygons,
where each polygon contains a sample point called a site; a point x is inside a specific
polygon containing site p if x is closer to p than to any other site [4, 9, 35].

The Voronoi diagram method is particularly important to science and engi-
neering. This partition is made based on the closest distance from the given site
compared to other sites. The dual diagram of the Voronoi decomposition is a
triangulation of the domain, which is called Delaunay triangulation.

Delaunay triangulation is the most popular form among different types of
triangulation. See Fig. 3.4 from [4]. We will present the algorithm of Delaunay
triangulation in the next section.

A space usually can be partitioned into smaller pieces. This is called a decom-
position. Image segmentation is a type of decomposition. If these pieces are all
triangles, we say this is a triangulation. We usually use polygons for more general
decompositions. A triangle is called a 2D simplex (2-simplex). In a triangulation,
two triangles share an edge (1-simplex), a point (0-simplex), or an empty set.
A collection K of 2-simplexes, 1-simplexes, 0-simplexes (with the empty set) is
called a simplicial complex if (a) the intersection of any two simplexes is also in
K , and (b) each edge or points of a simplex is an element in K .

A topological space is a pair of M D .X; �/ where X is a set and � is a collection
of subsets of X. M satisfies (1) X and ; are in � , (2) The union of any number of
members of � is in � , and (3) The intersection of finite number of members of �

is in � . We can see that a simplicial complex (usually contains finite number of
simplexes) can be regarded as a topological space. We can see that a decomposition
induces a simplicial complex.

In many other cases especially in digital images, we use squares to decompose
a space. A square or other shape is called a cell, so we will have cell complexes.
A triangulation of a space forms the simplicial complexes that is a foundation of
Combinatorial Topology [4, 9, 13]. The formal definition of topology can be found
in [4, 13].

6.3 Algorithmic Geometry and Topology

As we discussed in the last section, partitioning a 2D region into triangles is
called triangulation. We can also partition a region into polygons where each
polygon can be viewed as a cell. Therefore, we will have a cell complex. In higher
dimensions, this is called a polyhedron. The polyhedron decompositions such as
Voronoi diagrams are specific research areas in computational geometry also called
algorithmic geometry. Cell complexes are in the research area of topology and have
a long history in mathematics [13].

A complex that is usually a finite topology is a collection of cells in different
dimensions. For the k-complex, M is the complex whose biggest dimension is k.
If for each point (0-cell) in M, we have a group of k-cells containing this point that
is homeomorphic to k-dimensional Euclidean space, then this complex is called a
k-manifold.
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Computational topology studies the problems related to manifolds in computing
including algorithm design and practical applications [9, 34].

In this section, we discuss a classic problem of algorithmic geometry that is
related to space decomposition and a relatively new problem that is called manifold
learning.

6.3.1 Algorithms for Delaunay Triangulations
and Voronoi Diagrams

Mathematically, the method of the most meaningful decompositions is the Voronoi
Diagram: Given n points (called sites) on a plane, we partition a space into several
regions. Any point in the region is closer to the site in its own region. This type of
region is called the Voronoi region.

For a new point x, find the closest site to x. In other words, if we have a new
point x and try to find the closest site to the new point, we only need to decide which
Voronoi region contains x. This problem is called the nearest neighbor problem as
we discussed in Chap. 2. That is also used in pattern recognition.

Fortune found an optimum algorithm for Voronoi diagrams with time complexity
O.nlogn/, but it is difficult to implement [4]. Here, we first design an algorithm for
Delaunay triangulation. This relatively simple algorithm is called Bowyer–Watson
algorithm for the Delaunay triangulation .

Let Pi, i D 1; � � � ; n be n sites. A Voronoi region is bounded by edges and
vertices. The vertex of the region is called the Voronoi point. We know that: (1)
An edge of the Voronoi region must have the property that each point on the edge
must be equal distance to the two sites. (2) A Voronoi point must have the property
of being equidistant to the three sites.

This means there must be a circle containing these three sites centered at each
Voronoi point. This circle is the circumcircles of the triangle containing all three site
points. Such a triangle is called a Delaunay triangle.

Another definition of Delaunay triangulation is as follows: no circumcircle of
any triangle contains a site. The following Bowyer–Watson algorithm is designed
based on this fact. The Bowyer–Watson algorithm is one of the most commonly
used algorithms for this problem. This method can be used for computing the
Delaunay triangulation of a finite set of points in any number of dimensions. After
the Delaunay triangulation is completed, we can obtain a Voronoi diagram of these
points by getting the dual graph of the Delaunay triangles. See Fig. 6.1 [4].

Algorithm 6.1. The Bowyer–Watson algorithm is incremental in that the algorithm
works by adding one point at a time to a valid Delaunay triangulation of a subset of
the desired points. Then, it works in the new subset, adding points to reconstruct the
new Delaunay triangulation.

Step 1 Start with three points of the set. We make the first triangle by linking
three points with three edges.
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a b

Fig. 6.1 Voronoi and Delaunay diagrams: (a) a Voronoi diagram; (b) Delaunay triangulation

Step 2 Insert a new point P. Draw the circumcircle of each existing triangle.
If any of those circumcircles contains the new point P, the triangle will
be marked as invalid.

Step 3 Remove all invalid triangles. This process will leave a convex polygon
hole that contains the new point.

Step 4 Link the new point to each corner point of the convex polygon to form a
new triangulation.

This algorithm is not the fastest one, and it runs in O.n
p

.n// time. To get the
Voronoi diagram from the Delaunay triangulation, the key is to link the centers of
the circumcircles such that two corresponding triangles share an edge. For more
details of this algorithm, see [4, 9, 35].

6.3.2 Manifold Learning on Cloud Data

Finding a surface from a 3D data volume is a very challenging job. However, if
the data in the volume is continuous in terms of values, we can find an iso-surface,
meaning that the value at each data point is the same. Then we can easily get the
data set by searching for the same value in its neighborhood.

6.3.2.1 Real Problems Related to Manifold Learning

Isosurface Determination in High Dimensional Space In meteorology data pro-
cessing, the researcher usually uses sensors to detect the temperatures or humidity
data in the air. So reconstructing the shape from this type of sampling data points
is not easy when we think the data is discrete points. In the past, we have some
way that can draw a contour map. However, in such a case, we usually have a set
of dense samples. We just need to extract the surface on which each point has the
same or similar value called an isosurface. However if the data samples are shown
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Fig. 6.2 Manifold learning
on cloud data [4, 17]

like Fig. 6.2a, it is hard to know the 2D neighborhood of a point in a desired surface
(e.g. an isosurface). Manifold learning is a way to find such a surface in a high
dimensional space.

Object Deformation Sequencing in a Set of Images Given a set of images, see
Fig. 6.3, can we determine a subset of images that are most likely in a deformation
sequence? In this problem, we will transfer the images or objects to feature vectors,
we want to find a smooth curve(s) in the space that holds these vectors (Fig. 6.4).
We then extract the curves and corresponding images. Such a smooth curve is a (1D)
manifold. This is also a good example in manifold learning.

Manifold learning here is to identify a lower dimensional manifold where most
of the data will be located.

Manifold learning is always related to dimensionality reduction. For instance, we
want to find a surface, a 2D object, from 3D space.

In Fig. 6.2, a 2D Swiss roll that was embedded in a 3D space [4, 17]. The question
is how do we extract the information?

For this particular case, we want to know if the data points represent a sphere or
a spiral shape [17, 32] (Manifold learning).
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Fig. 6.3 Example of a set of facial images [32]

Fig. 6.4 Vector points of the set of facial images in 3D space [32]

Learning a data set that will most likely represent a random shape is a very diffi-
cult task. Therefore, there are many tasks to be studied in manifold learning [17, 32].

Two most popular methods for manifold learning are the Isomap and the kernel
principal component analysis [4, 17]. The idea of the Isomap method is to use k-NN
or MST to get the neighborhood information. Then, a graph is constructed with
weight. After that, we use Dijkstra’s algorithm to find the shortest path for each pair
of points.
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Let us present the Isomap algorithm below [4]:

Algorithm 6.2. The Isomap algorithm. Let S be a cloud data set.

Step 1 For each point x 2 S, determine the neighbors of each point. We can use
k-NN or MST to get the information.

Step 2 Construct the graph with the neighbors found in Step 1. The edge will be
weighted by Euclidean distance.

Step 3 Calculate the shortest path between two vertices using Dijkstra’s algo-
rithm.

Step 4 Multidimensional scaling creates edges between two vertices. Cut off the
data points beyond the clip level. Determine the local dimension of the
data. This step is called lower-dimensional embedding.

Step 5 Compare the results from Step 4. Make a decision on the dimensions for
all local neighborhoods. For instance, most local neighborhoods are 2D
and so we make the 2D out put.

In Step 5, we can use principal component analysis to help us find the local
dimensions [4, 17, 25]. In fast algorithm design, there may be some geometric data
structures that can assist us to find new faster algorithms. The moving kernel will
be determined by eigenvalues and eigenvectors. This method is referred to as the
kernel principal component analysis.

In [32], a method called maximum variance unfolding (MVU) and the PCA
method are used to find the image deforming sequence in Fig. 6.4. These results
can be used to make better image reconstruction when we know the path of face
change in deformation. See Fig. 6.5 [32]. More discussion can be found in [15].
This type of manifold learning has direct relationships to object tracking in videos.
We have introduced it in Chap. 5. In manifold learning, we usually deal with very
high dimensional data sets. For instance, we can treat a 32 � 32 picture as a
32 � 32 D 1024 dimensional vector. The calculation of this type is toward to a
BigData type.

For massive images, cloud computing machines can be used to detect all possible
directions of the pictures. This is also related to Bigdata analysis. Newly developed
software, called SPARK, by researchers at Berkeley may play a significant role in
this type of calculation [? ]. In Chap. 8, Su et al. will discuss a special technique to
manifold learning for data science.

Fig. 6.5 An example of ideal image reconstruction after finding the deformation line in Fig. 6.4
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6.4 Persistent Homology and Data Analysis

As we discussed in the beginning of this chapter, individual sample points do
not have a topological structure other than the discretely located points in space.
However, human’s interpretation makes a set of discrete points to have some
meanings. The “best” interpretation is the structure we are looking for. A technology
called persistent homology analysis was proposed to solve this problem [2, 8, 12].
It can be used to find the topological structure of a data set.

Let us have a set of cloud data, each point is an independent component. We can
interpret each data point as a sample of a point, a small disk, or a cubical volume.
We can also use this point represents a relatively bigger area, a bigger disk. When
the size of the disks increases, the shape of the data sets may change its topological
properties. For example, the data points may connect to be a object (component).
See Fig. 6.6. The intuitive meaning of persistence is the topological property such
as the number of components or the number of holes does not change in a period of
time as the radius of disks changes.

While changing the value of radius, the homology or the number of holes does
not always change, so the fit with the most unchanged holes is referred to as the
best fit. This method is called persistent homology analysis [13, 36]. This method is
becoming one of the major developments in topological data analysis.

6.4.1 Euler Characteristics and Homology Groups

In topology, homology usually indicates the number of holes in each dimension.
We start at the Euler characteristic that is an invariant to a topological manifold. For
any finite simplicial or cell complex, the Euler characteristic can be defined as the
alternating sum

� D k0 � k1 C k2 � k3 C k4 � k5 � � � ; (6.1)

a b c

Fig. 6.6 Example of persistent analysis: (a) original data points, (b) the covered area by small
disks centered at original points, and (c) the covered area by larger disks centered at original points;
the topology is changed
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where ki denotes the number of i-cells in the complex. The detailed explanation of
homology groups can be found in [13] and a concise introduction can be found in
[4]. We only give a definition of homology groups here.

Let Ci be a group generated by i-cells in M. It is called a chain group where each
element is in the form of ˙Ai ni � Ai, where Ai is an i-cell and ni is an integer. Ci is an
Abelian group.

Let @i be the boundary operator from Ci to Ci�1. The boundary operator only
sends the i-cell to its boundary (with the direction already defined). We can see that
the boundary of an i-cell is an “.i � 1/-cycle.” The combination of an i-cell, for
instance kA C k0B, will map to an element in Ci�1 by @i.

The ith homology group, Hi, is defined as

Hi.X/ WD Kernal.@i/=Image.@iC1/; (6.2)

For example, let a square A D .a; b; c; d/ be a 2-cell. Then, we have 4 edges,
.a; b/; .b; c/; .c; d/; .d; a/. So @2.A/ D .C1/.a; b/ C .C1/.b; c/ C .C1/.c; d/ C
.C1/.d; a/ D .C1/.a; b/C.C1/.b; c/C.C1/.c; d/C.�1/.a; d/. @2.A/ is an element
in C1. Kernal.@i/ means the set of elements in Ci that maps to 0, the identity element
in the Abelian group. In fact, all cycles in Ci will map to 0 in Ci�1. (The boundary of
a cycle is empty, which means 0). Image.@iC1/ is the image of mapping @iC1. They
are boundaries of elements in CiC1. Every boundary (in Ci) is a “cycle.” Therefore,
Image.@iC1/ is a subgroup of Kernal.@i/.

To further explain, Ci is a group that contains all combinations of i-cells (with
connected-sum as we can intuitively say). Kernel.@i/ sends all cycles to 0 2 Ci�1.
Image.@iC1/ is a set of cycles in Ci that has filled .i C 1/-cells in KiC1 (the .i C 1/-
sectionskeleton of M). This means that for the boundary of grouped i C 1-cells, the
boundaries are in Ci. We want to pull them out of Kernel.@i/ and only leave empty
cycles in Ci. The removal means Kernal.@i/=Image.@iC1/ boundaries.

The ith Betti number bi is the rank of Hi. For example, if Zn is a free Abelian
group, then rank.Zn/ D n. We also have

� D b0 � b1 C b2 � b3 C � � � ; : (6.3)

The Betti numbers are topological invariants that indicate the connectivity of
simplicial or cell complexes. Let x be n-dimensional manifold. If X is closed and
oriented, then the Poincare duality holds:

bk D bn�k:

In 2D, b1 describes the maximum number of 1-cuts needed to separate a surface
into two pieces.

We also have � D 2 � 2g, where g is the genus. Intuitively, bi refers to the
number of i-dimensional holes on a topological surface. So (1) b0 is the number of
connected components, (2) b1 is the number of different type of one-dimensional
holes (of a cycle in terms of deformation or homeomorphism ), and (3) b2 is the
number of two-dimensional tunnels (cavities).
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For a sphere Sn, where n > 1, we have b0 D bn D 1 and all other bi D 0. For
example, a torus has one connected component (b0 D 1), two circular holes (b1, one
in the center and the other in the middle of the “donut”), and one two-dimensional
cavity or tunnel (b2, the inside of the “donut”), which yields Betti numbers. There
is no 3D-cell so bi D 0 for all i � 3.

Understanding homology groups is not a simple task. After extensive consider-
ation and practice, we suggest methods for interpreting homology groups using the
following rules:

1. Let M be an n-manifold or cell complex in general where b0 is always the number
of connected components. Now M can only be connected.

2. Draw an i-cycle �i (a manifold that is homomorphic to an i-sphere, Si) in M,
where i < n. If every other i-cycle can be deformed to the original �i, then bi D 0

(if Hi is the remaining element in the group, then the group no longer exists).
3. If M is a closed n-manifold without a boundary, then bn D 1. The boundary is

the only “cycle” or closed boundary in n-dimension. Hn D Kernel.@n/=fe D 0g,
fe D 0g is the identity group. M will map to 0 in Cn�1 and is the generator of
the group. For the same reason, if M contains k closed n-manifolds (where each
manifold is “minimal”), then bn D k. For instance, if M is 2-sphere, S2, then
b0 D 1 and b1 D 0 since every cycle on S2 is deformable to another cycle (called
homotopic) and b2 D 1.

4. As we have said in (2), i-cycle �i and its deformed i-cycle will be treated the
same. If there is another cycle and we cannot deform �i to it, then bi > 1. If the
example is for a torus, then we have b1 D 2, but b0 D 1 and b2 D 1.

5. If M is a disk (or 2-ball), then b2 D 0 since there is no 2-cycle. There are 1-cycles,
but they are all homotopic (deformable to each other), so b1 D 1. In general, for
n-ball Bn, b0 D 1 b1 D 0; � � � ; bn D 0.

The two following examples are very practical in application.

Example 6.1. For a graph G D .V; E/, if it is connected then b0 D 1 and b1 is
the number of “minimal” cycles, which are called generators of H1. A cycle is
not “minimal” if it can be constructed by two (or more) “minimal” cycles using
connected-sum.

Example 6.2. Let F be a connected image or picture in 2D. According to Rule (1),
b0 D 1. Based on Rule (5), b2 D 0. The boundary of a hole is a cycle, which is
minimal. According to Rule (3), b1 is just the number of holes. We can also verify
this using formula (6.1) and (6.3). Since b0 � b1 C b2 D k0 � k1 C k2, we have
b1 D 1Ck1 �k0 �k2. For example, in Hather’s book, for X2 we have k0 D 2, k1 D 4,
and k2 D 1. There are two holes since b1 D 1 C k1 � k0 � k2 D 1 C 4 � 2 � 1 D 2.
We can conclude that there are exactly two holes in the Euclidean 2D plane as it is
shown in [13].

When we deal with applications in the following sections, we discuss how we
can calculate and use algorithms that cannot be solved with the human eye.
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Fig. 6.7 Examples of Vietoris–Rips complex: (a), build VR complex using small disk, and (b)
build VR complex using a relatively larger disk. [20]

6.4.2 Data Analysis Using Topology

Persistent data analysis has become more important in recent years. Many
researchers have done some analysis on actual point cloud data sets. Algorith-
mically, it is not very efficient if we use small disks to cover the area and then do a
homology calculation.

There is a method that is more practical called the Vietoris–Rips complex. It is
related to the Cech complex that is made by the topological cover of B.x; r/.

Definition 6.1 (Vietoris–Rips Complex). Let X be a subset of a metric space with
metric d. Choose a small real number � > 0. Construct a simplicial complex in the
following way inductively:

(1) For each point in X, make it as a 0-simplex.
(2) For each pair x1; x2 2 X, make a 1-simplex (Œx1; x2�) if d.x1; x2/ � �.
(3) For x1; x2; � � � ; xn 2 X, make an .n � 1/-simplex with vertices x1; x2; � � � ; xn.

Then, d.xi; xj/ � � for all 0 � i; j � n; that is, if all the points are within a
distance of � from each other.

This simplicial complex can also be denoted as VR.X; �/. The problem of this
simplex is that we need extensive calculations to construct the complex, especially
when X is a large set. It requires O.2fjXjg/ time complexity to determine such a
simplex if we directly implement a simple algorithm as suggested by the definition,
i.e. we check all possible simplexes. See Fig. 6.7 [20]. The construction process is
called the Vietoris–Rips filtration. There has been software developed to build the
complex [19, 20].

An algorithm for obtaining all possible Vietoris–Rips complex for each r D � is
not economic if the data set is very big. In the next section, we will find a very fast
algorithm for 2D and 3D problems (Fig. 6.7).
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6.5 Digital Topology Methods and Fast Implementation

Using a digital method, we can easily solve the problem of homology groups in 2D
and 3D [4, 5]. This method is called digital geometry topology [4].

Digital geometry and topology was developed to provide a solid foundation for
image processing and computer graphics. For 2D images, a connected component
usually means an object in the image. A digital image can be viewed as an array; for
simplicity, it can be viewed as a binary array with values only in f0; 1g. The value 0

indicates the background. Some theoretical development of digital topology related
to digital surfaces are still under investigations [4, 16].

The topological structure of a connected component in 2D is essentially to find
how many holes are in the component.

Thinking about the Vietoris–Rips or Cech complexes, these methods usually use
B.X; r/ as the (open) covering set. If we use digital point plate (or square) DB.X; r/
to cover each point in X, then we will have the same topology. As we discussed
above, for a digital component, we have b0 D 1, b2 D 1, and b1 D h where h is the
number of holes in the component. If DB.X; r/ is a good cover, meaning that each
intersection is simply connected (contractible), then the space made by DB.X; r/
has the same homology (groups) as the original manifold or complex sampled as
the point set X.

The set DB.X; r/ refers to the digital cell complex. See [4] for details. The
advantages of using DB.X; r/ instead of the Vietoris–Rips complex or B.X; r/ is
that we can use the properties of digital topology to get a very fast algorithm in 2D
and 3D.

To get DB.X; r/ algorithmically in a fast way is also interesting. We can use 6,
18, or 26 adjacency to determine whether the cubic cells are in DB.X; r/. For each r,
we can obtain the homology groups or Betti numbers to get the persistent homology.
In the following two subsections, we will introduce the digital methods.

For higher dimensional complexes, we still need to use the Vietoris–Rips com-
plex. We would also need further research to archive the simplicity of computing.

6.5.1 2D Digital Holes and Betti Numbers

There is a very simple formula to get the number of holes in 2D digital space. 2D
digital hole counting begins with the following.

Proposition 6.1. For a connected component that has at least one 2-cell in 2D, we
will have b0 D 1, b2 D 1 (at least one 2-cell in an image), and b1 D number of
holes.

This is because: (a) H0 D Z when the image is connected, (b) H2 D 0 since
@3 does not exist, and (c) according to the definition, � D ˙.�1/ibi D ˙.�1/iki.
So 1 � b1 C 0 D k0 � k1 C k2. For simplicity, let us use examples to verify this
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formula. See Fig. 6.5. We have 32 vertices, 48 edges, and 16 faces in Fig. 6.5a, so
k0 D 32, k1 D 48, and k2 D 16. Thus, b1 D 1 � .k0 � k1 C k2/ D 1 in Fig. 6.5a.

In Fig. 6.5b, k0 D 32 C 21, k1 D 48 C 34, and k2 D 16 C 12. Therefore, b1 D 2

in Fig. 6.5b.
(Then, H1 D Z � � � � � Z D Zb1 .)
Following � D ˙.�1/ibi D ˙.�1/iki, this can be calculated as b1 D h, where

h is the number of holes (Fig. 6.8).
Therefore, using the digital method, we can easily find homology groups in 2D.
The number of holes and hole counting is important to determine whether two

images are similar or completely different.
Let us look at the digital case of this problem. In Fig. 6.5, we defined Inp as

the total number of corner points, each of which directs to the inside of the object.
Likewise, Outp is the number of total corner points, each of which directs to the
outside of the object.

The outside boundary curve always has 4 more outward points than inward
points. However, each of the inside cycle has 4 more inward (corner) points than
outward points. We assume that M has h holes. Then, we will have hC1 cycles, one
of which would be outside boundary cycle B. Therefore,

Theorem 6.1.

h D 1 C .Inp � Outp/=4: (6.4)

The formal and topological proof requires more sophisticated knowledge in topol-
ogy, see [4]. To examine the correctness of the formula, we can still use the
examples shown in Fig. 6.5. In Fig. 6.5a, we have Inp D 4 and Outp D 4.

k0=32

k1=48

k2=16

k0=53 k1=82 k2=28

inward pointoutward point inward point

outward point

a b

Fig. 6.8 Betti numbers and holes: (a), (b)
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So h D 1 C .Inp � Outp/=4 D 1. In Fig. 6.5b, Inp D 11 and Outp D 7.
So h D 1 C .Inp � Outp/=4 D 2. We can see that formula (6.4) is much simpler than
we just count k0, k1, and k2.

In the image below, we can count the number of inward and outward points.
We get h D 1.

6.5.2 3D Genus Computation

For details on 3D genus computation, see Chap. 14 in [4]. We will only present the
formula and algorithm here [4, 5].

Theorem 6.2. Let M be a closed 2D manifold in 3D space. The formula for genus is

g D 1 C .jM5j C 2 � jM6j � jM3j/=8: (6.5)

where Mi indicates the set of surface-points, each of which has i adjacent points on
the surface.

This formula provides a type of topological invariants such as genus and
homology groups for 3D image processing. We also design a linear time algorithm
that determines such invariants for digital spaces in 3D.

Such computations have direct applications in medical imaging as they can be
used to identify patterns in 3D imaging, especially for bone density calculation [4].
In [4], we discussed the implementation of the method and the applications of digital
mean curvatures to 3D image classifications.

We now present a linear algorithm for finding homology groups in 3D. The actual
real data calculation is shown in Figs. 6.9 and 6.10.

Algorithm 6.3. Let us assume that we have a connected set M that is a 3D digital
manifold in 3D space.

Step 1. Track the boundary of M, S D @M, which is a union of several closed
surfaces. This algorithm only needs to visit all the points in M to see if the point
is linked to a point outside of M. This point would be on the boundary.

Step 2. Calculate the genus of each closed surface in @M using the method
described in Sect. 2. We just need to count the number of neighbors on a surface.
and put them in Mi using the formula (6.5) to obtain g.



116 L.M. Chen

Fig. 6.9 Betti numbers and holes: h D 1 where Inp D 18 and Outp D 18

Fig. 6.10 3D genus calculation using a linear time algorithm in digital space: (a) g=6 and (b) g=10

Step 3. we also can get H0, H1, H2, and H3. H0 is Z. For H1, we need to get
b1.@M/, which is the summation of the genus in all of the connected components
in @M. H2 is the number of components in @M and. H3 is trivial.
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6.6 New Developments in Persistent Homology
and Analysis

Persistent homology for data analysis has been studied by many researchers in
mathematics and computer science, Carlsson [2], Edelsbrunner and Harer [8, 9],
Ghrist [6, 7, 12], and Zomorodian [34, 36], just to name a few.

Besides playing an important role in shape analysis, image processing, and
computer vision, in recent years, persistent homology has been applied to many
areas of data science including biology and medical science [26, 27] and sensor
networks [6, 7]. Statistical informational analysis is also used in homology [10, 11].
Persistent homology has also been applied to natural language processing [33].
Introductory articles can be found in [2, 12, 31, 33].

Some theoretical analysis using theoretical learning theory and probabilistic
learning are particularly interesting to computer theorists [22, 23, 31]. Software
systems developed for homology groups can be found in [19, 29]. The principle
of the algorithm design can be found in [19, 20].

6.6.1 Coverage of Sensor Networks Using
Persistent Homology

Sensor Networks are the popular research area in electrical engineering, computer
science, and information technology [1]. A fantastic method to solving a sensor
networks coverage problem was developed using persistent homology [6, 7]. This
problem was first considered by Grist, Problem 6.1 in this book.

In this problem, we want to know whether or not a set of sensors can cover a
given area without leaving holes. However, we do not know the exact location of
the sensors. We have a set of testing locations (users who have cell phones) that will
be able to tell if the user is within a certain distance (� r) to a sensor i.

This problem was first considered by Silva and Grist in [6]. Tahbaz-Salehi and A
Jadbabaie proposed a solving method that uses integer programming with persistent
homology [28].

They have even developed a distributed algorithm that can localize coverage
holes in a network of sensors without any metric information. This means we can
use a computing cloud to accomplish the job. This is exactly the right algorithm
for BigData networking. The implementation under Hadoop or SPARK architecture
should not be very difficult.

This algorithm uses Vietoris–Rips complexes and finds the tightest (smallest or
minimal) cycle encircling a hole. Since this problem is mostly in 2D, the question
we can ask is the following:

Problem 6.1. Can we use the digital method for hole finding described in the above
section to solve this problem in an even faster way? What is the time complexity of
the new algorithm?
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6.6.2 Statistics and Machine Learning Combined
with Topological Analysis

A computational and statistical learning method was developed by Niyogi, Smale,
and Weinberger for noise data where the homology was concerned [22, 23]. More
interestingly, their method is related to a spectral learning algorithm based on a
combinatorial Laplacian (introduced in Chap. 5) that is referred to as a sampling
data-based simplicial complex [25].

This work is of particular interest in the areas of theoretical computer science and
discrete mathematics. However, researchers usually emphasize algorithm analysis
and not practical implementations.

Another aspect of statistical methods used in topological data analysis was
in [11]. They focused on the practical uses of the statistical method in shape analysis.

However, when both sides realize the advantages of the other, new and more
effective methods will be developed in the near future.

The implementation is always difficult for people in computer science and
information technology. Since the mathematics behind homology requires an
advanced mathematical background, the methods are not easily accessible to the
broader public [33].

For instance, understanding Betti numbers is much more difficult than the term
number of holes. However, the concept of holes is not precise to the homeomor-
phism of cycles. Training data scientists in algebraic topology is an issue that must
be resolved in order for them to use such great technology.

To be frank, the concept of homology groups is a hard topic even for some
mathematicians. At the same time, the material and concept is one of the toughest
for a professor to teach in a popular way. For instance, how do we explain why a
triangle without filling in 2D has b1 D 1, but a triangle with filling has b1 D 0?
Intuitively, we can see that the triangle without filling has a hole, but the other does
not. Using the theory of homology to derive the proof would be a difficult job.

6.7 Remarks: Topological Computing and Applications
in the Future

In this section, we provide an author’s view to some possible applications of
topological data processing in the future. Finding the topological structure of a
massive data set has gained much attention in mathematics and engineering. Space
data and methodological data analysis require topological solutions.

A set of individual data points (cloud data) does not have a topological structure
mathematically. However, since they are sampled from the real world, we can only
get a discrete set. So the human interpretation of each unique cloud data set means
something different. How do we find the best interpretation that matches the original
object or event [12, 34]?



6 Topological Data Analysis 119

We know that each point is an individual event in sampling. However, we can
interpret each data point as an area or volume (usually a disk or a ball), but we
would not know how big the area or volume is. When the area is very small, the
object may still remain not connected, but when the coverage area of a point is very
big, the total area will be connected and become one connected object. So what
would the radius be such that the filled area is the closest to the real world? This
is also related to “data reconstruction” since a different radius chosen is the simple
learning process.

6.7.1 �-Connectedness and Topological Data Analysis

In the persistent homology method, we make a sample point grow in its volume
with a radius r. When r changes from 0 to a big number, the data will change from
individual data points to a large volume until fills the entire space.

The persistent homology method calculates the homology groups (number of
holes in each dimension) for each r. It would make some sense that the same
topology (homology groups) that covers most of r will be the primary topological
structure of M, the data set.

The minimum spanning tree(MST) that finds the minimum value for r, to make
all data samples connected. This we call Dc. The value of the largest distance of the
pair of points in the space M will make the set to be simply connected, denoted by
DM . The smallest value that makes the set simply connected is called Ds, so we have
Dc � Ds � DM .

How do we find Ds using a fast search such as divide and conquer? Another
way to represent the problem of persistent analysis in �- connectivity is to build a
reduction in the following way:

Get the geometric distance for all pairs, which we do not need to calculate
beforehand. We put the largest value on the site i, then we put the value f .j/ D
f .i/ � d.i; j/. We can see that every point will be adjacent to other points.

We could also use MST with normalization: Let us put point i as a point we are
looking at. i will easily be �-connected to its closer points. For any point j, j will be
easily �-connected to point k if j and k are in the same circle or sphere with respect
to the center at site i. This is because the potential values on j and k are determined
only by the distance to i even though j and k are very far from each other. The good
asset about this setting is that if j and k are not �-connected, then j and k are not
close to each other.

As we stand at site i, we can do a partition using �-connectedness. So we
calculate homology based on the partitioned data. H0 will be the number of the
component.

We can also calculate the value based on j, and we can use it to separate the
classes partitioned by i. This is a refinement process with regard to the existing one
that is centered at i.
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The advantage is that we can build �-connectivity for each node and pass it to a
cloud computer to do a focused calculation and combine the results.

Mathematically, the results will be the same and the complexity is not increased.
We can do a clustering using kNN to only focus on the center points (to build a
�-connectedness for approximation).

Such a process will save a lot of time and make the calculations possible in cloud
computing [14, 15, 30]. We only consider the original data points and do not need
to work on the actual filling using disks. If a component contains a hole, we can use
Minkowski’s sum.

Based on point locations and radius, we can use triangulation, simplex, or digital
methods for space coverage. Then, we can calculate the homology group. We first
want a �-connected partition because we want to treat the smaller subsets.

Another application of �-connectedness is to use other factors, such as the shape
when DM, the largest distance between two points in the set, is small. We can also
use a hierarchy for detailed topological analysis.

A �-connected component indicates the topology. The homology of the lambda-
connected segmentation is another kind of the bar-code of persistent analysis. For
image segmentation, when the value of � changes from 0 to 1, we can obtain the
homology of the partition by considering each �-connected components, H.�/.
What is the relationship between H.�/ and the maximum spanning tree for � we
discussed in Chap. 3?

6.7.2 Hierarchy of �-Connectedness and Topological
Data Analysis

Data has shape and shape contains meaningful information. Topological data
analysis (TDA) tries to find the topology of the data, whereas �-connectedness can
attach the geometric and statistical information to topological data analysis.

Each data cluster has its own shape and pattern, but what the relationship is
among them is what we try to find when we make a classification of the classified
data (or treat the cluster as an element for next level classification). �-connectedness
can measure the similarity of two objects. Let Hr is a persistent homology group for
radius r. Let the set of Hri to be vertices of a graph, the �-connectedness can be
implemented among those groups that represent data partitions.

Basic topology of data has meaning, but the detailed analysis would provide
more than topological information. More importantly, �-connectedness uses the
information obtained from TDA that is not totally independent from the TDA.

Using �-connectedness in topological data analysis provides an extra parameter
for assisting the existing topological method.

The value of the data recombines the average location. The shape factor or pattern
factor is not enough in the next level of partitioning the geometric data information
on the distance metrics.
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We can use �-connectedness to combine classifications from different data sets
in different data forms.

For image processing, �-connectedness can still apply in terms of partitioning
into a Big Pixel.

This can even be applied to the deformed image where the deformation is a
continuous move.

6.7.3 Topological Computing in Cloud Computers

Some companies do not want to offer all the data information to outside user, they
can provide some necessary information for others to evaluate the company. This
just like the outlines and statistics of a company. The “door” or “gate” for exchange
information. But cannot provide the whole information. In image segmentation, we
may need to only hock the boundary in the quadtree (split-and-merge), there is no
need to know the entire quadtree.

When a company only wants to know certain information such as boundary
information or doors not inside of a building, the topological structure can be
calculated based on the boundary and inside data (secret inside calculation).

Just like in quadtree analysis, we only know the boundary of lines, and each
station would have to take care its own calculations.

Data sharing has limitations in that data may not be detailed or a computer station
cannot store the whole volume of data. Topological data analysis would need search
and matching on boundaries.

Learning in �-connectedness includes learning the local lambda value, quadtree
analysis, and the kernel method or dynamically moving kernel methods.

�-connectedness has advantages in that it can work with both a search method
with topological characteristics and a classification method related to geometric data
classification.

It is a general methodology for multitasking, independent to variability in
BigData, and a fast implementation method for computer programming due to
Depth First Search and Breadth First Search technology.

To get the shape of a component in the data sets, we must consider other features,
such as average value and shape type. In summary, connectivity can be applied to
find the topological structure and �-connectivity can be used to find classification.
This classification in geometry is the shape of the object.

Learning in �-connectedness includes learning the local lambda value, quadtree
analysis, and the kernel method or dynamically moving kernel methods.

Homology can find topological structure, but we still need to find the geometric
structure of data points. For this purpose, �-connectedness is a good candidate for
data science.

Topological analysis is needed to model data sets that may not fill the entire space
[14]. For instance, the rainfall during a hurricane will contain a centric area that does
not have a lot of precipitation. Data reconstruction should consider the topology of
the data sets.
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When we consider a specific problem, what features are the most important?
Average value, shape, center location, or other. �-connectedness will provide a
general tool for these problems.

For any data set, with or without initial value, when a basic partition or classifi-
cation is made, we can build a function related to each class. Further classification
or decomposition of the original data will use this information. For instance, for the
computation of homology groups in terms of persistent analysis or Morse theory, we
can use the connectivity of the data on the previous partition/classification. Not only
do we need the simple distance metric but we also require additional information,
though the distance metric (used in most persistent methods) is important.

For instance, in circle packing, for the deformation of the data, we want to find
the deformation trice. This trice will represent the customer’s marketing tendencies.

The �-connectedness method will provide more refined and detailed techniques
to the modern problem related to BigData. Again, for existing techniques, the
�-connectedness method will be highly applicable to reexamine a practical problem
related to data science in finding and modeling a detailed structure of the problem.
It could bring us one step closer to the satisfactory or desired solution of the problem
and can be used to articulate the problem.

The following example provides an explanation to this problem: (1) A company
owns a large forest. In regular years, there is a fertilizer plan with designed
distribution. Each small circle will give a certain amount of fertilizer for a given
cost. This area contains mountains and lakes. This year, due to strong winds from a
valley near the forest and a long winter, the trees need more fertilizer.

Then, the planned picture image will be combined with sensor monitoring on the
ground.

We want to use the ground sensors to do the first partition, and then we want to
find the deformation curve of how much fertilizer is required. How do we deal with
this problem?

A standard classification method can be used to find categories. The persistent
analysis can be used to find the lakes that do not need to be treated. To find the
deformation curve, the �-connectedness method can help. The data sets would still
need to be monitored during the winter.

Problem 6.2. How do we calculate homology groups based on connected sum #?
We know that �.M � N/ D �.M/ � �.N/ and �.M1#M2/ D �.M1/ C�.M2/ � �.Sn/.
How do we use the similar method in homology groups calculation if we know the
homology group of parts?

Problem 6.3. For a polyhedra or polytope in very large scales, how do we
decompose it to be convex hulls? This problem was discussed between Dr. David
Mount in UMD and the author.

Problem 6.4. Given a cloud set (can be very large), we will want to define a region
(moveable) R, find Delaunay decomposition in R. Move R to cover all Space, R can
be an N-ball. How do we find the local Delaunay decomposition with the merge
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considering intersections (smoothly)? The solution of this question will also solve
the persistent homology problem. This problem was discussed between Dr. Feng
Luo in Rutgers University and the author.
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