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Preface

Ad hoc networks, which include a variety of autonomous networks for specific
purposes, are used in a wide range of applications. These networks were origi-
nally envisioned as collections of autonomous mobile or stationary nodes that
dynamically self-configure into a wireless network without relying on any ex-
isting network infrastructure or centralized administration. With the significant
advances in the last decade, the concept of ad hoc networks now covers an
even broader scope, referring to many types of autonomous wireless networks
designed and deployed for a specific task or function, such as wireless sensor
networks, vehicular networks, mobile robot networks, home networks, and so
on. Also, new challenges arise with the interconnection of these heterogeneous
networks and transversal aspects such as energy, security, privacy, etc. While
it is essential to advance theoretical research on fundamental and practical re-
search on efficient policies, algorithms, and protocols, it is also critical to develop
useful applications, experimental prototypes, and real-world deployments to an
achieve immediate impact on society for the success of this wireless networking
paradigm.

The annual International Conference on Ad Hoc Networks (AdHocNets) aims
at providing a forum to bring together researchers from academia as well as prac-
titioners from industry and government to meet and exchange ideas and recent
research work on all aspects of ad hoc networks. As the seventh edition of this
event, AdHocNets 2015 was successfully held in San, Remo, during September
1-2, 2015. We received high-quality submissions from many parts of the world,
including Europe, North America, South America, and Asia. After a rigorous
review process, 17 regular and three invited papers were included in the tech-
nical program. The technical program also included two keynote talks and five
technical sessions, which presented recent advances in various aspects of ad hoc
networks. In particular, the program featured two keynotes addressed by Prof.
Mario Gerla from UCLA and Dr. Thomas Watteyne from Inria, France. This
volume of LNICST includes all the technical papers that were presented at Ad-
HocNets 2015. We hope that it will become a useful reference for researchers
and practitioners working in the area of ad hoc networks.

September 2015 Nathalie Mitton
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Symeon Papavassiliou National Technical University of Athens,

Greece

Publicity Co-chairs

Riccardo Petrolo Inria, France
Eirini Eleni Tsiropoulou NTUA, Greece
Miroslav Botta Brno University, Czech Republic

Workshop Co-chairs

John Soldatos AIT, Greece
Gregor Schiele DERI, Ireland

Web and Publication Chair

Raffaele Gravina University of Calabria, Italy

Conference Manager

Ruzanna Najaryan EAI



VIII Organization

Technical Program Committee

Mouhamed Abdulla
Kemal Akkaya Florida International University
Evangelos Anifantis National Technical University of Athens
Paolo Bellavista University of Bologna, Italy
Claude Chaudet Institut Telecom / Telecom ParisTech/LTCI

CNRS
Stefano Chessa Department of Computer Science, University

of Pisa
Melike Erol Kantarci University of Ottawa
Antoine Gallais University of Strasbourg
Raffaele Gravina University of Calabria
Francesca Guerriero University of Calabria
Essia Hamouda University of California, Riverside
Ibrahim Korpeoglu Bilkent University
Srdjan Krco DunavNET
Jelena Misic Ryerson University
Vojislav Misic Ryerson University
Nathalie Mitton Inria
Ruzanna Najaryan EAI
Symeon Papavassiliou NTUA
Sushmita Ruj Indian Statistical Institute, Kolkata
Pratap Kumar Sahu University of Montreal
Ramon Sanchez-Iborra Universidad Politecnica de Cartagena
Loren Schwiebert Wayne State University
Fatih Senel Antalya International University
Houbing Song West Virginia University & West Virginia

Center of Excellence for Cyber-Physical
Systems

Mujdat Soyturk Istanbul Technical University
Aaron Striegel University of Notre Dame
Fabrice Theoleyre University of Strasbourg - CNRS
Manabu Tsukada University of Tokyo
Damla Turgut University of Central Florida
Jana Vlnkova EAI



Contents

Physical Layer

Evaluation of Different Signal Propagation Models for a Mixed
Indoor-Outdoor Scenario Using Empirical Data . . . . . . . . . . . . . . . . . . . . . . 3

Oleksandr Artemenko, Adarsh Harishchandra Nayak,
Sanjeeth Baptist Menezes, and Andreas Mitschele-Thiel

Setting Radio Transmission Range Using Target Problem to Improve
Communication Reachability and Power Saving . . . . . . . . . . . . . . . . . . . . . . 15

Ryo Hamamoto, Chisa Takano, Hiroyasu Obata, Masaki Aida,
and Kenji Ishida

Optimizing the Placement of ITAPs in Wireless Mesh Networks by
Implementing HC and SA Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

Liqaa Nawaf, Christine Mumford, and Stuart Allen

Service Differentiation and Resource Allocation in SC-FDMA
Wireless Networks through User-Centric Distributed Non-Cooperative
Multilateral Bargaining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Eirini Eleni Tsiropoulou, Ioannis Ziras, and Symeon Papavassiliou

MAC and Routing

Minimum Spanning Tree Topology in Real Zigbee-Arduino Sensor
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Mourad Ouadou, Ouadoudi Zytoune, Yassin El Hillali,
Atika Menhaj-Rivenq, and Driss Aboutajdine

SLACK-MAC: Adaptive MAC Protocol for Low Duty-Cycle Wireless
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
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V. Loscŕı, S. Guzzo Bonifacio, N. Mitton, and S. Fiorenza

Self-Organization, Virtualization and Localization

Self-Organizing Access-Centric Storage Optimization in Smart Sensor
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

Carsten Grenz, Uwe Jänen, Jonas Winizuk, and Jörg Hähner

Hierarchical Area-Based Address Autoconfiguration Protocol for
Self-organized Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

Mandimby N. Ranaivo Rakotondravelona, Fanilo Harivelo,
and Pascal Anelli

From the Characterization of Ranging Error to the Enhancement of
Nodes Localization for Group of Wireless Body Area Networks . . . . . . . . 185

Anis Ouni, Jihad Hamie, Claude Chaudet, Arturo Guizar,
and Claire Goursaud

Cloud, Virtualization and Prototypage

Cloud-Based Network Virtualization: An IoT Use Case . . . . . . . . . . . . . . . 199
Giovanni Merlino, Dario Bruneo, Francesco Longo,
Salvatore Distefano, and Antonio Puliafito

OpenMote: Open-Source Prototyping Platform for the Industrial IoT . . . 211
Xavier Vilajosana, Pere Tuset, Thomas Watteyne, and Kris Pister



Contents XI

Security and Fault Tolerance in Wireless Mobile
Networks

Lightweight, Dynamic, and Flexible Cipher Scheme for Wireless and
Mobile Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

Hassan Noura and Damien Couroussé
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Evaluation of Different Signal Propagation

Models for a Mixed Indoor-Outdoor Scenario
Using Empirical Data

Oleksandr Artemenko, Adarsh Harishchandra Nayak,
Sanjeeth Baptist Menezes, and Andreas Mitschele-Thiel

Integrated Communication Systems Group, Technische Universität Ilmenau,
98693 Ilmenau, Germany

{Oleksandr.Artemenko,Adarsh.Nayak,Sanjeeth.Menezes,Mitsch}@tu-ilmenau.de

Abstract. In this paper, we are choosing a suitable indoor-outdoor
propagation model out of the existing models by considering path loss
and distance as parameters. Path loss is calculated empirically by plac-
ing emitter nodes inside a building. A receiver placed outdoors is rep-
resented by a Quadrocopter (QC) that receives beacon messages from
indoor nodes. As per our analysis, Stanford University Interim (SUI)
model, COST-231 Hata model, Green-Obaidat model, Free Space model,
Log-Distance Path Loss model and Electronic Communication Commit-
tee 33 (ECC-33) models are chosen and evaluated using empirical data
collected in a real environment. The aim is to determine if the analyti-
cally chosen models fit our scenario by estimating the minimal standard
deviation from the empirical data.

Keywords: Path loss, Signal propagation models, Signal strength,
Experiment.

1 Introduction

Network planning is quite important in outdoor and indoor scenarios and the
tools that are developed are to help operators to optimize their networks. The
tools help in determining the best parameters like the position of the emitter
nodes, the signal strength, and the suitable transmission channels. For these
parameters to work efficiently in the chosen environment, it is also important
to choose the best suited signal propagation model [1]. The propagation mech-
anisms are examined to help the development of propagation prediction models
and to enhance the understanding of electromagnetic wave propagation phe-
nomena involved when dealing with radio transmission in mobile and personal
communication environments.

Evidently, the radio propagation phenomena are by themselves not new and
do not depend on the environment considered. However, considering all the ex-
isting radio propagation phenomena, the most important one must be identified
and investigated to improve the modeling of the mobile radio communication

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
N. Mitton et al. (Eds.): AdHocNets 2015, LNICST 155, pp. 3–14, 2015.
DOI: 10.1007/978-3-319-25067-0_1



4 O. Artemenko et al.

channel or of the prediction of radio coverage and signal quality in radio com-
munication systems. The most important radio propagation phenomena depend
on the environment and differ whether we consider a flat terrain, or houses in a
suburban area, or buildings in the city center. Propagation models are efficient
only when the most dominant phenomena are taken into account and in how
much detail do they need to be considered will also differ whether we are in-
terested in modeling the average signal strength, or the path loss, or the power
density, or any other signal characteristics.

The propagation environment causes difficulties in the investigation of the
wireless signal propagation. Here, the most important aspects are as follows: (i)
the distance between the base station and receiver range from several meters to
several kilometers, (ii) walls inside the building have sizes ranging from very small
to very large in comparison to the signal wavelength and affect the propagation of
radio waves, (iii) the knowledge of the signal propagation environment is usually
not known [1].

Since a suitable propagation model is important to work in a mixed indoor-
outdoor environment we select few of the existing signal propagation models by
considering the parameters for our scenario. The literature study suggests models
which work either in the indoor or outdoor environment. By comparing other
existing models, we propose to provide a model which is nearer in approximation
in terms of minimum root mean squared error (RMSE) in comparison to the log-
distance path loss model, in the frequency range of 2400 MHz and applicable in
a mixed indoor-outdoor scenario. The latter considers that the emitter and the
receiver are separated by one or multiple walls.

The remainder of this paper is organized as follows. In Section II, we briefly
describe the criteria to select the signal propagation models for our scenario and
provide detailed explanation of our analytically chosen models. In Section III,
we present the evaluation scenario. Section IV gives the analysis of results. In
Section V, the conclusion are drawn.

2 State of the Art

Path loss or path attenuation is reduction in the power density of an electromag-
netic wave as it propagates through space [14]. The signal propagation models
are designed keeping in mind the path attenuation factor, base station antenna
height, mobile station antenna height, distance and operating frequency. Several
other factors also contribute to the design of the signal propagation model. For
example, such models can help to find the best position of the emitters, the opti-
mal radiated power and the best propagation channel. A overview of the existing
and the most well-known signal propagation models is provided in Table 1. Next,
we highlight the models selected for further evaluation.

The following models are chosen as they fall in the frequency range of ap-
proximately 2400 MHz and the characteristics of these models are in accordance
with our indoor-outdoor scenario.
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Table 1. Existing Signal Propagation Models.

Title Signal Model Frequency
Range
[MHz]

Environ-
ment

Free Space Propa-
gation [8]

L = 32.44 + 20log10d + 20log10f NA Free
Space

SUI [4] L = A + 10γlog10( d
d0

) + Xf + Xh + S 2500-2700 Indoor/
Outdoor

ECC 33 [3] L = Afs + Abm − Gt − Gr
Afs = 92.4 + 20log10d + 20log10f

Abm = 20.41 + 9.83log10d + 7.894log10f + 9.56(log10f)2

Gt = log10
hb
200

[13.958 + 5.98log10d]2

Gr = [42.57 + 13.7log10f][log10hm − 0.585]

3500 Indoor/
Outdoor

Log-distance Path
Loss Model [8]

Pr(d) = P̄r(d) + Xσ
Pr(d) = Pr0 − 10γlog10d + Xσ

NA Indoor/
Outdoor

COST-231 Hata
Model [6]

L50 = 46.3 + 33.9log10f − 13.82log10hb − ahm + (44.9 −
6.55log10hb)log10d + cm

500-2000 Indoor/
Outdoor

Ericsson-9999
Model [10]

PLU = a0 + a1log10d + a2log10hb + a3log10hblog10d −
3.2(log10(11.75hr )2) + g(f)

g(f) = 44.49log10f − 4.78(log10f)2

3500 Indoor/
Outdoor

Hata Model [14] L50(urban) = 69.55 + 26.16log10fc − 13.82log10ht − a(hr) + (44.9 −
6.55log10ht)log10d

150-1800 Indoor/
Outdoor

Okumura
Model [7]

L50 = Lf + Amu(f, d) − G(Ht) − G(Hr) − Garea 150-1920 Indoor/
Outdoor

Walfisch and
Bertoni Model [15]

S = L0Q2Lrts 800-2000 Indoor/
Outdoor

Walfisch
and Ikegami
Model [16]

Lb = L0 + Lrts + Lmsd 800-2000 Indoor/
Outdoor

Clutter Factor
Model [16]

L = 40logD − 20logHm − 20logHb 30-88 Indoor/
Outdoor

Okumura Hata
Model [17]

L = A + BlogD − E, L = A + BlogD − C 150-1500 Indoor/
Outdoor

Obaidat-Green
model [18]

Lfs = 40log10d + 20log10f − 20log10hthr 2400 Outdoor

Table 2. Weather and experiment setup.

Parameter Value/Name

Air temperature 7 ◦ C

Humidity 75, %

Speed of wind 5, m/s

Air pressure 1008, mb

Building size 30× 20 m2

Number of nodes 11

Measured data sequences >20000

Measured parameter RSS

Wall Attenuation Model. In order to predict received signal strength be-
tween emitters and receivers, we employ the wall attenuation model [19]. In this
model, received power Pr(d) (in dBm) at a distance d (in meters) from the trans-
mitter is given by:

Pr(d) = P̄r(d) +Xσ = Pr0 − 10γlog10d+Xσ,

where Pr0 is the signal strength 1 meter from the transmitter, γ is the path
loss exponent and Xσ represents a Gaussian random variable with zero mean
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and standard deviation of σ dBm [8]. In the equation above, P̄r(d) represents the
mean (expected) signal strength d meters from the transmitter, while Pr(d) de-
notes a random outcome. This model takes into account the different obstacles
present in multiple transmitter-receiver paths with the same separation. This
phenomenon referred to as log-normal shadowing. For example, Seidel et al. re-
port the results of modeling two office buildings at 914 MHz, with best fits (γ, σ)
corresponding to (3.27, 11.2) and (3.25, 5.2) for single-floor measurements [13].
Other installations that have also been shown to follow this model can be found
in [8,11,12]. This equation can also be extended with a wall attenuation factor W:

Pr(d) = Pr0 − 10γlog10d−W.

The parameter γ defines the statistical model and is viewed as heavily depen-
dent on the environment. Measurements in the literature have reported empirical
values for γ in the range between 1.8 (lightly obstructed environments with cor-
ridors) and 5 (multi-floored buildings), while values for γ usually fall into the
interval (4, 12) dBm [8]. According to [19], the following parameters are repre-
senting the best fit for this model applied in a mixed indoor-outdoor scenario:

Pr0 = −40dBm,W = 4.8dBm, γ = 3.32.

Free Space Model. Free Space Model is also considered to be the bench-
mark model for our scenario. In this model, the received power is a function of
transmitted power, antenna gain and distance between the transmitter and the
receiver. The basic idea is that the received power decreases as the square of the
distance between the transmitter and the receiver subjected to the assumption
that there is one single path between the transmitter and the receiver. The re-
ceived signal power in a free space at a distance d from the transmitter is [8]

Pr(d) = PtGtGr(
λ

4πd )
2,

where, Pt is the transmitted signal power, Pr is the received signal power, Gt

is the transmitter antenna gain, Gr is the receiver antenna gain, λ is the wave-
length. It is common to select Gt = Gr = 1. It can be expressed in dBm as:

L = 32.44 + 20log10d+ 20log10f [dBm].

Stanford University Interim (SUI). IEEE 802.16 Broadband Wireless Ac-
cess working group proposed the standards for the frequency band below 11 GHz
containing the channel model developed by Stanford University, namely the SUI
model. The correction parameters are allowed to extend this model up to 3.5
GHz band. In the USA, this model is defined for the Multipoint Microwave Dis-
tribution System (MMDS) for the frequency band from 2.5 GHz to 2.7 GHz [3].

The base station antenna height of SUI model can be used from 10 m to 80 m.
Receiver antenna height is from 2 m to 10 m. The cell radius is from 0.1 km to
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Table 3. Parameters for different terrains (SUI model).

Constants Terrain A Terrain B Terrain C

a 4.6 4 3.6

b 0.0075 0.0065 0.005

c 12.6 17.1 20

8 km. The SUI model describes three types of terrain: A, B and C. There is no
declaration about any particular environment. Terrain A can be used for hilly
areas with moderate or very dense vegetation. This terrain presents the highest
path loss. Terrain B is characterized with either mostly flat terrains with mod-
erate to heavy tree densities or hilly terrains with light tree densities. This is
the intermediate path loss scheme. Terrain C is associated with minimum path
loss and applies to flat terrains with light tree densities. The basic path loss
expression of the SUI model with correction factors is presented as [4,5]:

L = A+ 10γlog10
d
d0 +Xf +Xh + S for d > d0,

where d is the distance between emitter and receiver [m], d0 = 100 m; λ is
the wavelength [m]; Xf is the correction for frequency above 2 GHz; Xh is the
correction for receiving antenna height, S is the correction for shadowing in the
range between 8.2 and 10.6 [4] [dBm], γ is the path loss exponent. The parameter
A and γ are defined as:

A = 20log10
4πd0
λ ,

γ = a− bhb +
c
hb
,

where, the parameter hb is the base station antenna height in the range between
10 m and 80 m. The constants a, b, and c depend upon the type of terrain and
are given in Table 3. As a result, the value of parameter γ = 2 corresponds to the
free space propagation in an urban area, 3 < γ < 5 to an urban non-line-of-sight
environment, and γ > 5 to an indoor propagation.

The frequency correction factorXf and the correction for the receiver antenna
height Xh are defined as follows:

Xf = 6.0log10
f

2000

Xh = 10.8log10
hr

2000 , for terrain types A and B

Xh = −20.0log10
hr

2000 , for terrain type C,

where, f is the operating frequency in MHz, and hr is the receiver antenna
height in meters. For the above correction factors this model is extensively used
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for the path loss prediction of all three terrain types in rural, urban and suburban
environments.

Electronic Communication Committee 33 (ECC-33) Model. The ECC
33 path loss model, which is developed by Electronic Communication Committee
(ECC), is extrapolated from original measurements by Okumura [7]. The model
is defined as [3]:

PL(dBm) = Afs +Abm −Gt −Gr,

where Afs is the free space attenuation, Abm is the basic median path loss,
Gt is the base station height gain factor and Gt is the receiving antenna height
gain factor. These parameters are individually defined as:

Afs = 92.4 + 20log10d+ 20log10f

Abm = 20.41 + 9.83log10d+ 7.894log10f + 9.56[log10f ]
2

Gt = log10
hb

200 [13.98 + 5.8(log10d)
2]

Gr = [42.57 + 13.7log10f ][log10hm − 0.585],

where d is the distance between the base station and the mobile [km], hb is
the base station antenna height [m] and hm is the mobile antenna height [m].

COST-231 Hata Model. A model that is widely used for predicting path
loss in mobile wireless systems is the COST-231 Hata model [6]. It was devised
as an extension to the Hata-Okumura model [7]. The COST-231 Hata model
is designed to be used in the frequency band from 500 MHz to 2000 MHz. It
also contains corrections for urban, suburban and rural (flat) environments. Al-
though its frequency range is outside of the one used in our measurements, its
simplicity and the flexibility have motivated many researchers to widely use it
for the path loss prediction in frequencies above 2000 MHz. The basic equation
for path loss in dBm is [8]:

L = 46.3+33.9log10f−13.82log10hb−ahm+(44.9−6.55log10(hb))log10d+cm,

where, f is the frequency in MHz, d is the distance between antennas in km,
and hb is the transmitter antenna height above ground level in meters. The pa-
rameter cm is defined as 0 dBm for suburban or open environments and 3 dBm
for urban environments. The parameter ahm is defined for urban environments
as [9]:

ahm = 3.20(log10(11.75hr))
2 − 4.97, forf > 400MHz,
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and for suburban or rural (flat) environments as:

ahm = (1.1log10f − 0.7)hr − (1.56log10f − 0.8),

where, hr is the antenna height above ground level. Observation reveals that
the path loss exponent of the predictions made by COST-231 Hata model is
given by:

nCOST = (44.9−6.55log10(hb))
10 .

Green-Obaidat Model. This model was first described by Green and Obai-
dat [18] in 2002. It considers the path loss accounting due to Fresnel zone with
near earth antenna height (i.e. typically between 1 and 2 meters) [18]. The pro-
posed path loss for near ground antennas is as follows:

PLOSS = 40log10d+ 20log10f − 20log10hthr,

where f is the frequency in GHz, hthr represent the antenna heights for the
transmitter and the receiver correspondingly, and d is the overall distance. This
equation can further be simplified for use in 2.4 GHz IEEE 802.11 frequency as:

PLOSS = 7.6 + 40log10d− 20log10hthr.

Next, the above models will be evaluated according to our empirical data.

3 Evaluation

For the evaluation of our scenario, we consider the following environment. Our
experiment took place at Leonardo Da Vinci building in the TU Ilmenau campus.
The building plan and the placement of nodes is shown in Fig. 1. A total of 11
nodes were used in the experiment from which ten nodes were represented by
netbooks as well as smartphones and were placed inside the building; and one
node represented by a quadrocopter (QC) that was placed inside to perform
indoor measurements and outside to perform measurement of a mixed indoor-
outdoor signal propagation. In Fig. 1, the nodes in black represent the netbooks
and the nodes in yellow represent the smartphones. Outdoor measurements were
taken both in front and rear (South and North correspondingly) of the building
by placing the quadrocopter at distances of 5, 10, 12, 15, 20 meters in the front,
and 5, 10, 16, 20, 25, 30, 35, 40, 50, 55 meters in the rear. Since some models
require reference measurements at distance d = 1 m, these measurements have
been carried out indoors (the average value is Pr0 = 37 dBm). For further indoor
measurements, the nodes were placed equidistant at intervals of 0.9 meters. The
technical specifications of the QC are given in Table 4.

Table 5 gives a description of the propagation parameters used for the evalu-
ation of results. These parameters have been used to find the best fit for every
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20 m

30 m Smartphone
Netbook

Fig. 1. The floor-plan of the chosen building. Positions of the smartphones and net-
books are marked accordingly.

Table 4. Technical parameters of quadrocopter.

Technical Characteristic Model or Parameter

Processor 600MHz Cortex A8

RAM 256MB

Gyroscope/Acceleration Sensor MPU6050

Magnetic Field Sensor HMC5883L

GPS Receiver UBLOX6

Barometric Pressure Sensor MS5611

Ultrasonic Sensor MaxSonar I2CXL

Operating System Gentoo Linux

Flight and Measurement Software PengPilot (github.com/PenguPilot)

signal propagation model described above. We used the brute force method to
go through all possible constellations of the values for the path loss exponent γ
and the intercept (intercept has been applied for the log-distance and wall atten-
uation models only). For every combination of γ and intercept, an RMSE value
has been calculated as an indication of correspondence to our empirical data.
The smaller an RMSE value is, the more precisely a model fits to our scenario.

4 Evaluation Results

Using the data obtained our setup, we evaluated the path loss in dBm with
respect to the distance between the emitter nodes and the QC. In Fig. 2, we
plot the average signal strength measurements for different distance values us-
ing outdoor measurements only. Whereas, Fig. 3 incorporates both indoor and
outdoor measurements.
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Table 5. Propagation parameters for the evaluation.

Parameters Values

Frequency 2.4 GHz

distance d0 1 m

Receiving antenna height 0.15 m

Wavelength λ 0.12 m

Transmitting antenna height 1.2 m

Path loss exponent γ [1, 5]

Intercept [0, 100] dBm
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Fig. 2. Received signal strength vs. distance considering outdoor measurements only.
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Fig. 3. Received signal strength vs. distance considering both indoor and outdoor
measurements.
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Fig. 4. Comparison of chosen models considering outdoor measurements only.
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Fig. 5. Comparison of chosen models considering both indoor and outdoor measure-
ments.

The upper line in Fig. 2 and 3 represents the adapted wall attenuation model.
The line below represents the SUI model for the path loss exponent that produces
the minimum error. It is obvious in both figures that the SUI model, present-
ing the second best result in this work, deviates significantly from the cloud of
measurements. The wall attenuation model provides the smallest RMSE using
the path loss exponent γ = 2.05121 and the sum of transmitted power and wall
attenuation factor at 50.3292 dBm. The RMSE for the various models chosen is
shown in Fig. 4 which represents the RMSE for the measurements taken with
QC being outside of the building and Fig. 5 represents the RMSE for all mea-
surements. In both figures, the adapted wall attenuation model outperforms its
opponents presenting RMSE values 4.8 and 8.6 considering outdoor measure-
ments and all measurements correspondingly. Considering high heterogeneity of
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data applied for the calculation of the RMSE using measurements from both
indoor and outdoor environments, we can explain the enormous degradation
and almost doubled value of the RMSE compared to the results achieved with
outdoor measurements only.

5 Conclusion

As per the analysis of the chosen models, we obtained the minimum root mean
squared error using the adapted wall attenuation model. The SUI model, the Free
Space Model and the COST-231 Hata model provide the next best possible choice
with respect to the minimum error. Hence for the chosen set of parameters and
for the chosen mixed indoor-outdoor environment, the adapted wall attenuation
model provides a closer approximation of the RMSE in comparison to other
models.

Comparing the obtained set of values for the adapted wall attenuation model
(Pr0 = 37 dBm, W = 13.3 dBm, γ = 2.05) with the one of the original model
from [19] (Pr0 = 40 dBm, W = 4.8 dBm, γ = 3.32), we can conclude the
following:

– The obtained RMSE for the model with the adjusted parameters is signifi-
cantly better than the original one (the corresponding ratio is 2.6).

– Similar environmental conditions do not guarantee similar behavior of the
signal propagation.

– A calibration of parameters can improve the accuracy of the model signifi-
cantly. However, such a calibration represents an overhead and needs to be
periodically repeated for the same area. This is partially due to the fact that
the environmental conditions like temperature, light, open and closed doors
and windows of the building can have a considerable impact on the resulting
signal propagation.
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Abstract. Ad hoc networks can be composed entirely of mobile wireless
terminals, and do not require permanent network infrastructure such as
access points. They are considered a useful network configuration tech-
nology for various situations. For example, they are used to construct
sensor networks in which distributed, inexpensive sensors monitor en-
vironmental conditions such as temperature and humidity. Further, ad
hoc networks can be implemented after severe disasters that have dis-
abled other network infrastructures. In general, ad hoc network terminals
are battery powered. Therefore, extending network lifetime by reducing
terminal power consumption is an important issue in ad hoc network
management. One method for reducing power consumption involves re-
ducing the radio transmission range of each terminal. However, reducing
the radio transmission range causes degradation in the reachability of
each terminal. In this paper, we propose a method to set ad hoc network
radio transmission ranges using a Target problem, to reduce power con-
sumption and increase each terminal’s reachability. Next, we evaluate our
method using various routing protocols, and define the applicability of
our proposed method for each protocol. Simulation results show that the
proposal improves communication reachability and power savings in ad
hoc networks with normally distributed terminals, when the Destination-
Sequenced Distance-Vector (DSDV) routing protocol is used.

Keywords: ad hoc network, power saving, reachability, target problem.

1 Introduction

Ad hoc networks [1] are used in many situations because they can be constructed
autonomously, without network infrastructures such as access points (APs). In
times of peace, for example, ad hoc networks are used to configure sensor net-
works [2] for environmental monitoring; they are also used in geocast communica-
tions systems [3], which distribute data among all terminals in a geographic area.
Moreover, they are employed in vehicle-to-vehicle (V2V) communications [4] to
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deliver information regarding traffic congestion and accidents. In contrast to ad
hoc networks, infrastructure mode networks may suffer severe damage during
large-scale disasters such as tsunamis or earthquakes. In these situations, in-
frastructure mode networks may lose their ability to communicate. However,
ad hoc networks can communicate because they are not dependent on network
infrastructures [5].

In general, terminals in an ad hoc network (such as smartphones and tablets)
are battery powered. Terminals in an ad hoc network send data packets and also
act as packet relay nodes. Thus, compared to an infrastructure mode network,
power consumption must be suppressed as much as possible. Ad hoc network
terminals are unable to work rapidly if their power consumption is reduced. As a
result, the network structure becomes extremely sparse, and the terminal’s reach-
ability is impeded. Therefore, extending network lifetime by reducing terminal
power consumption is an important issue in ad hoc network management. As a
possible solution, the power consumption of terminals can be restrained by reduc-
ing their radio transmission range; however, this solution degrades reachability.
Some studies have proposed and evaluated various transmission range manage-
ment methods [6,7]. If a normal terminal distribution is followed, however, these
approaches may not work effectively. In this paper, we propose a method to set
the radio transmission range using a Target Problem [8]; this method reduces
power consumption and increases terminal reachability in ad hoc networks with
normally distributed terminals. Moreover, we evaluate the total goodput using
2 routing protocols (Destination-Sequenced Distance-Vector: DSDV [9], Ad hoc
On-demand Distance Vector: AODV [10]), and we define the applicability of our
proposed method for each routing protocol. Simulation results show that when
the DSDV routing protocol is used, the proposed method improves both com-
munication reachability and power savings in ad hoc networks with normally
distributed terminals. The remainder of this paper is constructed as follows:
Section 2 describes related works. Section 3 provides an overview of the tar-
get problem and the method of setting the radio transmission range based on
the target problem; subsequently, we evaluate our proposed method in Sect. 4.
Finally, Sect. 5 summarizes our paper and discusses future studies.

2 Related Works

In this section, we provide an overview of ad hoc networks and their applications.
Furthermore, we discuss the power consumption and reachability issues of ad hoc
networks.

2.1 Overview of the Ad Hoc Network

There are two forms of wireless local-area networks (WLANs) based on IEEE
802.11 [11] infrastructure mode and ad hoc mode. In infrastructure mode, WLAN
systems contain access points (APs) connected to outside networks via Ethernet,
and a number of terminals located within the radio transmission range of the



Setting Radio Transmission Range Using Target Problem 17

GWN: Gate Way Node

Geocast Area

Sender

NN: Normal Node NN

NNNN

Network

Fig. 1. Overview of geocast communication.

APs. Conversely, networks using ad hoc mode can be configured autonomously
using wireless terminals such as laptops and tablets, without network infrastruc-
ture such as APs. Moreover, ad hoc mode networks can be configured rapidly
and inexpensively. In this paper, we focus on ad hoc mode. In ad hoc networks,
there are 2 communication methods, referred to as single-hop and multi-hop. In
single-hop communication, each terminal communicates directly (1 hop). Thus,
the sender must increase transmission power if the distance between the sender
and receiver is relatively long. Therefore, single-hop communication is not suit-
able for extending ad hoc network lifetime. Conversely, in multi-hop communica-
tion, the sender and receiver are not required to communicate directly; packets
can be relayed by terminals in between the sender and receiver. In other words,
terminals in multi-hop communication networks can receive packets from neigh-
boring terminals. Thus, multi-hop communication is suitable for extending the
lifetime of ad hoc networks.

Geocast communications are examples of ad hoc networks. Here, we explain
geocast communication, in which data is sent only to terminals in a specified area
(referred to as the geocast area: GA) using the terminal’s location information.
Figure 1 shows components in a geocast communication system. Here, we explain
the geocast communication process, using Fig. 1. First, there are 2 types of
terminals in a GA gateway nodes (GWNs) and normal nodes (NNs). The GWN
is a terminal that connects the GA to other networks outside of the GA. Only
the GWN receives information from outside networks; the received information
is delivered to the NNs in the GA by the GWN. In geocast communication, a
terminal outside of the GA (Sender in Fig. 1) sends information to the GWN of
the GA, in order to communicate with an NN inside the GA. The GWN sends
its received information to NNs in the transmission area of the GWN, and the
NN can also send its received data to other NNs.

We describe the following examples of geocast communication applications:

1. Send warning messages in the event of a disaster
2. Delivery of traffic information such as traffic congestion and accidents using

V2V.
3. Delivery of information for residents in a specific area
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2.2 Power Consumption and Reachability Issues of Ad Hoc
Networks

In this section, we describe the power consumption and the reachability issues
of ad hoc networks. Note that we assume the sending of emergency evacuation
information during a disaster. In emergency situations, the information from
the GWN must be received by all NNs that exist in the GA, because users are
sending urgent information. That is, all NNs in the GA must be able to commu-
nicate with the GWN using single-hop or multi-hop communication. However,
the transmission range of the terminals may be not sufficient if it was set hap-
hazardly; in this case, an NN may not be able to connect to an NN that is
communicating with the GWN. As a result, the NN is isolated from the GWN
(isolated terminal). The isolated terminal cannot receive information from the
GWN, and cannot send the information outside of the GA.

One solution for this issue is to extend the radio transmission range. Using
this solution, it is possible to create an environment in which all NNs can trans-
mit and receive information. However, terminals in the ad hoc network are, in
general, battery powered. In addition to transmitting and receiving packets, ter-
minals in an ad hoc network relay packets for other terminals. Thus, terminals
consume more battery power if power consumption is not suppressed as much as
possible. Terminal batteries are rapidly depleted, and network lifetime is short-
ened (by increasing the number of the terminals in which battery depletion is
occurring). In particular, having access to the latest information is urgently re-
quired during a disaster. Therefore, sufficient network lifetime is required to
obtain the latest information. To extend the network’s lifetime, its power con-
sumption must be reduced. Consequently, there is the trade-off between the
creating an environment in which all terminals can transmit and receive infor-
mation, and maintaining sufficient battery power. However, both network power
savings and communication reachability are important goals in the management
of geocast communications for ad hoc networks. In order to solve this issue,
various studies have proposed transmission range management methods. For ex-
ample, [6] shows the optimum transmission range in chain networks, and [7]
suggests the designing method of transmission range based on the energy effi-
ciency in simple network model. If a normal terminal distribution is followed,
however, these approaches may not work effectively.

3 Setting the Radio Transmission Range Based on the
Target Problem

In this section, we provide an overview of the 2 dimensional target problem [8].
Furthermore, we describe the method of setting the radio transmission range
based on the target problem, to improve power savings and terminal reachability
in ad hoc networks.
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3.1 Overview of the 2 Dimensional Target Problem and Its
Application to Single-Hop Communication

The nodes appear equivalent to the arrows that an archer shoots at a target. The
hit points have a probabilistic characteristic. The 2 dimensional target problem
considers the distribution of hit points. Random variables Xi (i = 1, 2, · · · , n)
are independent of each other, and the normal distribution has variance σ2

i and
average μi. Random variable Z is defined as Eq. (1):

Z =

n∑
i=1

(
Xi − μi

σi

)2

(1)

Z has χ2 distribution for which flexibility is n. This indicates that the sum
of the squares of independent random variables that follow standard normal
distribution N(0, 1) has a χ2 distribution. In other words, the distribution of
the squared sums of the distances between the hit points and the origin of the
space has a χ2 distribution. In the 2 dimensional target problem, distribution
of the distances is important. We consider the χ distribution as the square root
distribution of the χ2 distribution. That is, the square root of the squared sum of
distances from the origin to the hit point. Thus, the distribution of the distances
from the origin indicates a χ distribution if flexibility n yields each component
of the Cartesian coordinates (Fig. 2). Therefore, in the 2 dimensional target
problem, the arrow’s hit probability takes a χ distribution if the size of the
target is known and the neighboring distribution of the hit points forms a normal
distribution. As an example, we assume a target with a radius of R, whose origin
is the center of a 2 dimensional plane. Hit probability F (R) has a χ distribution;
its flexibility is 2 when the neighboring distribution of hit points follows a 2
dimensional N(0, σ2). In other words, it follows a Rayleigh distribution as below:

F (R) = 1− exp

(
− R2

2σ2

)
(2)

Moreover, the probability that the hit point is outside of the target (miss prob-
ability) Y (R) is expressed by the complementary distribution of Eq. (2) (1 −
F (R)):

Y (R) = exp

(
− R2

2σ2

)
(3)

Next, we explain the application of the target problem in geocast commu-
nication systems. We assume that the GWN’s transmission range is the ra-
dius of the target, and that the GWN is located at the center of a GA (ori-
gin (0, 0)). The probability Y (R) that an NN in the GA cannot connect to the
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The distance from the origin

It follows distribution

Fig. 2. Relationship between the distance from the origin and the χ distribution in the
2 dimensional target problem
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Fig. 3. Relationship between the transmission range r and miss probability for each n
(σ = 1.0).

GWN with a single hop is estimated by Eq. (3). Therefore, NNs are placed
according to a 2 dimensional normal distribution and the GWN is placed in the
center of a geocast area, and the miss probability Y (R) that the NN cannot
connect to the GWN with a single hop follows the complementary distribution
of a Rayleigh distribution. In the 2 dimensional normal distribution, the NNs
are concentrated near the GWN (the GWN is placed where NN density is high).
As a specific example, the GWN may be placed in an evacuation center when
a disaster occurs. Moreover, when the GWN is placed in a location that will be
used as a landmark for users, such as an aircraft [12], many users who can see
the GWN move toward it. As a result, the distribution of the users follows a
normal distribution.

3.2 Miss Probability Estimation Method in Multi-hop
Communication

To facilitate geocast communication in an ad hoc network, it is preferable for
the NNs and the GWN to be connected using multi-hop, from the viewpoint of
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Fig. 4. Relationship between the transmission range r and effective radius Ref for each
σ (n = 1, 000).

reducing network power requirements. Based on the results from the single-hop
environment in the previous section, we model the existence probability of an
isolated node (miss probability) in the communication area of the GWN for a
multi-hop environment. This problem is a kind of the connectivity problem [13].
Note that the network model is a unit disk graph (UDG), which is a type of
intersection graph containing equal-radius circles. Moreover, the GWN is the
nearest terminal from the origin.. In this section, as a preliminary experiment,
we investigated the relationship between multi-hop miss probability and trans-
mission range, for varying numbers of terminals. We assumed a 2 dimensional
plane, and terminals were distributed according to 2 dimensional N(0, σ). The
numbers of terminals n were set to (1, 000, 2, 000, 4, 000, 6, 000, 8, 000, 10, 000).
In this paper, we shows the results of σ = 1.0 as an example. Experimental
results contain the averages of 30 trials. Figure 3 shows the relationship between
the transmission range of each terminal in the multi-hop environment r and the
miss probability of terminal Y (r), and Fig. 3 also shows the relationship between
r and the complementary Rayleigh distribution. In Fig.3, the vertical axis de-
notes Y (r) and the horizontal axis denotes r. From Fig.3, Y (r) does not indicate
the complementary Rayleigh distribution, regardless of the number of terminals
n.

Next, we investigated the relationship between the effective radius Ref and
transmission range of each terminal r. Ref can be obtained by adding r and
the distance of the farthest terminal that the GWN can connect with using
multi-hop. Moreover, it meets Ref ≥ r. The relationship between Ref and r is
obtained as follows. First, we established the transmission range of the GWN in
the single-hop environment R as Ref . Next, we compared the miss probability
of r in the multi-hop environment and the miss probability of R in the single-
hop environment. Then, we investigated the relationship between Ref and r, to
determine if the miss probability had the same value. As an example, Figure
4 shows the relationship between Ref and r when n is 1, 000. Note that σ was
set to (1.0, 2.0, 3.0, 4.0, and 5.0). As shown in Fig. 4, Ref has an exponential
relation with r as Eq. (4):

r = α exp(βRef ) (4)
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Table 1. Value of φ(n).

n 1, 000 2, 000 4, 000 6, 000 8, 000 10, 000

φ(n) 0.0123 0.0087 0.0062 0.0053 0.0043 0.0039

We then investigated the relationship between α and σ. Figure 5 is the rela-
tionship between α and σ. As shown in Fig. 5, a proportionality relation exists
between α and σ (α = φ(n)σ). Table 1 shows the value of φ(n). From Table 1,
φ(n) is described as Eq. (5):

φ(n) = 0.03786n0.496 (5)

Thus, α can be presented as follows:

α =
0.03786σ√

n
(6)

Next, Fig. 6 shows the relationship between β and σ. As the figure shows, β is
inversely proportional to the σ regardless of n. Moreover, β can be written using
σ as follows:

β = σ−1 (7)

From Eq. (6) and Eq. (7), r is presented using Ref as follows:

r = 0.3786
σ√
n
exp(Refσ

−1) (8)

By substituting Ref , which was obtained from Eq. (8) for Eq. (3), the existence
probability of an isolated terminal (miss probability) in a multi-hop environment
for each r can be obtained as follows:

Y (Ref (r)) = exp

(
− (log(

√
nrσ−1) + 1)2

2

)
(9)
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Fig. 8. Relationship between σ and the distance of the farthest node from the GWN.

In other words, the minimum transmission range that satisfies the existence
probability of an isolated terminal P can be estimated by Eq. (9). Note that we
refer to P as an acceptable miss probability in Sec. 4.

Subsequently, we compared the theoretical formula Eq. (9) and the simulated
miss probability values in the multi-hop environment. Figure 7 shows the rela-
tionship between r and the miss probability in the multi-hop environment. Note
that the values of n and σ are the same as they were in the preliminary experi-
ment. In Fig. 7, the vertical axis shows the miss probability and the horizontal
axis shows r. As shown in Fig. 7, Eq. (9) outputs almost the same miss probabil-
ity as the simulation value. Therefore, Eq. (9) can estimate the miss probability
in a multi-hop environment for each r. Here, Fig. 8 shows the relationship be-
tween σ and the distance Dmax between the GWN and the node farthest from
the GWN. As shown in Fig. 8, the relationship between σ and Dmax is obtained
as follows:

Dmax = 4σ (10)

Therefore, σ can be obtained by Eq. (10).
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4 Evaluation

In this section, we describe the evaluations of our proposed method using ns2 [14].
We focused on the total goodput and total power consumption. Note that the
main purpose of the evaluations was to show the effectiveness of our proposed
model equation (Eq. (9)). Therefore, both the number of terminals and σ are
known by terminals in our evaluations.

In our evaluation, we assumed a 2 dimensional plane. The sink node was
placed at (0, 0), and wireless terminals (senders) were distributed according to
2 dimensional N(0, σ2); the number of senders was 100. This network used an
IEEE802.11b (PHY) wireless LAN environment, and UDP (User Datagram Pro-
tocol) (with a segment size of 128 byte [15]) for the transport protocol [15].
Moreover, each sender generated 60 seconds of constant bit rate (CBR) traffic
(1 Kbps). The routing protocol used DSDV [9] and AODV [10]. We assumed
that none of the terminals moved. In this evaluation, terminals consumed bat-
tery power when they were connected to the GWN in the multi-hop environ-
ment, and power consumption was a normalized value. In the power consumption
model for our evaluation, the amount of electricity used by the terminal for the
transmission range r was proportional to the square of r [16], and terminals
used electricity equal to 0.001 when r was 0.01. That is, terminal power con-
sumption was increased 4 times when r was doubled. Moreover, total power
consumption was the sum of the power consumption for terminals that could
communicate with the GWN, using multi-hop in one unit time. In addition,
the acceptable miss probability P was 0.1% (to obtain r which satisfied P , we
calculate Y (Ref (r)) = 0.001); the simulation results contain the averages of 20
trials.

Figure 9 shows the relationship between σ and the total goodput for each r
when the DSDV routing protocol was used. In Fig. 9, the vertical and horizon-
tal axes represent the total goodput and σ, respectively. Note that “proposed”
in Fig. 9 is the transmission range set by Eq. (9), and proposed meets P . As

0 

20 

40 

60 

80 

100 

120 

30 40 50 60 70 80 90 100 110 120 130 140 150 

To
ta

l g
oo

dp
ut

  K
bp

s

r: 5m r: 10m r: 20m r: 30m r: 40m r: 50m proposed 

Fig. 9. Total goodput for each σ (n = 100, DSDV).
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Fig. 10. Total goodput for each σ (n = 100, AODV).

shown in Fig. 9, when r m was fixed, the total goodput decreased if σ increased.
This occurred because terminals were widely distributed across the area when
σ increased. Therefore, the number of terminals that could not connect to the
GWN increased if r was fixed. On the other hand, total goodput in each σ was
highest when r was set to the proposed m. Our method set the transmission
range for each σ in order to meet P . As a result, the proposed method improved
communication reachability when DSDV was used as the routing protocol.

Figure 10 shows the relationship between σ and the total goodput for each
r when AODV was used. In the figure, the vertical and horizontal axes rep-
resent total goodput and σ, respectively. Fig. 10 also represents the proposed
transmission range, which was set by Eq. (9). The figure also shows that total
goodput was lower than the results produced using DSDV. This decrease was
caused by the placement of terminals, and the fact that AODV is a reactive
protocol. In our evaluations, terminals were distributed according to a 2 dimen-
sional N(0, σ). That is, terminals were concentrated near the sink node. Here, a
path for the sink node was generated according to the routing table, which was
constructed by exchanging distance vectors with broadcasts in DSDV. More-
over, the topology near the sink node was constructed in a similar manner to a
mesh network. Even if a node near the sink lost information it received from a
node, it was possible to obtain that information from another neighboring node.
Conversely, in AODV, a sender broadcasts a route request (RREQ) packet and
receives a route reply (RREP) packet from the sink or other terminals that
have already found a path to the sink during the routing path configuration
process. In our evaluations, however, terminals were distributed according to a
2 dimensional N(0, σ). Therefore, frame collisions that included AODV control
packets occurred frequently near the sink. Moreover, CSMA/CA congestion fre-
quently occurred when terminals were densely located, and a significant amount
of time was required to exchange AODV control packets. As a result, goodput de-
creased when AODV was used for the routing protocol. For this reason, network
performance decreases when the transmission range is expanded and terminals
are densely distributed (similar to a normal distribution), and reactive routing
protocols such as AODV are used. This is known as a type of exposed node prob-
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sumption and total goodput (σ = 30.0, AODV).

lem [17]. Therefore, the use of AODV is unsuitable for setting the communication
radius using our proposed method.

Next, Fig. 11 shows the relationship between r and both the total power con-
sumption and total goodput when σ is set to 30 and DSDV is used. In Fig. 11,
r is shown within the 25 m ranges before and after proposed (approximately
45.4 m). Total goodput was improved along with the increase in power consump-
tion (until proposed was reached). However, total goodput was not improved to
the same extent when the transmission range extended beyond proposed; only
the total power consumption increased. Therefore, the transmission range that
was obtained by the proposed method improved both communication reacha-
bility and terminal power savings when the DSDV routing protocol was used.
Finally, Fig. 12 shows the results of a similar experiment using AODV. In this
experiment, goodput was improved by using transmission ranges narrower than
the proposed range. This is because the exposed node problem is restrained by
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reducing the number of adjacent terminals for each node, which is achieved by
narrowing the communication radius. As a result, the exchange of AODV con-
trol packets is achieved easily. From the viewpoint of increasing ad hoc network
uptime, setting the terminal transmission range using the target problem was
very effective. Further, by using simulation experiments, we demonstrated that
our method can improve communication reachability when DSDV is used for the
routing protocol.

5 Conclusion

In this study, we proposed a method to set the radio transmission range using
a target problem, in order to improve both the communication reachability and
power savings for each terminal. We evaluated our method using ns2, from the
viewpoint of both the total goodput and total power consumption. Moreover, we
compared the results obtained by our proposed method and results obtained by
setting a fixed value for the communication range. From the simulation results,
we demonstrated that setting the communication range using our method can
provide significant improvements in goodput and power savings when DSDV is
used as the routing protocol. Furthermore, when AODV was used as the routing
protocol, our method caused total goodput to decrease drastically. Future works
will include the following evaluations.

1. Evaluations considering the joining and leaving of terminals
2. Evaluations considering more realistic power consumption model
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Abstract. In this paper, we present novel heuristic improvement (move) opera-
tors for the design of Wireless Mesh Networks (WMN), and demonstrate their 
efficiency within simple Hill Climbing (HC) and Simulated Annealing (SA) 
frameworks. The management cost of Internet Transit Access Points (ITAPs) in 
WMN is significant, so it is crucial to minimize the number of ITAPs required 
whilst maintaining an acceptable quality of service (QoS). Using a single objec-
tive method, we investigate algorithms to make informed placement decisions 
based on the grid size, wireless range connectivity, wireless link capacity and 
user demands. The experimental results showed the efficiency of the proposed 
combination of move operators. 

Keywords: wireless mesh network, move operators, optimization. 

1 Introduction 

Wireless Mesh Networks (WMNs) are a promising approach to provide ubiquitous 
broadband internet access due to their great potential in supporting multimedia appli-
cations. WMNs, an emerging technology, may bring the dream of a seamlessly con-
nected world into reality. In a WMN, a limited number of Internet Transit Access 
Points (ITAPs) serve as gateways or bridges to the Internet, and are deployed across a 
community. Individual houses within the community are equipped with antennae and 
low cost routers (namely, mesh routers) which perform two roles: 1) to service the 
traffic in and out of the house to the individual laptops and other devices (that is, to 
the mesh clients), and 2) to provide a link in a multi-hop wireless backbone that is 
formed between the houses to cooperatively route traffic throughout the neighbour-
hood, communicating with the Internet through the ITAPs. Such a multi-hop structure 
dramatically reduces the number of ITAPs needed, which can result in massive sav-
ings in cost. The networking infrastructure is decentralized and simplified because 
each node need only transmit as far as the next node. An ITAP will share its Internet 
connection wirelessly with all houses in its vicinity. Those houses then share the con-
nection wirelessly with the nodes closest to them. Large or small networks can be 
created in this way to serve small rural communities, or millions of residents in a city. 
In this paper, we address the ITAP placement problem, which involves determining 
the numbers and locations of ITAPs that are required to service the needs of a  
community. This situation is easily modelled using graph theory. In wireless 



30 L. Nawaf, C. Mumford, and S. Allen 

 

neighbourhood networks, a set of Houses and set of ITAPs are designed and de-
ployed. Fixed capacities are associated with each house and ITAP and with all con-
necting edges in the network. 

The focus of our present paper is to demonstrate the effectiveness of our novel 
move operators on a simple ideal link model with a single objective. Our simple ideal 
link model is taken from [3].  To the best of our knowledge, our proposed move op-
erators have not previously been applied to WMNs. We show that, by using a suitable 
combination of move operators to place the ITAPs, rapid improvements can be made 
to the underlying WMN. The remainder of this paper is structured as follows: we 
discuss related work in section 2. Section 3 outlines the ideal link model, and section 
4 formulates the associated integer linear program. In section 5, our heuristic algo-
rithms are described, and the experimental methodology and results are presented in 
section 6.  Finally, conclusions are drawn in section 7. 

2 Related Work 

[1] Addresses the problem of ITAP (gateway) placement, consisting of placing a 
minimum number of ITAPs so that Quality of Service (QoS) requirements are satis-
fied. In a wireless mesh network, traffic is aggregated and forwarded towards the 
ITAPs. The authors formulate the ITAP placement problem given by integer linear 
programming (ILP) and show that the problem of finding a minimum number of 
ITAPs is NP-Hard. In practice, an LP solver, such as CPLEX, can only handle small 
sized networks under the proposed model due to the rapid increase in the number of 
variables and constraints with increasing network size. The authors proposed an algo-
rithm that produces recursive approximations of the Minimum Dominating Set prob-
lem. When compared to other algorithms, their approach reduced the number of 
ITAPs by up to 50%, whilst at the same time exhibiting smooth and consistent per-
formance when subject to different QoS constraints. From [1] it is clear that CPLEX 
is too slow to use on large instances, and some experimental work we undertook (not 
reported here) also supports this conclusion. In [2]the fundamental issue is the place-
ment of mesh routers in a local network that has one ITAP, and to find the  
minimal configuration of mesh routers so as to satisfy the network coverage, connec-
tivity, and Internet traffic demand. The rate of the increase with respect to the number 
of ITAPs increases with the network size, which indicates that the traffic density has 
significant impact on the number of required ITAPs in the larger size of networks. 
Chandra et al. [3] developed algorithms to place ITAPs in multi-hop wireless network 
to minimize the number of ITAPs while satisfying users’ bandwidth requirements. 
They formed the ITAP placement problems as linear programs and presented several 
greedy-based approximation algorithms.  The placement of ITAPs is based on 
neighbourhood layout, user demand, and wireless link characteristics. In [4] the  
authors observe that the transmission rate and the channel utilization required to sat-
isfy the WMN’s demand clearly depend on device technologies, but in particular  
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on the distance between the mesh client and the ITAPs to which it is connected; 
hence, the allocation mechanism influences the number of mesh clients that have the  
opportunity to exploit the available bandwidth. The authors in [5] minimize the net-
work installation cost while providing full coverage to wireless mesh clients. In this 
type of network architecture, a limited number of ITAPs wirelessly connected to the 
wired realm can potentially provide low cost internet connectivity to a large number 
of mesh routers. The authors of [5] and [6], also supported by our experimental work, 
indicate that the heuristics can provide close to optimal solutions even for large in-
stances. Jangeun Jun and Mihail L. Sichitu [7] discuss the problem of the capacity of 
WMNs and the fairness of multi-hop networks; for example, as more nodes are in-
stalled, the reliability and network coverage increase.  

The obtained numerical results of [8] show that directional antennas can greatly 
enhance the performance of WMNs, thus enabling high throughput services. The 
cause of the problems of wireless network performance can be traced back to the 
original design assumptions. The authors [9] believe that a well-planned and opti-
mized wireless network can often provide extra capacity with the same infrastructure 
cost; for instance, this may result from more efficient use of radio frequencies. An-
other way to achieve a better network performance is to optimize the placement and 
characteristics of ITAPs before network deployment. A careful placement of ITAPs, 
may lead to less congestion, low delay and eventually better throughput if the dis-
tances and the links capacity are taken into account. The authors [10] considered 
neighbourhood search-based methods as more powerful methods than ad hoc methods  
for achieving near optimal placements of mesh router nodes. Their experimental 
evaluation demonstrated an excellent performance of a swap-based movement 
neighbourhood search. In [11] the neighbourhoods are based on reversing segments of 
routes (sub-routes) and exchanging segments between routes. The authors demon-
strated that their Variable Neighbourhood Search is very competitive compared with 
previously published state-of-the-art heuristic algorithms. In [12] the authors consid-
ered three different types of movements (Random, Radius and Swap). Their results 
showed a very good performance of combination movement for Router Nodes place-
ment problem in WMNs. In [13] they propose a grid-based ITAPs (called Gateways 
there) deployment method using a cross-layer throughput optimization, and prove that 
the achieved throughput using this method is a constant times of the optimal. 

From the literature review, we observe that local search algorithms with suitable 
heuristic move operators can produce acceptable results on instances that are too large 
for solutions by exact methods. In this paper, we propose a new two phase approach 
for solving the network optimization problem, in which the underlying framework 
iterates between the two phases.  The first phase focusses on improving the QoS that 
can be obtained from deploying a fixed number of ITAPs by moving individual 
ITAPs from one place to another. The second phase then attempts to reduce the num-
ber of ITAPs required, whilst still maintaining adequate QoS. To effectively support 
different goals of the two phases, a mix of operators is required. In our experimental 
work, we demonstrate the effectiveness of combining our new operators in suitable 
proportions. We compare hill climbing (HC) and simulated annealing (SA) as heuris-
tic drivers for two phase approach.   
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3 Network Model 

We use the ideal link model proposed in [3], and aim to minimize the number of re-
quired ITAPs, while satisfying users’ bandwidth requirements. Our algorithms are 
applied to place ITAPs in different locations, and the network flow algorithm of Ford-
Fulkerson [14] is then used to ensure that demand is satisfied for a specific WMN 
configuration. Before the application of Ford-Fulkerson, however, it is necessary to 
transform the WMN into an equivalent single source, single sink model. Once this has 
been done, the Ford-Fulkerson Algorithm can be used to compute the maximum flow 
capacity of the edges in the network flow, and hence whether not or a given WMN 
configuration is able to support the required user demand.   

In more detail, a set of houses H={h1,…hn} is given in the network, along with a 
set (I) of locations at which ITAPs can be installed. Each house has a traffic demand, 
wh, and we say a house is served if this traffic can be successfully transmitted to an 
active ITAP (possibly by a sequence of hops). Traffic from each house can be routed 
along multiple paths simultaneously, hence the problem can be modelled using max 
flow algorithms. We construct a graph with H∪I as nodes, with edges joining each 
pair that are within wireless range. The capacity of each edge, Cape, is the data rate 
that can be sustained on that link, and each node has a capacity Caph , or Caph  = 
Cape, which denotes their ability to process and forward data. Each ITAP also has a 
capacity limit, based on its connection to the Internet and its processing speed, where 
the Capi denotes the capacity of ITAP. To complete the graph, we add a source 
(joined by edges of capacity Cape to each house) and a sink (joined by edges of capac-
ity Cape to each ITAP).  

4 Integer Linear Program Formulation 

In this section, we describe the ideal link model of [3]; it is defined by the equations 
and inequalities listed below. For each edge e and house h, we have a variable xe,h to 
indicate the amount of flow from h to the ITAPs that is routed through e. For each 
ITAPὶ,, a variable yὶ  indicates the number of ITAPs opened at the location ὶ (more 
precisely, yὶ  is the number of ITAPs opened at locations in the equivalence class ὶ). 
As defined previously in the present paper, Cape, Caph , and Capi denote the capacity 
of the edge e, house h, and ITAPὶ, respectively; wh denotes the traffic demand gener-
ated from house h. 

The first constraint, equation (1) formulates the flow conservation constraint, 
namely, for every house except the house originating the flow, the total amount of 
flow entering the house is equal to the total amount of flow exiting it. The inequality, 
equation (2) formulates the constraint that each house has wh amount of flow to send, 
and the third constraint indicates that a house does not receive flow sent by itself. The 
next three inequalities of the integer program capture the capacity constraints on the 
edges, houses, and ITAPs. Equation (7) says that no house is allowed to send any 
traffic to an ITAP unless the ITAP is open. Notice that this inequality is redundant 
and follows from the ITAP capacity constraint and the assumption that ݕ௜	 is an  
integer.   
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Minimize ∑ ௜∊௫							௜ݕ  

Subject 											෌ ௘,௛ݔ		 =௘ୀ(௩,௛ᇱ) 	෌ ௘,௛௘ୀ(௛ᇲ,௩)ݔ 				∀ℎ, ℎᇱ ∊ ,ܪ ℎᇱ ≠ ℎ																						(1) 
 	෌ ௘,௛ݔ			 ≥ ∀ℎ																										ℎݓ ∊ ௘ୀ(௛,௩)																																									ܪ (2)   

 		෌ ௘,௛ݔ		 = 0௘ୀ(௩,௛) 																															∀ℎ ∊  (3)																																						ܪ
 ෌ ௘,௛ݔ	 	≤௛ ݁∀																															௘݌ܽܥ	 ∊  (4)																																		(ܩ)ܧ
 ෌ ௘,௛ᇱݔ	 ≤௛ᇲ,௘ୀ(௩,௛) ∀ℎ																௛݌ܽܥ	 ∊  (5)																																													ܪ
 ෌ ௘,௛ᇱݔ		 ≤௛ᇲ,௘ୀ(௩,௜) ݅∀																௜ݕ	௜݌ܽܥ	 ∊  (6)																																									ܫ
 ෌ ௘,௛ݔ		 ≤ ݅∀																								௜ݕ	ℎݓ ∊ ,ܫ ℎ ∊ ௘ୀ(௩,௜)																														ܪ (7) 
௘,௛ݔ  	≥ 0																																																			∀݁ ∊ ,(ܩ)ܧ ℎ ∊  (8)																				ܪ
௜ݕ  	 ∊ ሼ0,1,2, … ሽ																																									∀݅ ∊  																																															ܫ

To generate the maximum flow of edges, a graph (G) is constructed consisting of 
nodes and edges (X, Y) between them. Every house node is directly connected to the 
source node and every ITAP node is directly connected to the sink node. Let graph 
Gp be the sub-graph of G with the same capacities as G. 
House h node; 

• For each house h in graph G replace it with two nodes h_in and h_out and 
connect those nodes using directed edges. 

• Add edges between h_in and h_out nodes to graph Gp. 
• Source is connected directly to every (h_in) in the Graph. 

Edge (X, Y) in G; 

• Add edge (X , Y) to graph Gp. 
• Add some capacities to the edges.  

ITAPi in G; 

• For each ITAP in graph G replace it with two nodes ITAP_in and ITAP_out 
and connect those nodes using directed edges. 

• Add edges between ITAP_in and ITAP_out nodes to graph Gp. 
• Sink is connected to each ITAP. 
• The connection of edges for the graph Gp would be starting from the source 

node and go through h_in, h_out, ITAP_in and ITAP_out then to the sink 
node, to compute the maximum flow of the network, as shown below in fig-
ure 1. 
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• Reallocate; select i and j at random with i≠j and s[i]>0, and set 
s’[i] = s’[i] -1    
s’[j] = s’[j] +1    

• Delete; select j at random with s[j]>0, and set 
s’[j] = s[j] -1    

• Add; select j at random, and set 
s’[j] = s[j] +1  

5.1 Hill Climbing 

Hill climbing (HC) starts with a sub-optimal solution to a problem (that is, starting at 
the base of a hill) and then attempts to repeatedly improve the solution in small steps 
(neighbourhood moves) until some condition is maximized (the top of the hill is 
reached). HC Algorithm will simply accept neighbour solutions that are better than 
the current solution; when HC cannot find any better neighbours, it stops. HC usually 
does not find a global optimum; more likely, it gets stuck in a local optimum. 

5.2 Simulated Annealing 

Simulated Annealing (SA) is similar to HC, but a little more sophisticated. It has been 
used successfully in solving many combinatorial optimization problems, and is better 
at avoiding local optima than HC if it is well implemented.  SA was originally in-
spired by the slow cooling of metals to form crystalline structures of minimum en-
ergy, and Metropolis et al. (1953)[15] first introduced these principles into numerical 
minimization. Like HC, SA is launched with a starting configuration, s0, and then 
works through a large number of neighbourhood moves (s to s’) in an attempt to pro-
duce better solutions. Unlike HC, however, the acceptance criterion for s’ is less 
strict, allowing the algorithm to jump out of local optima. If the new solution, s’, is 
better than our old solution, s, it is accepted unconditionally. If, however, the new 
solution is worse, then it is accepted with a certain probability, related firstly to how 
much worse it is; and secondly, to how high the current “temperature” of our system 
is.  At high temperatures, the system is more likely to accept solutions that are worse. 
In practice, a simulated annealing implementation is typically constructed within two 
nested loops. In the outer loop, the temperature is reduced gradually, and within the 
inner loop many perturbations of s to s’ are tried.  At each step, s’ faces an accep-
tance test, based on ∆ = Cost(s’) – Cost(s). The new solution, s’, is accepted with a 
probability of 1, if Cost(s’) < Cost(s) (just like HC), and with a probability of e-∆/T 
otherwise, where T is the current temperature. In our system, we set the initial tem-
perature, T0 = 2. 

5.3 Implementation of HC and SA in the Ideal Link Model 

We evaluate the performance of HC and SA Algorithm using various levels of wire-
less range connectivity in the context of maximizing throughput and reducing the 
number of ITAPs. In Figure 2, we provide a framework that covers our HC and SA 
algorithms.  
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Algorithm 1. Framework for our Hill Climbing and Simulated Annealing Approaches  
_____________________________________________________________________
Our objective function is to maximize the throughput in Phase 1, and to minimize 
the number of ITAPs in Phase 2. 

Generate an initial solution s randomly 
{Set initial Temperature, T0 –SA only} 
{While T > Tmin  Do – SA only} 
 While number of iterations < max iterations Do 
  Generate a new solution s’ within the neighbourhood of s(s’ ∈	N(s)) 

  ∆⇽ (′ݏ)ݐݏ݋ܥ −  (ݏ)ݐݏ݋ܥ
  If acceptance criterion is passed (see text) for HC or SA, s ← s’ 
   
Phase 1: 
       For Each possible ITAP Location 
  Select one move randomly  
  Apply Swap OR Reallocate move to the ITAPs  
  Evaluate the amount the throughput 
       End for 
Phase 2:  
        For Each possible ITAP Location  
  Select one move randomly  
          Apply Swap OR Reallocate OR Delete OR Add move to the ITAPs  
          Evaluate the number of unsatisfied houses and number of ITAPs 
        End For 
             End While 
    {Reduce T – SA only} 
{End While – SA only} 

Return ݏ 
 

Fig. 2. General Pseudo Code Outline of our Heuristic Methods 

The cost function plays a key role in any optimization problem. It is through its 
calculation that one can measure the quality of any solution. Hence, its correct defini-
tion is essential for the behaviour of any search algorithm. Our aim is to minimize the  
required number of ITAPs, whilst still maintaining adequate QoS which maximize the 
number of houses served. To formulate this using a single cost function, we instead 
consider minimizing a weighted sum of the number of ITAPs and the unserved 
houses.  

(ݏ)ܧ  = ݓܨ ∗	∑௜∈௛	ܹℎ − ∑௜∈ூ	ܨ +  (9)																										S	௜∈௫∑	ݓܫ
In equation (9), variable E(s) which represents the cost function; Fw indicates the 
flow weight of the house (more precisely, Fw represents the flow cost of each house).  
Wh indicates the traffic demand generated from house h, and let F denote the amount 
of traffic routed to ITAPὶ  in this solution where ὶ ∈ multiset of ITAPs, we have a 
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variable Iw that indicate the weight of the ITAPs. For each ITAPὶ we have a variable 
S which represents the solution (number of ITAPs opened at locations i) S may be 
written: S = (s1, s2, ..., sn) for some variables si. 

6 Experimental Methodology and Results 

The initial temperature of the SA is (T0= 2) and then the temperature is gradually 
reduced using a cooling schedule. To test our approach effectively, we generated a 
wide range of instances for our experiments, based on a random uniform distribution 
of nodes. We varied the number of houses, the number of ITAPs, the number of ITAP 
locations and the grid size. For instances with the same number of houses, those 
houses are placed at the same locations for each instance.  Each experiment, runs five 
ranges three times and reports the average and best result with the runtime as shown 
in tables below. For experiments 1-10, only Phase 1 is applied, which attempts to 
maximize the throughput (traffic flow) by moving ITAPS from one place to another, 
without changing the number of ITAPs. The aim is to demonstrate the effectiveness 
of the two moves in improving the throughput for a range of instances with different 
characteristics (such as ITAP capacity and number of ITAP locations, etc.). For these 
experiments, only the swap and reallocate move are needed.  For experiments 11-14, 
we apply both phases of the HC and SA algorithms, using all four move operators. 
The main goal here is to minimize the number of ITAPs.  

6.1 Performance and Evaluation 

We illustrate the numerical results obtained to minimize the number of ITAPs using 
combinations of different move operators in the HC and SA algorithms. In tables 1– 
6. Table 1, shows a comparison of the individual move operators, such as Swap move 
and Reallocate move, and we can observe that the reallocate move outperforms the 
swap move but takes longer. Nevertheless, using swap move reduces the chance of 
being trapped in local optimum [16], hence both moves are used together to improve 
the throughput and running time, as shown in Table 2.  It can be observed from the 
results that there is improvement in the throughput when the number of ITAP  
locations and wireless range connectivity are increased. It is important to note that the 
throughput probability is determined by the WRC, distribution number of ITAP Loca-
tion and the network size, as shown in Table 2.  We find that HC works well in small 
and simple instances (in table 2, EXP. 1, 2, 8 and 9) but does not work as well as the 
SA on large instances (EXP. 3-7 and 10). The results for experiments 11 – 14 in Ta-
bles (3 – 6) show that less ITAPs are required to satisfy the demands using the first 
and second phases together. However, the cost function that we use for these experi-
ments shows that there is a trade-off between minimizing ITAPs and unsatisfied 
houses. Table 3 illustrates our evaluation of the combination of move operators with 
the SA algorithm as good and efficient in satisfying the houses demand with less 
ITAPs, which is near to the optimal solutions as shown in Figure 3 for experiment 12. 
Thus, the cost function in SA surpasses HC and yields excellent solutions by effective  
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combinations of different move operators, as shown in Tables (3 and 5). However, in 
Tables (4 and 6), using swap and reallocate move only demonstrates no improvement 
in minimizing the number of ITAPs. 
 

 

Fig. 3. Result of experiment 12 starting with different number of ITAPs (40, 50 and 60) 

Table 1. Throughput value for Reaallocate and Swap move individually 

EXP #House #ITAP #ITAP-
Location 

ITAP-
Cap 

Grid-Area WRC W-
Link

#Iterations Cost-Real 
HC(RT/sec) 

Cost-Swap 
HC(RT/sec) 

Cost-Real 
SA(RT/sec) 

Cost-Swap 
SA(RT/sec) 

1 100 10 10 10 100*100 25 5 500 100(7) 100(3) 100(69) 100(67) 

3 500 50 50 20 500*500 25 20 500 360(625) 348(615) 366(669) 365(663) 

5 500 50 50 20 500*500 25 15 1000 364(1289) 354(1265) 366(1356) 366(1345) 

8 500 50 100 20 500*500 30 15 500 495(1071) 494(1040) 495(1073) 495(1060) 

10 500 50 100 20 1000*1000 50 15 500 434(892) 430(866) 469(935) 461(922) 

Table 2. Throughput value and running time of  Experiments 1- 10 

EXP #House #ITAP #ITAP-
Location 

ITAP-
Cap 

Grid-Area WRC W-
Link 

#Iterations Cost 
HC(RT/sec) 

Cost 
SA(RT/sec) 

1 100 10 10 10 100*100 25 5 500 100(6) 100(66) 

2 500 50 10 10 100*100 25 5 1000 500(173) 500(3623) 

3 500 50 50 20 500*500 25 20 500 360(623) 366(665) 

4 500 50 70 20 500*500 25 15 500 395(762) 402(797) 

5 500 50 50 20 500*500 25 15 1000 362(1267) 366(1332) 

6 500 50 100 20 500*500 25 20 500 431(862) 466(935) 

7 500 50 100 20 500*500 25 15 1000 440(1712) 467(1852) 

8 500 50 100 20 500*500 30 15 500 495(1027) 495(1045) 

9 500 50 50 20 500*500 35 15 500 500(1000) 500(1029) 

10 500 50 100 20 1000*1000 50 15 500 432(841) 463(889) 
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Table 3. Cost function of Experiment (11-14) using all move operators with different number 
of ITAPs in SA Algorithm. 

EXP #House #ITAP-
Location 

ITAP-
Cap 

Grid-
Area 

WRC W-
Link

#Iterations Cost-
min(Avg) 

RT/sec Satisfied 
House 

#ITAP 
End(start) 

11 500 10 10 100*100 25 5 500 500(500) 1759 500 50(50) 
12 500 100 20 500*500 30 15 1000 415(425) 2152 495 26(50) 

13 500 50 20 500*500 35 15 3000 250(250 6099 500 25(50) 
14 1000 100 20 500*500 35 15 1000 500(500) 9006 1000 50(50) 

11 500 10 10 100*100 25 5 500 500(500) 1755 500 50(40) 
12 500 100 20 500*500 30 15 1000 415(423) 2161 495 26(40) 

13 500 50 20 500*500 35 15 3000 250(250) 6167 500 25(40) 
14 1000 100 20 500*500 35 15 1000 500(500) 9080 1000 50(40) 

11 500 10 10 100*100 25 5 500 500(500) 1697 500 50(60) 
12 500 50 20 500*500 30 15 1000 425(441) 2131 495 27(60) 

13 500 50 20 500*500 35 15 3000 250(250) 5962 500 25(60) 

14 1000 100 20 500*500 35 15 1000 500(500) 8569 1000 50(60) 

Table 4. Cost function of Experiment (11-14) using Swap & Reallocate move operators only in 
SA Algorithm. 

EXP #House #ITAP-
Location 

ITAP-
Cap 

Grid-
Area 

WRC W-
Link

#Iterations Cost-
min(Avg) 

RT/sec Satisfied-
House 

#ITAP 
End(start) 

11 500 10 10 100*100 25 5 500 500(500) 1811 500 50(50) 
12 500 100 20 500*500 30 15 1000 748(1039) 1391 492 50(50) 
13 500 50 20 500*500 35 15 3000 500(500) 6168 500 50(50) 
14 1000 100 20 500*500 35 15 1000 500(500) 6203 1000 50(50) 

Table 5. Cost function of Experiment (11-14) using all move operators with different number 
of ITAPs in HC Algorithm. 

EXP #House #ITAP-
Location 

ITAP-
Cap 

Grid-
Area 

WRC W-
Link

#Iterations Cost-
min(Avg) 

RT/sec Satisfied-
House 

#ITAP 
End(start) 

11 500 10 10 100*100 25 5 500 500(500) 175 500 50(50) 
12 500 100 20 500*500 30 15 1000 635(667) 1545 495 48(50) 
13 500 50 20 500*500 35 15 3000 470(496) 741 500 47(50) 
14 1000 100 20 500*500 35 15 1000 500(500) 2152 1000 50(50) 
11 500 10 10 100*100 25 5 500 3200(3380) 153 410 41(40) 
12 500 100 20 500*500 30 15 1000 545(733) 1421 495 39(40) 
13 500 50 20 500*500 35 15 3000 370(396) 2747 500 37(40) 
14 1000 100 20 500*500 35 15 1000 5380(6234) 3723 840 42(40) 
11 500 10 10 100*100 25 5 500 590(596) 237 500 59(60) 
12 500 50 20 500*500 30 15 1000 735(755) 1555 495 58(60) 
13 500 50 20 500*500 35 15 3000 580(594) 1050 500 58(60) 
14 1000 100 20 500*500 35 15 1000 600(600) 5320 1000 60(60) 

Table 6. Cost function of Experiment (11-14) using Swap & Reallocate move operators only in 
HC Algorithm. 

EXP #House #ITAP-
Location 

ITAP-
Cap 

Grid-
Area 

WRC W-
Link

#Iterations Cost-
min(Avg) 

RT/sec Satisfied-
House 

#ITAP 
End(start) 

11 500 10 10 100*100 25 5 500 500(500) 291 500 50(50) 
12 500 100 20 500*500 30 15 1000 655(661) 2050 495 50(50) 
13 500 50 20 500*500 35 15 3000 500(500) 2644 500 50(50) 
14 1000 100 20 500*500 35 15 1000 500(500) 8518 1000 50(50) 
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7 Conclusion 

This paper has presented a new two phase approach for solving the network optimiza-
tion problem, and new heuristic move operators. We have demonstrated that the ap-
proach is highly successful for optimizing ITAP placements in WMNs. We verify 
from our result that our reallocate move always showed a better performance than the 
swap move, but it is slower.  Our results show that our SA produces better results 
than our HC, but it takes slightly longer to run. Therefore, our implementations of SA 
algorithms produce near optimum solutions. The experimental evaluation shows the 
efficiency of a combination of all four move operators and it provides a better solution 
for the placement of ITAPs in WMNs. We will next look into bandwidth allocation 
for the house demand in order to achieve a good trade-off between fairness and 
throughput. 

These abbreviations are used in the above tables; 
EXP= Experiment 
ITAP-Cap= ITAP Capacity/ Mbps 
WRC= Wireless Range Connectivity/ M 
W-Link= Wireless Link‘s Capacity/ Mbps  
Cost= Cost Function            
RT= Running Time/ Seconds 
Real= Reallocate Move 
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Abstract. In this paper service differentiation is provided through user-centric 
distributed non-cooperative multilateral bargaining for resource allocation in 
the uplink of multi-service SC-FDMA wireless network. Initially, a well-
designed utility function is formulated to appropriately represent users’ diverse 
QoS prerequisites with respect to their requested service. The subcarriers 
allocation problem is solved based on a multilateral bargaining model, where 
users are able to select different discount factors to enter the bargaining game, 
thus better expressing their different needs in system resources. The subcarriers 
mapping is realized based on the localized SC-FDMA method where the 
subcarriers are sequentially allocated to the users. Given the subcarriers 
assignment, an optimization problem with respect to users’ uplink transmission 
power is formulated and solved, in order to determine the optimal power 
allocation per subcarrier assigned to each user. Finally, the performance of the 
proposed framework is evaluated via modeling and simulation and extensive 
numerical results are presented. 

Keywords: Resource allocation, SC-FDMA, Service differentiation, Utility 
function, Multilateral bargaining, User-centric approach. 

1 Introduction 

Single carrier frequency division multiple access (SC-FDMA), which utilizes single 
carrier modulation and frequency domain equalization, is the primary multiple access 
scheme for the uplink of the 4G wireless communication systems, where the total 
bandwidth is divided into orthogonal subcarriers in order to be allocated to multiple 
users [1]. In this paper, we adopt the localized subcarrier mapping method, i.e. L-
FDMA, where the subcarriers are allocated to a user in a consecutive manner. 

Considerable research efforts have been devoted to the resource allocation problem 
in the uplink of SC-FDMA wireless networks. Among the key elements that need to 
be considered and controlled in such environments are users’ occupied subcarriers 
and their corresponding uplink transmission power. Given the inherent difficulty to 
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jointly allocate a continuous resource, i.e. user’s uplink transmission power and a 
discrete resource, i.e. user’s occupied subcarriers, there have been proposed various 
heuristic subcarrier allocation methods, while equal-bit-equal-power (EBEP) 
allocation or the water-filling method have been primarily adopted to allocate users’ 
uplink transmission power [1]. Aiming at considering users’ specific Quality of 
Service (QoS) prerequisites, the authors in [2] present two heuristic subcarriers 
allocation algorithms, i.e. Low Complexity Delay Algorithm (LC-DA) and 
Proportional Fairness Delay Algorithm (PF-DA), considering delay and fairness 
constraints, respectively. LC-DA algorithm assigns each subcarrier to a user, if the 
constraints of maximum delay and minimum throughput are satisfied for all users, 
while considering the adjacency restriction for each users’ allocated subcarriers. On 
the other hand, PF-DA algorithm adopts the proportion between the current 
throughput to the total throughput, instead of using the marginal utility, as in LC-DA 
algorithm, and it does not assign the subcarriers in order, but it gives higher priority to 
the users with the most critical delay requirement. In [3], the authors target at the 
maximization of users’ sum-rate, where each user has a personal minimum rate 
constraint, which is imposed by his requested service. Specifically, they allocate the 
subcarriers to the users based on the maximum marginal weighted rate, while 
satisfying the adjacency restriction of the subcarriers and exploiting a linear estimate 
of the average number of subcarriers allocated to each user. In [4], an enhanced 
greedy subcarrier allocation algorithm is proposed, which in the first step allows N 
users with the higher priority to select first their initial subcarriers and then all users 
compete for the rest subcarriers, which are allocated based on the maximum marginal 
proportional fairness value. All the above subcarrier allocation algorithms adopt 
EBEP allocation with respect to power, i.e. user’s uplink maximum transmission 
power is equally distributed among user’s occupied subcarriers [5]. 

1.1 Paper Contribution and Outline 

In this paper, we propose a user-centric distributed non-cooperative subcarriers and 
users’ uplink transmission power allocation, while supporting service differentiation. 
Towards allocating the subcarriers to the users, we adopt a multilateral bargaining 
model, i.e. Rubinstein’s bargaining model, to obtain a feasible and stable subcarriers 
allocation, in terms of the number of subcarriers allocated per user [6]. The use of 
multilateral model of bargaining has been demonstrated as an efficient approach for 
energy-efficiency subcarrier allocation in SC-FDMA wireless networks supporting 
single service. The main novelty of this paper and key difference with respect to our 
previous work [7], is that users are allowed to select a preferable value of the discount 
factor to compete the rest of the users during the bargaining process, while in [7] all 
users were assumed to utilize the same factor, a fact that was not allowing the 
provisioning of service differentiation. The specific value of the discount factor 
reflects users’ necessity to occupy subcarriers considering their requested service, 
possibly taking into account the differences in QoS prerequisites. Within the 
multilateral bargaining process, the game is sequentially played among users. Users 
that enter first the bargaining process are a priori favored compared to the rest of the 
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users. Additionally, a user that adopts high value of the discount factor has also 
privilege compared to the rest of the users. Therefore, based on users’ requested 
service appropriate value of the discount factor can be selected, so as to competitively 
request system’s resources.   

Initially, each user adopts a general and realistic utility function, which represents 
user’s service QoS-aware performance efficiency as a tradeoff between the number of 
user’s reliably transmitted bits and the corresponding consumed power (Section 2.1). 
The joint subcarriers and user’s uplink transmission power allocation problem is 
formulated as a user-centric distributed non-cooperative optimization problem aiming 
at maximizing each user’s overall utility (Section 2.2). The N-person multilateral 
bargaining model with various values of users’ discount factors is proposed towards 
allocating the subcarriers to the users while considering the specific QoS 
characteristics of users’ requested services (Section 3). Given the subcarriers 
allocation, a power control optimization problem is formulated and solved. Thus, 
user’s optimal uplink transmission power per each occupied subcarrier is determined, 
instead of simply adopting the EBEP allocation or the waterfilling method to allocate 
users’ uplink transmission power (Section 4). An iterative, distributed and low-
complexity algorithm is proposed to converge to a stable subcarriers and uplink 
transmission power allocation (Section 5). Finally, the performance of the proposed 
approach is evaluated in detail and its operational characteristics are illustrated 
through analytical numerical results (Section 6), while Section 7 concludes the paper. 

2 System Model and Background Information  

The uplink of a single-cell SC-FDMA infrastructure wireless network, consisting of N 
continuously backlogged users is considered, where N  denotes their corresponding 
set. The system bandwidth B Hz is divided into a set 

j
sub ii{ s / i {1,2,...,i,...,N }, j 1,2,...,K }= ∈ = = N , where iK denotes the number of 

subcarriers occupied by user i and { }j
i iis / j 1,2,...,K= =  refers to the 

corresponding set. Each user i ∈N  is characterized by a subcarrier gain j
ii ,sG , an 

uplink transmission power j
ii ,sP for that subcarrier, its maximum value Max

iP , which is 

imposed by the physical and technical limitations, and a corresponding signal-to-

interference ratio (SIR) j
ii ,sγ , which is given by:  
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2.1 Utility Function and Multiple Services  

This paper aims at devising a user-centric and distributed joint subcarriers and users’ 
uplink transmission power allocation in SC-FDMA wireless networks, via utilizing an 
N-person multilateral bargaining model with different users’ adopted discount factors. 
Before presenting the formulation of the actual Multi-Service User-centric Distributed 
non-cooperative BArgaining model for Resource allocation problem (MUD-BAR 
problem) in Section 2.2, for completeness purposes in the following we present user’s 
adopted utility function, as well as the corresponding QoS requirements imposed by 
the different type of services. 

Initially, aiming at aligning users’ diverse and multiple QoS prerequisites under a 
common optimization framework, the concept of a well-designed utility function has 
been adopted, which represents users’ satisfaction related to the allocated resources, 
i.e. subcarriers and uplink transmission power and correspondingly their QoS 
demands fulfillment. In wireless networks, a user ideally would prefer to transmit 
with low uplink transmission power j

ii ,sP  and achieve high throughput. Therefore, 

user’s satisfaction at each of his occupied subcarrier j
i subis ∈ ⊆   can be expressed 

by the following utility function. 

( )j
i

j j
i i

j
i

service i ,s

i ,s i ,s
i ,s

R f
U ( P )

P

γ
=           (2) 

where serviceR  is user’s fixed designed transmission rate, depending on user’s 

requested service and ( )j
ii ,sf γ is his efficiency function representing the probability 

of a successful packet transmission for user i at subcarrier j
is . The efficiency function 

is an increasing and sigmoidal function of his SIR j
ii ,sγ  [7]. 

In next generation wireless networks, new applications and services, such as 
pervasive 3D multimedia, HDTV, VoIP, gaming, e-health, etc are emerging, where 
each type of service imposes different QoS prerequisites. In this context, mobile users 
are expected to have different targeted throughput, thus requesting different amount 
of resources. Service differentiation can be achieved via assigning different numbers 
of subcarriers to different users, according to their demands and requirement. In a 
holistic and uniform way, users’ various demands on system resources are captured 
and expressed in their overall utility function, which can be expressed as:  

j
ii,sP

i

1 j jKii i i
i

K

i ii ,s i ,s i ,si ,s
j 1

U ( P ,...,P ,K ) U ( P )
=

⎡ ⎤= =⎢ ⎥⎣ ⎦ ∑             (3) 

for user i ∈N , where iK  denotes the number of subcarriers allocated to user i. 
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2.2 Multi-service User-Centric Distributed Non-cooperative BArgaining 
Model for Resource Allocation (MUD-BAR) Problem Formulation 

Let { } ( ){ }, , , ,i i i iG U K⎡ ⎤= ⎢ ⎥⎣ ⎦
j
ii,sPN P  denote the MUD-BAR optimization problem in 

SC-FDMA wireless networks. The goal of each user is to maximize his utility via 
selecting an appropriate number of subcarriers iK  and a corresponding strategy of 

uplink transmission power j
ii ,sP  for each of his occupied subcarriers j

i subis ∈ ⊆  . 

Therefore, the joint subcarriers and uplink transmission power allocation problem can 
be formulated as a maximization problem of each user’s i, i ∈N  overall utility 
function.  

j
ii,sP

   

i

1 j jKii i i
j i ii ,si

i

i

j
i

K

i ii ,s i ,s i ,si ,sP
j 1

0 K S

K N
Max

i ii ,s
j 1 i 1

max U ( P ,...,P ,K ) U ( P )

s.t. P P ,i S K

∈ =
≤

= =

⎡ ⎤= =⎢ ⎥⎣ ⎦

≤ ∈ =

∑

∑ ∑

≺

P

N ,  

         (4) 

where Max
i i[0,P ]=P  denotes the set of user’s i ∈N feasible uplink transmission 

power, which is a compact and convex set with maximum and minimum constraints. 
As it is analytically discussed in [8] solving a standard form of the optimization 

problem (4) is extremely complex due to the following reasons: (i) the extremely 
large search space that is created by the N users and the S subcarriers, which should 
be adjacently allocated to each user the localized subcarrier mapping method, i.e. L-
FDMA is adopted, and ii) the objective function in (4) is formulated as a complex 
form dependent on a discrete (i.e. subcarriers) and a continuous (i.e. uplink 
transmission power) resource, while an additional power constraint for each user, i.e. 

Max
i i[0,P ]=P  should be considered. Thus, the straightforward solution of the 

optimization problem presented in (4) is clearly not practical and we need a different 
approach of treating this problem. Our proposed methodology involves reformulating 
the problem and solving it in a two-step approach. In the first step, the multilateral 
bargaining model is adopted towards determining subcarriers allocation. Each user is 
able to select a different value of the discount factor to enter the bargaining process, 
thus representing his priority and necessity to occupy a corresponding number of 
subcarriers considering his requested type of service. Then, in the second step, given 
the subcarriers allocation, an optimal power assignment to the allocated subcarriers is 
realized towards achieving energy-efficiency. 

3 Multilateral Bargaining Model with Different Discount 
Factors towards Subcarriers Allocation  

In SC-FDMA multi-service wireless networks, each user makes a resource request, in 
terms of number of subcarriers and uplink transmission power. In typical centralized 
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systems, the base station is used to process users’ requests, determine how many 
subcarriers should be allocated to each user, as well as his corresponding uplink 
transmission power and broadcast this allocation to the users. However, this approach 
causes an overall delay to the resource allocation process. To eliminate typical 
problems associated with the centralized nature of such an approach in this paper a 
user-centric distributed non-cooperative subcarriers allocation algorithm is designed 
instead, in order to complete the subcarriers assignment to the users in a distributed 
manner. The solution to this problem may be found from the Rubinstein bargaining 
game [6], where users adopt different values of the discount factor to express their 
different needs of system resources with respect to their requested service. Next, a 
subcarriers allocation scheme based on game theory is presented. First, the three-
player version of the subcarriers allocation game is given. Then, the subcarriers 
allocation scheme is extended to N players/users. 

The three-user sequential subcarriers allocation game belongs to the general category 
of bargaining games [9], where all the users must agree on how to share the total 
number of subcarriers. The fundamental concept of this game is that users must either 
accept the offer made by the other user, considering how the available subcarriers 
should be allocated, or reject it by making a counter offer in turns. An acceptance of an 
offer by all users ends the game, whereas a rejection by at least one user continues it. In 
[7], it has been shown shown that if the three users are discounted by a common factor 
δ, then the partitioning of the total number of subcarriers is given as: 

( ) ( )2

3 3 3

1 11
, ,

1 1 1
S S S

δ δ δ δδ
δ δ δ

⎛ ⎞⎡ ⎤− −⎡ ⎤−⎡ ⎤= ⎜ ⎟⎢ ⎥⎢ ⎥⎢ ⎥⎜ ⎟− − −⎣ ⎦ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠

*

K          (5) 

where [ ]i  is the round process. 

In the following, let δ1, δ2, δ3 denote the three users’ different discount factors. For 
each user {1,2,3}i =  we define the bargaining operator iΔ , as follows: 1iiδ = , 

jj jδ δ= , 1ij jδ δ= − , 0othersδ = , where i: row and j: column. Thus, we have: 

2 3 1 1

1 2 2 1 3 3 2

3 13

1 1 1 0 0 0 0
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0 0 1-0 0

                                             

                                            

                                 

δ δ δ δ
δ δ δ δ

δ δδ
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⎢ ⎥
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Then, the overall bargaining operator 1 2 3Δ = Δ Δ Δ  of the trilateral game is calculated 

by: 
3

1
i

i=
Δ = Π Δ . The characteristic polynomial for Δ is determined as: 

( ) ( )detc Iλ λ= − Δ  and its first order derivative 
( )

max 1

c

λ

λ
λ

=

∂
∂

 is evaluated at max 1λ =  

(Perron – Frobenius theorem [10]). The overall bargaining operator Δ is partitioned 

accordingly, ( ) 11 12

3 3
21 22

   

   ijδ
×

Δ Δ⎡ ⎤
Δ = = ⎢ ⎥Δ Δ⎣ ⎦

, where Δ11 is a scalar and Δ22 is a square 

matrix of size (3-1). We define the share function ( ) ( )2 3 22, detsf Iδ δ ≡ − Δ , which is 
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independent of first user’s discount factor 1δ  and we conclude to the unique efficient 

bargaining outcome * * *
1 2 3, ,*K K K K⎡ ⎤= ⎣ ⎦ , which is given by: 

( )
( )

max

1
*

1

i
i i i

i

sf
K S

c

λ

δ δ
λ

λ

−
≠

=

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥∂⎢ ⎥
⎢ ⎥∂⎣ ⎦

    (6) 

and more specifically it can be written as: 
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The N-users subcarriers allocation game is a generalization of the three-users case 
which was analytically presented above, with N users arranged in a fixed order, say 1, 
2, 3,…,N. The N-users subcarriers allocation based on multilateral bargaining model 
concludes to a partitioning of the total number of subcarriers, where the subcarriers’ 
partition for each user i ∈N  is given by (6) via utilizing subscripts’ rotation in the 
equation (6) for i=1, 2, 3, …, N. Furthermore given the number of subcarriers that are 
occupied by each user, the users are assigned only sequential subcarriers to transmit, 
i.e. L-FDMA. That is, user 1 is sequentially assigned the first *

1K subcarriers, user 2 is 

assigned sequentially the next set of *
2K subcarriers, etc. 

4 Power Allocation towards Energy-Efficiency 

Given the subcarriers allocation that is already performed in the previous section, 
each user has determined the number and IDs of his occupied subcarriers. Therefore, 
the goal of this section is to determine an optimal uplink transmission power 
allocation per each user’s occupied subcarrier. Thus, we formulate a pure power 
control optimization problem considering each user’s utility per each of his allocated 
subcarriers. 

   

j j
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In [7], it has already been proven that the power control optimization problem 
presented in (7) has a unique and stable solution in users’ uplink transmission powers, 
which is given by 

,
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i
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∑    (8) 

Based on the above, a more efficient users’ uplink transmission power allocation is 
achieved compared to the EBEP allocation or the waterfilling method, which a priori 
allocate users’ maximum uplink transmission power [1]. 

5 MUD-BAR Algorithm 

In this section, we present an iterative distributed and low-complexity algorithm, 
towards determining users’ subcarriers and uplink transmission power allocation. The 
first part allocates and assigns the subcarriers to all users, and the second part, given 
the subcarriers allocation and mapping, determines the optimal users’ power 
allocation. 

MUD-BAR Algorithm 

Step 1: Subcarriers Allocation 

At the beginning of time slot t, the subcarriers allocation ( )* * * *
1 2, ,..., ,...,*K i NK K K K=  

is determined via equation (6), based on the proposed multilateral bargaining model, 
where users adopt different values of discount factors, i.e. 1 2, ,...,δ δ δΝ , based on the 
QoS prerequisites that their requested service imposes. 

Step 2: L-FDMA Subcarriers Mapping 

Given the subcarriers allocation in Step 1, users occupy sequential subcarriers. Thus, 
the user with number ID 1 occupies and transmits to the first *

1K  subcarriers, the user 

with number ID 2 occupies the following *
2K  subcarriers and so on till all users are 

exhausted. 

Step 3: Optimal Uplink Transmission Power Allocation  

Given the subcarriers allocation and the assignment to the users, each user i, i ∈N  
computes his uplink transmission power based on equation (8) for each of his 
assigned subcarrier *j

iis ∈ . Set k=0. 

Step 4: Set k:=k+1, delete the subcarrier s in the set of user’s i available subcarriers, 

i.e. { }*( 1) *( )k k j
i i iK K s+ = − , renew user’s i maximum transmission power, i.e. 

( 1) ( ) *
, j

i

Max k Max k
i i i sP P P+ = − , and if ( 1) 0Max k

iP + ≠  or *
i ≠ ∅  go to step 3, otherwise stop.  
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It should be noted that MUD-BAR algorithm refers to closed forms to determine 
subcarriers and uplink transmission power allocation, thus its complexity is low. 

6 Numerical Results 

In this section, we provide some numerical results illustrating the operations and 
features of the proposed framework and the MUD-BAR algorithm. We assume that 
the total bandwidth B is divided into S=256 subcarriers and N=30 users reside within 
the cell. We assume two different types of service, i.e. type I and type II, where type I 
service is more demanding in terms of achievable throughput. Users are able to adopt 
different values of discount factor ( ]0,1iδ ∈  based on the type of service that they 

request and are placed in equal distance from the base station (i.e. di=450m) in order 
to have a common basis of comparison among them. We model users’ path gains as 

, ,j j
i i

a
ii s i s

G d= Λ , where di is the distance of user i from the base station, a is the 

distance loss exponent, and 
, j

ii s
Λ  is a log-normal distributed random variable with 

standard deviation 8dB, which represents the multi-path fading effect. Moreover, we 
set users’ maximum uplink transmission power to 2 Max

iP Watts= and j
i

2 15
s 5 10σ −= ⋅ . 

Users’ efficiency function is given by: ( ) ( )( ), ,
1 expj j

i i

M

i s i s
f γ γ= − − , where M=80. 

Fig. 1 illustrates the number of subcarriers allocated to each of the N=30 users 
residing in the cell under three different scenarios: (i) common discount factor 
(δ=0.9), (ii) different discount factors among users based on the type of service that 
they request: (a) δI=0.85, δII=0.95 and (b) δI=0.89, δII=0.99. Considering the first 
scenario, we observe that the first users inserted in the bargaining rounds are favored 
compared to the rest and a larger portion of the subcarriers is allocated to them. Thus, 
aiming at a fair allocation among the users, a discount factor δ close to one is a more 
appropriate choice. However, considering the two other scenarios, we observe that 
users’ QoS prerequisites and their need to occupy a corresponding number of 
subcarriers based on the type of service that they request can be mapped to an 
appropriate selection of discount factor’s value. More specifically, by observing the 
(ii-a) scenario, we conclude that the first 15 users are favored in terms of number of 
subcarriers due to the fact that they enter early the bargaining process, even if they 
have selected lower discount factor compared to the latter 15 users. On the other 
hand, the scenario (ii-b) clearly shows that users’ privilege in occupying more 
subcarriers due to their early insertion to the bargaining process can be limited if they 
select a lower value of discount factor compared to the rest of the users. Thus, we 
conclude that the order of user’s entry in the bargaining process, as well as the value 
of the discount factor, strongly affect the number of subcarriers that are allocated to 
each user. Therefore, the results demonstrated that a user who requests a demanding 
service in terms of throughput, e.g. type I service should enter early the bargaining 
process and adopt a high value of discount factor. 
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Fig. 2 and Fig. 3 illustrate the number of subcarriers and users’ total uplink 
transmission power at the stable point of MUD-BAR algorithm, where each user 
adopts a different value for the discount factor, i.e. δi+1= δi+0.007, δ1=0.777. The 
results reveal that the first users inserted in the bargaining process occupy a large 
number of subcarriers, even if they have low discount factor. Moreover, the latter 
users are also being allocated a large portion of subcarriers, due to the high value of 
their discount factor. Also, users’ uplink transmission power follows the same trend 
as subcarriers allocation, due to the fact that the users who occupied more subcarriers, 
they transmit with corresponding higher total uplink transmission power. 
Furthermore, none of the users exhausts his maximum uplink transmission power, 
thus the proposed power allocation is more energy-efficient compared to the EBEP 
allocation and the waterfilling method, which allocate users’ maximum power to their 
occupied subcarriers.  

 

Fig. 1. Subcarriers allocation under 3 different scenarios: i) common δ=0.9, ii-a) δI=0.85, 
δII=0.95 and ii-b) δI=0.89, δII=0.99. 

 

Fig. 2. Subcarriers allocation for increasing discount factor: δi+1= δi+0.007, δ1=0.777. 
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Fig. 3. Users’ total uplink transmission power allocation for increasing discount factor: δi+1= 
δi+0.007, δ1=0.777. 

 

Fig. 4. Subcarriers allocation for increasing discount factor: δi+1= δi+0.007, δ1=0.700. 

 

Fig. 5. Subcarriers allocation for smaller range of increasing discount factor: δi+1= δi+0.003, 
δ1=0.893. 

Therefore, we conclude that users who request demanding services can either enter 
early the bargaining process or alternatively select a high value of discount factor δ.  

Fig. 4 illustrates subcarriers allocation to each of the N=30 users, while the initial 
value of the discount factor for the first user entered the bargaining process is set to 
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δ1=0.700 and we keep the same step for the discount factors of the rest of the users, i.e. 
δstep=0.007. The results reveal that the latter users that entered the bargaining process 
do not have enough competitive value of their discount factor and they are also 
unfavored in terms of their order in the bargaining process, thus they obtain less 
subcarriers compared to the first users. This scenario could be applied in the case of 
the first users request a demanding service. 

Finally, Fig. 5 presents subcarriers allocation to the users, while considering a 
smaller range of users’ discount factors (δ1=0.893 and δstep=0.003). Based on the results, 
we observe that we obtain a more fair and balanced subcarriers allocation among 
users. 

7 Concluding Remarks 

In this paper, we introduced a user-centric distributed non-cooperative multilateral 
bargaining model for resource allocation in order to support service differentiation in 
multi-service wireless networks. The main novelty of the proposed framework is that 
the mobile users are able to select different discount factors to enter the multilateral 
bargaining process, thus better representing their needs in occupying system 
resources. Following this initial subcarrier allocation, an optimal users’ uplink 
transmission power allocation is proposed per each user’s allocated subcarrier 
towards achieving an energy-efficient resource allocation. The proposed power 
allocation does not exhaust users’ maximum uplink transmission power, compared to 
equal-bit-equal-power (EBEP) allocation and the waterfilling method, which have 
been widely utilized in the recent literature. 

Based on the promising results of the proposed approach, part of our current and 
future work is to extend and apply the proposed framework in multi-service and 
multi-tier wireless networks, e.g. two-tier femtocell networks. In addition the 
proposed model can be examined in the context of the 5G wireless networks – 
specifically in M2M and D2D communication networks – where cellular users and 
machines / devices will be able to adopt different values of the discount factor, so as 
to express their priority in occupying a corresponding portion of resources. 
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Abstract. In this paper, we present a real indoor application for im-
proved ”Cluster Tree” network using Zigbee sensor nodes integrated with
”Arduino” microcontrollers where the main goal is to study the efficiency
of our improved clustering topology based on Minimum Spanning Tree
(MST) construction under real conditions. Our system is based on many
sensor nodes deployed all over a building to monitor temperature and
humidity and detect any brutal temperature increase. These nodes are
based on simple , cheap and easily programmed equipment. while several
simulations using NS-2 and other simulators has been conducted in many
other works to study the efficiency of a network based on MST, our ap-
plication tests this topology in real conditions to ensure it effectiveness
in a Zigbee network. Our developed system provides an easy interface
for programming and displaying results. All sensed data is sent to the
coordinator which forwards it to the user’s pc to be viewed by the user.
This paper also presents some performances of this discussed topology
obtained by real conditions tests.

Keywords: Minimum Spanning Tree, Zigbee, Arduino, Hardware ar-
chitecture, Temperature-Humidity sensing.

1 Introduction

Nowadays, we assist to great emergence of wireless sensor networks. This type
of networks are applied in many fields such industrial and personal like home
automation. These networks are self-organizing and consist of a large number
of autonomous sensor nodes with low resources that transmit sensed data to
the sink or base station [1]. Most of these networks intend to optimize the use
of limited energy contained in each node, as well as other tasks like collection,
routing and data aggregation to obtain high performances. Among the most
emerging application fields for wireless sensor networks we find the indoor sensor
networks. In fact, we focus in this work especially on improving the performances
of this type of networks aimed for home automation and industrial monitoring
by testing a a topology that has demonstrated its effectiveness in simulation in

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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DOI: 10.1007/978-3-319-25067-0_5
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real indoor conditions. For this type of applications, many previous works have
demonstrated that conventional wireless standards such as Bluetooth or WLAN
[2,3] are not suitable to be used in this type of networks. The first standard
taking into consideration the new constraints of the indoor sensor networks, is
the 802.15.4 standard. Other reason why we selected ZigBee is because it has
been shown that ZigBee network noise is the least compared with other wireless
networks in term of SNR [4,5] us referred in figure 1. In fact, in an indoor
environment, noise has a strong presence especially in industrial buildings where
machines cause high levels of it.

Fig. 1. 802.15.4 performance based on SNR.

Several works has been conducted in improving routing,topology control and
data aggregation using simulation tools such as ns-2 [6,7], aimed to improve
the efficiency of sensor networks. However in this paper, we focus more on the
hardware aspect by presenting a real architecture of the network which allowed
us to obtain satisfying results on two aspects: Energy saving and Reliability of
data processing. In fact a combination between a Zigbee sensor node and the
Arduino platform has allowed a very good reliability of the network as shown
in the experimental results. This paper is organized us follows, we first present
some concepts in a preliminary notes chapter, then we continue with the second
chapter where we present our hardware architecture and system overview. In
the third chapter we talk about network organization and communication before
presenting in the last chapter our experimental results. At the end of paper we
conclude and present our perspectives for future works.

2 Preliminary Notes

2.1 Arduino Open Source

The Arduino platform consists on an open source hardware and software. It is
an open-source physical computing platform based on a simple microcontroller
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board, and a development environment for writing software for the board [8].
Arduino module is a printed board, generally built around an Atmel AVR mi-
crocontroller and additional components that facilitate programming and inter-
facing with other circuits. Each module has at least one linear regulator 5 V and
a 16 MHz crystal oscillator. Some of the reason for which we choose the Arduino
platform is that Arduino boards are relatively inexpensive compared to other
microcontroller platforms and the programming environment is easy-to-use. For
our sensor nodes, we used ”Arduino Due” microcontroller board based on the
Atmel SAM3X8E ARM Cortex-M3. It is the first Arduino board based on a 32-
bit ARM core microcontroller. It has 54 digital input/output, 12 analog inputs,
4 UARTs, a 84 MHz clock, an USB OTG capable connection, 2 DAC, 2 TWI,
an SPI header, a JTAG header, a reset button and erase buttons.

2.2 Minimum Spanning Tree

A minimum spanning tree (MST) of an undirected graph is a graph that spans
all the nodes as vertices and contains no cycles [9]. In application for the sensor
networks, several algorithms for routing and topology control based on MST
have been developed. This algorithms use few methods that allow the construc-
tion of MST based topology as ”Relax” algorithm, ”Adjust weight” algorithm,
”Adjust tree” algorithm, ”STP tree based” algorithm and others. In general,
spanning tree algorithms have shown to be energy efficient for different extreme
sensor network conditions. For our network, we used an improved ”Adjust Tree”
algorithm for MST topology building for our network. This algorithm calculates
the cost between two relations and continues until all the possible pairs have
calculated there costs. It sorts all edges in the increasing order, and considers all
these edges for inclusion in the tree. It initially has all vertices but no edges. An
edge is included into the tree if and only if its addition does not create a cycle
in the already constructed tree.

2.3 Temperature and Humidity Sensing

In many indoor systems, especially in industrial field, the temperature-humidity
control is crucial. In fact, it is essential in the industry to control those param-
eters to ensure the safety of equipment and staff. This type of sensors provides
temperature information to the controller so it can make some urgent decisions
like over-temperature shutdown. it exists a lot of kinds of passive and active
temperature sensors that can be used to measure system temperature. We used
the ”Aosong dht22” temperature-humidity based on Polymer capacitor. It uses
exclusive digital-signal-collecting-technique and humidity sensing technology, as-
suring its reliability and stability. Its sensing elements are connected with 8-bit
single-chip computer [10].
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3 System and Hardware Overview

3.1 System Overview

The system we present in this paper is an energy independent indoor sensor
network designed for an automation system in order to monitor temperature
and humidity inside buildings. In this system, sensors needs a battery and the
communication protocols have to be energy efficient. This system uses 802.15.4
standard to perform communications between the different components of this
network. Our system is based as shown in figure 2 by a set of sensor nodes. These
nodes are divided into three main categories:

Sensing Unit. This unit is composed by a big number of sensor nodes. This
unit provides the task of sensing and routing. These nodes are composed into
two kinds, routers and end devices. As presented in 802.15.4 standard [11], the
”end devices” are only programmed to sense and send data to the next hope
toward control unit, the ”routers” are programmed to receive data and decide
which node it has to be sent for the next hop toward the control unit.

Control Unit. This unit is composed by a coordinator node connected to user’s
pc. The coordinator has the main task of organizing the network and communi-
cations. It has the capability to add or remove any node from the Zigbee network,
allow address to the nodes and create and control the topology. From the user’s
pc, we can make some occasional modifications wich are transmitted to the co-
ordinator. This modifications can be in some cases a network re-building using
a different topology.

3.2 Hardware Architecture

There is a large amount of works on developing sensor nodes and new communi-
cation devices. Many sensor nodes were developed by the researchers [12,13,14],
and others are commercial.

Sensor node architecture depends on many components that goes into the
constitution of the node. In table 1, we present a comparison between the most
used Zigbee sensor nodes. The two main components in a Zigbee sensor node
are the microcontroller and the RF module. The microcontroller defines the
programming environment, meanwhile the choice of RF module has a major

Table 1. Comparison between some Zigbee sensor nodes

Commercial nodes Microcontroller RF Module Comsumption Indoor Range

Texas Instruments CC2530 SmartRF05EB 24-29 mA 108 ft

Microchip PIC24 MRF24J40 19-23 mA 110 ft

Digi Arduino Xbee 40-50 mA 100 ft

MEMSIC ATmega128L Micaz 11-19.7 mA 82 ft
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Fig. 2. System overview.

influence on the energy consumption and the organization of network since it
defines the distance range for transmitting for indoor and outdoor areas. Our
sensor network is composed by 13 sensor nodes composed each one by a circuit
board attached to many components.

The principal component attached to our circuit is the MRF24J40MA showed
in figure 3. All sensor nodes, except the coordinator uses this RF transceiver. The
coordinator uses the MRF24J40MD which has a higher range. In fact, according
to our tests, the range of the MRF24J40MD can reach 250 feet in a indoor area.
This distance is more than enough for the coordinator in a building to be located
a little far from the rest of the network, near to the user’s pc.

We also used the ”Aodong Dht22” temperature-humidity sensor based on
Polymer capacitor. It uses exclusive digital-signal-collecting-technique and hu-
midity sensing technology, assuring its reliability and stability. All nodes, in-
cluding the coordinator are equipped by those sensors. The node includes also a
8-bit switch. The switch enabled us to allow a mac address to the different nodes
manually. To build this nodes, we designed a circuit board wish design is shown
in figure 3 in order to connect all components to the ”Arduino Due” card.

This circuit board that includes all the components listed above is integrated
to the Arduino circuit. We show in figure 4 one of the sensor modules that in-
cludes other electronic components: An 9A103G network resistor for the switch,
one 10K resistor for the sensor, 2 capacitors and one reset button.
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Fig. 3. Circuit board for sensor node

Fig. 4. MRF24j40Ma/Arduino sensor node

4 Software and Network Presentation

4.1 Software Interface

As seen in previous chapter, the sensor node’s architecture in our system is based
on Arduino microcontrollers, thus we used Arduino software for programming
the MRF24J40 sensor nodes. In 802.15.4 standard, two types of zigbee devices are
defined: Full-function device (FFD) and Reduced-function device (RFD). Note
that, as explained in the next chapter, our topology is based on Cluster-tree. So
we used 2 Arduino program files: Coordinator.ino, Non-Coordianator.ino. In the
figure 5 we present the Arduino programming interface.
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Fig. 5. Arduino programming environment

Fig. 6. ”Arduino Due” principal components for programming

First, the code has to be uploaded to Arduino card. For uploading the code we
use the programming port in figure 6. The Coordinator code has to be uploaded
in the Arduino card that will be connected to the MRF24j40MD RF module.
The non-coordinator code has to be uploaded to the other circuit boards that
include the MRF24j40MA RF modules. When uploading the code in the Arduino
board, the Tx and Rx LED are on. After that, we can disconnect the Arduino
card from the PC, attach it to the circuit board including the Zigbee module,
and connect the whole node to power input also shown in figure 6.
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Once the reset button is pressed, the node self initializes and starts transmit-
ting data according to steps explained in the next chapter.

All data sent by the sensor nodes in the network are received at the coordi-
nator. The coordinator send the received data to the control system machine as
shown in the system overview chapter. The control system’s interface shows the
coordinator’s running interface. When the coordinator starts running, it initial-
izes the ”PAN ID”, defines itself as coordinator using the ”RXMCR” register
of MRF device, assigns a 16 bits address to itself and starts waiting for other
nodes the send ”join request”. Once a join request is received in the channel, the
coordinator checks that the RF module of the node is the MRF24J40MA, and
assign an address and the PAN ID to the device, and add it in to the network
topology. A ”request response” is then sent to the device. Once this steps per-
formed successfully, the coordinator starts receiving data from the added node.
This operation is then repeated for all the sensor nodes that request joining the
network.

4.2 Network Deployment

In this section, we present how the sensor network is organized. The network
topology used is the ”Cluster Tree” from 802.15.4 standard. To obtain our topol-
ogy, we made some modifications on the tree construction algorithm in order to
create a minimum spanning tree where the leaves are ”end devices”, and the
other nodes are ”routers”. The nodes sends a ”Hello Packet” to the coordinator
including the MAC address obtained from the 8-bits switch and their positions
in the building. To create and control the topology, as we mentioned before, the
improved adjust algorithm is used to create a minimum spanning tree. we Sup-
pose a graph G = (V,E) representing the network, where vertices V represents
sensor nodes and edges E represent the link between two connected nodes [15].
In figure 7, we present the flowchart of the operations at the coordinator and the
end devices. Note that the router have a similar functioning except the difference
that it can receive packets from children nodes and send it to parent node.

To test the performance of your system, we deployed our network in an in-
door environment. Figure 8 shows how network is deployed and topology is con-
structed inside the building of Faculty of Sciences of Rabat where we realized
our network.

5 Experimental Results

As mentioned in sections before, we performed a field test for temperature and
humidity sensing using MRF24J40-Arduino sensor network inside the building
of Faculty of Sciences of Rabat. Our system was programmed in order to sense
temperature and humidity for all nodes every minute. The coordinator sends
obtained data from other nodes to user’s pc. We show in figure 9 the results
obtained in the user’s PC that shows all the operations happening at the coor-
dinator.
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Fig. 7. Coordinator and End Device flowcharts

Fig. 8. Sensor network deployment in Faculty of Sciences of Rabat building

For the main performance results, we can view in figure 10 the packet loss
ratio in the network according to the number of sensor nodes in the network for
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Fig. 9. ”Coordinator operations at user’s PC interface

typical Cluster Tree and Minimum Spanning Tree Cluster topologies. Our first
tests started with 5 nodes and then we started adding nodes to reach 9 and then
13 by testing network performances. Our improved MST topology shows better
results in terms of packet delivery ratio than the typical Cluser tree topology.

Fig. 10. Packet loss ratio

We also compared the average of power consumption in the network as shown
in figure 11 by summing the energy consumption for all sensor nodes. Once again
our improved topology shows better results for our network which means longer
lifetime duration for our network.

In summary, the results show satisfactory performance of the network using
our improved MST topology in real indoor Zigbee conditions in term of function-
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Fig. 11. Average power consumption

ality, packet deliverance and power consumption. In fact, the packets containing
sensed data are routed quickly to the coordinator node, wish allows us to follow
in real time the evolution of the temperature and humidity inside the building.
The interface allows to visualize at the same time the evolution of the temper-
ature in the building and the network status by showing the nodes joining our
personal area network. The average of energy consumption, which represents a
major issue for energy independent sensor networks, has been reduced by about
11 per cent compared to typical cluster tree topology in our tests, which is
considered an important gain in term of network’s lifetime.

6 Conclusion and Perspectives

In this paper, we presented how we built a prototype of a zigbee sensor network
based based on minimum spanning tree clustering using MRF24J modules and
”Arduino microcontrollers” to test performance of this topology. We presented
the architecture and components of the nodes and how the easy programmed
nodes are deployed to build a efficient sensor network for home automation. We
made several tests that showed the reliability of our system based on easy in-
terface for temperature-humidity monitoring. The tests showed also satisfactory
results for our system in therm of functionality and network performances as
packet delivery ratio and energy consumption. Extensions of our current work
includes adding new technologies for energy harvesting in order to prolong net-
work’s lifetime.
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Abstract. Wireless sensor networks (WSNs) are increasingly used in environ-
mental monitoring applications. They are designed to operate for several months
by featuring low activity cycles, in order to save energy. In this paper, we pro-
pose a MAC protocol for such WSNs with duty-cycles of 1%. Initially, nodes are
activated randomly and independently, then they use the knowledge of previous
successful frame exchanges to compute their next activation times. We study the
choice of the history size, and we compare the performance of our protocol with
other protocols from the literature. We show that with a limited history size of
only six entries, we significantly improve the performance of existing protocols,
while keeping the advantages of fully asynchronous protocols.

Keywords: WSN; adaptive; asynchronous MAC protocol; duty-cycle.

1 Introduction

Environmental monitoring applications, such as the monitoring of volcanoes [1], bird
nests [2], fields [3], or bridges [4], are increasingly using Wireless Sensor Networks
(WSNs). In such applications, wireless sensor nodes are deployed in the environment,
where they perform periodic measurements and communicate the collected data to a
sink in a multi-hop manner.

Energy-efficient protocols are designed to increase the lifetime of such WSNs. These
protocols deactivate the radio module of nodes most of the time, as it is the node hard-
ware component having the largest energy consumption. The MAC protocol is respon-
sible for allowing nodes to communicate in the rare periods when the radio module of
both node and neighbor are active.

In this paper, we propose the SLACK-MAC (Self-adaptive Low Activity Cycle
Knowledge-based MAC) protocol. SLACK-MAC is an asynchronous protocol where
nodes activate their radio modules randomly. The idea behind SLACK-MAC is in-
spired by the routing protocol proposed in [5], where authors proposed the SR3 pro-
tocol, which is an improvement over a biased random walk based on a reputation mech-
anism. In SLACK-MAC, nodes communicate opportunistically and consider discrete
time. Nodes record a history of previous successful communications with neighbors,
and use this history to determine the time of the next activation of their radio module.

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
N. Mitton et al. (Eds.): AdHocNets 2015, LNICST 155, pp. 69–81, 2015.
DOI: 10.1007/978-3-319-25067-0_6
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This history increases the probability to select a recent successful time of activation
among all possible times during each cycle. Thus, nodes adapt their activation times
depending on their neighborhood. We show in this paper that this behavior improves
the probability of successful communications, which in turn improves the performance
in terms of delivery rate and delay.

The remainder of this paper is as follows. Section 2 presents the main existing MAC
protocols for low duty-cycles. Section 3 describes the SLACK-MAC protocol, and justi-
fies our choice of parameters. Section 4 compares the performance of existing protocols
with the performance of SLACK-MAC. Finally, Section 5 concludes our work.

2 State of the Art

Most energy-efficient MAC protocols for WSNs are based on sequences of active and
inactive periods, called duty-cycle. Indeed, as the radio module of a node is the com-
ponent having the largest energy consumption, energy can be saved by deactivating
it periodically. MAC protocols based on duty-cycles can be classified depending on
whether the activities of nodes are synchronized or not.

2.1 Synchronous MAC Protocols

In synchronous duty-cycle MAC protocols, nodes share a common time (through syn-
chronization) and agree on a common schedule for their activities and inactivities. Gen-
erally, all nodes are either simultaneously active or simultaneously inactive.

The IEEE 802.15.4 standard [6] in beacon-enabled mode is one of the most largely
used synchronous MAC protocols. Full-function devices send periodic beacons, with
period BI (for Beacon Interval). Reduced-function devices start their activities at the
beacon reception, and are allowed to communicate during a period SD (for Superframe
Duration). The communication is performed using the slotted CSMA/CA (Carrier-
Sense Multiple Access with Collision Avoidance) mechanism, which is designed to
consume low energy for channel sensing. After this period, nodes go back to sleep until
the next beacon. The ratio SD/BI defines the duty-cycle of nodes.

Several other protocols have been proposed for the same purpose, such as D-MAC [7],
DW-MAC [8], Speed-MAC [9], TreeMAC [10], MC-LMAC [11], SEA-MAC [12] and
others [13,14,15]. As in IEEE 802.15.4, these protocols generally have three types of
periods: a synchronization period, which ensures that all nodes share a common time, a
communication period, where nodes can communicate efficiently, and an inactive period,
where nodes save energy.

Synchronous duty-cycle MAC protocols have two main drawbacks. The first draw-
back is the overhead of the mandatory synchronization period. The second drawback
is the high contention for the channel when all nodes are active simultaneously. In this
paper, we focus on asynchronous duty-cycle MAC protocols.

2.2 Asynchronous MAC Protocols

Asynchronous duty-cycle MAC protocols do not need to synchronize nodes. Notice
that generally, asynchronous MAC protocols yield large delays, but have a low energy
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consumption. In the following, we describe the two main categories of asynchronous
protocols: sender-initiated protocols and receiver-initiated protocols.

Sender-Initiated Protocols. The first asynchronous MAC protocol for WSNs was B-
MAC [16], which is based on LPL (Low Power Listening). In B-MAC, the source sends
a long preamble before each frame, and receivers wake up periodically to detect poten-
tial preambles. This technique has been the basis for sender-initiated protocols.

X-MAC [17,18] are based on a similar approach. In X-MAC, nodes switch between
active (20 ms) and inactive period (500 ms), but instead of using a long preamble,
nodes send small preambles to inform the receiver. The maximum duration of the series
of short preambles is one inactivity period (500 ms). Once the receiver wakes up and
receives a short preamble, it replies by an acknowledgment to inform the transmitter
of its availability to receive data. When a node having no packet to send wakes up and
hears a preamble for another node, it immediately returns to sleep. When a node having
packets to send wakes up and hears another preamble, it stops sending its own preamble
and waits to receive the acknowledgment for the other transmission before attempting
to send its own preamble again. In X-MAC, some source nodes remain active much
longer than other nodes. This causes an inequity in energy consumption which reduces
network lifetime. Moreover, X-MAC generally achieves a low end-to-end delay, but
increases the risk of collisions due to the fact that nodes can interpret the duration
between two preambles as a free channel.

In WiseMAC [19], preambles are used, but their length is reduced by allowing the
sender to send data as soon as both nodes are active.

In [20], the authors proposed a distributed algorithm to control the sleep interval
of nodes to achieve fairness of energy consumption in asynchronous duty-cycle WSNs.
The mechanism can increase network lifetime, but has a significant impact on the delay.

In this paper, we decide not to use a sender-initiated approach, in order to avoid
the overhead and energy consumption caused by preambles. Indeed, for very low duty-
cycles, the average duration for a preamble is long.

Receiver-initiated Protocols. In RI-MAC [21], the receiver initiates the communica-
tion by sending a beacon to express its ability to receive data packets. RI-MAC reduces
channel occupation (as it does not require nodes to send preambles), but introduces
a wasted period as the sender has to wait for the reception of the beacon. The ABD
protocol [22] adds a broadcast service to the RI-MAC protocol.

In PW-MAC [23], each node computes its awakening times according to a pseudo-
random number generator rather than according to a fixed schedule. The drawback of
PW-MAC is that sending beacons before frame transmissions generates overhead, and
introduces a delay when listening to the channel.

In EM-MAC [24], nodes decide independently their wake-up time schedule and
channel using a pseudo-random generator. EM-MAC allows the sender to wake up just
before the beacon of the receiver. However, EM-MAC requires an initial neighbor dis-
covery phase and each node needs to maintain information about all its neighbors.
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HKMAC [25] uses an hybrid approach, where time is divided into random activa-
tion periods (similar as in RI-MAC) and scheduled activation periods (which requires
synchronization).

The MAC protocol proposed in [26] is based on random wake-up times. Each node
knows the duration of the cycle, denoted by C, and the duration of its activity within
each cycle, denoted by A. Each node activates its radio module during A time units
every C time units. The beginning of the activation within each cycle is chosen uni-
formly at random in [0;C − A[. When a node is active, it uses unslotted CSMA/CA to
access the medium (as in the non beacon-enabled mode of IEEE 802.15.4 [6]). With
this mechanism, nodes are not synchronized, and nodes do not make assumptions about
the activity times of the others. Moreover, there is a non-null probability that any two
neighbors share a common activity at each cycle. Figure 1 depicts an example of the
activities of three neighbor nodes for this protocol: n1, n2 and n3. We notice that the cy-
cles of nodes are not synchronized. During the first cycle of n1, nodes n1 and n2 share
a common activity, during which they can communicate. However, for n1 to communi-
cate with n3, both nodes have to wait until the middle of the third cycle of n1.

cycle

n1

n2

n3 Time

Time

Time

Fig. 1. Example of the activities of three neighbor nodes with the protocol of [26], with a duty-
cycle of 25% (this long duty-cycle is chosen for clarity).

In this paper, we focus on a receiver-initiated protocol based on random node ac-
tivities, as in [26]. Such protocols are generally more suitable to low duty-cycles of
1%.

3 Proposition of a MAC Protocol for Low Duty-Cycles

In this section, we describe our SLACK-MAC protocol and our methodology to choose
its parameters.

3.1 SLACK-MAC Protocol

The main idea of SLACK-MAC is to maintain a history of times corresponding to suc-
cessful communications with neighbors. In SLACK-MAC, nodes do not always choose
their activation times uniformly at random. Instead, they have a high probability to
choose times when successful communications occurred in the recent past. Figure 2
depicts an example of the activities of three neighbor nodes with SLACK-MAC: n1, n2

and n3. Initially, all nodes choose their activation times uniformly at random. When a
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node chooses a time that yields to successful communications (reception or transmis-
sion of a frame), it memorizes it and the probability to choose this time increases, as
can be seen towards the right of the figure.

cycle

n1

n2

n3

tstarti tend
i

tchildi tfatheri

Time

Time

Time

Fig. 2. Example of the activities of three neighbor nodes with the SLACK-MAC protocol, with a
duty-cycle of 25% (again, this long duty-cycle is chosen for clarity).

SLACK-MAC requires each node to maintain two lists E (Emission) and R (Recep-
tion) that contain wake-up times in the cycle. Let us denote by tstarti the start of activity
in the current cycle i, and tendi is the end of activity time, as depicted on Figure 2. Dur-
ing this activity a node can send and receive one or several frames, and can add tstarti

in both lists, once or several times. Each node uses these two lists to determine its next
wake-up time. A new time tstarti is added to E when a node wakes up at time tstarti and
communicates with another node located closer to the sink at time tfatheri . Similarly, a
new time tstarti is added to R when a node wakes up in a given cycle and communicates
with another node located further away from the sink at time tchildi .

Figure 3 shows the evolution of lists E and R, at three different time steps. Step 1
shows the state of the lists when they are being filled (with one successful transmission
and two successful receptions). When a list is full (see Step 2), the last entry is removed
to add the newest entry to the front (using a first-in first-out mechanism, as shown on
Step 3).

E R

tE1

tE1

tE1

tE2

tE2

tR1

tR1tR1

tR1tR1

tR2

tR2

tR2 tR3

tR3

step 1

step 2

step 3

Fig. 3. Example of the state of the E and R lists, at three different times.

More formally, the probability that a node selects its next wake-up time t ∈ D (where
D denotes all possible times) is given by the following formula:

Pr[X = t] =
�|R|�=0

(
|R|t
|R|

)
+ �|E|�=0

(
|E|t
|E|

)
+ 1

|D|
�|R|�=0 + �|E|�=0 + 1

,
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where |L| denotes the number of elements in list L, |L|t denotes the number of oc-
currences of time t in L, and �P is the indicator function (it is equal to 1 when the
predicate P is true and to 0 otherwise). Note that nodes consider that time is discrete
(the granularity of time can be, for instance, 320 μs, as in IEEE 802.15.4, which results
into 15,625 slots for a cycle of C = 5 seconds).

In Algorithm 1, we give a pseudo code of the behavior of a node when it wakes up.
During this time, a node can receive and send some data. These two operations change
the content of SendQueue and the two lists E and R. Before going back to sleep, a
node uses these lists to determine its next wake-up time using the function Next-Wake-
Up-Time presented in Algorithm 2, where random(x) draws an integer uniformly at
random within [0;x− 1], C denotes the duration of a cycle in time units, and A denotes
the activity of a node in time units.

The function Next-Wake-Up-Time draws the next wake up time according to the con-
tent of the two lists and following the previous distribution. Note that initially, when
both lists are empty, we have Pr[X = t] = 1

|D| , meaning that the next wake-up time is
chosen uniformly at random in D. If one of the two lists is empty, we select an element
of the non empty list with a probability of 1/2, and uniformly at random in D other-
wise. If none of the list is empty, we select an element from list R with probability of
1/3, from list E with probability 1/3, and uniformly at random in D otherwise.

Moreover, each node has a packet queue of fixed size for packets that have to be sent,
denoted SendQueue. If SendQueue is full and a node receives a new packet, the node
ignores this last packet.

In order to optimize our protocol according to the state of SendQueue, each node
adapts its selection strategy for its next wake-up time, according to the following rules:

– If SendQueue is empty (state = 1), a node has no packet to send, so it is useless
to select times that are in the E list. The next wake-up time is chosen uniformly
in R with probability 1/2, and uniformly at random in D (i.e., all possible times)
otherwise.

– If SendQueue is full (state = 2), a node cannot accept any incoming packet, so
it is useless to select times that are in the R list. The next wake-up time is chosen
uniformly in E with probability 1/2, and uniformly at random in D otherwise.

– In all the other cases (state = 3), a node selects its next wake-up time uniformly
in E with probability of 1/3, uniformly in R with probability 1/3, and randomly in
D otherwise.

3.2 Determination of the Size of SLACK-MAC Lists

In order to determine the size of both E and R lists, we need to specify the routing
algorithm used in our experiments. We have taken a gradient-based routing protocol.
Gradient-based routing protocols operate by estimating a distance, called the gradient,
to the sink. When a node receives a frame to forward to the sink, the node sends the
frame to any neighbor having a gradient smaller than its own gradient. The gradient is
computed in the following way: initially, the sink has a gradient of 0; when a node has a
gradient defined, it sends its gradient to its neighbors; when a node receives a gradient
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Algorithm 1. Activity of a node.

Node n wake-up at time tstarti for duration A time units in a cycle i of C time units.
while node n (at distance d) is active do

if n has received a frame from nr (at distance dr) during cycle i then
if (d < dr) and (tstarti has not yet been added) then

add(nr , tSi ) to R
add frame to SendQueue

end if
end if
if n has sent a frame to ns (at distance ds) during cycle i then

if tstarti has not yet been added then
add(ns, tstarti ) to E
remove frame from SendQueue

end if
end if

end while
if SendQueue is empty then

t ← Next-Wake-Up-Time(1);
else

if SendQueue is full then
t ← Next-Wake-Up-Time(2);

else
t ← Next-Wake-Up-Time(3);

end if
end if
Schedule next activity at time t of the next cycle

from a neighbor, it updates its own gradient if it detects that this neighbor is closer to
the sink than itself. The gradient is generally computed according to several parameters,
including the hop count to the sink, link quality estimations, etc.

We first notice that for a routing protocol based on gradient and for a random topol-
ogy with one sink (located at one corner of the area), a node is likely to have more
neighbors further away from the sink than closer to the sink. We estimate that this ratio
is about two, which means that the maximum size of R is set to be twice the maximum
size of E. In order to determine the actual size of these lists, we perform 100 simulations
over 10 random topologies (of average degree 8) for three different values of the traffic
generation period P .

Figure 4 shows respectively the delivery ratio (left) and the end-to-end delay (right)
as a function of the size of E, with |R| = 2|E|. We observe in these two figures that
regardless of the period P , the best size is two for E and four for R when combining
the two criteria. These parameters are used in the following. Note that a history of six
entries is realistic for sensor nodes.

We also observed experimentally that on average, it takes about 12 cycles (60 sec-
onds) for the nodes to fill E and about 50 cycles (250 seconds) for the nodes to fill R.
This shows that the convergence of the lists is fast and negligible comparing to the life
time of a node.
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Algorithm 2. Next wake-up time in a cycle i.
Next-Wake-Up-Time(state);
if state=1 then

indicator ← random(2);
if indicator = 0 then

position ← random(sizeOf(R));
t ← R[position];

else
t ← random(C −A);

end if
else

if state=2 then
indicator ← random(2);
if indicator = 0 then

position ← random(sizeOf(E));
t ← E[position];

else
t ← random(C −A);

end if
else

indicator ← random(3);
if indicator = 0 then

position ← random(sizeOf(E));
t ← E[position];

else
if indicator = 1 then

position ← random(sizeOf(R));
t ← R[position];

else
t ← random(C −A);

end if
end if

end if
end if
return t

4 Results

In order to evaluate the performance of SLACK-MAC, we conducted several simula-
tions to compare SLACK-MAC with the protocol of [26] and with X-MAC [17] (as
it is one of the most representative asynchronous MAC protocols). We also compared
SLACK-MAC with the main MAC protocol with synchronized duty-cycle, which is
the standard ZigBee [27]. ZigBee defines the upper layers of the network stack of a
wireless personal area network, and assumes that the lower layers are compliant with
IEEE 802.15.4. ZigBee uses either a tree-based routing protocol (when addresses are
allocated hierarchically) or a protocol similar to AODV [28] (when addresses are allo-
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Fig. 4. Impact of the size of list E of SLACK-MAC on respectively the packet delivery ratio (left)
and the end-to-end delay (right), with |R| = 2|E| and a duty-cycle of 1%, where P is the traffic
generation period.

cated randomly). In the following, we use ZigBee with the tree-based routing protocol
as a comparison basis.

4.1 Simulation Parameters

Our simulations are performed using the network simulator NS-2 [29]. For all protocols,
transmit power is set to 0 dBm, and the propagation model is the shadowing model
with a path loss of 2.74. In our settings, 30 sources perform periodic measurements and
route data (in a multi-hop manner) to a single sink located at one corner of the network.
Nodes have a duty-cycle of 1% and the global cycle is 5 s (that is, nodes are active
during A=50 ms every C=5 s), unless specified otherwise. For our simulations, we use
100 nodes randomly located on a size topology of 170 m x 170 m with a transmission
range of 30 m, which yields a maximum number of hops of 7. All presented results are
averaged over 100 repetitions per topology and each repetition lasts for 3600 seconds.

It should also be noted that apart from ZigBee [27] which incorporates a tree routing
protocol, the same gradient-based routing protocol is used to route packets hop by hop
towards the sink for all the other MAC protocols.

4.2 Simulation Results

Our objective being to provide a MAC protocol with a very low duty-cycle (1%), we
initially show that the synchronous duty-cycle MAC protocols are not adapted to such
low duty-cycles.

Figure 5 (left) shows the packet delivery ratio as a function of the traffic generation
period for ZigBee, X-MAC [17], the protocol of [26] and SLACK-MAC. The traffic
generation period ranges from 5 seconds (which corresponds to a high traffic generation
for a duty-cycle of 1%) to 20 seconds (which corresponds to a relatively low traffic
generation for such duty-cycle).

For the ZigBee protocol, the packet delivery ratio increases from about 25% to nearly
78%. This low packet delivery ratio with ZigBee is due to the fact that the low duty-
cycle generates a strong contention, as nodes are all synchronized. This strong con-
tention generates many collisions and causes overflows in nodes queues, causing a large
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packet loss ratio. It is also important to note that these results do not take into account
the cost of synchronization because we assume that all nodes are synchronized.

For the X-MAC protocol, the packet delivery ratio increases from about 64% to
86%. Although X-MAC does not set a fixed duty-cycle for each node, the delivery ratio
is explained by the collisions due to the relatively high number of preambles, and by
the fact that the sender has no knowledge of the successful reception of packets by the
receiver.

For the protocol of [26], the packet delivery ratio increases from 79% to 99%. The
packet delivery ratio is high: indeed, when nodes meets, they can benefit from this
meeting time, as there are few simultaneously active nodes.

For the SLACK-MAC protocol, the packet delivery ratio increases from about 83%
to 99%. Indeed, it takes advantage of a mechanism similar to the protocol of [26],
and allows more common activities between nodes thanks to the history mechanism.
SLACK-MAC also remains completely dynamic with a probability of 1/3 for nodes to
choose a random mechanism. The results show that, in terms of packet delivery ratio,
for traffic generation period from 5 seconds to 20 seconds, SLACK-MAC provides a
gain over X-MAC of 29.61% for a period of 5 seconds and of 15.10% for a period of
20 seconds, a gain over ZigBee of 241.26% for a period of 5 seconds and of 27.70%
for a period of 20 seconds, and a gain over the protocol of [26] of 3.98% for a period of
5 seconds and the same delivery ratio for a period of 20 seconds.

Figure 5 (right) shows the average delay of data packets as a function of the traffic
generation period (from 5 seconds to 20 seconds) for ZigBee, X-MAC, the protocol
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of [26] and SLACK-MAC. The delay of X-MAC is very low (from 6 seconds to 11
seconds) compared to the other protocols, because of its large duty-cycle relative to
other protocols (see figure 6). We note that SLACK-MAC provides a lower end-to-end
delay (going from 25 seconds to 68 seconds) than ZigBee (from 37 seconds to 205
seconds) and the protocol of [26] (from about 29 seconds to 79 seconds). SLACK-
MAC provides a gain over ZigBee in terms of end to end delay of 66.61% for a period
of 5 seconds and of 32.37% for a period of 20 seconds, and a gain over the protocol
of [26] of 12.90% for a period of 5 seconds and of 13.87% for a period of 20 seconds.
This significant gain of more than 12% compared with the literature comes at a very
small cost of an history of only six entries.

Figure 6 shows the duty-cycle in percent for each protocol. For ZigBee, the proto-
col of [26] and SLACK-MAC, the duty-cycle is set to 1% and is fixed. For X-MAC,
the duty-cycle of node actually depends on the communication opportunities, as nodes
having frames to send remain active until they can send their frames. Thus, X-MAC
yields large duty-cycles, and consumes more energy than the other protocols.

5 Conclusion

In this paper, we proposed the SLACK-MAC protocol for WSNs with low duty-cycles
of 1%. Initially, nodes in SLACK-MAC activate their radio module randomly and in-
dependently, and build a history of successful communications. The history is used
to determine the next activation times, which results into a self-adaptive behavior. We
show that SLACK-MAC reaches a good behavior with a limited history size of only six
entries. Only few activity cycles are needed to fill the memory lists. Then, we compare
SLACK-MAC with existing protocols in terms of frame loss, end-to-end delay and con-
sumed energy. We show that our low-cost protocol is able to significantly improve the
performance of existing protocols. As future work, we aim to see if using an history can
be applied to other existing probabilistic MAC protocols.
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Abstract. This paper proposes a high adaptive contention-based medium
access control (HAMAC) protocol that considerably reduces RFID read-
ers collision problems in a large-scale dynamic RFID system. HAMAC is
based only on realistic assumptions that can be experimented and does not
require any additional components on RFID reader in order to improve
the performance in terms of throughput, fairness and coverage. The cen-
tral idea of the HAMAC is for the RFID reader to use a WSN-like CSMA
approach and to set its initial backoff counter to the maximum value that
allows the system to mitigate collision. Then, according to the network
congestion on physical channels the reader tries to dynamically control
its contention window by linear decreasing on selected physical channel or
multiplicative decreasing after scanning all available physical channels. Ex-
tensive simulations are proposed to highlight the performance of HAMAC
compared to literature’s workwhere both readers and tags aremobile. Sim-
ulation results show the effectiveness and robustness of the proposed anti-
collision protocol in terms of network throughput, fairness and coverage.

Keywords: RFID systems, Medium Access Control (MAC), Network
protocol design, Anti-collision protocol, Capacity, Fairness.

1 Introduction

Most radio frequency identification applications, such as supply markets, local-
ization and objects tracking, activity monitoring and access control, etc., use
passive RFID tags, which communicate with the RFID reader by modulating
its reflection coefficient (backward link) to incoming modulated RF signal from
the reader (forward link). However, unlike the traditional radio communication
systems, in such systems, the RF signal does not provide reciprocity between
forward and backward links because the reflected RF signal from a tag is in-
versely proportional to the fourth power of the distance between reader and
tag [11]. This link unbalance requires in above large-scale applications of RFID
systems to deploy a large number of RFID readers allowing the coverage of the
interested environment. A direct consequence of this feature deployment is the
operation within the closest proximity of several tens or hundreds of readers in
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order to overcome the shortcoming of the backward communication distance.
However, due to readers close proximity, when nearby readers simultaneously
try to communicate with tags located within their interrogation range, serious
interference problems may occur on tags. This is mainly due to the overlapping
of readers’ fields. Such interferences may cause signal collisions that lead to the
reading throughput barrier and degrade the system performance. Furthermore,
when mobility is also considered in RFID systems because it extends coverage,
facilitates inventory or stock and avoids installation and maintenance costs, the
performance drops significantly due to both the interference and classical hidden
node problems that can frequently appear.

In the literature, collision problems can be broadly classified into two cat-
egories. The first category, called tag-to-tag collision [9] occurs when multiple
tags try to respond simultaneously to a reader query. This category is consid-
ered to be solved and is part of patents developed by EPCglobal standard [1].
While the second category, called reader-to-reader collision (RRC) and multiple
reader-to-tag collision (RTC), obtained few attention because previous applica-
tions of RFID systems considered only a reader with several tags, the design
of an efficient reader anti-collision protocol has emerged as the most interesting
research issues in recent years.

The state-of-the-art protocols can be broadly classified as CSMA-based [2–4]
and activity scheduling based [5, 6, 8] through time division, frequency or by
putting together both approaches. The former approach is considered as an effi-
cient and more adaptive approach in large-scale RFID reader networks because
it is full-distributed algorithm and it does need neither synchronization nor ad-
ditional resource (e.g. server) like in the latter approach. However, the existing
protocols still suffer from traditional backoff scheme in dense RFID networks as
it is recently observed in NFRA [6] and GDRA [5]. To the best of our knowl-
edge, the design of an efficient anti-collision protocol with an efficient backoff
algorithm is still missing and this is the focus of our paper.

This paper presents High Adaptive MAC (HAMAC) a distributed CSMA-
based anti-collision protocol. HAMAC adapts the reader behavior according to
the network congestion on multichannel dense RFID networks. It operates by
dynamically controlling the reader contention window through linear decreas-
ing scheme on selected physical channel or multiplicative decreasing scheme af-
ter scanning all available physical channels. To cope with the collision problem
brought by mobility, HAMAC borrows the idea of control channel from [3].
HAMAC improves the performance such as throughput, fairness behavior dur-
ing channel access in large-scale RFID system.

The rest of this paper is organized as follows. Section 2 formally defines our ob-
jective, the collision problem in RFID system and introduces the system model.
Section 3 presents our new anti-collision protocol. In Section 4, we show simula-
tion results to validate the accuracy of our model under various RFID environ-
ment scenarios and according to several criteria. Finally, Section 5 concludes by
discussing future research direction.
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2 Preliminaries

In this section, we formally define the collision problem in RFID systems, our
objectives and introduce the underlying modeling assumptions.

2.1 Problem Statement

Single Radio Channel. In passive RFID, tags have no energy embedded.
They are activated only when they pass through the electromagnetic field of a
reader. When a wave bounces on a tag, the reader can read data stored in the
tag [7]. However, when a tag enters an interference area, reader electromagnetic
fields will overlap, transmitted signals will collide thus, tags will be unable to
answer readers queries. This is called reader collision. The tag then becomes
unresponsive and according to the kind of tags, may not be detected until it
leaves all readers fields (and not just the interference area). It will be responsive
again once it enters an area where there is no active field. So, on Figure 1a,
if R1 and R2 are activated at the same time, tag1 will not be read. This is
calledmultiple Reader-to-Tag Collision (RTC) and can occur only if the distance
between operating readers is lower than 2×dRT (e.g. dRT is reader-to-tag reading
range). It can be avoided by making them to operate onto different time-slots.
Note that all tags are not impacted but only the ones in overlapping areas. For
instance, tag2 and tag3 will still be successfully read by readers R2 and R1
respectively. However, in practice this does not hold true. Because, even when
it has no overlapping areas and the distance is higher than 2 × dRT , but less
than or equal to the interference range (i.e. dRR), if they operate at the same
time, collison can occur at readers side. It is called Reader-to-Reader Collision
(RRC) and can occur when tag2 (respectively tag3) answer interferes with the
R1 (respectively R2) query. It is illustrated by the Figure 1b and can be avoided
by using different channel frequencies or time-slots or by combining together
both.

Multichannel Radio Network. In a multichannel network scheme, readers
could use different channels to read the tags but still this does not prevent all
collisions [2]. To better illustrate it, let’s consider Figure 1c. On this figure,
dotted lines represent the communication links between readers, small circles
display the reader’s reading range, dotted circles show the interference range
of adjacent channels and big circles illustrate the reader’s interference range.
Readers R1 and R2 can communicate in a wireless adhoc manner and they are
in communication range of each other, i.e. dR1R2 < dRR where dR1R2 is the
Euclidean distance between R1 and R2.

In a multichannel RFID network, if two readers use the same frequency to
read tags, whatever the distance between them, tags laying on the overlapping
area of their fields will not be read. (On Figure 1c-1d, tag1, tag2 and tag3 will
not be read if R1 and R1 use the same frequency at the same time). But, if two
readers use different reading channels, even if they are active at the same time,



High Adaptive MAC Protocol for Dense RFID reader-to-reader Networks 85

tags laying in the overlapping area of their fields will be successfully read if and
only the distance between the readers is larger than 3.3× dRT . For instance, on
Figure 1c, even if R1 and R2 use different frequencies to interrogate tags, if they
are activated at the same time, they will still collide since they are too close to
each other. But, if R1 and R2 use different channels, as illustrated by Figure 1d,
their tags will be successfully read.

(a) (b)

(c) (d)

Fig. 1. (a) Multiple Reader-to-Tag Collision, (b) Reader-to-Reader Collision, (c) Mul-
tichannel Reader-to-Reader interference, (d) Multichannel Reader Reading

HAMAC will address both RTC and RRC in a multichannel environment,
taking advantage of all inherent physical properties and optimizing the system
performances.

2.2 System Model and Assumptions

We consider a large-scale mobile RFID system with multiple readers and homo-
geneous local density of RFID tags within the interrogation area. We assume that
both readers and tags are mobile according to random mobility model. Read-
ers’ communication range is assumed to be the same. We assume that readers
have two wireless interfaces. Similar to ETSI EN 302 208-1 regulation [4], in
this paper, we assume the use of multichannel network scheme. Thus, we as-
sume the use of fmax data channels on the first radio interface. According to
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this regulation, we assume that a reader has output power of 2 Watt Effective
Radiated Power (ERP). This limits the reader-to-tags read range (dRT ) to a
maximum distance of 10 meters while reader-to-reader interference range (dRR)
may reach 1000 meters [12]. Since mobility is considered in this paper, we assume
that the second radio interface is used by all readers to send a control channel.
To save energy, we assume that it is switched on only during the reader-to-tags
reading process. This interface, which operates on a different channel, is used
only during reader-to-tags communication. It consists in sending periodically an
advertisement messages up to 3.3 × dRT as defined in [2]. Our aim is to cope
with the multiple reader-to-tag collision (RTC), from tag point of view, when
closest readers are operating on different data channels. Since the advertisement
channel is shared by all operating readers, they are able to detect their trans-
missions and thus, to re-schedule quickly their activities in order to minimize a
collision impact. Therefore, in order to limit the occurrence of adjacent channel
interference and to avoid undecodable radio frequency signals inside tags, the
distance between two closest readers must be at least 3.3× dRT further away.

2.3 Motivations and Objective

Motivations and State of the Art
The issue of reader collision problem has been extensively studied in the context
of RFID system [2–6, 8], where the main objective was to maximize network
throughput while trying to mitigate MAC-level interference. These approaches
can be broadly classified as CSMA-based [2–4] and activity scheduling [5, 6,
8] through time division (TDMA), frequency division (FDMA) or by putting
together both approaches. To achieve this objective, the former approach is
considered a more suitable solution and more adaptive approach for large-scale
RFID networks because it is full-distributed algorithm and scalable, it does
need neither synchronization nor additional resource such as centralized server
which can address the synchronization problem or the use of bistatic antenna
[5] in order to detect collision, in the latter approach. Although some activity
scheduling approaches are also based on distributed TDMA algorithm [8], these
protocols are based on an unrealistic radio channel assumption when collision
appears. They basically assume that a reader is able to detect a collision, so that
readers can randomly select different slots during the next round. Note that in
this category, communication is organized in groups of timeslots called rounds.
As a consequence, the latency of tags’ coverage gradually increases. To the best
of our knowledge, GDRA [5] is the only one that overcomes this unrealistic
assumption by using a bistatic antenna. It is proposed to be compliant with
the EPCglobal standard and ETSI EN 302 208-1 regulation and to minimize the
reader collision by using SIFT [10] probability distribution function to choose the
timeslot. However, as we have previously shown in [13], the use of the geometric
distribution only does not totally eliminate collisions. Moreover, by reducing the
contention window size at the minimum value (e.g. 32) order to minimize the
delay, GDRA performs poorly in terms of collision. In contrast to minimizing
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this parameter, the achieved throughput also decreases due to the contention
latency. So, there is a tradeoff in such conditions.

Even if the former approach [2–4] has been proposed in order to cope with the
activity scheduling protocols weakness, however, all these protocols still suffer
from traditional backoff scheme when the number of readers increases in the
system. Because the maximum contention window size is set to a time, which is
proportional to twice the time to read a tag in the worse case scenario [4]. In the
existing CSMA-based approach, how to set the backoff algorithm during channel
access in order to make them efficient, however, is far less investigated. They use
an arbitrary value without any discussion about its impact on the performance.
Moreover, to improve the read tags size, [2] proposed to use a forwarding mech-
anism between readers. Thus, is not acceptable in real RFID system and can
increase the design complexity. By inspiring from MANET CSMA-based proto-
cols, that have already investigated this problem and have proved their efficiency,
we have adapted and characterized them in RFID system in [13]. Our aim was
to mitigate both reader-to-reader collision (RRC) and multiple reader-to-tags
collision (RTC) by using together a multichannel mechanism and efficient back-
off algorithm. Thus, according to these observations, we plan to propose, in this
paper, a new CSMA-based protocol, that outperforms most of existing protocols
such as GDRA [5]. It should perform efficiently regardless of the radio frequency
(RF) resource because RF spectrum is a scarce and expensive resource that
needs to be managed carefully.

Objective
Our objective is to propose an efficient, fair and scalable full-distributed CSMA-
based protocol, called high adaptive medium access control (HAMAC), in large-
scale mobile RFID system. HAMAC takes advantages of the CSMA approach
together with the multichannel characteristics. To the best of our knowledge,
HAMAC is the first one to cope with the fact that multichannel use does not
prevent from all collisions and takes advantage of the different properties and
features.

3 Design of HAMAC Protocol

3.1 Overview of HAMAC

With respect to the problem statement, in order to optimize the reading through-
put, HAMAC is split into two parts that are detailed in this section. The idea
is to first select a channel which is not used by neighboring readers in order
to limit the number of collisions. This is the purpose of the first algorithm,
HAMAC-channel. Then, once a channel is selected, HAMAC aims to prevent
from colliding with close readers which can collide even if they use a different
channel. This is the purpose of the second algorithm HAMAC-reading. Table 1
lists the notations used in the description of HAMAC protocol.

In CSMA-based protocol, every reader contends for its own medium access
opportunity independently. We therefore describe below how a reader can gain
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Table 1. Notations Used in HAMAC’s algorithms

Symbols Notations

rx Reader x

fadv Advertisement channel frequency

fd
x Data channel frequency of reader x

fu
x The set of occupied channel frequency during carry sensing (CS)

of reader x

CWx Backoff counter value of reader x

CW r
x The remaining backoff counter value of the reader x

CWmax The maximum backoff counter value

Radv Advertisement message transmission range

dRT Tags reading range

dRR Reader communication range

the data channel access in its vicinity. The basic idea operation of HAMAC can
be subdivided in two parts.

3.2 Algorithm 1 - HAMAC-channel

Before beginning tags reading process, the reader first sets the initial parameters
to default value (e.g. Wmax = 1024), randomly selects its data channel frequency
among the available channel lists [1 : fmax] and its backoff counter over an
interval [0 : 1023] and sets the occupied channel frequency to an empty set (lines
1−6). Then, it begins to listen the selected data channel by decreasing its backoff
counter each timeslot (e.g. 500μs). Two actions can occur:

• In the best case, the selected data channel remains idle during the listen
process and the reader decreases each timeslot its backoff counter until it
reaches zero (lines 9-10). Then, algorithm 2 is called in order to process the
second part of the HAMAC operation (lines 23).

• The selected data channel is busy, this means that the condition of line 9 is
false. In such case, the reader checks if its occupied channel frequency list
was reached its maximum value (line 12). If this condition of line 12 is satis-
fied, the reader adds this frequency identifier in the list of occupied channel
frequency and randomly selects a new channel frequency, which it is not in
the occupied channel frequency list, and goes back to the line 8 to continue
the listen process on the new selected channel (lines 11-16). Otherwise, the
condition of line 12 is not satisfied. The reader reaches its maximum occupied
channel frequency value, saves its backoff counter in its remaining backoff
counter and divides by two its maximum backoff counter (lines 17-18).

Then, the reader checks if the minimum backoff counter value is reached
(line 19). If this condition is false, the reader jumps to the process of line 4
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and repeats the same process again until it gains the channel by jumping to
algorithm 2 or it loses by reaching the minimum backoff counter. For both
conditions, line 19 is false and the reader lost by reaching the minimum
backoff counter, it jumps to line 1 and repeats all the process of channel
access until the channel becomes idle.

Algorithm 1 . High Adaptive MAC Anti-Collision Protocol operating for the
reader ri

1: Set reader ri’s state to IDLE
2: CWmax ← 1024
3: CW r

i ← 1024
4: CWi ← MIN{CW r

i , random(0, CWmax)}
5: fd

i ← (int)random(1, fmax)
6: fu

i ←− ∅
7: Data Channel Access Process:
8: while CWi �= 0 do
9: if (CS(fd

i ) == IDLE) then
10: CWi ←− CWi − 1
11: else
12: while | fu

i |�= fmax do
13: Add fd

i to fu
i

14: while (fd
i = (int)random(1, fmax)) ∈ fu

i do
15: fd

i = (int)random(1, fmax))

16: go to 8

17: CW r
i ←− CWi

18: CWmax ←− CWmax
2

19: if (CWmax > 32) then
20: go to 4
21: else
22: go to 1

23: CALL Read tags subroutine(fd
i )

3.3 Algorithm 2 HAMAC-Reading

By calling algorithm 2 subroutine, this means that the reader have successfully
gained its data channel frequency. Here, it first switches on the second radio
interface, initializes its transmission power value so that the maximum trans-
mission range is 3.3× dRT [2], sets the new backoff counter to 20 timeslots that
corresponds to twice the advertisement message period and begins to listen on
the advertisement channel frequency (lines 1-8). Two actions can occur:

• In the best case, the reader finishes its backoff counter on advertisement
channel and sends its first advertisement message in order to avoid the near-
est readers to try gaining the channel, schedules periodically the advertise-
ment message transmission with 5ms as period and begins the tags reading
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process. The tags reading process depends on its tags’ neighborhood size
(lines 7-9 and lines 12-14).

• Otherwise, the channel is occupied by a nearest reader in its local environ-
ment, the reader jumps to line 4 and repeats the same process until the
channel becomes idle.

Algorithm 2. Read tags subroutine(fd
i )

1: Switch on the advertisement radio channel interface
2: Set fadv ’s transmission power to a value so that its communication range Radv ←−

3.3 × dRT

3: CW r
i ← 20 	 Set the backoff counter twice

4: tag reading period
5: Advertisement Channel Access Process
6: while CWi �= 0 do
7: if (CS(fadv

i ) == IDLE) then
8: CWi ←− CWi − 1
9: else
10: go to 3 	 Repeat this process until the selected channel becomes free

11: Send Advertisement message up to 3.3× dRT

12: Scheduler a periodic Advertisement Transmission each 5ms
13: Read tags subroutine on data channel on fd

i

4 Performance Evaluation

In order to highlight the benefit brought by the proposed protocol, we imple-
mented HAMAC and GDRA [5] on WSNet 1, an event-driven simulator and
fairly evaluate their performance under various network scenarios. For GDRA,
the protocol specification and parameter settings follow the recommendation
of [5]. We consider a dense and mobile RFID system where both readers and
tags are randomly deployed with uniform distribution on a 1000× 1000 square
network. We use the random waypoint model as mobility model, where V reader

max

and V tag
max are respectively reader and tag’s speeds. V reader

max is twice the tag’s
speed, which is 10km/h. Readers and tags’s pause time are respectively set to
2s and 10s, because in the most RFID system, tags mobility is very rare, while
reader can be moved more frequently in order to deal with uncovered area. We
assume that the time necessary for reading one tag is about 5ms and 460ms
is the maximum time that reader can spend to read tags in its reading range.
Each simulation run lasts for 500 seconds, and each data point is an average of
50 simulation runs. Table 2 sums up all parameters.

1 WSNet:http://wsnet.gforge.inria.fr/

http://wsnet.gforge.inria.fr/
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Table 2. Simulation models parameters

HAMAC Parameters

Parameters Value

fmax 4

Advertisement packet 34 m
Trans. range (Radv)

Timeslot size (Tslot) 500μs

GDRA [5] Parameters

Parameters Value

AC Packet 2.83 ms

Beacon Packet 0.3 ms

Contention Window Size 32

Timeslot size (Tslot) 5ms

4.1 Results

The section presents the simulation results. It first introduces the performance
evaluation of HAMAC and GDRA in regardless the number of tags deployed in
the network. Our aim is to show how efficient is the proposed protocol compared
to GDRA according to some traditionnal performance evaluation metrics. In
this scenario, 100 to 500 readers are deployed. We then present the reading per-
formance metrics’ results where 100 to 400 readers and 100 tags are deployed.
The throughputs for HAMAC and GDRA [5] are depicted in Figure (2a) for
different network density. We defined the throughput as the ratio of the average
number of successful queries to read tags per reader over the simulation dura-
tion. The higher system throughput, the more efficient protocol. As the results

Fig. 2. Performance of HAMAC and GDRA protocols. (2a) Throughput, (2b) Number
of collisions, (2c) Jain’s Fairness Index and (2d) Number of covered tags vs The number
of readers



92 I. Amadou and N. Mitton

shown, HAMAC has a throughput that is nearly independent of the number
of readers with HAMAC achieving much better performance than GDRA [5]
protocol. Moreover, as the density increases, the throughput of HAMAC gradu-
ally increases, while GDRA presents a performance which slightly increases by
3%. The gap observed in this work can be mainly explained by the use of a
high adaptive maximum backoff algorithm combined with the beaconing mecha-
nism, which is used to cope with the mobility impact and interference inside tag
when nearest readers operate on adjacent channel. Fig. (2b) shows the number
of collisions based on the number of readers. Whatever the network density, the
results show that GDRA outperforms HAMAC. However, as we have previously
observed with the throughput, HAMAC has twelve times more throughput than
GDRA. Thus, by basing our analysis only on this amount of successful queries to
read tags sent by of HAMAC, we can intuitively conclude that HAMAC outerp-
forms GDRA. Fig. (2c) exhibits the Jain’s fairness Index based on the number
of readers in the system. This index allows to show how fair is the access to the
transmission medium among readers. Because HAMAC uses an adaptive algo-
rithm for accessing the channel, which tries to dynamically control its contention
window, by linear decreasing on selected physical channel or multiplicative de-
creasing after scanning all available physical channels, according to the network
congestion on channels, it presents a powerful results in term of fairness com-
pared to GDRA which uses an unfair SIFT distribution as it is already shown
in [10,13]. HAMAC has a gain that is 25% greater than GDRA’s gain. Fig. (2d)
illustrates the average number of covered tags according to the number of read-
ers in the system. The high performances observed with HAMAC is obviously
confirmed by these results. It displays growing performance that reach 100% of
covered tags when the number of reader reaches 200. While GDRA presents a
performance that is 98% slightly more.

5 Discussion and Conclusions

This paper presents high adaptive MAC (HAMAC), a distributed CSMA-based
MAC protocol for mitigating reader collision problems in dense RFID systems.
HAMAC is a simple and effective approach that outperforms the state-of-art pro-
posals regarding to the main performance criterias such as the throughput, the
fairness and the reading performance such as the percentage of successful reading
tags. Unlike the existing approaches, HAMAC incurs no extra cost in terms of
additional resources or unrealistic assumptions, and is compliant with the EPC-
global and ETSI EN 302 208 standards. Therefore, HAMAC takes advantage
of the multichannel characteristics by maximizing the network throughput and
mitigating a part of happened collision. HAMAC adapts the reader behavior
according to the network congestion on multichannels dense RFID network. It
operates by dynamically controlling the reader contention window through lin-
ear decreasing scheme on selected physical channel or multiplicative decreasing
scheme after scanning all available physical channels. To cope with the colli-
sion problem brought by mobility during the reading process, HAMAC period-
ically sends an advertisement message over the control channel. Our extensive
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simulations on WSNet highlights significant performance gain of HAMAC over
GDRA [5], which is presented as the most powerful reader-to-reader anti-collision
protocol.

The next steps of this work will include its performance evaluation in real
RFID testbed in order to really confirm the simulations performance in terms of
the throughput, fairness, collision mitigating efficiency and reading performance.
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Abstract. Delay Tolerant Networks (DTN) were designed to allow delayed com-
munications in mobile wireless scenarios where direct end-to-end connectivity is
not possible. Nodes store and carry packets, deciding whether to forward them
or not on each opportunistic contact they eventually establish in the near future.
Recently, Named Data Networking (NDN) have emerged as a completely new
paradigm for future networks. Instead of being treated as source or destination
identifiers, nodes are viewed as consumers that express interests on information
or producers that provide information. Current research is carried on the com-
bination of these two concepts, by applying data-centric approach in DTN sce-
narios. In this paper, a new routing protocol called PIFP (Probabilistic Interest
Forwarding Protocol) is proposed, that explores the frequency of opportunistic
contacts, not between the nodes themselves, but between the nodes and the infor-
mation, in order to compute a delivery probability for interest and data packets
in a Named Data Delay Tolerant network (ND-DTN) scenario. The protocol de-
sign and a prototype implementation for The ONE Simulator are both described.
Simulation results show that PIFP presents significant improvements in terms of
interest satisfaction, average delay and total cost, when compared to other ND-
DTN approaches recently proposed.

1 Introduction

Delay Tolerant Networks (DTN) [3] emerged to deal with connectivity disruption in
many scenarios, for instance interplanetary communications [1], military ad-hoc net-
works, remote places with no communication infrastructures or even in urban scenar-
ios where portable devices carried by humans can communicate between them spon-
taneously. At a given time, a node may not have a path to a destination node, either
because obstacles obstructed the communication or due to nodes mobility. The oppor-
tunity to a new contact may be expected (as in space orbits or public transportations)
or unknown (as in human movements). All nodes must behave as routers, storing the
packets and waiting for a chance to forward them to another node, either the destination
node or a good intermediary candidate. For that reason, this model of communication
is sometimes called by store-carry-and-forward in opposition to traditional store-and-
forward model used in direct end-to-end communications.

The most challenging problem in DTN is how to route packets [13]. An epidemic
approach may be used, forwarding packets on every opportunistic contact, with good

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
N. Mitton et al. (Eds.): AdHocNets 2015, LNICST 155, pp. 94–107, 2015.
DOI: 10.1007/978-3-319-25067-0_8
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results in terms of delivery probability but high global network overhead. Other ap-
proaches include direct delivery, where a packet is delivered directly by the source to
destination. Probabilistic approaches, based on contact history statistics, have also been
experimented. One example is PROPHET (Probabilistic Routing Protocol using History
of Encounters and Transitivity) [6] that computes a delivery probability DP = P(a,b)
for every node a and every destination b. Nodes with higher delivery probability to
a destination are better forwarders. At each opportunistic contact, the two nodes ex-
change between them the DP vectors, and update their own information. Then, based
on the final values of DP vector, the forwarding decision is taken. PROPHET provides
great improvements in packet delivery ratios when compared to epidemic protocol.

Named Data Networking (NDN) [12] is a new architecture designed to meet current
and future needs of the Internet. NDN shifts communication paradigm from host-centric
to data-centric. This new paradigm differs from the current Internet in some respects.
First, all contents are identified following a naming scheme based on URIs. Second, the
communication is driven by the consumer. When a user needs data, it shows interest
in it by sending an interest packet. When an interest packet reaches a node that has
the desired content, a data packet is sent back. Third, storing packets on the network
facilitates content delivery. NDN provides native support for mobility since there is
no association between the identification and the location of information. The main
components of each network node in this architecture are Forwarding Information Base
(FIB), Pending Interest Table (PIT), and Content Store (CS) as shown in Figure 1.

NDN and DTN architectures have been developed for different purposes. DTN ar-
chitecture is dependent on a model based on communication entities, unlike NDN archi-
tecture that focuses on data, enabling storage and reuse of data on the network. Despite
of different purposes, these architectures have some similarities: flexible routing, data
transport preventing loops and network packet storage. The last item is used by DTN
for persistence and interruption tolerance and by NDNs to reduce latency, interruption
tolerance, increase reliability and achieve higher performance.

Fig. 1. NDN Architecture based on [9]
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In this paper we explore new data-centric forwarding strategies for delay tolerant
network scenarios. The proposed protocol, called PIFP (Probabilistic Interest Forward-
ing Protocol) is based on delivery probabilities computed based on statistics updated
on node contacts and is inspired on a similar approach followed by PROPHET. The
rest of the paper is structured as follows. Section 2 presents brief overview of relevant
related work. Section 3 discusses protocol design issues in detail. Section 4 details the
implementation efforts in The ONE Simulator [5]. Section 5 presents and discusses the
results obtained in simulation. Finally the conclusions and future work in Section 6

2 Related Work

Recently, several proposals have emerged with the aim of exploring the potential of
combining the concepts of NDN and DTN architectures to deal with the existing prob-
lems in DTN networks.

NAIF (Neighborhood-Aware Interest Forwarding) [11] is a routing protocol that uses
named data adapted to MANETs. This approach emerges as an improvement to the
original NDNF protocol [4], also based on named data. Unlike NDNF, which broad-
casts interests, NAIF nodes cooperatively propagate interest packets from consumer to
data sources based on forwarding statistics. A relay node decides to broadcast or drop
interest packets based on data packet transmission statistics in its neighborhood.

CEDO (Content-Centric Dissemination Algorithm) [2] is an algorithm for dissemi-
nation of content in delay tolerant networks. The aim is to maximize the delivery rate in
a distributed environment, where contents that can be ordered and stored have different
degrees of popularity. By defining a delivery-rate utility per content, this protocol make
appropriate decisions on scheduling and content management.

The STCR (Social-Tie based Content Retrieval) [7] is an algorithm that allows re-
trieval of content in Named Data Delay Tolerant Networks. Over time, nodes store
information that will be used later to make forwarding decisions. Using K-mean clus-
tering algorithm, a hierarchical graph is computed based on social ties between nodes.
When there is no direct contact with the producer of the content, each node transmits
the interest packet only to a node belonging to a higher hierarchy set, with higher social
level.

3 PIFP Protocol Design

In this Section, we describe PIFP protocol, whose goal is to increase the number of
messages delivered in a named-data network where the nodes are able to store, carry and
forward messages in order to deal with frequent connection failures and long periods of
time without connectivity, typical in high mobility networks.

3.1 Overview

The approach presented in this paper aims to identify the most advantageous intermedi-
ate node to forward an interest packet and it is based on the following main principles:
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– The nodes presents mobility patterns and based on these patterns it is possible to
predict new encounters between nodes and their content;

– A higher frequency of contact with a specific content indicates that there is a strong
likelihood of a new contact with that content;

– Forwarding interests and contents based on names and not on addresses enables
better strategies to data storage and reuse.

Inspired on PROPHET, PIFP uses frequency and freshness to evaluate if nodes have
a strong relationship with a specific content, but in PIFP, information about the contacts
between a node and a specific content is used, instead of the contacts between nodes.
This is because PIFP is focused on information and not on hosts. It is assumed that if a
node lies often with a content, it is very likely that it will meet again with that content
in the near future.

The frequency represents how many times one node meet with one specific content.
The freshness reflects how much this information is updated. These two parameters are
combined in one metric, called Delivery Predictability (DP), which is maintained for
each interest in the FIB of a node. So, every node maintains a set of Delivery Predictabil-
ities (DP) on the FIB, that are updated on each encounter. The Delivery Predictability
DP(a,c), indicates the probability of node a to encounter again the content c.

When a node detects another node in the neighborhood, a connection is established
(encounter) and the node records the timestamp of the event. After that, it uses the
decay Equation 1 where γ = 0.98 is the aging constant, and κ is the number of time
units (seconds) that have elapsed since the last time the metric was aged. This equation
is applied to all content DP values that exist in the FIB of the node. DP value is affected
due to its age. It will decrease over time.

DP(a,Ci) = DP(a,Ci)old × γκ (1)

After this, two types of information are exchanged between the nodes: FIB rout-
ing information and cached data summary. Then Equation 2 is used to update the DP
value of each content within cached data summary of the other node. The idea is to
increase DP(a,Ci) whenever the node a meets Ci. In the first contact with the content,
DP(a,Ci)old is 0. The variable α is a scaling factor that sets the rate at which the Deliv-
ery Predictability increases in encounters.

DP(a,Ci) = DP(a,Ci)old +[1−DP(a,Ci)old ]×α (2)

Through information that is exchanged by FIBs, the predictability of each node to
find the contents can be updated. To do so, we can use the PROPHET transitivity prop-
erty witch was adapted to handle contents. The original rule of transitivity used by
PROPHET says that if a node a frequently encounters node b, and node b frequently
encounters node c, then node b probably is a good node to forward packets from a
destined for node c. To deal with the data-centric paradigm, this rule was rewritten in
another way: in a connection between a pair of nodes a and b, if b is often in contact
with content Ci, then node b will probably be a good node to forward interests belonging
to node a for content Ci.

In Equation 3 we can see the result of the rewritten rule, where DP(a,Ci) is the
predictability of a finding Ci and DP(b,Ci) is the predictability of b finding Ci. β is a
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scale factor that adjusts the weight of the transitive property. If β is defined as zero, the
transitive property has no effect and Delivery Predictability is based only in the direct
encounters with the contents. High values for β , increases the impact of the transitive
property in the likelihood of delivery. In the implementation of PIFP the value set for
α variable was 0.75, and value set for β was 0.25. Thus, the property of transitivity
has a smaller impact when compared to the use of direct encounters with the contents.
Nodes with greater delivery predictability will be those that were in direct contact with
the contents.

DP(a,Ci) = DP(a,Ci)old +[1−DP(a,Ci)old ]×DP(b,Ci)×β (3)

The main goal of using Delivery Predictability metric is to reduce the number of
interest messages sent and to improve the message delivery ratio. This is accomplished
because interest messages will only be transmitted to the nodes with higher delivery
predictability for that content.

3.2 Information Exchange

As mentioned earlier, each node maintains a CS and FIB table. Data packets passing
through the node are temporarily kept in the CS. FIB maps a content identifier with
the predictability of an encounter with the same content. During the contact period, the
nodes announces its cached content name digest and a summary of its routing table with
the corresponding probabilities.

Pseudocode 1. Convergence Process
1: for all connections to another node do
2: apply decay equation (1) [DP(a,Ci) = DP(a,Ci)old × γκ ] to own DP sets
3: for all cached-content digest received from connected node b do
4: if there is NO match with local CS then
5: apply equation (2) [DP(a,Ci) = DP(a,Ci)old +[1−DP(a,Ci)old ]×α]
6: update the result into FIB

7: for all routing digests received from connected node b do
8: check my local CS and content digest from other node
9: if there is NO match with local CS then

10: apply equation (3) [DP(a,Ci)=DP(a,Ci)old +[1−DP(a,Ci)old ]×DP(b,Ci)×β ]
11: update the result into FIB

At each encounter, DP values are updated as shown in Pseudocode 1. When a node
receives a summary of content that the other node has cached (direct contact with data),
the corresponding DP values are increased by using the Equation 2. When a node re-
ceives the routing digest from another node (transitive contact), it will also increase the
DP values by applying Equation 3, but only to contents not stored in the two nodes. The
calculated values are saved in FIB table for further forwarding of messages.

The process of convergence is very slow due to the long delays caused by DTNs.
Over time the nodes will exchange routing information and eventually, the node will
have a high knowledge of contents on the network.
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3.3 Forwarding Strategy

As described above, the communication is driven by the consumers showing interest in
content, i.e., when a node wants to receive data it shows interest on this data by sending
one message of interest. The forwarding of interests messages is achieved based on the
probability of other node to meet the content. Each node carries interest packets and
forward them to a node with a higher Delivery Predictability (DP) for that content than
itself.

Despite the existing delay in the convergence process, the nodes will have an ex-
tended knowledge about the existing contents on the network, which tends to increase
the number of extra interest messages sent over the network. To reduce this number, the
last DP for which the interest was sent is recorded in the PIT (LastDP(Ci)). Thus, the
interest is sent only if the DP(Ci) of the other node is higher than the LastDP(Ci).

Pseudocode 2. Processing pending interest messages
1: for all connected node b do
2: for all pending interest message in node a PIT do
3: if DP(b,Ci)> DP(a,Ci)∧DP(b,Ci)> LastDP(Ci) then
4: add interest message in Ci to the outgoing list O

5: if outgoing list O is not empty then
6: order list by predictability value
7: update LastDP and sends messages to the other node

The strategy of sending out interests showed in Pseudocode 2 is not applied when
the other node has cached content for the respective interests. When a node receives the
summary of data cached, it checks whether there are data that can satisfy the pending
interests. If so, the respective messages of interest are sent.

Whenever a node receives an interest packet, it checks the CS table for contents
corresponding to this interest. In case of content matching in the CS, the content is
delivered to the other node. Otherwise, the unsatisfied interest is stored in PIT, but only
if node has knowledge of the content (routing entry in FIB). Only one entry is created
on the PIT for the same interest. The identifier of the node that sent the interest is also
stored.

Pseudocode 3. Processing incoming interest message
1: for all interest packet on Ci received do
2: check my local CS
3: if there is a match then
4: send the content message to the other node
5: else
6: check my local FIB
7: if there is a match then
8: add interests to the PIT
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PIT also stores information about the validity of its inputs, which are discarded after
expired. A Time-To-Live (TTL) is configured in interest packet and decreases over time.
A routing cycle will causes the TTL to reach zero, removing the PIT entry. To relax the
validity of entries in the PIT, when an existing interest packet is received, the TTL
is checked and the validity of the input in the PIT is updated, by incrementing the
difference between the TTL of the arrived interest packet and the current TTL of the
PIT entry.

After the interest reaches the content producer, a content message is created and
sent back trying to reach the consumer. Over time, interest messages are forwarded and
“crumbs” are left on the network for subsequent forwarding the content message to con-
sumers. Multiple paths are created, increasing the likelihood of reaching the consumers.

Finally, when a content packet reaches a node, the PIT table is checked for interests
corresponding to it, as shown in Pseudo-code 4. If correspondence does not exist in PIT,
data is simply discarded. To ensure free storage space, a life time to the contents stored
in the CS is defined. In this way, the older contents are eliminated leading to contents
that were requested most recently.

Pseudocode 4. PIFP: Processing incoming content message
1: for all incoming content message Ci received do
2: check my local CS and my buffer
3: if there is a match then
4: discard the content Ci

5: else
6: check my local PIT
7: if there is a match then
8: store the content Ci
9: if isSubscriber() then

10: set satisfied interest
11: else
12: discard content Ci

Assuming the nodes have storage space available they could store the contents even if
there were no correspondence in PIT. This approach is exploited by creating a variant of
PIFP, called PIFP-Proactive, with proactive transmission and storage. This mechanism
may improve performance in delivering the contents, but will increase the network load.
In this variant, the mechanism for content distribution has been modified, by removing
the restriction of transferring data for the same node which has received the interest.
It was also removed the verification of valid PIT entries to enable the creation of new
entries in CS. Thus, any content received by the node can be stored unless there is no
storage space as shown in pseudo-code 5. This approach provides a proactive content
delivery, spreading several replicas of the message content with the goal of reaching the
node that requested the message content.
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Pseudocode 5. PIPF-Proactive: Processing incoming content message
1: for all incoming contente message of Ci received do
2: check my local CS and my buffer
3: if there is a match then
4: discard the content Ci

5: else
6: check my local PIT
7: if there is a match then
8: store the content Ci
9: if isSubscriber() then

10: set satisfied interest
11: else if (there is enough space in my CS) then
12: store the content Ci

4 Implementation

PIFP was implemented on a specially modified version of The ONE (Opportunistic
Network Environment simulator [5], v1.5.1 RC2), called ICONE (Information Centric
ONE [8], v1.0).

The ONE is a well known DTN simulator, written in Java, originally designed for ac-
cessing the performance of DTN protocols. The approach followed was to provide only
a simplified model of the lower layers (physical and logical), giving more importance
to applications, routing protocols and good mobility models, either synthetic ones or
based on real life traces. Settings can be adjusted to create distinct scenarios, changing
the frequency, duration and other properties of opportunistic node encounters.

However, The ONE supports only a node-to-node communication model, with source
and destination addresses, and has no support for the NDN paradigm. The first step was
therefore to extend and modify it, in order to implement a simplified NDN model.

4.1 ICONE Overview

Figure 2 shows the architecture of ICONE with the new and modified components.
Messages have to carry information names and nodes must incorporate the three ba-
sic components of NDN architecture: CS, PIT, and FIB. Forwarding decisions are
based on content name matching (best match) in FIB. NDNRouter is a major class
in this architecture. It extends ActiveRouter object in order to incorporate CS, PIT and
FIB storage components. All specific routing strategies already implemented (PIPF ,
PIPFProactive and STCR) are subclasses of ActiveRouter, inheriting all basic opera-
tions on CS, PIT and FIB structures.

Entries in data structures are stored by name. Names are strings of variable and
unbound length. In order to allow faster searches and also an efficient usage of memory,
Counting Bloom Filters [9] were used to implement PIT, FIB and CS structures. A
bloom filter consists of a bit vector of length m, initialized with all bits set to zero.
Whenever a new element is added, multiple hash functions are used to compute k hash
positions. The correspondent bits in those positions are set to 1. The exact same k bits
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(a) Extensions and Modifications for NDN support (b) NDN Routing Classes

Fig. 2. ICONE Framework

are verified on a element lookup operation. If they are all set to 1, there is a match with
limited probability of being a ”false positive”. Otherwise, there is no match, with zero
probability of ”false negatives”.

4.2 ICONE Components

A new NDNMessage was defined with a common set of fields. Instead of the usual ”to”
and ”from” fields, useless in NDN networks, a NDNMessage contains theContentName,
MessageType and TT L. All messages have a finite TTL and are discarded when that TTL
expires. Two types of messages were defined: Interest and Data. Consumers express
their ”interest” on a specific content by creating a message with type Interest, entering
the name of content into ContentName field and sending it to the network. When an
Interest message reaches a node with the content in the CS (either a producer or a caching
node) a reply message of type Data is sent back.

Message Generator. In this paradigm, all communications are driven by consumer
through the transmission of interest packets. Distinct application scenarios can there-
fore be created by the way consumers generate interests on data. A message generator
module was created in order to generate events. Each event corresponds to the genera-
tion of an interest message by a given node. All events are generated at once, according
to a set of input parameters, and stored in a trace file. During simulation, the trace file
is loaded and events added to the scheduler on the right node.

Current implementation tries to mimic realistic web browsing sessions, based on the
study reported in [10]. All important features were identified and are preserved by the
message generator, like the number of requests per session, time between sessions and
request size. In addition, data message events are also generated when a producer or
intermediate caching node receives an interest whose name matches an entry. The size
of data can be configured between a minimum and a maximum.

Content Store. Producers are initialized with a set of contents. The CS is populated
with the contents. When an interest arrives, CS is checked to see if there is a match.
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Network Faces. Unlike static networks, within a mobile ad-hoc wireless network there
is no concept of face. In ICONE, the IDs of node are used as a Face. When a packet of
interest arrives, the associated incoming face is the ID of the requesting node.

NDN Reports. Due to the change of paradigm, a few new reports were implemented.
A set of metrics can be obtained during simulation, including the number of interest
packets generated, the number of interest packets sent, the number of satisfied interests,
the number of data packets sent, the number of satisfied interest in the local node, the
delay and message size.

5 Performance Evaluation

PIFP was experimentally evaluated using ICONE and compared PIFP-Proactive and
SCTR. PIFP-Proactive is a variant of PIFP described in previous section (see pseudo-
code 5). STCR was originally designed for delay-tolerant MANETS. It builds a social
hierarchy and groups nodes together in clusters using the k-mean algorithm. SCTR was
also implemented from scratch on ICONE.

To evaluate PIFP, the following metrics were used: HitRate (number of interests
satisfied on the node and by the network), AverageDelay (average delay time, measured
from the generation of the interest packet up to the reception of content that satisfies it),
and TotalCost (total number of interest packets and data packets in the network).

5.1 Simulation Scenario

The proposed solution was evaluated using two different scenarios. Table 1 details the
parameters for both scenarios. These two scenarios were selected in order to evaluate
the performance of PIFP in dense and sparse networks. As in PROPHET, the PIFP may
have a higher rate of delivery in denser networks. The convergence of the names is
expected to be faster. In a sparse scenario, due to lack of connectivity, the interest rate
is expected to be lower and with higher message delivery delays.

In the first scenario, a more dense opportunistic network is created, with a total of
98 nodes. Nodes consist of two groups of pedestrians (one with thirty two elements and
the other with thirty), a group of cars (thirty two elements) and two groups of trains
(with two trains each). Nodes move according to the map of Helsinki, Finland. Pedes-
trian group move according to the Shortest Path Map-Based model. Cars are forced to
follow only on the roads using the same movement pattern of pedestrians. Trains use
the Routed Map-Based Movement Model. In the second scenario, the total number of
nodes was reduced to 49, in order to create a sparser network.

The MessageGenerator module was used to create a trace file modeling several user
web sessions. Given a simulation time, the generator produces a number of sessions
distributed along the entire time of the simulation. Each session has a number of re-
quests. A request in this paradigm represents an interest message. When the simulation
starts, the events are loaded from a file. A different message set was generated for each
scenario, according to the simulation time and the number of nodes. The module is
parameterized with the number of nodes in the network and the simulation time. The
larger the value of these parameters, the greater the number of generated interests.
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Table 1. Simulation Parameters

Parameter Value
Simulation Time 86400s
Deployment field 4500m×3400m
Node speed Pedestrian: 0.5 to 1.5 m/s Cars: 2.7 to 13.9 m/s Trams: 10 to 30 m/s
Request lifetime 8 hours
Radio Bluetooth
Transmission range Pedestrians and Cars: 10m Trams and Special Pedestrians: 1km
Transmission rate Simple Interface: 250kbps High Speed Interface: 10Mbps
Storage capacity Consumers: 50MB Producers: 100MB

5.2 Experimental Results

Figures 3 and 4 show the results obtained by the three different strategies (PIFP, PIFP-
Proactive and SCTR) in the two simulation scenarios (dense and sparse).

Number of Interests Satisfied. Regarding the HitRate, represented in Figure 3a (dense
scenario) and Figure 4a (sparse scenario), graphs show that the number of satisfied
interests increases with the number of nodes in the network. Since there are more nodes

(a) Interests Satisfied (b) AVG Delay (c) Total Interests

Fig. 3. Results for Scenario 1 (dense)

(a) Interests Satisfied (b) AVG Delay (c) Total Interests

Fig. 4. Results for Scenario 2 (sparse)
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in the network, there is a greater number of distributed caches. Intermediate nodes, that
have contents, become also content servers.

Comparing the three approaches, one can see that the PIFP-Proactive scheme has
the highest number of satisfied interests in both scenarios. Its proactive delivery of con-
tents creates more opportunities to reach the consumers. Proactive PIFP achieved 92%
satisfaction of interests on Scenario 1 (dense). Furthermore, the PIFP overcomes STCR.
The interest satisfaction rate for STCR protocol is about 70% while for PIFP is approx-
imately 83%. In Scenario 2 (sparse), the schemes PIFP, STCR and PIFP-Proactive had
similar behavior. The number of satisfied interests was related.

Figure 5a shows the number of interests satisfied locally by the node or by the net-
work. When a node generates an interest, the CS is checked to see if there is any cor-
respondence. If so, then the interest is locally satisfied. The PIFP presents a higher
number of satisfied interests in the network than locally. In Proactive solution approxi-
mately 60% of interests are satisfied locally. PIFP and STCR satisfy respectively about
31% and 45% of interest in the node.

Average Delay. Figure 3b and Figure 4b illustrate the average delay over time for the
three protocols. Only delays for interests satisfied with data received from the network
are presented. Interests satisfied in the node itself are not included.

Once an interest packet arrives to a producer or intermediate node in procession of
the content, a data message is sent back to the consumer. In the case of PIFP-Proactive
the data is sent to any node with available cache space. In case of PIFP data is sent to
nodes that have the interest in the PIT. Finally, in the case of STCR, the data is only
sent to nodes with a stronger social relationship with the consumer.

Apparently, the lower average delay time should occur for the strategy that gets more
data paths to the consumer, which is PIFP-Proactive. However, the network flood with
the data sent using this strategy, limits the data storage for subsequent interests. This
reason makes the average waiting time for PIFP-Proactive greater than the PIFP. PIFP,
in turn, obtains more paths than the STCR. The amount of data in the network for the
different strategies can be seen in Figure 5b.

At the beginning of simulation, the sending of interest packet by an STCR node
is faster since it is made to nodes with greater centrality. Unlike STCR, PIFP sends
only interest packet to a node with knowledge of the associated content. Due to the
slow convergence of routing tables at beginning of simulation, many contents may be
unknown. This justify the better results of STCR at beginning of simulation.

In Figure 4b(Scenario 2), the behavior was similar for all approaches. The delay was
increased when compared with Figure 3b (scenario 1). This is due to the fact that the
network is not as dense as in Scenario 1. The number of available paths decreases and
this had an impact in the delivery of contents.

Total Cost. Regarding TotalCost, the number of interests in the network was evaluated
in both scenarios and also the number of data packets in scenario 1.

As shown in Figure 3c and Figure 4c, STCR has an higher number of interests in
the network, when compared with the remaining protocols. STCR initially transmits the
interests to nodes with highest centrality and from different clusters. When the producer



106 P. Duarte et al.

(a) Network vs Node Satisfaction (b) Total number of data packets (scenario 1)

Fig. 5. Other results

is known the interest is sent to him using social relationships. Apparently, this approach
makes more interest replicas than the one used by PIFP, which sends the interests only
to nodes with higher predictability to reach the content. Furthermore, PIFP discards
interest messages when the interest is satisfied or has a TTL expired. STCR does not
discard the interest message when the TTL expires, and it is sent epidemically, which
increases the number of replicas in the network.

Figure 5b presents the total number of data packets for Scenario 1 (dense). As de-
scribed before, PIFP-Proactive sends data packets whenever the neighbors nodes have
free space in cache. So this strategy has the higher number of data packets in the net-
work. PIFP sends the data packet to all nodes with the interest in the PIT. STCR send
the data packet to nodes with higher social relationship with the consumer.

6 Conclusions

In this paper, a new routing protocol called PIFP (Probabilistic Interest Forwarding Pro-
tocol) is presented. PIFP uses a probabilistic approach to forward interest in a Named
Data Delay Tolerant Newtork. PIFP is inspired on PROPHET, a well known protocol for
Delay Tolerant Networks. Like PROPHET, PIFP computes a delivery probability based
on the history of encounters. But while PROPHET records the frequency of encoun-
ters between the node and the other nodes, PIFP records the frequency of encounters
between the node and the data contents. It is therefore adapted to the named data net-
working paradigm. A proactive variant of PIFP protocol is also described. The main
difference is that proactive version stores data packets, proactively, in all forwarding
nodes that have enough free space in the cache memory. The goal is to increase data
availability and reduce the delivery time to the consumer, at the expense of available
storage space, and without extra communication overhead.

The performance of the new protocols was evaluated in comparison with STCR,
an existing NDN forwarding mechanism for MANETs. STCR is based on social re-
lations between devices, while PIFP constructs relationships between the devices and
the contents. The three protocols were implemented in a modified version of ONE,
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called ICONE. ICONE results from extending and modifying ONE in order to support
the named data paradigm. For the two simulated scenarios (dense and sparse), results
obtained show that the proposed PIFP protocols present better values in terms of the
number of interest satisfied, the average delay and total number of interest packets in
network. STCR obtains better values on the total number of data packets transmitted in
the network. More extensive evaluation, in distinct scenarios, is however required.

As future work, we plan to use this named data based protocol in scenarios with self-
ish nodes. Knowing in advance the interests of a given node may reduce the uncertainty
about his behavior when processing a given packet.

Acknowledgments. This work has been supported by FCT – Fundação para Ciência e
Tecnologia, in the scope of the project: UID/CEC/00319/2013.
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Abstract. Routing real-time packets in Cognitive Radio Ad Hoc Net-
works (CRAHNs) with mobile nodes is a challenging task. Mobile SUs
can move into PU regions where the radio spectrum may not be accessi-
ble due to PU activity. In this case, real-time packets may be delivered
to their destinations beyond their latency constraints. Unmanned Aerial
Vehicles (UAVs) are mobile wireless ad hoc nodes that plan for their tra-
jectory at any given time. In this paper, a Trajectory Aware Geographical
(TAG) routing for CRAHNs with UAV nodes is proposed. TAG employs
the trajectory information of UAVs and avoids selecting a UAV as a next
hop if the UAV will fly inside a PU region or close to it. This strategy
protects real-time packets from experiencing a long delay due to the PU
activity. Our simulation results show that TAG effectively decreases the
average end-to-end delay compared to Greedy geographical routing in
the considered scenario.

Keywords: routing, ad hoc networks, cognitive radio, UAV, real-time.

1 Introduction

A Cognitive Radio Ad Hoc Network (CRAHN) is one example of applying cog-
nitive radio capabilities to wireless ad hoc nodes. It consists of two types of
nodes with different priorities for spectrum access. Primary Users (PUs) are li-
censed users and have higher priority to access the radio spectrum. On the other
hand, Secondary Users (SUs) are unlicensed users and have lower priority in a
CRAHN. SUs may access the licensed band opportunistically without making
any harmful interference to PUs. They need to have the information about the
activity and the coverage area of PUs to access the spectrum dynamically. This
information can be obtained by an SU through sensing or querying a geoloca-
tion database. The geolocation database provides a radio resource map [1] for
SUs to use for dynamic spectrum access. Database-assisted spectrum access has
been applied in some IEEE standards such as IEEE 802.22 [2] and the recently
proposed IEEE 802.11af (White-Fi) [3].
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Fig. 1. A CRAHN in a disaster scenario

There are several applications for CRAHNs such as military and disaster sce-
narios. CRAHNs are appropriate candidates to be applied in disaster scenarios.
Nodes in a CRAHN work autonomously and their dynamic spectrum access ca-
pability may increase their available radio resources in addition to the unlicensed
band. In this paper, we consider the network to consist of flying Unmanned Aerial
Vehicles (UAVs) in the air and a number of mobile ad hoc nodes on the ground.
Figure 1 illustrates our assumption for a CRAHN in a disaster scenario.

UAVs in CRAHNs are highly mobile nodes that could be employed in a net-
work for various missions. The missions of the UAVs in a disaster scenario are:

– Scanning disastrous area: UAVs scan a disaster area to localize wireless de-
vices on the ground. Moreover, UAVs can construct a map of the area to be
used by rescuers.

– Message ferrying: A UAV can act as a ferry in Delay Tolerant Networks
(DTNs) when the network is partitioned and has a disconnected topology.
In this case, a UAV flies between the location of the ground nodes which are
source and destination of packets and carries the delay tolerant packets [4].

– Relaying: In multi-hop communication, UAVs can act as a relay in routing.
UAVs can also be placed optimally in the air to improve the performance of
the network [5].

Based on the various missions of a UAV in the network, the UAV has different
mobility models for different missions. Paparazzi mobility model has been pro-
posed in [6] for a group of UAVs. In a group of UAVs, each UAV must plan for
its trajectory at any given time. It should inform its entire neighborhood about
the planned trajectory. This should be done periodically by all UAVs to avoid
any physical collision between them.

In our proposed routing protocol, UAVs act as relays in a CRAHN. They relay
packets between ground nodes but this is not their only mission in the CRAHN.
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For example, a UAV node is scanning the area or doing message ferrying while
a ground node is using this UAV opportunistically to relay real-time packets.

Generally, routing in ad hoc networks can be categorized into two main classes:
topology based and location based (geographical).

Topology based routing is based on the topological information of ad hoc
nodes. Such a global information should be collected in one node and then an end-
to-end route can be established. AODV, DSR and OLSR are some examples of
topology based routing protocols in ad hoc networks [7]. These routing protocols
are vulnerable to the dynamics of the network and produce large amount of
overhead for route maintenance in case of frequent link breaks. Initial attempts
for routing in CRAHNs were modifications on the topology based protocols
like [8]. CRAHNs with UAV nodes are highly mobile and link availability is
uncertain in this type of network. Therefore, adoption of the topology based
protocols is not an appropriate solution.

Geographical routing is another class of routing in ad hoc networks that is
based on geographical location of ad hoc nodes. It is assumed that each node
obtains its position using Global Positioning System (GPS) or any other localiza-
tion method. All the nodes inform their neighbors about their current position
using periodic, small size beacon packets. Besides, the destination position is
provided by a location service in the network. Having the position of all neigh-
bors and the destination, a node in each hop selects the closest neighbor to the
destination as the next hop to forward a packet.

The distributed decision making (hop by hop) in geographical routing makes
it an appropriate candidate for CRAHNs. In case of a link break, the route
maintenance can be done with less overhead in geographical routing comparing
with topology based routing. However, each link break effects on packet routing
latency in the network. Therefore, the routing protocols must avoid unstable
links in real-time packets routing.

In a CRAHN, a mobile SU like a UAV can move inside a PU region or too
close to it where the transmission of the UAV may make interference for PU
receivers. In this situation, the UAV is not allowed to transmit while the PU is
active. Therefore, link breaks may be more frequent when the UAV flies inside a
PU region or too close to it. When a link between two nodes in a route breaks,
existing packets in the buffer of the transmitter node should wait for a new link
to be established. This delay may not be tolerable for real-time packets.

In this paper, a Trajectory Aware Geographical (TAG) routing protocol is
proposed. In TAG, each UAV informs all its neighbors about its future position
based on its planned trajectory. Knowing the future position of all neighbors, a
UAV forwards a real-time packet greedily if the closet neighbor to the destination
is far from PU regions. On the other hand, TAG avoids greedy forwarding if the
closest UAV to the destination will fly inside a PU region or too close to it in
the future.

The remainder of this paper is as follows: Section 2 surveys the state of the art
for routing protocols in CRAHNs and some of the related works in UAV ad hoc
networks. Section 3 describes the network model that is assumed in this paper.
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TAG routing is described in Section 4. Section 5 is the performance evaluation
of the proposed routing protocol and discussion. In the last section, we conclude
the paper and propose the future works.

2 Related Work

In this section, we survey some of the existing geographical routing protocols in
ad hoc networks and CRAHNs.

GPSR [9] is one of the first and most cited works among geographical routing
protocols in ad hoc networks. In GPSR, the main metric to choose a next hop
(next forwarder of a packet) is the distance to the destination. SEARCH [10]
is an early work that has adopted geographical routing for CRAHNs. It uses
RREQ and RREP, like AODV, to establish an end-to-end route from the source
to the destination. The difference between AODV and SEARCH is that the
latter does not flood the RREQ packets in the network and forwards them in
a greedy manner using the geographical position of neighbor nodes. RREQ is
sent in all available channels between nodes. Nodes that are located inside a
PU region do not participate in the route establishment. Destination collects all
the RREQ packets which have been passed through different routes and selects
optimal combination of paths and channels. The main drawback of SEARCH
is inherited from the topology based protocols that is the need for rerouting in
case of link breaks. LAUNCH [11] is another geographical routing in CRAHNs.
It uses control packets to establish a link between two nodes. In LAUNCH, a
source node sends RREQ to all neighbors which are closer to the destination
and waits for their RREP. Its metrics to select a node as a next hop are the
distance to the destination and stability of the link regarding to the probability
of PU appearance and the channel switching time. It produces high overhead for
link establishment in each hop which can degrade the throughput of the network
with frequent link breaks. OCR [12] is a geographical opportunistic routing in
CRAHNs that considers distance, link throughput and link reliability. It applies
a heuristic algorithm to find the optimized combination of next hop and channel.
It repeats this algorithm for each packet. The drawback of OCR is waiting time
for each packet to find an idle channel to send the request to its neighbors.
TIGHT [13] is another geographical routing in CRAHNs. Authors of this work
assume that each SU senses the environment and finds the location of PUs and
their coverage area. SUs share this information with their neighbors. An SU
selects the closest neighbor to the destination, if this neighbor is not affected
by a PU. In the case, in which the greedy forwarding fails due to the closeness
to a PU region, TIGHT selects next hop such that to traverse the perimeter of
PU regions. It finds the shortest path to the destination without selecting nodes
that are located inside a PU region. This strategy is an alternative for greedy
routing and based on the current position of the nodes.

None of the mentioned works consider movement of nodes toward PU regions
in CRAHNs. They select next hop based on the current position of the nodes.
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Mobility of the nodes is an influencing metric on performance of a routing pro-
tocol that has been neglected in many existing works.

UAVs in a CRAHN have a planned trajectory to do their mission in a network.
Based on our knowledge these mobility information have never been used in de-
cision making of existing routing protocols. There are several works to predict
next position of nodes based on the history, velocity and direction of movement
but they are based on the probability and proposed for mobile nodes with un-
known trajectory of mobility. Authors in [14] and [15] proposed prediction based
routing in UAV ad hoc networks. They do not consider the planned trajectory
of the UAVs to find the future position of a UAV. Using the planned trajectory
of a UAV can provide more accurate estimation about the future position of
a UAV than prediction based methods. The main contribution of this paper is
to use the knowledge of the planned trajectory of UAVs in CRAHNs to route
real-time packets with strict delay constraints.

3 Network Model for Disaster Scenario

In a disaster scenario as assumed in this paper, the network infrastructure has
been damaged by a natural disaster like an earthquake and all nodes should
work in ad hoc mode. There are some ad hoc nodes on the ground to do the
rescue operations and management of these operations. Figure 1 shows rescue
teams and a command center that are ad hoc nodes on the ground. There is a
need for packet exchange between ad hoc nodes on the ground but the distances
between these nodes are bigger than the radio transmission range. Moreover,
some natural barriers avoid placing any vehicular communication node on the
ground for relaying. In such a scenario, we assume that there is a group of UAVs
in the air.

We also assume that UAVs plan their trajectory based on their missions.
Before any movement, a UAV must inform its entire neighborhood about its
flying trajectory. This should be done periodically by all UAVs to avoid any
physical collision between them. We will use trajectory information in our TAG
routing protocol.

Moreover, it is assumed that all the nodes are SUs (UAVs or ground nodes)
and access the spectrum using a geolocation database. The geolocation database
is located in each SU and provides the location of PUs and their coverage area
in the network. In each geographical location, an SU queries the database using
its geographical position to find out if it is allowed to use the spectrum or not.

Considering the mobility of UAVs, we classify the states of a UAV in a CRAHN
regarding to its distance to the PU region.

– Far from a PU region: UAV is located far from a PU coverage area. It can
receive and transmit without making any interference to the PU receivers.

– Close to a PU region: UAV is outside a PU region but its transmission range
has an overlap with the PU coverage area. In this case, the UAV can receive
from other UAVs (or SUs) but it is not allowed to transmit when the PU is
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Fig. 2. States of a UAV in a CRAHN

active. The UAV may cause interference to PU receivers which are inside the
PU coverage area.

– Inside a PU region: UAV is inside a PU coverage area. It is not allowed to
transmit when the PU is active and may not receive from other UAVs (or
SUs) due to the strong interference of the PU transmissions.

Figure 2 demonstrates UAV A, B and C together with their transmission
ranges and the mentioned states for a UAV in a CRAHN. UAVA is ”Far from a
PU region” and can receive from UAVB or others. Besides, it can always transmit
to UAVB . UAVB is ”Close to a PU region”. It can receive from UAVA but it is
not allowed to transmit when the PU is active. UAVC is ”Inside a PU region”
and cannot transmit or receive during PU transmissions.

In our network model, we assume that the PU is highly active and when
a node is inside the PU region or close to the PU region it is not allowed to
transmit. In the next section, we propose our trajectory aware routing using the
mobility information of the UAVs and their states in a CRAHN.

4 TAG: Trajectory Aware Geographical Routing

In a disaster scenario, different types of traffic may be forwarded between ground
nodes or UAVs. The data belongs to different applications with specific require-
ments. One of the most common requirements of the applications is delay con-
straint. Considering the mobility model of a UAV and its states (mentioned in
Section 3), it cannot access the radio spectrum during its flying time when it
is located ”inside a PU region” or ”close to a PU region”. Depending on the
closeness of a UAV to a PU region, packets inside the buffer of the UAV may
experience some queuing delays. According to the strict delay constraints for
real-time traffic, a UAV node with a planned trajectory that is inside or too
close to a PU region should not be participating in real-time packets routing.
Greedy geographical routing protocols consider distance as the main metric for
the next hop selection without paying attention to the state of a UAV and its
mobility. With using distance metric for the next hop selection, real-time packets
may be received by a destination beyond their delay constraints.
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In our proposed Trajectory Aware Geographical (TAG) routing, the next state
of UAVs is considered using their planned trajectory to avoid long queuing delay
in the buffer of UAVs for real-time packets. TAG uses periodic beacon packets
in each neighborhood to collect local information. In TAG, a beacon has one
additional field for the next position of a UAV. A beacon in TAG routing contains
current location (lt) of the node at the time of current beacon time (t) and its
next location (lt+1) at the time of next beacon time (t + 1). The next location
of a UAV can be estimated from the its planned trajectory. Having the current
and the next location of all neighbors, a source UAV queries the geolocation
database to find the next state of a candidate (neighbor) UAV. If the next state
of a candidate UAV is ”inside a PU region” or ”close to a PU region”, it is not
a good candidate to be selected as next hop to forward a real-time packet, even
if the UAV is the closest neighbor to the destination. TAG uses Algorithm 1 in
each hop to select the next hop for a real-time packet.

Algorithm 1. TAG routing

1: procedure Next hop selection
2: for n neighbors do
3: State(n) ← 1
4: if l(t+ 1) = insidePU ||closetoPU then
5: State(n) ← 0

6: if State(n) = 1 then
7: f(n) ← 1

Dn
.

8: else
9: f(n) ← 0.

10: Next hop = argmaxf(n).

State(n) is a variable that reveals the next state of the UAVn in a CRAHN. If
the next state of candidate n is ”inside a PU region” or ”close to a PU region”,
then State(n) is 0. When the next state of UAVn is ”far from a PU region”, the
value for State(n) is 1. f(n) is the utility function for each candidate neighbor
n and Dn is the distance of UAVn to the destination.

TAG behaves greedily and selects the closest neighbor to the destination if
the next state of a neighbor UAV is ”far from a PU region”. On the other hand,
it avoids a UAV that will fly close or inside a PU region. This strategy protects
real-time packets from experiencing a long delay due to the PU regions.

5 Performance Evaluation

In this section, we evaluate the performance of the proposed TAG routing algo-
rithm. To do this, we modeled a CRAHN in OMNeT++. The model is based on
the disaster scenario depicted in Figure 1. We compare TAG with a geographical
routing protocol that only uses the distance to destination as the metric for next
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hop selection. The distance based geographical routing will be called Greedy
routing in this paper.

In our model, source and the destination are stationary nodes on the ground,
such as a command center and a rescue team. The distance between source and
destination is about 1500 meter. The radio transmission range of each node is
approximately 250 meter. The source node generates constant bit rate traffic
destined to a specific destination. The intermediate nodes, i.e., the UAVs, are
mobile following a mobility model proposed in [6]. The speed of a UAV is ran-
domly selected at the beginning of each simulation run and stays constant till
the end of simulation. UAVs act as relays between the source and the destination
for our TAG routing. The PU is stationary and permanently active. The source
and the destination nodes are out of the PU region. However, the state of a
UAV may change during a flight, according to one of the three states that were
described in Section 3. In order to determine the location and coverage area of
the PU, we assume to have access to a geolocation database. Table 1 lists the
assumptions of our simulation model.

Table 1. Simulation assumptions

Parameters Value

Number of channels 1

Data rate 2 Mbps

Simulation time 200 s

Packet length 128 bytes

UAVs speed 0-20 mps

Number of SUs 10

Number of PUs 1

Figure 3 compares the average end-to-end delay for packet routing from the
command center (source) to a rescue team (destination) as a function of offered
load. The average end-to-end delay of the proposed TAG routing is compared
with Greedy routing at different load levels.

Note that the average end-to-end delay differs significantly at lower rates.
This is because TAG exploits its knowledge about the next state of a UAV
before selecting it as a next hop. In other words, it avoids UAVs as a potential
next hop which are close to or inside a PU region. On the other hand, Greedy
routing does not consider the next state of a UAV during the selection of the
next hop. Therefore, packets that reach such a UAV must wait inside the buffer
till it flies out of the PU region.

In our model, we assumed a permanently active PU which is the worst case
for SUs. However, even having low activity PUs, forwarding packets to a UAV
that will be located inside or close to a PU region causes higher packet delay.
TAG avoids such UAVs as a next hop. With increasing offered load, there is
a drastic increase in average delay. This is because beyond this point, i.e., the
saturation point, packets start to queue up at source node. After the saturation
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Fig. 3. Average end-to-end delay as a function of offered load

Fig. 4. Percentage of packets that meet the delay constraint as a function of offered
load

point, however, the difference between both approaches diminishes and TAG
asymptotically approaches Greedy routing.

Averaging the end-to-end delay of all packets cannot clearly illustrate the
delay of each individual packet. For real-time applications, however, the maxi-
mum delay of each individual packet is of paramount importance. Therefore, in
the second experiment, we defined a latency constraint of 10 milliseconds for all
packets and calculated the percentage of packets that met this constraint.

Figure 4 depicts the success rate for TAG and Greedy routing at different
levels of offered load. In TAG, all packets can meet the defined constraint at
low packet rates before the saturation point of the network. On the contrary,
Greedy routing can meet the delay constraint for 60 to 80 % of packets at low
traffic loads. The reason for the unsuccessful packets at low packet generation
rates is again the queuing delay in the UAVs that fly too close or inside a PU
region. In Greedy routing, the queuing delay goes beyond the defined constraint
for the real-time packets. After the saturation point, at which also the source
starts to queue packets, the success rate drops down to less than 1 % of packets
and both approaches have approximately similar success rates. Table 2 shows the
maximum delay that occurs for real-time packets in TAG and Greedy routing.
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Table 2. Maximum end-to-end delay comparison (in seconds)

Offered load (Mbit/s) TAG Greedy

0.8 0.005 5.8

1 0.005 7.35

1.2 0.005 9.27

1.4 24.38 38.75

1.6 81.89 99.7

Fig. 5. Average queue length vs. packet generation rate for TAG and Greedy routing

As you can see in the table, the maximum delay in Greedy routing is far beyond
the constraint for real-time packets having low packet generation rates. This
delay reflects mostly the effect of queuing delay in intermediate UAVs that fly
through PU regions.

Figure 5 illustrates the average queue length in the network for both routing
protocols. Before the saturation point, the average queue length is approximately
zero in TAG because it avoids PU regions. Therefore, in TAG we have no packet
queuing due to PU activity. On the other hand, in Greedy routing, there are
number of queued packets in low packet generation rates before the saturation
point. The average queue length increases rapidly with increasing offered load.
Note that we assumed an unlimited buffer in the nodes. However, with a limited
buffer, there will always be packet drops in Greedy routing.

In our implementation of TAG and Greedy routing, we defined the beacon
validity time equal to two beacon intervals. In other words, if a source node
does not receive any beacon from any neighbor, it will not consider this node
as the next hop. This is an indirect message from a node to its neighbors that
the node has moved to a PU region or close to it and cannot send the beacon.
This seems to be beneficial for Greedy routing to stop selecting a node which
is inside or close to a PU region after two beacon intervals. Therefore, shorter
beacon intervals can improve the performance of Greedy routing.
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Fig. 6. Average packet delay vs. beacon interval for TAG and Greedy routing

In another experiment, we measured the average packet delay for different
beacon intervals, but kept the offered load constant. Figure 6 shows the average
packet delay for different beacon intervals in TAG and Greedy routing. For the
short packet intervals, the difference between TAG and Greedy routing is less
compared to longer beacon intervals. TAG always achieves better average delay
because it does not wait for two beacon intervals to know that the neighbor
is inside or close to a PU region. TAG recognizes the mobility of a neighbor
UAV toward a PU region from its planned trajectory. Moreover, the cost for
decreasing the average delay in Greedy routing is increasing the overhead of
more beacon generation in the network. In TAG routing, a UAV adds its next
geographical location to the beacon and sends it to its neighbors. Therefore, the
beacon size in TAG is bigger than Greedy geographical routings. However, the
amount of additional overhead in TAG is restricted to two numeric values for
the coordinates of the next location of a UAV. The size of this extra overhead in
our implementation is 128 bit, i.e., 64 bit for both longitude and latitude. This
amount of overhead is the cost for the TAG routing improvements.

6 Conclusion

UAVs are autonomous flying wireless nodes that can be employed in disaster
scenarios. They may have various missions in the network and their flying tra-
jectory is usually according to their mission. At any given time they have a
planned trajectory and follow it. In this paper, a geographical routing protocol
was proposed that employs UAVs trajectory information to avoid routes inside
or close to PU region. TAG routing improves average end-to-end delay, maxi-
mum delay, and success rate for real-time packets in the network comparing with
Greedy geographical routing. UAV is one of the applications for TAG routing. It
can be applied to other types of wireless ad hoc networks that consist of nodes
with defined trajectories. One of the potential applications for TAG could be
Vehicular Ad hoc NETworks (VANETs) with driver-less cars that have been
proposed recently. Employing TAG in VANETs with autonomous vehicles is one
of our future works.
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Abstract. This paper focuses on the experimental exploration of static
trajectories applied for the localization of wireless nodes using unmanned
aerial vehicles. Furthermore, a unique scenario is investigated that in-
cludes both indoor and outdoor areas. While moving around a building,
an unmanned aerial vehicle localizes wireless nodes that are positioned
inside that building.

First, a classification of up-to-date static trajectories is provided.
Later on, an adaptation of several state-of-the-art static trajectories is
presented. The latter include the so called Triangle and Circle trajec-
tories which are investigated in real-world experiments using a single
unmanned aerial vehicle serving as a mobile anchor. The experimental
data is used to validate the trajectories. Experimental results show that
Triangle is better suited for our unique indoor-outdoor scenario.

Keywords: Localization, Static trajectories, Mobile beacon, Disaster,
Unmanned aerial vehicle, Experiment.

1 Introduction

Location information can be used for many purposes including rescue, coverage,
routing, navigation and target tracking [6]. Localization in Wireless Networks
(WNs) is a very challenging task and can be implemented in many different
ways. A straightforward approach would be to use the Global Positioning Sys-
tem (GPS). However, equipping every node with a GPS-receiver is not practical
because of high cost, limited precision and high power consumption. Moreover,
GPS fails in indoor environments or under the ground [17]. Another approach
named Mobility-Assisted Localization (MAL) uses only one or a few mobile
anchor nodes that are equipped with a GPS module. Generally, an anchor rep-
resents a reference data set collected during the localization [14]. The main idea
of MAL is to use a mobile anchor which traverses the network and periodically
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receives beacon messages coming from unknown nodes. A beacon is a short mes-
sage, containing information specified by the used standard, e.g. IEEE 802.11x
standard family.

Recently, considerable attention has been paid to the problem of anchor place-
ment – methods to design a trajectory for a mobile anchor. It has been proven in
the literature that a well-planned mobile anchor trajectory increases the speed
and accuracy of the localization [14].

A very challenging scenario is considered – a disaster relief. Suppose, an un-
manned aerial vehicle (UAV) is flying over an urban area, which suffers from a
disaster. The purpose of a UAV is to localize ’survived’ devices, enabled with Wi-
Fi module. The obtained information will help to accelerate the rescue process
of people who are stuck inside a building. Here, we consider the IEEE 802.11x
standard family for the communication among nodes. In the literature, numer-
ous trajectories have been proposed for steering a UAV. However, none of them
fits to our scenario. Let us take a closer look at the scenario.

We consider a mixture of indoor and outdoor areas. We assume multiple wire-
less nodes, e.g. personal mobile devices like smartphones, tablets or notebooks,
that are placed in an indoor area, e.g. a building of the university campus, and
a UAV that can move outside this building. The mobile devices are periodi-
cally transmitting beacons (for this, the so called ad hoc mode is being applied).
After collecting these beacons, the UAV will estimate the distance from its cur-
rent location to the emitters and after some time will be able to calculate their
positions. What is the challenge here?

The list of open issues includes, among many others, an accurate sensing strat-
egy, distance calculation techniques, reference data selection approaches, and
efficient trajectory planing algorithms. The latter will be in focus of this work.
Moreover, in this paper, we present the results for the experimental evaluations
of the trajectories that are represented by an adaptation of several state-of-the-
art approaches.

The rest of the paper is organized as follows. In Section 2, a classification of the
anchor placement algorithms will be given. Section 3 introduces an adaptation
of the selected trajectories. Then, Section 4 describes our experiment setup.
Section 5 presents an extensive analysis of the obtained results according to
different metrics. In Section 6, conclusions are given.

2 Related Work in Anchor Placement

Current classifications of anchor placement algorithms found in [20,10,21] lack
some of the most recently developed static trajectories. Moreover, a separation
into two-dimensional (2D) and three-dimensional (3D) algorithms is missing.
As a consequence, Fig. 1 presents the classification of the most important ap-
proaches.

In this regard, all anchor placement algorithms can be roughly divided into
random and planned. The latter can be further subdivided into static and dy-
namic. Next, we present the details of every category.
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Random

Planned Dynamic

Static 2D

3D

3D

Random Way Point (2005)

Gaussian Markov (2002)

DREAMS (2012)

Anchor Guiding Mechanism (2012)

Adaptive Path Planning (2011)

Dynamic Path Determination (2012)

APPL (2011)

Designing path planning (2014)

MAALRH (2014)

Path planning algorithm (2013)

Scan, Double Scan and Hilbert (2007)

LMAT (2011)

Z-Curve (2014)

Circles And S-curve (2007)

Modified hilbert (2013)

Real-Time Path Planning (2008)

Virtual Force Trajectory (2010)

Dynamic Path Algorithm (2011)

MAL by Stitching (2011)

3D-VFDPP (2014)

Path planning in 3D (2012)

3D-HMAL (2014)

Anchor Placement
Algorithms

2D

Fig. 1. Classification of different anchor placement algorithms

Random/Probabilistic Trajectories. If a trajectory does not follow a certain
pattern or is based on a probabilistic scheme, we can classify it as random.
Algorithms based on Random Way Point and Gauss-Markov Mobility models
are the most common examples here [4]. These approaches are simple in their
execution and provide non-uniform and unpredictable coverage of the area. If
there is no information about the explore area random trajectories can be the
best choice. Otherwise, according to [19], planned trajectories result in higher
localization accuracy in comparison to random movements.

Dynamic Trajectories. With a little more information about the area (e.g.,
distribution of nodes, size of the area, nodes density), dynamic trajectories can
be applied. These trajectories are not fully planned in advance. Instead, they
are adapted based on the obtained information while the anchor is in motion.
One of the drawbacks of those algorithms is the message overhead between the
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mobile anchor and unknown nodes. Furthermore, it is not possible to predict the
moving time of the anchor as well as the path distance in advance. Under the
time restrictions, as for example in disaster scenarios, it can be unsafe to apply
such trajectories. Nevertheless, the literature on dynamic trajectories shows a
variety of approaches as in [13,16,5].

Static Trajectories. One of the first examples of static trajectories is pro-
posed by Koutsonikolas et al. in [15]. Three trajectories have been developed,
particularly – Scan, Double Scan and Hilbert. Circles and S-Curves were
proposed in [11] and were designed to reduce the collinearity problem of Scan
and Double Scan.

A so-called LMAT (Localization with a Mobile Anchor node based on
Trilateration in Wireless Sensor Networks) trajectory was proposed in [12]. It
was proven that if a trajectory consists of equilateral triangles, it ensures the
best node coverage and leads to the increased degree of the non-collinearity [12].
LMAT has demonstrated an average localization error of up to 0.7 m in the de-
ployment area of 100×100 m2. This trajectory indeed shows good performance
and was already experimentally validated in an outdoor scenario in [1].

Benkhelifa et al. proposed three new modifications – Squares,Archimedean
Spiral and Waves in [3]. Farmani et al. in [9] defined a Modified-Hilbert ap-
proach. It is an improved version of the Hilbert trajectory. Another algorithm
based on the hexagonal pattern was proposed by Kaushik et al. in [18]. The
Z-curve was introduced by Rezazadeh et al. in [21]. The main element of the
trajectory is build using the shape of the letter Z. Based on the simulation re-
sults, the Z-curve just slightly outperforms the LMAT and Hilbert trajectories.
Here, a log-normal signal propagation model was included in the performed sim-
ulations. One further algorithm is proposed in [10] – MAALRH (Mobile Anchor
Assisted localization algorithm based on Regular Hexagon).

All approaches, mentioned above, have been designed to explore a simple
outdoor scenario. They do not take into account any obstacles like buildings
that must be avoided. One such algorithm has been proposed by Chia-Ho et al.
in [19]. It ensures the location estimation of all unknown nodes and reduces the
localization error. For this, a new position estimation algorithm based on the
chord method is used along with the adopted Scan trajectory. The designed
trajectory can be also applied in case of obstacles. The size of obstacles is con-
sidered to be 10×30 m2 or 30×10 m2. However, the algorithm does not consider
the exploration of obstacles and only implements a strategy to avoid them.

The same disadvantage is present in novel 3D path planning algorithms from
recent research works. Here, such trajectories like five 3D curves, Layered-Scan,
Layered-Curve, Triple-Scan, Triple-Curve and 3D-Hilbert can be mentioned [7].

In summary, static trajectories like LMAT, Z-curve, Hilbert and MAALRH
have demonstrated the best performance in terms of the localization accuracy,
length, difficulty and non-collinearity. Nevertheless, these trajectories fail in our
considered scenario, because they are not suited for areas which include build-
ings. Z-curve and Improved Scan while considering obstacles present simple
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Circle
Triangle

(a) The top view of the building with the positions of the UAV obtained
experimentally ( c© Google Maps TM).

20 m

30 m Smartphone
Netbook

(b) The floor-plan of the chosen building. Positions of the smartphones and netbooks
are marked accordingly.

Fig. 2. The working area of the experiment

obstacle avoidance strategy. None of the present trajectories consider the un-
known nodes to be located inside buildings. The unknown nodes are always
assumed to be located randomly in a region of interest. As a consequence, new
building-aware trajectories are required.

3 Design of New Trajectories

It is a well-known fact that a trajectory consisting of equilateral triangles leads
to a better localization accuracy [12]. The triangular shape ensures at least three
non-collinear anchors to every unknown node. The LMAT trajectory, being one



128 O. Artemenko et al.

Table 1. Weather and experiment setup

Parameter Value/Name

Air temperature 7 ◦ C

Humidity 75, %

Speed of wind 5, m/s

Air pressure 1008, mb

Building size 30× 20 m2

Number of unknown nodes 10

Experiment repetitions 6

Number of trajectories 2

Data Acquisition Algorithm RSS

Anchor Selection technique SS

Distance Calculation d = 10
Pr0−Pr+W

10α

Position Calculation Algorithm Multilateration, Centroid, Min-Max

Table 2. Technical parameters of the UAV

Technical Characteristic Model or Parameter

Processor 600MHz Cortex A8

RAM 256MB

Gyroscope/Acceleration MPU6050

Magnetic Field Sensor HMC5883L

GPS Receiver UBLOX6

Barometric Pressure Sensor MS5611

Ultrasonic Sensor MaxSonar I2CXL

Operating System Gentoo Linux

Flight and Measurement Software PenguPilot (github.com/PenguPilot)

of the most efficient approaches presented in the literature, follows the triangular
pattern. In this regard, an isosceles triangle was chosen as a pattern for the first
trajectory called Triangle.

The next trajectory, called Circle, follows a circular shape which is another
popular pattern used in the literature to design a path for a mobile anchor.
Circle represents a path that is simple and short.

Both trajectories can be observed in Fig. 2(a) that shows positions of a UAV
which was flying around a building in our experiments. Next, the experiment
setup and the detailed analysis of the results are presented.

4 Experiment Setup

The experiment was conducted at the Ilmenau University of Technology in Ger-
many. One of the campus buildings, named Leonardo da Vinci Bau, was chosen
for the experiment. The size of the building was 30 × 20 m2. The experiment
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Fig. 3. Localization error CDF. Performance of different position estimation tech-
niques.
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(a) Flying along the Circle. (b) Flying along the Triangle.
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(c) Netbooks. (d) Smartphones.

Fig. 4. Difference in localizing smartphones and netbooks

setup and the weather conditions at the time of the experiment are summarized
in Table 1.

During the experiment, a UAV, represented by a quadrocopter with the pa-
rameters shown in Table 2, was flying around the building along the two cho-
sen trajectories and receiving beacons once per second from unknown wireless
nodes that were placed inside the building. For every beacon, a received signal
strength (RSS) estimate has been obtained and stored along with the corre-
sponding GPS position of the UAV representing an anchor. The GPS-position
itself was Kalman-filtered, using acceleration and attitude data from a CHR-
6DM attitude and heading reference system. The accuracy of the GPS module
has been evaluated. For that, we kept the UAV in 15 different positions around
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the building for 3 minutes measuring a new GPS estimate every second. The
average error for the GPS positioning was less than 0.9 m with a standard devi-
ation of less than 0.5 m. Since the error introduced by the GPS positioning was
much smaller that the error of the distance estimation, we consider GPS to be
a ground truth for our experiments. To calculate the distance between the UAV
and a corresponding wireless node, the received signal strength (RSS) method
has been used along with a log-distance path loss model from [8]. This model
considers wireless communication among nodes in a mixed outdoor-indoor envi-
ronment. The model predicts a received signal strength Pr(d) at a distance d as
follows:

Pr(d) = Pr(d0)− 10α log10(d/d0) +Xσ −W [dBm], (1)

where Pr(d0) is a signal strength at the reference distance d0; α is the path loss
exponent; and W is the wall attenuation factor. In [8], the following values have
been proposed: Pr(d0) = −40 dBm, α = 3.32,W = 4.8 dBm.

The building along with the trajectories can be seen in Fig. 2(a). Inside the
building, 10 unknown nodes were randomly located. A floor plan of the building
as well as the positions of the unknown nodes can be observed in Fig. 2(b).

In the performed experiment, five netbooks ASUS Eee PC Seashell series and
five smartphones Samsung Galaxy S were used. Netbooks were equipped with
Wi-Fi IEEE 802.11 b/g modules, running in an ad hoc mode. Smartphones
were launched in Wi-Fi IEEE 802.11 access point mode. The UAV was operated
manually and experiment was repeated six times – three times for every trajec-
tory. The average speed of the UAV, while moving along Circle and Triangle,
was 0.8 m/s and 1.2 m/s accordingly. In one of the experiments, speed of the
UAV was increased to 4.4 m/s, while moving along the Triangle. All results are
presented in the form of a cumulative distribution function (CDF).

5 Results Analysis

To obtain the accuracy of the localization, an average localization error was
calculated. As follows, different metrics will be used to evaluate the performance
of both trajectories.

The Type of the Position Calculation Method : Fig. 3 shows the localization error
CDF for the three different position calculation methods – classical Centroid
localization, Multilateration and Min-Max from [2]. All methods demonstrate a
similar behavior. In case of small errors (less than 3 m), Centroid Localization
demonstrates the best performance. In the range of average and big errors, Mul-
tilateration is the best. This is due to the fact that the multilateration minimizes
the mean square distance error of the reference points to the unknown target
position. Min-Max demonstrates quite an unstable behavior. Since Centroid Lo-
calization has demonstrated the highest probability of small errors, we used this
method for the further analysis.

The Type of the Device to Be Localized : The performance of smartphones and
netbooks was also compared. The key observation is, that smartphones are lo-
calized better than netbooks as shown in Fig. 4(a) and Fig. 4(b). Here, the
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Fig. 5. Performance of the nodes, located closer to the center (In) or to the edges (Out)
of the building in case of the Triangle and Circle

difference between smartphones and netbooks reaches up to 60% in the case of
the Circle and Triangle. It can be explained as follows: Smartphones usually
produce weaker RSS readings at the receiver with a smaller standard devia-
tion as compared to the netbooks. As a consequence, when applying a signal
model, a smaller uncertainty factor is reached. In addition, we have investigated
whether there is a relation between trajectories and a device type. Fig. 4(c) and
Fig. 4(d) show the performance of netbooks and smartphones in the case of
two different trajectories. It can be observed that the Triangle is better suited
for the localization of netbooks and smartphones tend to be localized better
when using Circle trajectory. The last can be explained as follows: Smartphones
were located mostly in the right plane of the building. As a result, the strongest
RSS readings were produced at this side. Since, the Circle trajectory approached
building closer than the Triangle, this could have resulted in a higher localization
precision for the smartphones.

Positions of Nodes : Here, the relation between a node‘s position and a localiza-
tion accuracy was investigated. We have related the position of a node to the
center of the building. To determine which nodes were located closer or farther
from the center, a circle was drawn. Radius of the circle was equal to the half
of the buildings width. As a result, six nodes were located outside of the circle
and four of them inside, as shown in Fig. 2(b). The obtained results are seen in
Fig. 5(a) and Fig. 5(b). Nodes, located closer to the center of the building are
localized better, than the nodes located closer to the walls of the building. This
was the case for both of the trajectories. It can be explained as follows. Nodes
which were inside the circle produced more uniform RSS readings from all four
sides of the building, this resulted in a better performance of the position estima-
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tion techniques. As opposite, nodes outside the circle had strong RSS readings
only on one side of the building. As a result, this led to a poorer localization.

In overall, the Triangle trajectory demonstrated a better performance for all
the nodes.

6 Conclusion

In this paper, location estimation strategies have been explored in a unique
indoor-outdoor scenario. We showed that the current research does not provide
us with the building-aware static trajectories. As a result, two modifications of
the state-of-the-art trajectories were introduced – Triangle and Circle. We can
conclude that the Triangle performs better than Circle in terms of the localiza-
tion error. The Triangle trajectory has achieved an average error of about 9 m,
while Circle demonstrated only 11 m. Different metrics have been applied for
the analysis of the experimentally obtained data. The main observations are:

– Three different position estimation algorithms were applied. The Centroid
localization algorithm performed best in case of small localization errors.

– The obtained results indicate that smartphones are localized better than
netbooks. This could have resulted due to a weaker RSS readings with a
smaller standard deviation than that of the netbooks.

– Nodes, located closer to the center of the building are localized better, than
the nodes located closer to the walls of the building. Nodes which were
inside the circle produced more uniform RSS readings from all four sides of
the building. As a consequence, this resulted in a better performance of the
position estimation techniques.
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Abstract. In Mobile Ad hoc networks (MANETs), advanced routing
metrics use Link Quality Estimators (LQE) for making routing deci-
sions. To be efficient and in a strong interaction with the physical layer
transmission conditions, the accuracy and the reactivity of LQE used by
metrics are crucial for maintaining connectivity. Current LQE estimates
the link quality into a single value. This method limits the accuracy of the
estimators, especially in highly volatile environments such as VANETs
in urban environments. In this paper we propose multi-estimators LQE
approach that provides both a better link quality and a link behavior
assessment. These novel estimators deal with LQE requirements, reac-
tivity, stability and accuracy to become a reliable LQE. We evaluate
they reactivity and accuracy with realistic physical layer and mobility
patterns and also found their forecasting properties.

Keywords: F-ETX, forecasting, routing, link quality.

1 Introduction

Link quality estimation is one of the main concerns for applications running
in Mobile Ad-Hoc Networks (MANET), Vehicular (VANET) and emerging Un-
manned System networks. In such networks, the radio signal is affected by sev-
eral phenomena including shadowing, fading and Doppler effect which degrade
its quality. Resulting perturbations contribute to undermine current algorithms,
that impact applications performances. For instance, routing protocols often rely
on link quality estimations to select reliable links and maintain efficient network
operation. Link quality estimation also plays a significant role in topology dis-
covery mechanisms to build a neighborhood knowledge. However the lossy and
the dynamic behavior of the links makes this task non trivial.

In the past, several research papers have been focused on the design of link
quality estimators and have tackled some received wisdoms. Firstly, empirical
studies have shown the absence of correlation between the link quality and the
distance between nodes [1]. Secondly, the transitional phase of link quality is of-
ten longer than expected and characterized by a significant level of unreliability
and asymmetry [16]. Thirdly, the correlation between the Packet Reception Ra-
tio (PRR) and the physical information (i.e. RSSI, SNR and LQI) is not easily
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deductible while these indicators have a limited efficiency to assess the link qual-
ity [1] [17] [13]. It is therefore important to take into account these observations
to design effective metrics.

Fast ETX (F-ETX) is a novel metric [3] that uses dynamic windows size to
sense the link and overcomes intrinsic limitations of static window size and em-
pirical filters such as EWMA. As a result, F-ETX performs better than current
ETX based metrics. Even if the metric reacts quickly to persistent changes, tran-
sient fluctuations also affects the estimation. F-ETX features make it reactive
but instable in some situations. We observed in our experimentations that F-
ETX provides additional information about link features not yet characterized.
This paper completes [3] by providing an extended version of F-ETX combining
additional companion-metrics to give a multi faced assessment in order to make
the metric stable, reactive and accurate. Additionally, it shows the companion-
metrics ability to provide reliable predictions of link quality.

The remainder of this paper is divided into five parts. Section 2 reviews current
techniques to estimate the quality of a link. Section 3 gives the F-ETX technical
background. Section 4 presents the design of the predictive companion-metrics.
Section 5 shows a comparative evaluation of our estimators with other metrics.
Section 6 concludes this paper and opens up new perspectives.

2 Related Work

Effective link measurement is a fundamental building block in wireless networks
and especially if the propagation channel is subject to important variations. This
section summarizes current wireless link quality estimation techniques and point
out the main challenges of this hot topic.

2.1 Logical Information as Link Quality Metrics

Traditional metrics in wired networks, (i.e. hop count) fail to give an estimation
on the paths reliability in wireless networks. De Couto et al. have suggested the
Expected Transmission Count (ETX) metric [6], which combines forward and
backward packet reception to compute a packet delivery success probability.
Draves et al [7] have experimented four type of metrics (ETX, hop count, Per-
hop Round Trip Time and Per-hop Packet Pair Delay) through a test bed placed
in an indoor environment. They observed that ETX performs better than the
others but in a mobility case, the performance of the hop count metric exceeds
the ETX metric. Due to fixed size window based estimation, we showed [3] a
short window size leads to a reactive estimation, while a larger window size
reduces its agility. The Required Number of Packet (RNP) metric suggested by
Cerpa et al [5] performs at MAC layer and counts the average number of packet
retransmissions required to deliver it successfully. They observed the temporal
properties of low power wireless links and described the usefulness of such a
metric to measure the link quality compared to reception rate (RR). Unlike the
RR information, RNP metric takes into account the underlying distribution of
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losses because the link quality is characterized in both directions. However, this
metric requires an ARQ (Automatic Repeat-Request) mechanism to retransmit
lost packets in order to determine the number of retransmission required to
achieve a successful reception. Woo et al [15] designed a routing protocol based
on the channel snopping an introduced an agile filter called Window Mean with
EWMA (WMEWMA) as an empirical estimator technique [14]. Authors have
shown its performance, over the others filters based on the Exponential Weighted
Moving Average (EWMA).

2.2 Physical Informations as Link Quality Metrics

Other metrics, which perform at the PHY layer provide an immediate quality
information about the wireless channel. This type of metric has the advantage to
be implemented without any additional costs and provides a valuable snapshot
of the link state. Such metrics are relied on three kinds of information provided
by the PHY layer: the Received Signal Strength Indicator (RSSI), the Signal to
Noise Ratio (SNR) and the Link Quality Indicator (LQI). Current works try to
establish a correlation between PHY parameters and the PRR but none of them
found a satisfactory solution. Zhao et al. [17] showed the difficulty to make a good
estimation of the link quality based on RSSI values. Even if a high signal strength
can be associated to a high packet reception, the reverse relationship is not true.
The use of the SNR was often proposed to overcome RSSI based indicators
limitations. However, experimental evaluations have shown that the correlation
between the SNR and the PRR is not directly deductible. This is due to the
hardware sensitivity and the environmental effects, especially for intermediate
link quality [1]. In addition, Boano et al. [4] have shown the limitation of SNR
based indicators to differentiate the possible states of a wireless link (transitional
and bad), excepted for good links (result confirmed by [13]). The last hardware
based metric called LQI has been proposed for the 802.15.4 standard but it
can only be exploited on specific radio chips. Even if LQI presents a certain
correlation (better than the RSS and closer to the SNR) with the PRR [10], it
does not provide a relevant estimation for intermediate link quality [13].

A recent generation of link quality estimators based on the packet decoding
process has been proposed. The first one deals with the DSSS decoding error
analysis [9] [12] to assess the link quality. The second one proposed by Gabteni et
al. [8] uses the OFDM decoding process in order to make an interesting link state
indicator which predict future link disruptions. Unfortunately, these estimators
are only available on specific radio chips for the first one and only tested in
simulations for the second one.

2.3 Metrics with Multi-estimators

An interesting novel approach supports that the link assessment can be made
with multi-estimators to have a multi-faced vision of the link in order to com-
pute a scored quality link estimation. Baccour et al. [2] designed an hybrid metric
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based on logical and physical information to provide multi-estimators that as-
sess the packet delivery ratio, the link asymmetry level, the link stability and the
channel quality. These estimators are aggregated into a single metric following
a fuzzy logic method. The Holistic Packet Statistic (HoPS) metric suggested by
Renner et al. [11] incorporates four estimators; namely short-term, long-term,
absolute deviation and trend estimation; computed with the EWMA filter. How-
ever an intrinsic problem of the use of this filter limits the agility of estimators.
It also has the disadvantage to require a large amount of traffic to train the
estimators and consequently increases the detection time of link state changes.

3 F-ETX Metric

The use of a static window size and filters based on EWMA limit the agility of
link quality estimators. The F-ETX metric [3] overcomes these limitations by
monitoring the link with a dynamic window size. Two windows are maintained,
one to estimate the PRR and the second one for the ARR (Acknowledgment
Reception Ratio) estimation, respectively represented by df and dr ratios. Theses
windows are also managed by two algorithms; one dealing with their reductions
to increase the reactivity of the metric and another one takes care about their
growth in order to increase the accuracy and the stability of the metric.

3.1 Reactivity Improvement – Window Size Reduction

As reactivity is the major concern for link quality metrics, F-ETX uses an algo-
rithm that ensures both a fresh and an accurate estimation. Each ratio (i.e. df
and dr) computation uses a binary filter based on the Weighted Moving Average
(WMA). It keeps the newest correctly received packet information and penalizes
the target ratio according to the current number of lost packets. Let x1 . . . , xn

the values representing the current states of reception maintained by a window
W at the time n. The associated binary weight, w, represents the reception state
of the x data packet and fixed at 0 for lost and 1 for a good reception. Let α be
the number of packets marked as lost in the window and |Wn| the window size
at the time n. If a loss is detected, the new window size is determined as follows:

|Wn| = |Wn−1|
2α

(1)

Th reception probability is computed by:

probability =
wnxn + wn−1xn−1 + ...+ w1x1

|Wn| (2)

As shown in [3], in case of successive packet losses, the algorithm enables an
exponential (2α) decrease of the window size that leads to a rapid link state
detection.
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3.2 Accuracy and Stability Improvement – Growth of the Window

To adapt the link quality assessment according to the link stability, a dedicated
algorithm manages the growth of the window size after its reduction. This guar-
antees a proper estimation of the link quality adjusted to the link stability. When
a packet loss occurs, the algorithm saves the current window size, called in the
rest of this paper the threshold, Th. For each new packet marked as received,
the window size is incremented. From the moment the window size reaches the
threshold, each new received packet increments a dedicated counter Cn. Then,
the window (W ) is increased or shifted (the window is shifted left) under the
following conditions.

W

{
Increased if Wn � Th ∧ Cn � Wn

2
Shifted else

(3)

After each increase, the counter Cn is reset. This approach limits the speed of
the window size according to the loss occurrence and adjusts the accuracy of the
estimation according to the link stability.

3.3 Discussion

F-ETX appears as reactive and accurate, but reacts also to transient losses. This
makes the metric instable and does not meet requirements to be a suitable LQE.
As a matter of fact, reactivity and stability are at odds, a single metric cannot be
both reactive and stable. However additional information can be extracted from
the metric to assess different link features. This information is fully exploited to
provide companion metrics about the link quality trend, the link stability and
an indicator about the potential switch from a bidirectional to an unidirectional
link. The goals of these companions metrics is to offset the weakness of the
link quality assessment and provide additional information on the link states to
predict local links features.

4 Companion Estimators of F-ETX

The F-ETX metric only deals with a single estimation while the algorithm as-
sesses other link features that could be suitable both for local link evaluation
and end-to-end path exploration required by routing protocols as example. We
argue that a multi-faced representation of the link provides detail information
about its state and helps the routing process to select the best suitable link.
These estimators are described next.

Link quality : This estimator is based on the link quality performed by the F-
ETX metric. It uses the forward df and the backward dr ratios, which represent
the probability of a packet to be delivered to a neighbor and the probability of
its ACK packet to be successfully received back.

χLQ =
1

(1 − df )(1 − dr)
(4)
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Link quality trend : This indicator tracks the course of the link quality by com-
puting the variation between the current χLQ

t and the previous estimation χLQ
t−1.

To provide a long term estimation the result is averaged with an EWMA.

ΔLQ
t = χLQ

t − χLQ
t−1

χTrend
t = β ·ΔLQ

t + (1− β) · χTrend
t−1

(5)

The coefficient β influences the sensitivity of the filter. Choosing a small β value
is advisable to achieve a long term estimation. Note that two successives χLQ set
to 0 indicate a long-term disruption and resets the link quality trend estimator.

Link stability estimation : We observed that a fine analysis of the df and dr
maintained windows content provides a link stability information. Let a binary
state [0, 1] that represents the reception state of an excepted packet in a window.
We note Wmax the maximum window size, Wn the current window size and the
Wi the ith element in the window. The windows maintained to compute the
df and dr probabilities are respectively noted W df and W dr . The link stability
indicator is computed with an EWMA filter tacking into account the absolute
Ξ and the relative stability ξ.

Ξ =

W
df
n∑

i=1

W
df

i +
Wdr

n∑
i=1

W dr

i

2Wmax

ξ =

W
df
n∑

i=1

W
df

i +
Wdr

n∑
i=1

W dr

i

W
df
n +W dr

n

χStab
t = Ξt · γ + (1− γ) · ξt

(6)

The absolute estimation (Ξ) computed from the maximum window size (fixed
value) represents the absolute level of stability of the link. The relative esti-
mation (ξ) computed from the current window size (dynamic value) represents
the relative stability. This third estimation gives the level of the link stability
according to the current window size. This information is useful, since, for a
same absolute value, the relative link estimation gives an additional assessment
taking into account losses which took place recently. Both absolute and relative
information are suitable to characterize the link stability, hence we advise a γ
value fixed at 0.5.

Unidirectional link level : This last estimator deals with the detection of bidirec-
tional links becoming unidirectional. Current approaches like F-LQE with the
ASL estimator, track the difference between the uplink and downlink reception
rates. Such a method becomes inefficient if the link has a short life time or ex-
periment an high level of packets losses. In this case, windows are not sufficient
trained to give a trustworthy estimation. Our method overcomes this limitation
by measuring the variation of the up and downlink reception ratios. This makes
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it independent of the window size and does not require any training period. Let
W be a window and W t

n its size at time t. The variations of the reception ratio
provided by the window W at time t is noted ΔWin

t . The indicator is given by:

ΔWin
t =

W t
n∑

i=1

Wi −
W t−1

n∑
i=1

Wi

χULL
t = χULL

t−1 · λ+ (1− λ) · ϕ(Δdf

t , Δdr
t )

with ϕ(x, y) =

⎧⎨⎩
−1 x < 0 ∧ y > 0
1 x > 0 ∧ y < 0
0 else

(7)

To give a tendency we advise a λ value fixed at an high value. When this indicator
becomes negative, a link may become unidirectional (e.g. nodes with different
transmit power level) .

5 Evaluation

This evaluation compares the performances and the robustness of F-ETX and
companion metrics to current scored metrics, namely F-LQE and HOPS. Tests
were run in an urban environment with both realistic propagation and mobil-
ity into the NS-3 simulator. Simulations ran 30 mobile nodes in a 500m× 500m
area with realistic urban Manhattan 4×4 grid based mobility. Nodes have differ-
ent relative speeds in [0:30] m/s. The realistic wireless channel was setup with a
ThreeLogDistanceLossModel for modeling shadowing (Exp0: 2.5, Exp1: 5, Exp2:
10, D0: 1m , D1: 75m, D2: 114m ). Fading effect was setup with a RicianPropaga-
tionLossModel with a LineOfSightPower fixed at 1. Communications performed
with 802.11g at 6Mbp/s. Link quality metrics are measured at the receiver side
by monitoring probe packets. Details can be found in [3]. Parameters of LQEs
have been set according to [2] for F-LQE and [11] for HoPS.

For F-LQE [2] the parameter of the WMEWMA filter used to determine the
packet delivery ratio is set to 0.6. An history based of 30 PRR is used to compute
the link stability and the link quality estimations. Until to reach this threshold,
the minimal required history is set to 5 PRR. HoPS [11] uses EWMA filters
to compute short- and long-term link quality estimations and their deviation.
Coefficients are respectively set to 0.9 and 0.997 and its initializes short- and
long-term estimations at 50% for new links. For F-ETX, parameters λ, β and
γ are respectively set to 0.9 , 0.1 and 0.5. To evaluate both the agility of the
metrics to track fluctuations of the link quality and the accuracy/robustness of
the metrics, we achieved temporal and statistical evaluations.

5.1 Temporal Behavior

The reliability of metrics were tested under two scenarios; a fast and a slow
crossing cases involving two nodes. In the first one, the relative speed is 50 m/s
and the communication time is 5s while in the second one, they are respectively
3 m/s and 24s.



A Novel Predictive Link Quality Metric for Mobile Ad-hoc Networks 141

Fig. 1. Fast speed crossing

Fast Speed Scenario. According to the distribution of the dr and df in the fig-
ure 1(a) the link lifetime is very short (5s between 12s and 17s, while important
stochastic losses can be observed resulting from a significant fading (Rayleigh)
effect). The PRR computed over an history of 5 packets declares the link dis-
rupted at 21s, but in fact the disruption occurs at 17s, in addition a single df
and dr reading is not sufficient to determine the link state. For instance, at 13s
on a single reading the link could be considered as disrupted, whereas it was a
transitory loss (the link remains up until 17s).

About the F-LQE, figure 1(b) shows the smoothed PRR (SPRR) evaluating
the link quality and the link stability estimation (SF). Below, the figure 1(c)
shows the unidirectionality level of a link estimator (ASL). The SPRR follows
the corresponding PRR (fig 1) trace with a smoothing trend, but the estimator
is clearly not enough reactive and detect the disruption too late. This result
from the EWMA filter that gives more important stability than reactivity to the
estimator. The SF estimator also suffers from a lag to indicate a decrease of the
stability from 22s, while the link is disrupted, because it is based on an history
of five packets to compute the stability estimation. About the ASL indicator,
the variation of dr and df distribution introduces light fluctuations indicating a
low probability to have asymmetric link.

Regarding estimators from HoPS (fig 1(d) and (e)) it is observed the slow
convergence time of the short-term estimation, while a link is disrupted, the
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Fig. 2. Slow speed crossing

estimator declares the link quality as not disrupted. But the long-term estimator
indicates a correct trend of decrease. Consequently, the EWMA filter is well used
for long-term estimation but not suitable for short-term estimation which too
smooth estimations. In the same manner, the link quality trend and the variation
indicators are affected by the long reactivity of the short estimation and react
too slowly when a disruption occurs.

The estimators of F-ETX are shown figure 1(f) and (g). In contrast with
LQE, F-ETX is more reactive than the others and declares the link disrupted
earlier (at 18s). The trend estimation indicates a degradation of the link quality
via consecutive negative values. This is confirmed by the link stability estima-
tor indicating a low level of stability and a decrease. About the unidirectional
indicator, its gives a false positive value (at 14s) indicated that the link can be
unidirectional in the opposite direction.

Slow Speed Scenario. The distribution of dr and df and the PRR indicate a
progressive increase of the link quality, fig 2(a).

Concerning F-LQE, the SPRR (fig 2(b)) progressively increases and confirms
this tendency. The stability is correctly estimated by the SF estimator, indi-
cating a decrease of the stability at the beginning of the communication and a
progressively increase for the rest of the simulation. About the ASL, stochastic



A Novel Predictive Link Quality Metric for Mobile Ad-hoc Networks 143

Fig. 3. Statistical analysis

losses disturb the estimator (fig 2(c)), that indicates the possibility of the link
to be unidirectional.

About HoPs the short-term link quality estimators also indicates an improve-
ment of the link quality and is confirmed by the long-term indicator that pro-
gressively increases (fig 2(d)). We note that the HoPS ST increases faster than
HoPS LT. But the HoPS trend and variation (fig 2(e)) take the same course
indicating an increase of the link stability and a variation between HoPs ST and
LT.

Regarding F-ETX (fig 2(f) and (g)) the link quality estimation also increases,
this is confirmed by the trend estimators indicating a decrease at the begin-
ning, but progressively indicates an improvement of the link quality. The same
observation can be pointed out on the link stability indicator. Unlike the ASL
indicator the link unidirectionality level estimator of F-ETX varies a little and
reflects the constant bidirectional property of the link.

5.2 Statistical Evaluation

While previous evaluations give a detail about the strength and weakness of
LQEs, this evaluation is extended with statistical analysis from all links of the
simulation. Over 470 links have been analysed where 1800 packets have been
exchanged.

Previously we have observed that the link quality estimator of F-ETX is more
reactive than F-LQE and HoPs. In this statistical study we are focus on how
this estimator can anticipate disruption compared to the PRR solution based
on an history of 5 packets . Figure 3 (a) shows that F-ETX is clearly the best
solution by anticipated disruption before the PRR solution. Because based on the
dynamic window size the metric is more reactive and track very well link states
changes. In addition, F-ETX assess both link direction unlike a PRR solution
that only evaluates downlink.

The rest of the statistical analysis is made with the Mean Absolute Error
(MAE) that measures the magnitude of the predicted estimation and the current
outcome. A low score indicates a good prediction while a bigger value indicates a
greater error between the prediction and the current value. Tracking link stability
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is an essential feature to detect and differentiate transient and persistent link.
We have compared Fig 3 (b) the variation of the value given by these estimators
to the current variation observed from the delivery and forward ratios. F-ETX
estimator gives the lowest MAE compared to the other. Because HoPS indicator
only tracks the variation between the HoPs ST and LT estimations, that not
really related with the link stability and about F-LQE, the estimation is based
on a PRR history that produce a lag generating consecutive error predictions.

The link quality trend is a complementary information that determines the
current course of the link quality. Fig 3 (c) shows the link quality trend of HoPs
and F-ETX. We observe the better ability of our estimator to give the tendency
of the link quality compared to HoPS. Even if each of them is based on the link
quality estimator and both are computed with an EWMA filter. Their abilities
to track the link quality course depends on the ability of link quality estimator,
as HoPS-ST suffers from lag with the use EWMA filter impacting the HoPS-LT.
On the other hand, the link quality estimator from F-ETX is react but instable.
That is why with the use of EWMA the estimation is stabilized given a better
long-term estimation than the HoPS-LT overestimating the tendency.

Figure 3 (d) shows the unidirectional link estimator of the F-LQE and F-
ETX. During the simulation, any effective unidirectional link are present. ASL
estimation only made a single reading on the reception ratio of the up and
downlink often different when highly propagation disturbances are present. Our
indicator adopts another strategy based on the variation between the up and
downlink, this results that our estimation is more robust to disturbance and
give more suitable information about the potential of a bidirectional link to
become unidirectional.

6 Conclusion

In this paper we presented novel companion-metrics of our recently proposed
F-EXT metric [3]. Each of them evaluates a specific link feature; (i) the link
quality, (ii) its trend, (iii) its stability and (iv) the detection of unidirectional
links. They do not require a training period and are computed efficiently by
the use of dynamic sized windows and moving average filters. These four metrics
have then be compared to popular propositions of LQEs from the literature (e.g.
F-LQE and Hops). Comparisons took two forms. First showed the capacity of
the metrics to track accurately link disruption and link upcoming in two nodes
crossing scenarios (e.g. a fast 50m/s and an slow 3m/s one). They also high-
lighted prediction capabilities of the metrics. The second evaluation confirmed
this prediction capability through a statistical analysis that show how F-ETX
and its companion-metrics overcomes other LQE when dealing with link dis-
ruption forecasting. The capability to detect a wireless link that switches from
bidirectional to unidirectional was also tested. To test the robustness of the new
metrics, simulations ran realistic channel propagation models and realistic ur-
ban mobility. This work shows two important elements relating to link quality
monitoring; to track efficiently a link expecting volatile channel propagation con-
ditions, the use of dynamic sized windows overcomes the classical methods, a
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metric associated to companion-metrics allows a better assessment of channel
properties and is therefore more suitable for usage into higher levels.

This is precisely the aim of our future works. We plan to test the F-ETX and
companion-metrics in other contexts such as building environments to confirm
the suitability of our approach.We will also integrate the F-ETX and companion-
metrics into routing protocols to test their efficiency in multi-hop path setup.
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Abstract. Received Signal Strength Indicator (RSSI) is commonly con-
sidered and is very popular for target localization applications, since it
does not require extra-circuitry and is always available on current de-
vices. Unfortunately, target localizations based on RSSI are affected with
many issues, above all in indoor environments. In this paper, we focus on
the pervasive localization of target objects in an unknown environment.
In order to accomplish the localization task, we implement an Associa-
tive Search Network (ASN) on the robots and we deploy a real test-bed
to evaluate the effectiveness of the ASN for target localization. The ASN
is based on the computation of weights, to ”dictate” the correct direction
of movement, closer to the target. Results show that RSSI through an
ASN is effective to localize a target, since there is an implicit mechanism
of correction, deriving from the learning ASN approach.

Keywords: ASN, Target Localization, RSSI, robots, experimentation.

1 Introduction

In the recent years, research communities have focused and considered pervasive
target localization [1] and cooperative target localization. Target localization can
be also envisaged as a sub-problem of coverage of specific areas, where events of
interest occur [17], and where the correct and timely localization is mandatory.
Among all the parameters that a wireless device (e.g. a robot) can measure, the
Received Signal Strength Indicator (RSSI) is one of the most popular consid-
ered for target localization [14] [15], above all in the context of Wireless Sensor
Networks. Its popularity is due to different factors, such as it is always avail-
able between communicating devices, and it does not require extra-circuitry that
would result in higher costs and energy consumption. Furthermore, the availabil-
ity of the RSSI measure on all the devices, makes possible the implementation
of a localization technique for heterogeneous nodes. This latter feature increases
the potential scalability of this kind of approach, as envisaged in [16].

In this paper, we propose to exploit the RSSI parameter to localize a target in
an unknown environment. The localization technique is based on an Associative
Search Network (ASN) [2] and is performed in indoor environments. The network
we implement on top of our robots is Hopfield-inspired [6] and we will show that
it shares, with this type of system, the capability to converge towards stable
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states. By providing our robots with learning capabilities, we make RSSI a viable
solution for target localization. One of the main premises related with the system
developed, is that the computation of the weights for the direction decisions, is
performed without any external oracle. This feature comes down to provide
our devices with the possibility to dynamically adapt the weights without the
intervention of an external central unit. In practice, the resulting system will
be totally distributed and evolutionary by dynamically adapting its behavior
to the external conditions. As a proof of concept of the proposed approach,
we developed the whole ASN on Arduino-based mobile robots. These robotic
platforms have been built from scratch and are totally reprogrammable. The
brain of the robot is a mini-pc.Even if the robots are also able to communicate
with each others, in this context, we have only used the communication paradigm
to assign the task (i.e. the identity of the target to be localized). The Arduino
module is mainly used to ”transfer” the movement commands to the four wheels
and to implement all the components related to the movement. In summary, the
main contributions of the paper are as follows:

– a new Received Signal Strength (RSSI)-based Associative Search Network
(ASN) for target localization;

– an evaluation though ASN implementation on real hardware (Arduino robots).

The rest of the paper is organized as follows. Section 3 browses the literature
for the three macro topics tackled in this paper : a) Target Localization, b) Asso-
ciative Search Networks and c) RSSI use in localization processes. In Section 4,
we state the Associative Search Network problem (ASN) for target localization.
Section 5 details our contribution. Section 6 describes the scenario considered
for evaluation purpose and the test-bed deployment. Section 7 gives the main
features of the ASN implementation on robots. Finally, Section 8 concludes this
work and explores future research paths.

2 The Associative Search Network Problem

In this section, we introduce the ASN Problem. We start by considering an ASN
that can be defined as a system where there is no outside process that suggests
the correct association between a pattern with a key. Instead, for each key,
the associative system searches for the pattern that minimizes a reinforcement
signal (i.e. a payoff). The system is able to store, by the mean of an associative
memory, the results of reinforcement feedback coming from the environment. In
the ASN, is not considered at all the presence of a ”oracle”, that has to provide
the pattern to be stored. This feature makes this system similar to an Hopfield-
network [6]. Another important feature is that it does not require an a priori
knowledge about the best associations. ASN combines two learning methods
that are usually considered separately: (i) a pattern recognition mechanism to
respond to each key with the appropriate output pattern and (ii) a stochastic
automaton method to maximize a reinforcement signal or payoff [18] [19]. If
we consider that the ASN interacts with an environment E, at each time unit
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t, E provides a context vector X(t) = (x1(t), x2(t), ..., xn(t)), where xi(t) is a
positive real number and n is the number of inputs. E will also provide a payoff
or reinforcement learning z(t). The ASN produces an output pattern y(t) =
(y1(t), ....ym(t)), where m is the number of outputs, where each yi(t) ∈ {0, 1}
and is received by E. In practice, the vectorX(t) is to provide information about
the environment to the ASN. Different contexts may require different actions
from the ASN. As an example, we can consider a mobile device that is required
to reach a specific target. The context is represented by an estimation of the
distance. After a movement, a different context will require a different action,
that could correspond to a request of changing direction (this is a different
action required). The reinforcement signal is intended as a kind of evaluation
of how much an action is appropriate in a certain context. A more appropriate
formulation of the problem could be: let us assume that X(t) belongs to a finite
setX = (X1, ...., Xk) of context vectors and let also assume that to eachXα ∈ X
corresponds a payoff or reinforcement function Zα. If E always evaluates an
output vector in one time step and if X(t) = Xα, then Z(t + 1) = Zα(Y (t)).
This means that E provides a ”training sequence” over X if it implements an
infinite sequence of payoff functions and emits the corresponding sequence of
context vectors X i1, X i2, ..., X il. Each X il ∈ X and each element of X occurs
infinitely often. The termination condition of the associative search problem is
solved when, after some finite portion of a training sequence, the ASN responds
to eachXα ∈ X with the output pattern Y α = (yα1 , .....y

α
m) which maximizes Zα.

As outlined in [2], the output vectors required from the system are only based on
scalar feedback. Other mechanisms that are also able to solve similar problems,
such as perceptrons based mechanisms [4], have some counterparts, e.g. they
require a separate error feedback. The basic unit of an ASN is the adaptive
element and in the simplest version, an ASN can be regarded as constituted by
a single adaptive element. Let us indicate with xi, i = 1, ..., n the context input, z
represents the payoff (or reinforcement signal) and y is the output. Every context
input xi is associated with a weight wi(t) ∈ R. Let assume W (t) is the vector of
weights at time t and s(t) is the weighted sum at time t of the contexts inputs.

We obtain s(t) =
n∑

i=1

wi(t)xi(t) = W (t)X(t) and the output y(t) is

y(t) = sign(t) =

⎧⎪⎨⎪⎩
1 if s(t) + noise > 0,

0 if s(t) + noise = 0,

−1 if s(t) + noise < 0.

(1)

where noise is a random variable with zero mean normal distribution. The ele-
ment’s output depends on the value s. If s is positive y(t) will be more likely 1,
otherwise it will be more likely 0. The update of the weights is governed by the
following equation, at each time step:

wi(t+ 1) = wi(t) + c[z(t)− z(t− 1)]

[y(t− 1)− y(t− 2)]xi(t− 1),

i = 1, ..., n

(2)
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where c is a constant determining the learning rate. The more the value of n
increases the more the accuracy increases too, but also the complexity will in-
crease and, with it, the occupancy of the memory. In this equation, the response
latency is considered equal to zero. It is worth noticing that, when the simplest
ASN with only a single adaptive element is considered, the search of the op-
timal action is determined by two possible actions by the ASN. However, in a
larger ASN (with more than 1 adaptive element), the adaptive elements exploit
their capability of operating in an effective way, with random payoff response
characteristics. From 1, we can observe that the change of the payoff signal z is
used by the adaptive element for determining weight changes. Of course, if the
payoff (or reinforcement signal) changes at every time step and it does not vary
smoothly over time, an adaptive element that implements the rules 1 and 2, is
not capable to solve an associative search problem.

3 Related Work

The issue addressed in this paper is characterized by different properties, the
target localization, the ASN and RSSI-based localization. Target Localization
represents the main goal that the robot has to fulfill, the ASN is the main
technique used in this work to reach the goal and the Received Strength Signal
Indicator is the parameter used to obtain information from the surrounding
environment. To the best of our knowledge, combining these three components
is new. We thus briefly survey the literature for these three topics independently.

Target Localization. A special category of target localization, named Anchor
Based considers a subset of nodes, placed in fixed coordinates, called Anchor
Nodes. Through the exchange of messages among those nodes and a target, it is
possible to estimate the position of the target inside the monitored area. Such
a localization can have different purposes, like [7] where measured RSSI is used
as parameter in maximum likelihood estimation algorithm. A more complex
use of this technique can be found in [8] where the RSSI is used to determine
the position of a robot using a distributed algorithm and to direct it to follow
a path. In [11], the authors consider the target localization problem based on
range measurement by considering a single mobile robot or several cooperating
robots. Similarly to our approach, the authors consider that the robots do not
have access to global knowledge about the environment. They do not know their
current position, do not share a common sense of direction, etc. The robot is
asked to estimate the relative coordinates of the target. Anyway, the approach
they consider is totally different, since it is based on a specific filter.

In [12], the authors consider a set of mobile robots able to localize a set of
unknown static targets within a known obstacle map. The robots use measure-
ment Probability Hypothesis Density, or PHD, filter to collect the information
for localization purpose. The authors do not make reference to RSSI as viable
parameter to localize the targets. Moreover, the main difference is that the au-
thors in [12] assume they know the obstacle map. In our case we introduce an
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explicit mechanism to detect and avoid the obstacles. The purpose is yet dif-
ferent and the aim is to use anchor nodes (if available), to help a robot in the
localization process of an active target without a priori knowledge of the map,
the geographic coordinates, etc. and without a oracle that manages the right
weights associated with the weight matrix to compute the output.

Associative Search Network. ASN has been introduced by Barto and Sutton
[2] as a learning process. It interacts with an environment (E) receiving from it a
feedback link. Through the analysis of this feedback and a reinforcement payoff
signal the ASN is able to learn the best actions to perform in order to maximize
the payoff function and reach a goal. This technique has been further analyzed
in [9], where the authors define a simulation environment to solve the practical
problem called Hill Climbing. In the scenario depicted in this example a robot
had to climb to the top of a hill where a tree is placed. The operations of the
robot are assisted by the presence of some landmarks. Therein, the authors show
how the presence of the landmarks and the use of ASN can improve the efficiency.
Our work aims to replicate this scenario in a real environment, rather than a
simulated one, to analyze the difference. We were mainly focused to identify the
assumption that remains valid and the ones that is necessary to reduce when
moving from a simulated scenario to a real one.

RSSI Use in Localization Processes. The Received Signal Strength Indica-
tor (RSSI) is often used as a parameter in target localization algorithms because
of its relationship with the Path Loss Model, also known as Friis transmission
equation [3]. Thanks to this equation it is possible to calculate the power of a
transmitted signal at a fixed distance d from the transmitter. It can be used
as well to obtain the distance, from a transmission point, given the power of
the received signal. The use of RSSI for distance estimation may present some
drawbacks, especially for indoor localization, due to the presence of multi-path
fading, shadowing and scattering which affects the transmitted signal as depicted
in [10]. Heurtefeux and Valois outline that the great popularity of localization
protocols based on RSSI (in Wireless Sensor Networks) is mainly due to the
fact that no extra hardware is required and the theory formulates the RSSI in
terms of distance function, but the disadvantages can make its use for Localiza-
tion Target purpose unfeasible. In [13], the authors show the effectiveness of a
navigation technique based on RSSI. Similarly to our approach, the orientation
adjustment and the motion tracking are performed through the help of other
nodes (sensors nodes in their case). The main difference is that they consider
sensors distributed in a grid pattern. We also make reference to landmarks that
are arranged in the middle of the side of a rectangle, but our approach is able
to dynamically adjust and learn about the landmarks even if they are arranged
in different positions and are different in number.

4 Target Localization Problem Statement

The main goal of this work is the target localization in an unknown environment,
based on the Received Signal Strength Indicator (RSSI). We provide our robots
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with an ASN and formalize the Target Localization as an Associative Search
Network problem. By the definition of the appropriate weights, the robot will
move in a weighted space, instead of a physical space. This means that, the
robots will perform a specific action based on the ASN implemented on them.
We got inspiration from the work of Barto and Sutton [2], where the authors
show how a simple network could be used to model a learning approach based on
reference points (landmarks). Specifically, the movement rules defined by Barto
and Sutton, are based on distinct olfactory gradients (emitted by the reference
points).

By considering a payoff function z, that is maximized when the robot reaches
the objective and is decreasing while the distance (between the robot and the
target) increases, it is possible to show that the robot is able to find the right path
and reach the target. Of course, by providing the system only with the payoff
function makes the movement of the robot less precise and the overall process
longer. In our reference model, the network is constituted by 4 input units and
4 output units. The input unit i can assume the values North, South, East
and West, the context input xi(t) is the signal emitted by the correspondent
reference point and y represents the output of the ASN system. Every input unit
is completely connected to each output unit j, where j = North, South, East
and West. In this way, each input unit can ”modulate” or adapt 4 connection
weights wji(t) in the connection matrix by following the equation 2. Each weight
encodes a confidence degree in such a way that, when the robot is close to a
reference/landmark point i, it should proceed towards the direction j, closer to
the target.

The confidential degree sj(t) (in order to move in direction j) is computed
as the sum of the products of the current weights and signals received by the
reference points as

sj(t) = w0j(t) +
∑
i

wji(t)xi(t), (3)

where w0j(t) is a polarization term. The weights w0j are updated as follows:

w0j(t+ 1) = f [w0j(t) + c0(z(t)− z(t− 1))y(t− 1)], (4)

where

f(x) =

⎧⎪⎨⎪⎩
BOUND if x > BOUND,

0 if x < 0,

x otherwise

(5)

f bounds each w0j to the interval [0, BOUND]. c, c0 and BOUND are pos-
itive real numbers. The rule as defined in 5 is necessary to allow the ASN to
correctly work also in the absence of landmark information. More details about
values and impact of c, c0 and BOUND can be found in [2].

In our specific case, if our robot is close to the reference point North, the
output unit South will be activated and next the robot will head to South.
Furthermore, if the robot is in the quadrant South − West, the output units
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of North and East will be activated and the next step of the robot will be
in the North-East direction. The robot has to learn the appropriate weights
by implementing the rule as in Eq. 2. In this case, a connection weight wji

will change if and only if a movement towards direction j, i.e. (yj(t − 1) > 0),
is executed and the robot is close to a reference point i(xi(t − 1) > 0). By
considering z(t) as a measure of the closeness of the target, we can observe that
wji increases when z increases, yielding that direction j makes the robot to move
towards the right direction. In this case, a movement j is likely to occur again.
On the other hand, whether wji decreases, the function z also decreases and the
robot will move towards the wrong direction.

5 Our Target Localization Algorithm

This section details our Localization Algorithm, detailing the rules that drive
the movement of the robot. The main goal for the robot is to ”detect” the target
(receive a signal strength with a sufficient level from the target) and to move to
reach it without a priori knowledge about the environment.

In order to correctly move, the robot has to implement a behavioral logic,
based on the input information it receives (e.g. the RSSI) and the elaboration
of the inputs through the ASN.

(a) Steps of the behavior of a robot. (b) Real scenario.

The Localization Algorithm is split in two phases: the 1) ASN implementation
Phase and the 2) Approaching Phase, as shown in Fig. 5. During both phases, an
underlying obstacle avoidance process, detailed in the next section, is running.

We assume the target to be reached is always turned-on and that the robot
is moving in the room where the target is. Based on these assumptions, our
algorithm terminates when, based on the inputs received the robot estimates it
has reached the target. The robot checks for the list of tasks and implements the
first one. It enters the ASN Implementation Phase, which consists in receiving
the ”signals” from different devices and analyzing them. If the robot does not
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overhear its target, it moves forward for an arbitrary time Δt (e.g 1 or 2 sec.)
by following a Random Way Path (RWP)[5]. It travels a prefixed distance, then
it stops and checks for listening the devices. It repeats this process while it does
not hear the target device.

Algorithm 1. Localization Algorithm
• Local variables: TargetFound = TargetReached = FALSE; List List of tasks;
RSSI-based target localization

1: while List �= ∅ do
2: T ← POP(List) {Move to next task/target T in the list}
3: while (TargetReached == FALSE) do
4: if TargetFound then
5: Collect xi {Collect RSSI signal xi from T and from landmarks L}
6: DIR←ASN-Localization(xi); Move in DIR direction
7: if TargetReached==TRUE STOP {task completed;} and Remove task from List
8: else
9: Δt ← Random(). Move forward for Δt at speed s.
10: end if
11: end while
12: end while

ASN-Localization(xi)

1: Compute sj ∀j {Solve Eq.2 and 3}
2: Return i such that si = max∀jsj

6 Performance Evaluation

In this section, we describe the test-bed considered to assess the performances
of the ASN-based target localization. First, we detail the entities considered to
realize the proof-of-concept and then we describe the scenario.

6.1 The “Entities” Involved

The reference scenario we implemented is characterized with heterogeneous items.
Specifically we have:
1) The target node : TP-LINK Router Wireless N300;
2) 4 landmarks - 1 NETGEAR Wireless Router MR314, 1 ALICE Gate2 Plus
Wi-Fi and 2 notebooks HP 630 (hotspots);
3) Rovers (robots equipped with wheels to support mobility).

We placed the two hotspots in the points West and East of the area, the
target in the centre of the area and at North and South we put the other
routers. The reference scenario is represented by an area of 15m2 (3 × 5m) as
shown in Figure 1(b). The received power value has been obtained both from the
anchor nodes (landmarks) and the target through the command Iwlist, that is
available in the Linux platform as part of the wireless-tools library. Through this
package, it is possible to have a set of commands to control the wireless devices
based on the standard 802.11. The Iwlist command is used in combination with
some parameters to better specify the data requested by a user. It details, for
every detected network, a set of data related to the ESSID of the network, the
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quality of the signal, the transmission channel frequency, and the Received Signal
Strength Indication (RSSI).

To the follow we detail each step of the algorithm as implemented in our Rover
and shown in Figure 5.

Obstacle Check and Obstacle Avoidance. Every robot runs an obstacle
detection and avoidance based on ultrasound sensors. Once an obstacle is de-
tected, the robot bypasses it. To do so, the robot scans the area on the right
side with an angle α◦. If the obstacle is still there, the robot scans the area with
an angle 2 × α◦ on the left side. If the obstacle is still there, the robot moves
backward, turns α◦ right again and resumes its previous movement (either in
searching or approaching phase).

Localization Start. If the robot does not detect any obstacle, it runs the Lo-
calization Phase, by acquiring the signal inputs. If the robot individuates the
target ID among the signals received, it compares the RSSI value with a thresh-
old value. If the signal RSSI results greater than a certain threshold, the robot
estimates the target as reached, otherwise the robot enters the ASN-Localization
algorithm.

ASN Implementation Phase This is the core of the algorithm. Based on
the received input signals x1, x2, ..., xn, the ASN will output a specific action
that corresponds to a specific direction towards which the robot will move. The
output signals y1, y2, ..., ym will constitute the new RSSI values, deriving from
the new position of the robot. The payoff z represents the closeness of the robot
from the target.

6.2 Results

In order to evaluate the ASN technique proposed, we realized a proof-of-concept
based on a testbed as described in 6.1 and a variable number of robots (ranging
from 1 to 3). We build this Arduino platform from scratch and we equipped it
with a mini-pc, that constitues the ”brain” of our robot. We performed three
types of experiments, every result is the average over more than 30 runs. The
parameters we evaluated are the time needed to reach the target (Delay) and
how close the robot is positioned from the target when the algorithm exits (Dist).
Numerical results are reported in Table 1.

Table 1. Results. Delays are in sec, distances in cm

Robot 1 Robot 2 Robot 3

Delay Dist. Delay Dist. Delay Dist.

61,6 26 – – – –

65,7 25,5 80,5 31,3 – –

69,6 26,5 82,2 33 93,4 39,7
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7 Characterization of Our ASN-Based Target
Localization Technique

In this section, we summarize the main features of our ASN system and we
discuss some derived properties. Our system is characterized as follows:

– The learning process is no central unit;
– The weights are adjusted locally on current variables (signal, position);
– Weights do not depend on the difference between the desired output and the

actual value of the system;
– The transition process runs until the network has reached an equilibrium. In

our case, it is achieved when the RSSI-estimated distance is smaller than a
threshold value, the robot will not move and then RSSI are unchanged.

Let wij be the weight value that connects the output of the ith context input
with the jth output, W = wij the weight matrix and Y = [y1, ..., yn]

T the output
vector. W is symmetric (i.e. wij = wji) and wii = 0. We consider a discrete
Hopfield network used as an auto-associative memory [6] for searching purpose.
Based on the premises considered, the evaluation of the stability property of our
system can be performed by considering the computational energy function E,
which is defined in n-dimensional output space Y as:

ΔE = E(x(t+ 1))− E(x(t)) = −1

2
Y TWY (6)

that is:

E = −1

2

∑
i

∑
j

wjixj(t+1)−
∑
i

w0j(t)xi(t+1)+
1

2

∑
i

∑
j

wjixj(t)+
∑
i

w0j(t−1)xi(t)

(7)
where w0j is as defined in Eq. 3. In the theory of stability, if the structure of the matrix
is as those defined for our weights matrix W , and the schedule, where only a unit of
the network is updated at a time, namely asynchronous update, it is possible to show
that the system converges to one stable state in finite time. The stability is proved by
showing that the energy function always decreases as the state of the processing are
changed one by one. Let us consider that the neuron input (context input), that just
changes state at step t is neuron p. Therefore, xp(t+ 1) is determined as:

xp(t+ 1) =

⎧⎪⎨
⎪⎩
1 if s(t) + noise > 0,

xp(t) if s(t) + noise = 0,

−1 if s(t) + noise < 0.

(8)

It is worth recalling that X is the input pattern and Y is desired output pattern and
in the case of auto-associative memory, we have X = Y , and the diagonal entries of the
weights matrix W are set to 0, namely wii = 0, with i = 1...n. If all the states of the
network are to be updated at once (as in our case), then the next state of the system
will be represented as: x(t + 1) = y(W Tx(t)). When the exemplars are orthonormal
and we have: y(x) = x and Y XTxr =

∑
i δiry

i = yi, with r=1...n and δir is the
kronecker delta, then we obtain: y(W Txr) = y(xr) = xr that means that each stored
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pattern (or memory element) is a stable state of the network. Whether xp(t + 1) is
determined as 8, for all the other inputs (or context inputs), we have xi(t+ 1) = xi(t)
for i �= p. Furthermore, we have wpp = 0, and:

ΔE = −((xp(t+ 1) − xp(t))(
∑
j

wjpxj(t)) + w0p(t)) (9)

namely,
ΔE = −((xp(t+ 1) − xp(t))sp(t) (10)

It is worth noticing that, if the value of xp remains the same, then xp(t+1) = xp(t)
and the ΔE = 0. If they are not the same, either it will be xp(t) = −1 and xp(t+1) = 1
due to the fact that sp(t) > 0, or xp(t) = 1 and xp(t + 1) = −1 due to the fact that
sp(t) < 0. Whatever the case is, if xp(t + 1) �= xp(t) it is in a direction for which
ΔE < 0. Therefore, for this type of specific network (discrete Hopfield), we have
ΔE < 0. Since the energy function decreases at each state (some fixed amount) and
it is bounded, it reaches a minimum value in a finite number of state changes. This
can be translated as a convergence to one stable state of the network in finite time.
The type of schedule considered here is named asynchronous update, since only one
unit at each time is updated. Where all the units are updated at once, namely the
synchronous update, the convergence is not guaranteed, since it may result in a cycle
of length two. Of course, some of the stored patterns may not be a stable state. In fact,
we are dealing experiments with RSSI in indoor environments, and we experimented
cases of components of multi-path that add in some points, resulting in higher values of
the target signal. We also faced with some spurious stable states, that is different from
the stored patterns. Based on the details we have given in the implementat Section,
whether the initial state is set to one of the exemplar (the ASN implementation output
says that the robot already reached the target, based on the input signals received),
the robot remains there (it does not move). On the other hand, if the initial state is
set to some arbitrary input, then the network converges to one of the stored memory
elements, depending on the basin of attraction in which x(0) lies.

8 Conclusions

In this work we implemented an Associative Search Network on Arduino-based robots
to perform target indoor localization tasks. As input signals, we considered the RSSI
parameters for the inherent advantages that it has, such as no extra-hardware required
and it is always available. These features can play a very important role when heteroge-
neous devices are considered and are asked to accomplish the target localization task.
The realized ASN is Hopfield-network based, and this allowed us to characterize our
system with some main and important features regarding stable states. Even if there
are open issues related to the presence of spurious stable states (i.e. optimal states that
are different form those stored), we showed that the system is effective and allows the
robots to reach the target object. Moreover, the learning technique as implemented is
not constrained neither with a specific number of landmarks nor with a specific position
in the area, since the system evolves and learns by acquiring the external signals.
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Abstract. Sensor networks are getting much more complex these days.
The mixture of various low-cost sensors together with increasing com-
putational power enables for whole new systems running a lot of dif-
ferent analysis and control algorithms concurrently. It is impossible to
anticipate their composition and data flows a priori. Although the ac-
tual data flows are hardly predictable during design-time, we present a
lightweight and self-organizing approach on how shared data stores are
used to optimize the storage allocation of data during run-time. While
mostly using the existing traffic to disseminate routing information, we
show that our distributed algorithm significantly reduces query latencies
by placing data according to the access-centric storage paradigm.

Keywords: Distributed Algorithm, In-Network Storage, Routing.

1 Introduction

Classical sensor networks often consist of many homogeneous nodes which are
targeted on specific goals like collecting observations from their physical environ-
ment and regularly report them to a sink, or occasionally report specific events.
Much research has been done on all layers of the protocol stack to optimize these
systems for various configurations and environments. However, these systems
were mostly optimized during design-time by domain specialists to efficiently
and effectively solve their specific tasks.

The ongoing improvements in the fields of sensor hardware and networking
capabilities lead to whole new compositions of sensors and their integration into
multi-purpose sensor networks. One example are Smart Cameras (SCs) which
incorporate a visual sensor, a capable computation unit, and a (wireless) network
interface [14]. SCs are able to perform elaborated vision algorithms right on the
sensor itself to extract high-level information like the detection and tracking
of persons, or identifying objects and situations [6]. One example for a smart
surveillance system has been presented in [4] which integrates algorithms from
different application domains into a self-organizing ad hoc network. The image
sensing and processing is handled by vision algorithms running on the SCs.
Other algorithms exchange messages over the ad hoc network to track people
across the entire camera network. Distributed control protocols take care of the
reconfiguration and alignment of the cameras’ field-of-views to establish the best

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
N. Mitton et al. (Eds.): AdHocNets 2015, LNICST 155, pp. 161–172, 2015.
DOI: 10.1007/978-3-319-25067-0_13
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recording conditions. Elaborated data processing and fusion algorithms use data
from SCs to perform pattern detection and 3D reconstruction [2]. User terminals
which are arbitrarily distributed in the surveillance region are also part of the
network. All these algorithms exchange data using an ad hoc network.

A main difference to classical sensor networks is the way the data is accessed:
While some applications issue periodic queries that may cover whole geographic
regions, the number of algorithms and applications that perform random accesses
on data in the network is on a rise. This is especially the case for systems whose
users want to access the information during run-time. That is why, the latency
of queries to data stored in the network becomes a major design goal to be
responsive and perform in real-time. Due to the concurrent execution of an
increasing number of distributed algorithms, it is impossible to anticipate the
actual data flows during design-time.

Our contribution is a routing protocol for a self-organizing storage allocation
algorithm which migrates data in ad hoc networks and routes requests to the
data accordingly. The primary goal of the data placement heuristic is to minimize
the average route lengths for queries taking recent accesses into account. The
routing protocol is embedded in our storage middleware implementing migration
policies to realize the access-centric storage paradigm [5].

2 System Architecture

The nodes in the network are connected through an ad hoc capable wireless LAN
network interface with a transmission range which is small compared to the re-
gion the sensors are deployed in. Each node is a smart sensor whose software
architecture is depicted in Fig. 1. Our storage middleware is located between
the application and the network layer. It is generally applicable to sensors as
well as other devices since it makes as few assumptions about the other layers
as possible. The application layer encapsulates any sensing or control algorithm
that stores and retrieves georeference-based data. These algorithms interact with
connected sensors or process data from the data stores. This layer also contains
applications for user interaction. Each data item gets annotated with a geo-
graphic position which represents the key of this data towards the storage layer.
For evaluation purposes we model certain kinds of applications’ behavior in pro-
ducer and consumer modules (see Sec. 4). The storage middleware contains our
self-organizing storage reconfiguration algorithms and offers the interface of a
distributed hash table (DHT) for each data store to the application layer. The
message types for the interaction between application and storage layer are:

Put(Key k, Value v) Request to store data item v with position k
Get(Key k) Request to retrieve date item from position k
Result(Key k, Value v) Returns the data item of a Get(k) request

It contains a local hash table which is responsible for certain coordinate ranges
which change during run-time. Each data item is accessed using its key which
represents a geographic coordinate. The local Lookup table translates key coor-
dinates to their current storage locations. The dynamic reconfiguration module
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Fig. 1. Node architecture

logs accesses to data a node is responsible for. This log is analyzed and data is
migrated when a more suitable storage position has been determined. All nodes
becoming aware of new storage locations add a coordinate tuple to their Lookup
table which reflects the new positions to optimize the routing process.

The routing layer contains a geographic routing protocol, i.e., Greedy Perime-
ter Stateless Routing (GPSR) [7], which operates on the nodes’ positions during
packet forwarding. Therefore, each node has to acquire its position, e.g., by us-
ing GPS. The nodes exchange beacons to announce their positions and the RNG
algorithm is used to planarize the resulting connectivity graph.

3 Algorithm

Our Distributed Access-Centric Storage Algorithm (D-ACS) optimizes the stor-
age positions of data items to minimize the latency caused by queries. This is
achieved by migrating data and caching information about known data migra-
tions in distributed Lookup tables. Upon receiving a DHT request ((1) in Fig. 1),
the storage layer checks the node’s responsibility and migration information. At
first, it checks its local hash table (2). If the node is responsible for the data
item, the hash table will return the valid data item and it can be handed over to
the application layer using a result message (3a). Otherwise, it will encapsulate
the query into a storage layer packet which contains the following header fields:

DestinationPos SourcePos

OriginalDestPos RelocatePos

Coordinates

⎧
⎪⎨

⎪⎩

MigrationID HopCount

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

Storage Layer
Packet Header
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The DestinationPosition and the OriginalDestinationPosition are set to the
key position. Then, it checks its Lookup table (3b) by running the packet update
algorithm (see Alg. 1 on page 167). The algorithm ensures that depending on the
actuality of the data either the local Lookup table is updated with the packet’s
header information or vice versa. The actuality of the data is represented by
the migration ID which is incremented for each migration of the data. Finally,
the packet is handed down to the routing layer (4) and is sent towards the
current destination position (initially its location-centric home node). During
packet forwarding, each intermediate node also checks its Lookup table for newer
information. This way, the actual destination of a query packet may change
several times before reaching its destination (the current data node) while the
original destination always stays the same.

Consider the network in Fig. 2a with node A accessing an data item σ. To ac-
cess data, an application generates a DHT request, e.g., a get request. It contains
a key which represents the coordinates of the request, i.e., key = pr = (xr, yr),
which is the original destination position. Since all Lookup tables are empty,
initially, the storage layer packet is routed towards position pr without being
rerouted (black arrows). Most often pr lies between nodes. We make use of the
face routing mechanism of the geographic routing protocol to find the node
which has the smallest distance to pr (the location-centric home node). This is
achieved by exploring the nodes around pr (the home perimeter) [7]. This causes
the traversal of the path E → C → D → C → E → H → I determining node E
as location-centric home node. This node is the current data node (CDN) and
adds an entry to the Lookup table which resolves pr to its own position pE .
Afterwards, it logs the access and sends the response back to the querying node.
Therefore, it sets the destination pos to the request’s source pos, but keeps the
original destination pos at the key. Since this is the first access, the migration ID
is set to 1 and the relocate pos is left empty. The response packet is handed down
to the routing layer which delivers it to the originating Node A. Fig. 2a shows
that the result packet does not necessarily take the same route as the request
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Fig. 2. Initial query routing. With no routing information available geographic rout-
ing is used (black arrows). The response leads to dissemination of the data’s current
location (blue arrows and circles, 2a). Subsequent packets get updated (2b) from the
Lookup table and lead to more information spread (2c).
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(blue arrows). The nodes on the packet’s path add a tuple to their Lookup table
containing the key, the CDN’s position, and the migration ID 1. The knowledge
of this information is represented by the blue ring around nodes. The color of
the arrow represents the version of migration information the packet carries.

Figure 2b shows how subsequent accesses are updated from the nodes’ Lookup
tables and the information is spread even further (Fig. 2c). While the query from
node A is already updated in step (3b) in Fig. 1, the query issued by node M also
reaches the CDN directly since it gets updated by node F. A query is updated by
setting the destination pos to the one stored in the Lookup table while keeping
the original destination pos at the key.

3.1 Migration Module

To optimize the storage allocation during run-time, we introduced a dynamic
reconfiguration module in [5]. This module is part of every node’s storage layer
and is responsible to periodically analyze the access structure to the data a node
stores and identify potential migration pressure representing suboptimal data
placement. Therefore, each node keeps short backlogs of accesses to data items.
After a key has been accessed ten times, the dynamic reconfiguration module op-
timizes the storage location and performs data migration if the reallocation leads
to a decreased query latency, thus, ensuring the access-centric storage paradigm.
The access model (Accσi) contains a list of the origins of queries in combination
with their access frequencies. For each entry acc ∈ Accσi the originating coor-
dinate is accessible via acc.x and acc.y, the number of accesses via acc.n, and
the access type (i.e., the number of message exchanges necessary for a query)
via the relativity value acc.rel. The optimal coordinates are calculated using the
following formula for x (the other coordinates are calculated accordingly):

Optimal.x(σ) =

∑
acc inAccσi

acc.x · acc.n · acc.rel∑
acc inAccσi

acc.n · acc.rel

This formula calculates the optimal position which would minimize the access
latency in hops. Since nodes may be arbitrarily distributed, this method does
not guarantee optimal results. However, the evaluation shows that this heuristic
produces good results while only imposing very small overhead. For a thorough
description of the migration decision process and an evaluation of parameters
like the access threshold, the reader is kindly referred to [5].

3.2 Data Migration

The calculated optimal storage position of a data item is denoted by pjr with
j ∈ N indicating the j-th migration. To migrate data, a CDN sends out two
types of messages: a migration message and a relocate message. The migration
message contains the data and is sent towards the new reference position pjr
incrementing the migration ID to j + 1 denoting the newer information. The
message gets delivered to the node next to pjr. If this node denies the migration,
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e.g., due to small remaining memory or battery power, the CDN would have
to retry. If the node accepts the migration, it stores the data and becomes the
new CDN. Subsequently, a relocate message is sent to the first (location-centric)
home node at pr (or p0r). This ensures that the home node can be used as a
fallback in cases when queries do not reach the CDN because of missing routing
information. By examining these messages, intermediate nodes also learn about
the recent migration which increases the information spread.

Figure 3 shows two examples of migrations. The CDN E performs a migration
towards p1r, which is located next to Node G (see Fig. 3a) and determined by the
message traversing the perimeter around p1r. For the first migration, no relocate
message is necessary, since the recent data node (RDN) is itself the original home
node. The following queries shown in Fig. 3b are already nearly optimal since
the query from Node M is rerouted by Node F. Considering another migration
by Node G to pnr , both, the migration and the relocate message are sent and
Node B becomes the new CDN. Because of the information spread, the access
paths from nodes A, M, and I will be optimal although nodes M and I have no
or outdated information.
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Fig. 3. Data migrations. Node E migrates the data to p1r. In (3c) node G performs
n-th migration of the data towards pnr . New migration information is represented by
green and orange circles, respectively.

4 Evaluation

We used extensive simulations to show our algorithm’s performance, explore its
parameter space, and compare it to location-centric storage (LCS) [3]. Our expe-
riments were taken out in the discrete-event simulator OMNeT++ [17] together
with the MiXiM extension which offers models to simulate the characteristics
of wireless network interfaces. All nodes are equipped with an IEEE 802.11b/g
wireless LAN interface in ad hoc mode which has a transmission range of 160m
and run an implementation of the greedy perimeter stateless routing (GPSR)
protocol [7]. The requirement for GPSR to operate on a planar graph has been
met by implementing the Relative Neighborhood Graph (RNG) planarization
algorithm proposed by the authors. To focus the evaluation on our algorithms,
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Algorithm 1. Update Packet

1: procedure onUpdatePacket(StorageLayerPacket msg)
2: localInfo = retrieve entry from Lookup table for msg.originalDestPos
3: if No local info found then
4: Add information to Information Vector
5: return
6: if localInfo.MID1 < msg.MID then 	 Packet’s information is newer
7: Update local information from the message header

8: if msg is of type RELOCATE or RESULT then 	 Do not update these
9: return
10: if localInfo.MID1 > msg.MID then 	 Local information is newer
11: Update packet
12: if msg is of type PUT then 	 compensate for (potential) packet loss
13: Resend RELOCATE to home node
14: return

1 localInfo.MID is the stored MigrationID

each run has a startup phase of 60s in which the nodes exchange beacon packets
and perform the graph planarization (RNG).

Our simulation setups are summarized in Table 1. During startup, the nodes
are placed randomly in a simulated area with the size of 1, 200× 1, 200m2 and
the applications are setup. Nodes run different application models depending
on the experiment. To represent the behavior of smart sensors, the producing
application stores data that is associated with the nodes’ surrounding space, i.e.,
it issues put request to keys in its geographic vicinity. The consuming application
represents any kind of algorithm querying sensor data by issuing get requests,
e.g., to analyze the data and subsequently store its results, or to process the
data and display the results to a user. Each consumer randomly chooses five
geographic regions of interest upon startup. During run-time, it periodically
queries equally distributed geolocations in these regions (see Table 1). The query
period is varied randomly by ± 1 second to avoid synchronization effects. To
research our algorithms, the number of producing and consuming nodes is varied
on startup as well as dynamically during run-time. The following graphs show
the average route lengths (quantified by the number of hops) for put and get
queries, respectively.

Table 1. Simulation setup

Parameter Static access patterns Dynamic patterns One data item

Run-time 16,000 s 16,000 s 1,000 s
Repetitions 8 10 9
Number of nodes 100 70 + 5 every 2,000 s 100
Put period 10 10 n/a
Get period {3s,5s,10s,15s,20s,30s} {3s,5s,7s,10s,15s,20s} 15s
Put region size 3x3 3x3 n/a
Get region size 8x8 8x8 1
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Static Access Patterns
The first set of experiments shows the general performance of our algorithm.
Therefore, the parameters of the producing and consuming applications are cho-
sen upon startup and are not changed throughout the simulation run. All 100
nodes create put requests with a period of 10 seconds. 30 of these nodes also run
consuming applications with fixed get request periods which are varied from 3 s
to 30 s in the different setups (see Table 1).

Fig. 4a shows the resulting average route lengths for the put requests. Obvi-
ously, the impact of these types of requests on the network load is very low. This
is due to the locality-preserving nature of the modeled sensors, which repeatedly
generate sensor events in their direct vicinity. The initial long routes of above 20
hops are due to the home-perimeter runs around previously not addressed posi-
tions. Up to 2,000 seconds, one can observe a huge reduction to nearly zero which
is mainly caused by nodes storing information about their neighboring nodes in
their Lookup tables. Initially, the location-centric storage paradigm leads to the
storage of data items either on a producing node itself or a nearby neighbor.
Due to migrations of data items towards their optimal position performed by
our algorithm, the mean hop count only increases slightly what is invisible in
the graph since it is averaged out by the many local storage operations.

The right graph (Fig. 4b) shows the route lengths of the get requests and
shows a huge reduction in mean hop counts. After the migration threshold of
10 accesses is met, data gets migrated towards its estimated optimal position.
The mean hop count is reduced continuously due to the get accesses which are
equally distributed in the chosen regions of interest. A higher access frequency
leads to faster optimizations and also to better results since data gets moved
closer to the querying nodes: With a request period of 30s (top line), the mean
hop count is reduced by 18.5%, while a request period of 3s (bottom line) leads
to a reduction of 57, 8%.

(a) Put requests - Avg. route lengths (b) Get requests - Avg. route lengths

Fig. 4. Static access patterns with different periods. The data from 100 randomly
placed sensors is accessed by 30 nodes running consuming applications each with 5
regions of interest. The graphs show the optimization of queries’ route lengths over
time. A higher request frequency leads to better results (3s, bottom line).
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Dynamic Access Patterns and Comparison with LCS
These experiments show the adaptability and robustness of our algorithm to-
wards changing access patterns. Initially, only 70 nodes produce and store data.
After startup, the consuming applications are activated in groups of five nodes
every 2,000s until 30 consumers are running at t = 10, 000s (marked by dashed
lines in Fig. 5a). The first 2,000 seconds in Fig. 5a resemble the prior measure-
ments in Fig. 4b. Each introduction of new access patterns of the five joining
nodes leads to an increase in the average route lengths. Our algorithm quickly
reacts with data reallocations and optimizes the route lengths again.

Fig. 5b compares the runs with a get period of 5 s with location-centric storage
(LCS). While the initial storage allocation is similar, our algorithm specifically
optimizes the positions of accessed data leading to a huge decrease in access
latency by 44%. This significantly decreases network traffic. Furthermore, our
algorithm not only shortens the route lengths but also minimizes detours of
packages over time which is shown by the standard deviation of the mean route
lengths in Fig. 5b. While each change in the applications’ behavior leads to a
short rise in the standard deviation, it is obvious that the routes stabilize again
over time leading to a much lower deviation.

(a) Get requests - Avg. route lengths (b) Get requests - Std. deviation

Fig. 5. Dynamic access patterns with varying rates. Five consumers are added every
2,000 s (vertical lines). Fig. 5a shows how our algorithm copes very well with changing
access patterns by quick reallocations. Fig. 5b adds the standard deviation to the results
with a period of 5s and the results of location-centric storage (LCS) as comparison.

One Data Item
This scenario analyses the optimization potential of our algorithm when only
exactly one data item is queried by a varied number of nodes. After startup,
only a fixed number of nodes (1 to 30) query the same position. Fig. 6 shows
that only one querying application leads to a migration onto the node itself which
results in an average route length of zero (and resembles local storage). With
2 queriers the data gets migrated between the nodes which leads to an average
route length of 8.5. With an increasing number of consumers the optimization
potential for our algorithm naturally decreases because the optimal position lies
in between these nodes.
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Fig. 6. Different numbers of consumers accessing one data item. The optimization
potential depends on the number of queriers. With only one query node it itself becomes
the storage node. With more query nodes added the optimization potential decreases.

5 Related Work

Our work originates from the idea of using coordinate translations for fast and
transparent access to distributed storage which offers the interface of a dis-
tributed hash table (DHT) like Chord [16] and CAN (content-addressable net-
work) [11]. But these approaches form an abstract overlay network which may
impose significant detours in the underlying network which is unfeasible for sen-
sor networks with their limited capabilities.

Considering in-network storage algorithms for sensor networks, the authors of
[15] proposed a widely adopted data-centric storage (DCS) paradigm. In DCS,
a data item is stored on a node which is chosen based on the event’s name. In
contrast to our work, the authors consider the sensor network to only be queried
using one or more fixed access points. Moreover, their approach needs a naming
scheme which has to be announced a priori to all nodes before the storage of
data can take place. We overcome this drawback with our dynamic reallocation
algorithm. The authors propose Geographic Hash Tables (GHT) that supports
data-centric storage [15,12]. GHT offers a DHT-like interface for key-value-pairs.
Data’s position is determined by passing the key through a hash function which
returns geographic coordinates. Then, GHT uses a geographic routing protocol
to route the query to the node that is geographically closest to this position.
Their application of a hash function leads to an equal distribution of data on
the network nodes, but they do not consider the imposed load on the network.
Moreover, the authors only consider queries from a fixed sink. This significantly
differs from our application scenarios where we optimize the storage allocation
during run-time. The authors of ZGHT [8] try to improve the storage allocation
of GHT in nonuniform dense networks by introducing zones, which are respon-
sible for similar amounts of replicated data. By adjusting the size of a zone,
they achieve load balancing in terms of storage usage on the nodes. However,
the ZGHT algorithm computes all zones centrally with the knowledge of all
nodes’ positions and floods the calculated hash function into the network. In
contrast, our approach offers a fully decentralized storage allocation optimiza-
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tion without a single-point-of-failure. A similar approach is Q-NiGHT [1] which
uses nonuniform hash functions to meet the challenge of unequally distributed
sensor nodes. Moreover, their algorithm creates a fixed number of replicas of
a data item. Another load-balancing approach is presented in [10] proposing a
temporally rotating hash function. By changing the storage location in prede-
fined ways during run-time, the system ensures a balanced resource utilization
of the nodes. Furthermore, they introduce so-called ”potential-based location se-
lection” where nodes report their ”internal contribution potential” considering
their remaining storage space and energy level [9]. Periodically, potential infor-
mation is distributed to gain the potential of the cells. This information is then
centrally used by a sink to modify the hash-function to point to the more poten-
tial nodes. Our approach, in contrast, focuses on the distributed optimization of
query routes based on current access patterns to data as primary optimization
objective and scales very well. The authors of [13] perform load-balancing by
analytically creating a hash function a priori based on expected probability den-
sity functions of queries. The online version of their algorithm which optimizes
the storage assignments during run-time by collecting load statistics at a central
server which then floods the new assignments in the network. This approach
becomes unfeasible in large or busy networks.

A fundamental paradigm for in-network storage is location-centric storage
(LCS). It combines the expected locality of accesses with the DCS paradigm.
Thus, a storage node is determined by evaluating its proximity to a geometric
reference location specified by the spatial data which can also be determined
using GPSR [3]. We compare LCS to our algorithm.

6 Conclusion and Future Work

We presented a distributed self-organizing algorithm for access-centric storage
in smart sensor networks whose primary design goal is the online optimization
of in-network storage allocation of georeferenced data. Our novel approach is
very lightweight w.r.t. message overhead and achieves a huge decrease in route
lengths of up to 57%. This way, the query latency as well as the overall network
load is decreased significantly. To function, our algorithm mainly requires some
additional storage capacity, which is getting increasingly cheap even for smaller
devices, to maintain its local state.

The speed and amount of migrations is a design parameter of our algorithm.
Depending on the application domain, different migration policies may lead to
much faster optimizations. In this respect, we are going to extend the results of
our work in [5]. In the future, we want to investigate the theoretical bounds of
access-centric storage w.r.t. its optimization potential compared to the required
overhead. Moreover, we want to research different extensions of our algorithm
which cover an explicit dissemination of information with CDNs advertising their
responsibilities. Another field of our research are suitable replication strategies
for access-centric storage.
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Abstract. Node autoconfiguration is one of the main issues in self-
organized networks. One class of approaches relies on hierarchical orga-
nization of nodes. This kind of structuration aims to deal with scalability
issues, especially for wireless networks. But building and maintaining a
hierarchy is generally expensive for these resource-limited networks. We
propose a low-cost distributed, hierarchical, location-based address au-
toconfiguration protocol. Each node infers its address from those of its
one-hop neighbors and from its relative position to them. In this way
we obtain a globally-consistent organization resulting from local interac-
tions only. This reduces the latency and the overhead generated during
address configuration. Moreover this scheme is the first step towards the
design of a scalable routing protocol taking advantages of the proposed
hierarchical addressing.

Keywords: self-organized, ad-hoc, wireless, distributed protocol, ad-
dress autoconfiguration.

1 Introduction

Self-organized networks consist of hosts that rely neither on a central infras-
tructure, nor on an external intervention to perform necessary configurations of
members. Wireless Sensor Networks (WSN), Wireless Mesh Networks (WMN)
and Mobile Ad-hoc Networks (MANET) are typical examples. Internet of things,
smart cities, disaster recovery emergency communication systems are possible
fields of application of such networks. But to be useful and widely adopted in
the real world, they need to scale well. By good scaling capability we mean:
bounded configuration time, limited traffic overhead . . . in other words, good
performance despite an increased size of the network.

In self-organized networks, address autoconfiguration is a major issue as it is
one of the fundamental prerequisites for communication between hosts. Address
assignment takes place before any routing protocol execution. The routing pro-
tocol will gain from a suitable organization of nodes obtained by the addressing
mechanism. Many address autoconfiguration protocols have been proposed but
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those using hierarchical approaches give the better results in term of scalability
as they provide benefits to hierarchical routing protocol [5].

Some mechanisms of existing hierarchical approaches rely on the election of
special nodes known as cluster heads. These nodes have more responsibility,
such as maintaining the hierarchy, than the rest of the network. For this task,
they have to maintain more information, for instance addresses of the nodes
in their clusters. Thus their failure is difficult to handle. Other approaches use
particular address structure, most of the time, an address tree. The trees are
constructed in a top-down approach. But with this way, when the address length
is fixed, it is difficult to extend the network with larger addresses. This could
lead to rapid address exhaustion. Moreover, in high density networks, granularity
problems can occur, again because of the top-down construction. In fact, an a
priori distribution of addresses is difficult since the topology of the network
is unpredictable. A bottom-up approach doesn’t suffer from these drawbacks
because it is by nature flexible. For instance, in the granularity problem, the top
level of the hierarchy would raise instead of address exhaustion. In this paper, we
focus on how to get hierarchical organization without having the cumbersome
tasks in maintaining the hierarchy.

We propose a hierarchical addressing scheme for self-organized networks. The
nodes are treated equally. Each of them runs the same algorithm: local inter-
actions between nodes result in a hierarchical organization of the network. In
other terms we obtain a hierarchy from a bottom-up construction. Moreover
address acquired by a node not only indicates the hierarchy branch to which it
belongs but also reflects its position in the network. To achieve all of this, we
designed an address pattern that is naturally followed by the nodes as they run
the proposed protocol. We choose to make a distinction between the identifier
and the address as in [2]. The identifier is unique and remains unchanged during
the node’s lifetime. The address gives only information on node’s location.

Our two main contributions are:

– A hierarchical subdivision and labeling of space. This is a geographic subdivi-
sion of the space. Each smallest area is locally labeled with a binary number
following a simple rule. A number of those areas form a bigger area that is
locally labeled in its turn and so on. The result is a hierarchy of areas with
several levels. The global label of an area is a concatenation of its local label
and those of the bigger areas it is member of. Another interesting property
of the subdivision is that areas sharing a part of their labels (e.g. same n
most significant bits) are geographically close to each other. The details are
discussed in Section 3.

– A distributed address autoconfiguration protocol. From the previous space
partitioning, an address plan is created. In a few words, the labels i.e. the
binary numbers representing an area are used as addresses for the nodes. This
assignment can be achieved using either the absolute geographic locations
of the nodes or their relative positions to each other. In the latter case, only
one-hop communications are necessary to determine the address of a new
host. By applying the particular labeling of the space to node addressing,
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we are able to construct an address hierarchy in a bottom-up way. This
protocol is detailed in Section 4.

Performance of the address assignment scheme is evaluated qualitatively and
through a simulation realized on ns-3 [1] as described in Section 5. Results show
that in the worst case (all the nodes starting at the same time in a connected
topology network) the convergence delay, i.e. the time needed for all nodes to
get valid addresses, is O(log(n)) where n is the number of nodes. The num-
ber of configuration packets generated during this process is O(n). The results
demonstrate the scalability of the protocol.

2 Related Work

Numerous address autoconfiguration protocols for self-organized networks,
mostly for MANETs have been proposed in the literature. They can be classified
as stateless, stateful or hybrid. In stateless protocols, nodes have no knowledge
about the already used addresses in the network [12,3,11]. The address given
to a new node is usually selected randomly from the available set of addresses.
Therefore it is necessary to check if the new address is already used. This process
is called duplicate address detection (DAD). Because nodes don’t retain all the
used addresses, DAD implies the flooding of the entire network generating high
traffic overhead, leading to poor scalability. AROD [8] tries to limit DAD proce-
dures by performing DAD on multiple addresses but broadcast is still necessary.

Stateful schemes tend to be more scalable because there is no need for network-
wide DAD. Configured nodes store a state from which addresses for new joining
nodes are derived. Usually the protocols rely on some mathematical properties
to generate unique sequences of addresses. For instance, Prophet [17] uses a
function which generates distinct sequences of addresses according to the seed,
each new node receiving a new seed. In [6], properties of prime numbers are used.
Other approaches consist in sharing disjoint address pools between configured
nodes [18] [13].

The above mentioned addressing protocols produce a flat addressing scheme.
Yet according to Hong et al. comparative study [5], hierarchical and geographic
routing protocols offer better scalability. And these two approaches are efficient
with non flat address structure. Hierarchical addressing can be obtained by clus-
tering the network. Some nodes act as cluster heads like in [7]. A node’s address
is the sequence of addresses of all its higher levels cluster heads addresses. An
adaptation of the IPv6 stateless address autoconfiguration with a hierarchical
approach is proposed in [15]. One of the drawbacks of these schemes is that
these special nodes potentially become bottlenecks because they have to deal
with traffic from lower nodes in the hierarchy. In [2], a hierarchical addressing
without clustering is proposed. The link made between positions of the nodes
and the branch of the hierarchy to which they belong inspired us. But in this
approach, the hierarchy is constructed in a top-down way. So if there are re-
gions with high node density, some nodes can potentially not obtain an address.



176 M.N. Ranaivo Rakotondravelona, F. Harivelo, and P. Anelli

With the availability of geographic location information, another way to obtain
hierarchical addressing reflecting the positions of the nodes is to partition the
network space with structured areas and use the identifiers of these areas as
addresses [10]. We propose a similar scheme with elastic partition shape and size
depending on the topology and the dynamic of the network.

Finally we want to point out the study in [2] showing that scalability prob-
lem in MANETs and in self-organized networks results mainly from the use
of the node’s address as its identifier at the same time. The authors propose
a dynamic addressing in which node’s identifier remains unchanged during its
lifetime; node’s address is only intended for location and routing purposes.

3 Hierarchical Areas Organization

This section deals with how we can partition the two-dimensional space into la-
beled areas in order to get a hierarchical organization. This structure constitutes
the address plan used to configure nodes as seen later in Section 4.

3.1 Hierarchy of Areas

From now on, we consider the two-dimensional space. Let’s delimit a square
and define it as an elementary area. Then we give it a label. A label is a binary
number of 2 bits, for instance, 00 (Figure 1(a)). This area is a level-1 area. The
remaining available labels are 01, 10 and 11. Let’s assign them to the 3 areas of
the same size next to the first in a way that the whole forms a larger square area
(Figure 1(b)). The latter is in turn labeled with a 2-bits number and constitutes
a level-2 area. Again, 4 larger areas are grouped together resulting in a much
larger area labeled with a 2-bits number (Figure 1(c)) and so on. The process
can be repeated indefinitely. The hierarchy is highlighted on Figure 1(d). The
elementary areas are uniquely identified by the concatenation of the labels of
every larger areas to which they belong. To sum up, a level-n area has a 2-bits
label appended to a global label resulting from the concatenation of the labels
of level-N to level-n + 1 areas having it as ”child” where N is the level of the
largest area.

(a) Level-1 area (b) Level-2 area (c) Level-3 area (d) Hierarchy

Fig. 1. Area hierarchy
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How about the hierarchy? Each 4 siblings of areas belongs to a particular level
of the hierarchy. One area of level n is composed of 4 areas of level n− 1 and so
on. The equation (1) gives the global labels of any 4 siblings of the space with
the desired number of levels of hierarchy represented by n. The two-dimensional
space can be considered as covered by a numerical matrix (M(n)) whose elements
correspond to the global labels of each area.

M(n) =

(
(10− n%4)||M(n− 1) (01− n%4)||M(n− 1)
(01− n%4)||M(n− 1) (00− n%4)||M(n− 1)

)
(1)

With M(0) = ()

Example. On Figures 1(c)(d) we have a hierarchy with n = 3 levels. Let’s con-
sider the area colored in gray. It is labeled with 11. The larger area to which it
belongs is labeled with 10 that is itself part of the largest area 00. Therefore the
complete global label of the considered area is the concatenation of these labels
from top to down (indicated by arrows on (c)). The result is 001011.

3.2 Properties

The area hierarchy described above has some interesting properties for the design
of the address configuration mechanism:

– Unlimited. Theoretically, with equation (1), we can partition the entire two-
dimensional space with an infinite number of levels of hierarchy.

– Quasi-isotropic. If we calculate values of equation (1) with great n, and if we
draw the path from label 00 to the highest value, we would get a spiral. In
other words, the construction of the structure tends to grow equally towards
all directions. Moreover, as there is no privileged direction, the lengths of
the labels of two opposite areas with respect to the center of the considered
space tend to be the same.

– Geographic and hierarchical property. One of the most important property of
this area organization is the relationbetween the geographic location of an area
and its hierarchical position. In fact areas with the same parent belong to the
same level of hierarchy but are also close to each other. For instance, if we have a
look at Figures 1(c) (d), the areas 001011 (the gray one) and 001010 (on “top”
of the gray one in (c), on its “left” in (d) ) share the same parent level-2 area
0010 but are also geographically in the level-2 area corresponding to this label.
In other words, the more bits two areas share (from the high-order bit), the
more they are geographically close to each other.

– Easy neighboring identification. From equation (1) we know how global labels
are geographically distributed to all areas. Hence for a given area, it is easy to
find the labels of the surrounding areas (from the elements ofM(n) in (1)).

4 Address Autoconfiguration Protocol

In this section we give details about the address autoconfiguration protocol that
we designed based on the previous two-dimensional space subdivision. The main
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idea is to use the labels of areas as addresses for nodes. In other words, the
previous labels distribution serves as an address plan. This way, the address
assignment scheme inherits the above mentioned properties:

– The maximum number of addressable nodes depends only on the maximum
supported address length. It is possible to start with a small address length
and increase it as the network grows in scale.

– The more bits two addresses share (from the high-order bit), the more geo-
graphically close the hosts are.

– Neighbors addresses of a given node can be calculated from its own address.
Inversely, a node’s address can be deduced from those of its neighbors, pro-
vided the information about its relative position to them.

As stated before, we make a distinction between the identifier (ID) and the
address of a node. The ID uniquely identifies the node and the address gives an
information about its geographic position. This scheme is interesting for networks
of mobile nodes. As a matter of fact it is not easy to keep track of a node whose
ID is changing frequently. Hence it is better to keep the ID unchanged. But the
ID has then to be resolved into an address. To achieve that, distributed lookup
service exists [2] [10]. ID-address separation allows also the assignation of the
same address to two or more nodes in the same limited geographic location.
This helps to solve granularity problem (case of very high number of nodes in
the same location) and spares the address space.

4.1 Basic Idea

We propose a mechanism that assigns addresses to nodes depending on their
geographic position in the network. There are two cases:

– If the nodes know their absolute geographic position (using GPS), the entire
region where they are located is mapped with our address plan. This leads to
a grid partitionning of the space. The size of the elementary squares is chosen
to be close to the radio range of the nodes. Each node chooses as address
the label of the region where it is located using its absolute coordinates.

– If the nodes have only access to their relative geographic position [16], the
address assignement needs communication between nodes. From now on, we
will focus on this second case.

A new arriving node gets its address from an already configured node. By config-
ured we mean having a valid address. Thanks to a distributed algorithm, nodes
acquire addresses according to the address plan. After the configuration of all
nodes in the network, the distribution of the addresses looks like the distribution
of the labels of areas as seen previously.

There are two types of configured nodes :

– A standard node doesn’t respond to address requests from new joining nodes.
– An Address Agent (AA) node responds to address requests of incoming nodes

with its own address.
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It is important to notice that AA nodes aren’t elected. They become AA in order
to satisfy unconfigured nodes with no AA in their vicinity.

4.2 Conventions and Assumptions

From now on, we will consider a wireless ad-hoc network. The neighborhood
of a node is the set of nodes within its communication range. In other terms,
the neighborhood is formed by all nodes reachable within one hop. The relative
position of a node to one of its neighbor must be taken in a geographic sense
and can be obtained using techniques similar to those surveyed in [16]. We call
prefix at level n the two bits corresponding to the label of an area of level n.
The address of a particular node is then the concatenation of all prefixes of all
levels. For example, given the address 1011, the prefix of level 1 is 11 and that
of level 2 is 10.

The following assumptions are made and are necessary for the protocol to
work properly:

– A node is uniquely identified with a separate identifier than the address (the
MAC address, the EUI-64 identifier, . . .)

– A node is aware of its neighborhood. Nodes exchange ”hello” messages pe-
riodically with the neighbors.

– The nodes are aware of their relative position to their neighborhood.
– Each connected group of nodes (or one isolated node) is identified by a

network ID.

4.3 Address Allocation

New Node. To join a network, a new node sends an address request. If present,
existing AA in the neighborhood provide the node an address. If this is the first
node in the network, it assigns itself the address 00 and then becomes an AA
while a random network ID is generated.

Becoming an AA. When it ”hears” repeated address requests from a new joining
node indicating that there is no response, a standard node becomes AA to satisfy
the address solicitation. For this purpose, it takes the addresses of all AA in its
neighborhood and calculates a new address in accordance with the address plan.
This new address will be used to configure incoming nodes.

Example. On Figure 2(a), a node A starts. It sends address requests but receives
no reply. So it assigns itself the address 00 and becomes an AA. Later (Figure
2(b)), node B arrives, wants to join and sends address requests. A replies so B
is configured as standard node with the same address as A. Then comes node
C (Figure 2(c)). We suppose that it is out of the range of A. It sends address
requests. B “hears” but doesn’t reply as it is not AA. C continues to send
requests. B assumes that C has no AA in its vicinity. So B configures itself as
AA and uses A’s address and its relative position to infer the address 11 (see
Figure 1(b)). Finally B responds to C.
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(a) (b) (c) (d)

Fig. 2. Joining nodes

4.4 Topology Changes Issues

Mobility. From the moving node point of view, when it reaches a new position,
it acts like a new node: it requests new address whether it was a standard node
or an AA. From the neighborhood perspective, there is no action to take. A
node is aware of its moves (or those of its neighbors) by observing changes in its
neighbors table.

Merging. Merging of networks can be detected when nodes with different network
IDs are in contact. One solution makes the node with lower (or higher) network
ID reach the other network by requesting for new address just like a new node.
An optimized solution would compare the size of the two networks: the nodes
from the smaller join the bigger. Estimating the size can be done in a distributed
way [9]. In any case, the merging process goes gradually, node per node, avoiding
a potential explosion of traffic in the network. At the end, the nodes form a single
network with the same network ID.

Partitioning. Partitioning of networks doesn’t affect the validity of addresses
in the resulting partitions. In fact, every partition corresponds to a part of the
address plan. Therefore, there is no action to take. And the address space is
not reduced because nodes arriving at the previously used partition will use the
same addresses as the previous holders.

5 Evaluation

5.1 Qualitative Analysis

To evaluate the quality of an address autoconfiguration protocol, common met-
rics are considered [14]:

Uniqueness. It used to be the most important criteria for address assignment
in ad-hoc networks: two or more nodes aren’t allowed to share an address. This
is only relevant in the case where addresses serve also as identifiers. In our
proposition, addresses are only intended to give location information for routing
purpose. The nodes which are located in a nearby area are allowed to share the
same address. It is analog to people living in the same house who share the same
postal address. This contributes to the savings of address space. It solves also the
granularity problem which happens when a level-n of the hierarchy is saturated
and can’t take more level-n− 1. It happens when all possible addresses within a
given area are allocated and a new node starts.
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Protocol Overhead. How much bandwidth is consumed during configuration pro-
cesses? As we have seen previously, all the protocol’s operations require local
communication only. This reduces traffic overhead compared to other mecha-
nisms with multi-hop broadcast communications. But our protocol needs neigh-
boring discovery, so, hello packets are advertised periodically. The bandwidth
consumed by these packets increases linearly with the number of nodes in the
network. Nevertheless hello protocols can be improved [4], generating less over-
head. Comparing to stateful approaches our solution generates fairly the same
amount of traffic as these protocols need also periodic updates.

Latency. Latency is the time between the joining of an unconfigured node and
when it is fully configured with a valid address. The notion of AA reduces la-
tency. If there is an AA in the neighborhood of a new node, the configuration
process ends after the exchange of only two messages (assuming a reliable radio
connection). If there is no AA, the latency is increased with the time needed
for one of the one-hop neighbors to become an AA. This shows that latency in-
creases as much as the distance to the closest AA. Because all configured nodes
had an AA in their vicinity prior their address assignation, the probability to
not find an AA is equivalent to the probability that every AA in a given region
crashes at the same time. It decreases with the size of the region. Hence the
probability to not find an AA decreases with distance (again assuming a reliable
radio connection). Therefore latency is bounded at least in a reliable network.

Integration with Routing Protocol. The efficiency of routing process can be im-
proved with a well designed address assignation mechanism. In our scheme, ad-
dresses have a hierarchical structure giving advantages for hierarchical routing
protocols which are known to scale well [5]. Another property of the address
structure is the relation between addresses and geographic position. Therefore,
our protocol can be used along with geographic routing protocols that consume
fewer bandwidth [5]. A hybrid approach can also be chosen, combining the hier-
archical and geographic aspects.

Scalability. Local communication means lower communication overhead and
shorter latency leading to good scalability.

Comparison with Similar Approach. Compared to [2] the traffic overhead is
merely on the same order. But in our solution, nodes don’t have to maintain any
address range. [10] assigns addresses to nodes with only geographic position,
hence without bandwidth cost. Author make the assumption that every node is
aware of the global partitioning of the world, what we don’t.

Compatibility with IP Applications. Our approach needs some adaptations in
order to run IP applications. This can be done by using nodes identifiers as
”IP addresses”. This way the autoconfiguration of the nodes addresses (in the
sense of our protocol) and the routing through them is hidden to the application
layer. Another approach consists in using our addressing scheme for geocasting,
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i.e, multicasting with groups composed with nodes geographically close to each
other. These adaptations are necessary for our protocol to be compatible with
IP-based trending protocol stack like 6LowPan.

5.2 Simulation

In this subsection we focus on a quantitative study of the scalability of the
proposed protocol. The simulation was done on ns-3 [1] (ns-3.22 release).

Scenario and Metrics. We consider the worst case scenario for the protocol,
consisting in unconfigured nodes starting at the same time in a topology con-
nected network. In fact, joining nodes receive addresses quickly when there are
already configured nodes in the network. In the case of concurrent starts, address
requests are unsatisfied due to unconfigured neighbors. Each node ”thinks” that
it is alone then assigns itself the 00 address and chooses a random network ID
while becoming an AA. After this first configuration, high number of merges
occur as each node receives hello packets from different network IDs. At the end
of this transient state, the entire network should share the same network ID and
addresses should respect the address plan.

To study the scalability of the protocol in this worst case, we chose two metrics
and observed their behavior with different network sizes:

– The convergence delay which is the amount of time between when the nodes
start and when the last node acquires a valid address with respect to the
address plan. In other words, it shows the maximum latency for acquiring a
network-wide valid address in a concurrent start case.

– The number of configuration packets which is exchanged from the start till
the end of the configuration of the last node with a valid address. These
packets include address requests, address offers etc. The hello packets are
not considered because they are periodically exchanged in any situation.

SimulationParameters. The abovemetrics aremeasuredwith increasing nodes
number from 100 to 1000. The nodes are randomly distributed in a square region
with a density of 0.375 node per unit × unit, each node having a communication
range of 3 units. These values ensure a global connected topology network. The
density is kept constant for all simulations. The nodes are also kept in static po-
sitions. From the point of view of the protocol, mobility is a crash followed by a
start because, as a node moves, it must acquire a new address reflecting its new
location. Therefore very high mobility can be considered as a massive concurrent
start as studied here. The ns-3 wifi model is 802.11b with non-Qos MAC, disabled
rate control and set to ad-hoc mode. UDP is chosen as transport protocol. All the
means in the data are presented with their respective 95% confidence interval.

Results. Figure 3 shows the evolution of the average convergence delay for
different simulations, each with different number of nodes n. Here n varies from
100 to 1000 nodes. One finds that for a given density, the delay is proportional
to log(n). The reason is that each configured node can in turn configure all
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Fig. 3. Average convergence delay Fig. 4. Average number of configuration
packets

its neighbors. Thus the number of ”configurable” nodes grows exponentially
with the number of already configured nodes. In other words, the number of
configured nodes grows exponentially in time even if ”slowed” by the merges
implying reconfigurations.

In Figure 4 we see that the average total number of configuration packets
grows linearly with n. In fact, the more we have unconfigured nodes, the more
configured packets are sent. This linearity shows that for a single node, the
average necessary number of configuration packets it has to exchange doesn’t
depend on the total number of nodes in the network.

To resume, in the worst case of massive concurrent starts in a global connected
topology network, the average convergence delay is proportional to log(n) and
the average number of configuration packets to n. These values can be considered
as bounds for other less constraining scenarios, showing the scalability of our
approach in terms of configuration delay and traffic overhead.

6 Conclusion and Future Work

We propose a hierarchical addressing protocol for self-organized networks. A
node’s address reflects both the branch of the hierarchy to which it belongs
and its geographic position in the network. Address assignment needs only local
information from one-hop neighborhood. Qualitative performance evaluation and
simulations results show the scalability of the scheme. In the worst case, the
average convergence delay which is the time needed for all nodes to acquire a
valid address is O(log(n)) and the average total number of configuration packets
exchanged is O(n).

The addressing scheme has been thought to allow the future design of a scal-
able routing protocol taking advantages from the hierarchical and geographic
addresses. A distributed location service will be also necessary in order to follow
the identifier-address separation paradigm. Regarding the addressing scheme,
further research will be conducted to adapt the pattern to the three-dimensional
space.
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Abstract. Time-based localization in Wireless Body Area Networks (WBANs),
has attracted growing research interest for the last past years. Nodes positions can
be estimated based on peer-to-peer radio transactions between devices. Indeed,
the accuracy of the localization process could be highly affected by different fac-
tors, such as the WBAN channels where the signal is propagating through, as well
as the nodes mobility that bias the peer-to-peer range estimation, and thus, the
final achieved localization accuracy. The goal of this paper consists in character-
izing the impact of mobility and WBAN channel on the ranging and localization
estimation, based on real mobility traces acquired through a motion capture sys-
tem. More specifically, the ranging error is evaluated over all the WBANs links
(i.e. on-body, off-body and body-to-body links), while an impulse Radio Ultra-
Wideband (IR-UWB) physical layer, as well as a TDMA-based Medium Access
Control (MAC) are playing on. The simulation results show that the range mea-
surement error can be modeled as a Gaussian distribution. To deal with the gaus-
sianity observation of ranging error and to provide high positioning accuracy, an
adjustable extended Kalman Filter (EKF) is proposed.

Keywords: Body Area Networks, Group Navigation, Ultra Wideband, Ranging
error, localization, EKF.

1 Introduction

The field of Wireless Body Area Networks has attracted much interest during the last
years. Recently, these networks are considered for radio-location purposes thanks to
their easy deployment. Unlike some costly and geographically restricted video acqui-
sition system (e.g. Kinect, VICON [1]), WBANs are very suitable to work in non-
controlled indoor environments over large-scale body movements. In this localization
context, several challenges are met, such as the need of high ranging and positioning
accuracy. For those purposes, significant works have addressed the localization and
navigation problem based on ranging estimation algorithms, while making direct and
opportunistic use of the transmitted radio packets over Impulse Radio Ultra Wideband
(IR-UWB) links or even Received Signal Strength Indicators (RSSI) over narrowbands
links. The last solution is rather based on a prior model, which defines the variation
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of the received power as a function of the distance separating the involved devices.
However, several studies show that the RSSI is not accurate enough for extracting the
distances between devices [2]. On the opposite, IR-UWB benefits from high temporal
and fine multipath resolution capabilities, which allow high precision on the estimation
of the Time of Arrival (TOA) of the transmitted signal. Thus, the IR-UWB is promoted
as a relevant physical layer for the localization applications [3]. Based on the TOA es-
timation, several ranging protocols lead for estimating the Round trip - Time of Flight
(RT-TOF) based on n-way (i.e. 2-Way or 3-Way) transactions.

In this paper, we consider a group of mobile WBANs in navigation application oc-
cupied with a set of wireless devices. The positioning of the on-body nodes consists in
collecting the range measurements either in a centralized manner (at a central node),
or in a distributed scheme (each node collects its range measurements with respect to
its neighborhood devices for its own localization). The range estimation through sev-
eral transactions, as well as of the range collection from devices conducts for latency,
which depends on the network size as well as the addressed scheduling [4]. In turn,
this latency triggers ranging error, as the body can change its position and its gesture
during this elapsed time. Besides, another main source of ranging error is related to
the involved WBAN channel, in which the signal may suffer from NLOS propagation
effects and dense multipath situation. These errors source, if not properly mitigated,
generally yield severe degradation of positioning accuracy. The aim of this paper is
twofold. Firstly, we characterize the impact of both mobility and WBAN channel on
the ranging error with respect to on-, off- or inter-body links and, secondly, we propose
an improvement of the final localization precision.

Due to the high difficulty of using radio-location experiments (i.e. lack of IEEE
802.15.6 integrated devices), most works of literature are focused on theoretical studies
using often unrealistic assumptions and inaccurate abstraction of wireless communi-
cations, or focusing on a given layer, ignoring the other network layers. In this paper,
we use a discrete-event simulator, WSNet [5], which takes into account the real time
constraints for maintaining the peer-to-peer ranging transactions along the network and
addresses all the layers. We implemented a complete protocol stack by crossing the
physical up to the application layer dedicated to WBANs localization applications, par-
ticularly, based on IR-UWB physical layer with OOK modulation as defined by IEEE
802.15.6 and TDMA-based access control layer that mimics the scheduled access of a
group of WBANs. We use a mobility model resulting from real experiments in which
people movements were logged by a professional motion capture system. We consid-
ered a navigation group scenario composed of three WBANs. Our simulation results
show that the measurement error range due to the nodes mobility can be modeled by
a Gaussian distribution. To mitigate the effects of this error source and provide high
positioning accuracy, an adjustable extended Kalman Filter (EKF) is proposed. Simula-
tion results are included to show the capability of our improved EKF in increasing the
positioning accuracy.

The rest of the paper is organized as follows. Next Section reviews related work.
Section 3 describes the system model and gives the problem statement. In Section 4,
we evaluate and characterize the ranging error obtained under realistic body mobility.
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Section 5, then, presents the core cooperative EKF, as well as our optimization approach
and their localization performances. Finally, Section 6 concludes the paper.

2 Related Work

In the context of ranging estimation, [6] presents the issues of ranging error, position
update latency and calculation algorithms under mobility. The authors are limited to
the impact of MAC allocation resources on the capacity of the tracking system for
Wireless Sensor Networks scenarios. In [7], the authors modeled the ranging error in
terms of TOA estimation with real IR-UWB channel measurements in order to perform
better localization algorithms but without any focus on the statistics of ranging error.
[8] realizes a realistic measurement setup to achieve accurate positioning of WBAN
nodes and compare the results with a Vicon system. The study, however, requires special
attention on the ranging accuracy, i.e., characteristics of the on-body ranging error.

In the context of localization estimation, various positioning algorithms have been
developed in the past few years. [9] has used the Non Linear Least Squares (NLLS)
algorithm, which consists in minimizing a global quadratic cost function using the Gra-
dient descent method incorporating the peer-to-peer range measurements. In [4], the
problem of scheduling strategies at MAC layer is addressed to enable an Individual
Motion Capture application with IR-UWB systems. The authors show that an effective
scheduling scheme leads to estimate the nodes position one by one. The study, how-
ever, does not take into account the impact of channel noise on the position estimation.
[10] and [11] adapt a centralized classical Multidimensional Scaling (MDS) for on-
body motion capture applications and pose estimation. In [11], the authors introduce
additional constraints relying on the prior knowledge of minimal and maximal feasible
distances related to the body dimensions (and thus some kinds of geographical limi-
tations). In [12] the centralized Maximum Likelihood estimator has been considered,
introducing other constraints relying on the actual positions of on-body mobile nodes.
More recently, the problem of cooperative localization based on the extended Kalman
filtering (EKF) has been developed which incorporates the cooperative peer-to-peer
range measurements with the on-body nodes as well as the anchors [13]. The existing
contributions do not exploit the potential information of the lower layers. In this pa-
per, we investigate the robustness of the cooperative EKF in delivering high positioning
accuracy for group navigation purposes while exploiting cross layer information, i.e.,
channel and nodes mobility.

3 System Model and Problem Formulation

3.1 System Model and Assumptions

We consider a group of mobile WBANs and a set of fixed anchors (reference nodes)
placed at known positions (position has been hard-coded into each anchor) with re-
spect to a global 3D coordinate system. Each WBAN is defined by a set of on-body
wireless devices, which are called on-body nodes. These on-body nodes are attached to
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the human body that evolves in an indoor and outdoor environment. The positions of
all these on-body nodes are unknown and must be estimated relatively to the anchors.
Since we assume a mesh topology network, we distinguish three kinds of links: either
belonging to one single body network (on-body links), between distinct equipped users
at reasonably short transmission ranges (inter-WBAN links), or even with respect to
fixed elements of infrastructure (off-body links), as depicted in Figure 1. In this pa-
per, all anchors and on-body nodes use an IR-UWB physical layer and operate with a
single-channel frequency. In order to avoid the interference between communications, a
TDMA-based MAC layer is used by all the nodes. We assume that the nodes positions
are mapped into a stable Cartesian Local Coordinate System (LCS), which is defined by
the fixed anchors and can be easily referenced to any Global Coordinate System (GCS).
All the on-body nodes are then located in this coordinate system using peer-to-peer
range measurements with the anchors or even between them, by performing TOA and
3-Way Ranging (3-WR) handshake protocol transactions. We refer to non-cooperative
localization (resp. cooperative localization) when a node perform the 3-WR with the
anchors only (resp. with the anchors and the other on-body nodes).

(a) (b)

Fig. 1. Typical deployment scenario of group of WBANs in navigation application. There are
three kinds of links: on-body links (green color), inter-body links (black color) and off-body links
(blue color). The on-body nodes (red color) must be positioned relatively to the fixed anchors.

3.2 Mobility Model Derived from Captured Traces

In this paper, we use a real mobility traces obtained from a measurement campaign con-
ducted in the CORMORAN project. A Vicon optical motion capture system provides us
the motion of people in a 13mx8m area. This system records all the markers positions
thanks to 16 cameras surrounding the scene, and produces a C3D motion capture file
containing all markers positions over time. Figure 1 illustrates this process, showing an
image from the real scene with three persons in random navigation with the presence
of four fixed anchors. Two subjects are equipped with four radios devices each, while
the third subject is equipped with three devices (due to the limited number of devices).
The devices are placed at the chest left, the chest right, the shoulder and the back. We
equipped each wireless device with a marker in order to record its exact position along-
side in addition to the movements of each subject.
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3.3 Ranging Measurement and Mobility Problem

The peer-to-peer range information is derived from RT-TOF estimation, which relies
on 3-WR handshake protocol transactions and unitary TOA estimates for each in-
volved packet [14]. The classical exchange for 3-WR is based on three guaranteed
packets to evaluate the TOF between two nodes i and j. Node i starts by sending its
request packet inside the assigned packet at time T̃i0. Once this packet is received
by node j at time T̃j0, node j sends its first response back to the requester node
i inside its own dedicated packet at time T̃j1, after a known delay. Node i will re-
ceive this packet at time T̃i1. To resolve the problem of clock drift, the responding
node j transmits a second response packet at time T̃j2. This packet will be received
by node i at time T̃i2. The resulting estimated TOF can be expressed as follows:
T̃OF = 1

2 [(T̃i1 − T̃i0)− (T̃j1 − T̃j0)]− 1
2 [(T̃i2 − T̃i1)− (T̃j2 − T̃j1)].

The node i can thus estimate its distance to node j as : d̃ij = T̃OF ij ∗ c, where c
denotes the speed of radio waves , i.e. c = 3∗108m/s. Once all the distances separating
the on-body nodes with the anchors and/or with the other on-body nodes are extracted,
the on-body nodes positions can be estimated using a localization algorithm.
Given that these procedures have to be realized for each couple of devices, the traf-
fic sent over the wireless medium quickly increases with the number of devices, using
a classical peer-to-peer transaction handshake (P2P). To reduce the volume of control
traffic, [15] has proposed a procedure called Aggregate-and-Broadcast (A&B). They
propose to mutualize control packets by letting each node initiates specific ranging
transactions by broadcasting a request packet to all the other nodes, instead of querying
each node separately. Each concerned nodes then aggregate its response and broadcasts
a packet, which can play different roles (i.e. response 1, or even response 2). An in-
termediate solution, peer-to-peer ranging with request broadcasting (P2P-Broadcast),
consists in broadcasting requests and transmitting responses one by one.

Another problem is the mobility of the nodes. In fact, as the on-body nodes are
moving, it is straightforward that the distance between the nodes i and j can change
between the beginning and the end of the 3-WR (between T̃i0 and T̃i2), as well as
the end of collecting all distances estimation. Therefore, the accuracy of the ranging
estimation can be reduced. Besides, another main source of ranging error is related to
the involved WBAN channel. Quantifying the ranging error due to the on-body nodes
mobility is very beneficial for the phase of the resolution of the localization problem.

3.4 WBAN Simulation Environment

WSNET is a discrete-event simulator providing an advanced and complete simulation
environment to evaluate networking protocols and wireless systems. Thanks to its mod-
ularity and its flexibility, WSNET offers the opportunity for developing and integrating
our own modules and protocols, which could be in compliance with our WBAN con-
text. At the radio layer stage, we implemented an IEEE 802.15.6 PHY UWB with OOK
modulation and data rate of 0.4875 Mbps. In order to reduce the TDMA-frame duration,
we evolved a dynamic slotted TDMA approach, where the duration of each slot depends
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on the size of the transmitted packet. To perform a ranging estimation, we added the 3-
WR protocol with the possibility of using the A&B or P2P or P2P-B procedure. Finally,
we used mobility traces acquired as explained in the subsection 3.2.

4 Ranging Error due to Mobility Problem: Quantification and
Distribution

This Section aims to evaluate the impact of nodes mobility on the ranging estimation.
The Root Mean Square Error (RMSE), computed as the absolute difference of measured
and real distances, is quantified under realistic navigation scenarios. All simulation re-
sults are obtained over 20 independent trial runs. Over each run of 100s, the number of
ranging updates between each pair of nodes is about 1300 times.

4.1 Preliminary Study: Determining Elements of Mobility

To study the impact of the on-body nodes speed, we deployed 11 nodes in a single body
as follows: one at the head, two at the torso, one at the back, one by hand, one by foot,
one at the knee and one by elbow. Figures 2(a) illustrates the evolution of the cumu-
lative distribution function (CDF) of the range RMSE of three different on-body links.
As expected, the ranging error is more affected when the nodes mobility is considered
as fast, confirming the importance of the mobility in the ranging action.
Figure 2(b) shows that the ranging accuracy also depends on the involved handshake
transaction protocol. Indeed, we can observe an important gap between the perfor-
mances of A&B and P2P or P2P broadcast, while the performances between P2P and
P2P-Broadcast are closer. These results show that a higher ranging accuracy can be pro-
vided by grouping response packets rather than requests, which can be explained by the
effect of reducing the required time for performing the 3WR over all nodes.

In the rest of this paper, we consider the group navigation scenario depicted in Fig-
ure 1 with A&B protocol. Figure 2(c) illustrate the CDF of ranging error according
to three kinds of links, on-, off- and inter-body links. It shows that the on-body rang-
ing error is relatively negligible with respect to that of inter-body and off-body links.
This observation refers to the fact that the nodes mobility is bounded at the body scale,
but unbounded at the large scale where the body-to-body and the off-body links are
involved. This observation is very important for cooperative context, since it leads to
promote and enhance the use of on-body cooperation.

4.2 Ranging Error Distribution due to Nodes Mobility

The distribution of the ranging errors of the different kinds of links (on-, off- and inter-
body) can be approximated using an empirical statistics analysis. For this purpose, we
firstly plotted the histogram and the empirical distribution of all ranging errors mea-
sured during 20 independent simulations of 100s each one. Figure 3 shows that the
histogram and the empirical distribution closely follow a Normal distribution. The the-
oretical Normal distribution of each set of links is thus plotted with the mean value
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(a) The RMSE for different
on-body links.

(b) The RMSE for different
transaction protocols.

(c) The RMSE of on-, off- and
inter-body links.

Fig. 2. CDFs of Root Mean Square Error (RMSE) of ranging errors. The impact of mobility on
the ranging error depends on nodes speed, handshake transaction protocol and type of links.

and the standard deviation of data. In accordance with the Figure 3 and table 1, the on-
body links presents the smallest standard deviation, while the off-body links have the
biggest. If we compare the empirical distribution and the theoretical distribution, we
observe that the ranging measured errors due to the nodes mobility fits with a Normal
distribution model with the specific parameters presented in table 1. These results are
very important to improve the localization accuracy, and could be taken into account
by the positioning algorithms. Moreover, normality distribution is usually assumed as
a model for the ranging error in localization algorithms, like Extended Filter Kalman
(EKF).
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Fig. 3. Distribution of ranging error for on-body, inter-body and off-body links

Table 1. Standard deviation of Ranging error due to nodes mobility

On-body links inter-body links Off-body links

N(0, 0.0042) N(0, 0.0343) N(0, 0.0433)
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4.3 Impact of Channel Noise on Ranging Error

WBAN Channel Abstraction. In 3-WR, it is supposed that the receiver is able to
detect accurately the pulse corresponding to the direct transmission between the nodes.
However, depending on the person position, the channel might be multipath, inducing
the use of the wrong path. However, modeling accurately the channel is computationally
intensive. We therefore abstracted the channel by applying an error model directly to
the range estimates. This error model, defined and characterized in [7] derives from
UWB on-body and off-body channel measurements carried out in a pedestrian walking
scenario. It supposes the use of an IEEE 802.15.6 mandatory band centered around
4GHz with a bandwidth of 500MHz. We assume that the ranging error is added to
each distance at time stamp t, as follows:

d̃ij(t) = dij(t) + nij(t)

where d̃ij(t) and dij(t) are respectively the measured and the real distance between
nodes i and j at time t, nij(t) is a centered Gaussian random variable with a standard
deviation σn.

Table 2. Ranging error law due to the channel noise

On-body links inter-body links Off-body links

N(0,0.1) N(0,0.3) N(0,0.3)

Quantification of Ranging Error With/Without Channel Noise. We evaluate the
average RMSE of ranging error in the case of ideal and noisy channel model for each set
of links (on-, off- and inter-body). In the first case, Figure 4(a) shows a slow variation of
the RMSE, especially, for the off- and inter-body links, while the on-body links presents
a quasi-constant evolution with a mean value of 0.6 cm on RMSE. This slow variation
of RMSE, can be explained by the limited variation of the on-body nodes mobility. We
can also observe that the off-Body links are the most affected by the nodes mobility with
a mean value of 3.6 cm. Now by adding a noisy channel model (table 2), Figure 4(b)
shows a fast variation of the average RMSE for each kind of links. We can observe that
the impact of the channel on the ranging estimation is much higher than the impact of
mobility (approximately multiplied by 10), thus the ranging error variation is dominated
by the channel variation.

5 Improvement of Extended Kalman Filter Based on Ranging
Error due to Mobility

In the last section, the ranging error due to nodes mobility is quantified and shown to
follow a Gaussian distribution. To mitigate the effects of this error source and hence
increase the positioning accuracy, we focus in this section to improve the performance
of EKF algorithm by including the mobility standard deviations over all links.
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(a) RMSE ranging error with ideal channel. (b) RMSE ranging error with channel
noise model

Fig. 4. Average RMSE of the all estimated distances for on-body, off-body and interinter-body
links

5.1 Extended Kalman Filter Formulation with Full Cooperative Mode

We assume that positioning measurements are realized every TDMA superframe dura-
tion, T , and we will denote by {Xi(k)}i∈{1...n} the set of the (unknown) 3D positions
of the n on-body nodes at time t = k.T . Let us also represent by {Xi}i∈{(n+1)...(n+m)}
the set of the 3D positions of the m anchors. Now let us denote by d̃ij(k) the value of the
range measured at time t = k.T between one on-body node i ∈ {1 . . . n} and another
on-body node or anchor, j ∈ {1 . . .m + n}. We regroup all the range measurements
at step k in a vector d̃(k) = [{{d̃ij(k)}j=n+1:n+m}i=1:n} {{d̃ij(k)}j=1:n}i=1:n}],
which has a dynamic length depending on the number of available range measurements.

The TOA-based range measurements are defined as a non-linear functions of the on-
body nodes’ coordinates, thus we consider applying the well-know EKF solution [16],
with the following state-space and observation models:{

S(k) = A.S(k − 1) + u(k)

d̃(k) = h(S(k)) + n(k)
,

where S(k) = [XT
1 (k) V T

1 (k) XT
2 (k) V T

2 (k) ... XT
n (k) V T

n (k)]T denotes the 6n
dimensional state-space vector at step k, that regroups the three-dimensional positions
and velocities of nodes. h(.) is a function that materializes the non-linear relationship
between the observed measurements and the state vector variables. The state transition
matrix A, assuming locally linear movements in first approximation, is given by:

A = In ⊗
(
I6 +

((
0 1
0 0

)
⊗
(
T 0 0
0 T 0
0 0 T

)))
,

where In denotes the n-dimensional identity matrix and ⊗ is the Kronecker product.
Hence A accounts for some a priori information bridging the occupied positions at
two consecutive steps k and k + 1. u(k) is the state-space noise vector, whose covari-
ance matrix is Q. n(k) is the observation noise vector, whose covariance matrix Σ(k).
Note that the latter can be adjusted dynamically over time depending on the availability
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and/or quality of the measurements. The implementation of this cooperative EKF fol-
lows a classical sequence of operations which involves the initialization, the prediction
and the corrections phases as follows.

Prediction Phase:{
Ŝ(k|k − 1) = A.Ŝ(k − 1|k − 1)

M(k|k − 1) = A.M(k − 1|k − 1).AT +Q
,

where Ŝ(k|k − 1) is the predicted state at step k based on the latest available state
estimate at step k−1 Ŝ(k−1|k−1), starting with the initial guess Ŝ(0|0). M(k|k−1)
is the corresponding prediction Minimum Mean Squared Error (MMSE) matrix.

Correction Phase:

K(k) = M(k|k − 1).HT (k).
(
Σ(k) +H(k).M(k|k − 1).HT (k)

)−1

,

where K(k) is the filter gain and H(k) is the Jacobian observation matrix:

H(k) =
∂h(S(k))

∂S(k)
|S(k)=Ŝ(k|k−1) ,{

Ŝ(k|k) = Ŝ(k|k − 1) +K(k).
(
d̃(k)− h

(
Ŝ(k|k − 1)

))
M(k|k) = (I6n −K(k).H(k)) .M(k|k − 1)

,

where Ŝ(k|k) is the final state estimate at step k based on the current prediction Ŝ(k|k−
1) and observation d̃(k), and M(k|k) is the related estimation MMSE matrix.

5.2 Adjusted EKF

The last EKF version, takes only into account the range measurement error generated by
the channel. However, as the nodes mobility affects the ranging estimation and hence
the positioning accuracy, we propose to compensate this ranging errors by adjusting
the marginal diagonal elements of the measurement noise covariance matrix Σ(k) =
[σ̂ii(k)]. More specifically, our proposal consists in adjusting the covariance matrix,
while taking into account the mobility effects over each of on-, off- and body-to-body
links. Thus, the mobility standard deviations over all links (i.e. σ̂on, σ̂off and σ̂int) are
incorporated by the system after the correction phase as follows:

σ̂ii(k) =

⎧⎪⎨⎪⎩
(σ̂ch(k) + σ̂on)

2, on− body links

(σ̂ch(k) + σ̂int)
2, inter − body links

(σ̂ch(k) + σ̂off)
2, off − body links

,

where σch is the standard deviation of the ranging error due to the channel component.
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5.3 On-body Node’s Estimation with Full-Cooperative EKF

In Section 4, we have shown that the ranging errors follow a Gaussian distribution,
where each kind of WBAN links (on-, off-, and inter-body links) is characterized by
its proper standard deviation. In this subsection, we evaluate the resulting gain from the
improvement of Kalman filter, while involving the effects of mobility over all links. Us-
ing a full cooperative scenario (on-, off- and inter-body links), Figure 5 shows the CDF
of the RMSE resulting from the use of the conventional and the adjusted (improved)
EKF. This last figure shows that our proposal permits to improve the localization ac-
curacy, where the average goes from 0.487m to 0.442m (improvement with a rate of
9.1%). The positive effect of our proposal is also seen by averaging the resulting RMSE
of nodes attached to each body. This fact is represented in Figure 6, where the blue bars
(resp. red bars) represents the average nodes RMSE over each body, while using the
conventional EKF (adjusted EKF). As shown, our proposal improves the localization
performances over all the incorporated body in our group of mobile WBAN with a gain
of, respectively, 9.88%, 9.28% and 11.22%.

Fig. 5. CDFs of estimated on-body node’s
RMSE for full-cooperative multi-user naviga-
tion scenario

Fig. 6. Average RMSE of the estimated nodes
positions per body with full cooperative EKF
with and without ranging error mitigation

6 Conclusion

This paper focused on nodes localization problem for group of WBANs, based on peer-
to-peer range measurements fed through impulse Radio-Ultra Wideband and time of
arrival estimation. We firstly quantified and characterized the error of on-, off- and inter-
body distances estimations, based on real mobility model. Based on extensive measure-
ment, our results showed that the ranging errors can be modeled as a Gaussian distri-
bution. To deal with the gaussianity observation of ranging error and to provide high
positioning accuracy, we secondly proposed an adjustable cooperative EKF algorithm.
Our simulation results showed an improvement between 9% and 11% of localization
accuracy.
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Abstract. In light of an overarching scheme about extending the capabil-
ities of Internet of things (IoT) with Cloud-enabled mechanisms, network
virtualization is a key enabler of infrastructure-oriented IoT solutions. In
particular, without network virtualization infrastructure cannot really be
considered flexible enough to meet emerging requirements, and even ad-
ministrative duties, such as management, maintenance and large-scale au-
tomation, would turn out to be brittle and addressed by special casing,
leading to loss of generality and a variety of corner cases. We propose a
Cloud-based network virtualization approach for IoT, based on the Open-
Stack IaaS framework, where its networking subsystem, Neutron, gets ex-
tended to accomodate virtual networks and arbitrary topologies among
virtualmachines and globally dispersed smart objects, whichever the setup
and constraints of the underlying physical networks. This work outlines a
motivating use case for our approach, and the ensuing discussion is pro-
vided to frame the benefits of the underlying design.

Keywords: IoT, Cloud, OpenStack, network virtualization, WebSocket.

1 Introduction

In the domain of the Internet of Things (IoT) [1], existing solutions are mainly
focused on a lower layer, mostly dealing with communication aspects to inter-
connect network-enabled devices and, generally, things to the Internet.

However, from a higher level perspective, specific facilities for management,
organization, and coordination of devices, sensors, objects and things are also
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required to build up a dynamic infrastructure. To this purpose, on the one hand
the capabilities provided by existing solutions in the management of distributed
systems, ensuring flexibility and dealing with the complexity of large scale sys-
tems, should be exploited to implement basic mechanisms and tools for the re-
source management, also taking into account IoT solutions. On the other hand,
it is necessary to provide and implement advanced solutions and policies able to
manage and control the IoT infrastructure, implementing strategies aiming at
satisfying higher (applications and end users) requirements, on top of basic facil-
ities provided at a lower level. This two-layer model recalls the Software Defined
Ecosystem model, where the data plane provides basic, customizable function-
alities and the control plane implements advanced mechanisms and policies to
control the ecosystem by enforcing strategies on nodes and objects through the
lower level basic mechanisms. Thus, the main idea proposed in this paper is to
treat the IoT domain as a Software Defined Ecosystem, adopting a two-layer
Software Defined model to manage the underlying infrastructure.

To implement such a concept, Cloud computing facilities, applying a service-
oriented approach in the provisioning and management of resources, may be
exploited. The Cloud-based approach could be a good solution to address IoT-
related issues, fitting with the requirements of relevant service users and appli-
cation providers: on-demand, elastic and QoS-guaranteed, to name a few, all
needed properties for an IoT service platform, to be addressed mainly at the
control plane.

The contribution of this paper can be summarized as: a requirement analysis
for an enhanced IaaS framework able to include and provide facilities for recon-
figurable and complex aggregations of IoT devices; an architecture of node-side
modules and the corresponding mechanisms needed to empower ubiquitous vir-
tualization of networking functions; a scenario coupled with a related use case,
where the approach enables a seamless exploitation of field deployments for IoT
devices.

The remainder of this paper is organized as follows: Section 2 describes the
reference architecture of a framework implementing the network virtualization
for IoT following a service-oriented Cloud model. Then, Section 3 discusses a
use case, highlighting pros and cons of the approach. Some remarks and consid-
erations in Section 4 close the paper.

2 Reference Architecture

2.1 Requirements for Cloud-Enabled IoT

The main actors in any IoT scenario are contributors and end users. Contributors
provide sensing and actuation resources building up the “things” infrastructure
pool. End users control and manage the resources provided by contributors. In
particular, end-users may behave as infrastructure administrators and/or service
providers, managing the raw resources and implementing applications and ser-
vices on top of it. We assume that sensing and actuation resources are provided
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to the infrastructure pool via a number of hardware-constrained units, from now
on referred to as nodes. Nodes host sensing and actuation resources and act as
mediators in relation to the Cloud infrastructure.

In order to actually accomplish the prospect of a Cloud-based IoT system,
a systematic requirement analysis is needed. A subset of requirements are the
ones relative to the contributor:

– Out-of-the-box experience - letting nodes and the corresponding sensors
and actuators be enrolled automatically in the Cloud at, e.g., unpacking time.

– Uniform interaction model - resources should be hooked up (or unenrolled,
when preferred) with the minimum amount of involvement for the contributor
to feed the enrollment process with details about their hardware characteris-
tics.

– Contribution profile - each contributor should be able to specify her profile
for contribution in terms of resource utilization (CPU utilization, memory
or disk space) and contribution period (frame time when the contributor is
available for contribution).

and others coming from the end user such as:

– Status tracking - monitoring the status (presence, connectivity, usage, etc.)
of nodes and corresponding resources, in order to, e.g., track significant out-
ages or load profiles.

– Lifecycle management - exposing a set of available management primitives
for sensing and actuation resources to, e.g., change sampling parameters when
needed or, e.g., reap a pending actuation task to free the resource for another
higher-priority duty.

– Ubiquitous access - enabled through instant-on bidirectional communica-
tion with resources as exposed from sensor-hosting nodes, whichever the con-
straints imposed by node-side network topology (e.g., NAT) and configuration
(e.g., firewall).

– Ensemble management - letting nodes and the corresponding sensors and
actuators be made available as pools of resources, e.g., to be partitioned in,
and allocated as, groups according to requirements.

A certain subset of end user requirements instead needs to be addressed by
just providing the facilities for centralized orchestration of virtualized networking
instances.

In relation to the latter, the list includes:

– Service-oriented interfaces - exposing primitives as asynchronous service
endpoint, in order to ease development and third-party software integration.

– Environment customization - enabling runtime modifications to the soft-
ware environment hosted by the node.

– Topology rewiring - providing mechanisms for the networking configuration
underneath nodes to be modified at any time.
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2.2 Sensing and Actuation as a Service for IoT

In the pursuit for integration of IoT infrastructure with paradigms and frame-
works for heterogeneous resource management, we are trying to follow a bottom-
up approach, consisting of a mixture of relevant, working frameworks and pro-
tocols, on the one hand, and interesting use cases to be explored according to
such integration effort, on the other.

Indeed, beyond concerns about the scale of the effort, other requirements such
as elasticity of the sensing-based services to be provided, as well as registration
and provisioning mechanisms of the underlying heterogeneous sensor-hosting
platforms deserve an Infrastructure Manager (IM) anyway. To this purpose,
Cloud computing facilities, here also implementing a service-oriented [2] ap-
proach in the provisioning and management of sensing and actuation resources,
are exploited to enable a Sensing and Actuation as a Service (SAaaS) paradigm
for IoT. In fact, in the SAaaS perspective, sensing and actuation devices should
be handled along the same lines as computing and storage abstractions in tra-
ditional Clouds, i.e., on the one hand virtualized and multiplexed over (scarce)
hardware resources, and on the other grouped and orchestrated under control
of an entity implementing high level policies. This way, sensing and actuation
devices have to be part of the Cloud infrastructure and have to be managed by
following the consolidated Cloud approach, i.e., through a set of APIs ensuring
remote control of software and hardware resources despite their geographical
position.

A Cloud-oriented solution indeed may fit IoT scenarios, meeting most require-
ments by default to cater to the originally intended user base, while at the same
time also addressing other more subtle functionalities, such as a tenant-based au-
thorization framework, where several actors (owners, administrator, users) and
their interactions with infrastructure may be fully decoupled from the workflows
involved (e.g., transfer, rental, delegation). Bonus points include recycling ex-
isting (compute/storage-oriented) deployments, getting most visualization and
monitoring technologies for free, as those are typically already available in such
systems, possibly even enabling federation of different administrative Cloud-
enabled domains.

In this sense, our choice leans towards OpenStack, as a centerpiece of infras-
tructure Cloud solutions for most commercial, in-house and hybrid deployments,
as well as a fully OpenSource ecosystem of tools and frameworks upon which
many EU projects, such as CloudWave (FP-7), are founding their Cloud strate-
gies. Our prototype is thus based on OpenStack and named Stack4Things.

Indeed, choosing an industrial strength solution for infrastructure Clouds lets
us eschew at the moment scalability and other generic performance issues, and
focus most of the discussion on the challenges which are relevant to centralized
management of IoT.

Putting aside the core IaaS framework, as anticipated some additional fa-
cilities are needed for our envisioned SAaaS paradigm and the specifics of the
domain at hand (IoT), among which here we may describe two classes of mech-
anisms that are core to the overall approach: those needed to access locally and
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Fig. 1. Stack4Things node-side stack: logical architecture.

transparently remote (I/O) resources, and those to set up arbitrary topologies
among nodes.

With regard to the former, in Figure 1 we find a logical architecture of the
node-side stack needed for pub/sub or even RPC-style I/O primitives to be
exposed to remote hosts through the Cloud. The Stack4Things lightning-rod,
acting as SAaaS Client, runs on the IoT board and interacts with the OS tools
and services of the board, and with sensing and actuation resources through I/O
pins. It represents the point of contact with the Cloud infrastructure allowing
the end users to manage the board resources even if they are behind a NAT or a
strict firewall. This is ensured by a WAMP andWebSocket-based communication
between the Stack4Things lightning-rod and its Cloud counterpart. WebSocket
is a standard HTTP-based protocol providing a full-duplex TCP communica-
tion channel over a single HTTP-based persistent connection. One of the main
advantages of WebSocket is that it is network agnostic, by just piggybacking
communication onto standard HTTP interactions. This is of benefit for those
environments which block Web-unrelated traffic using firewalls. Web Applica-
tion Messaging Protocol (WAMP) [3] is a sub-protocol of WebSocket, specifying
a communication semantic for messages sent over WebSocket, providing both
publish/subscribe and routed remote procedure call (RPC) mechanisms.
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The I/O HAL (hardware abstraction layer) is equipped with a set of exten-
sions exposing the board digital/analog I/O pins to the hosted environment. In
particular, functionalities provided by the HAL include enumeration of the pins
and exporting corresponding handlers for I/O in the form of i-nodes of a virtual
filesystem.

The Stack4Things lightning-rod engine represents at the core of the board-side
software architecture. The engine interacts with the Cloud by connecting to a
WAMP router through a WebSocket-based full-duplex channel, sending and re-
ceiving data to/from the Cloud and executing commands provided by the users
via the Cloud. Such commands can be related, among other things, to the com-
munication with the board digital/analog I/O pins and thus with the connected
sensing and actuation resources. The communication with the Cloud is ensured
by a set of libraries implementing the client-side functionalities of the WAMP
protocol (Stack4Things WAMP libraries). Moreover, a set of WebSocket libraries
(Stack4Things wstunnel libraries) allows the engine to act as a WebSocket re-
verse tunneling server, connecting to a specific WebSocket server running in
the Cloud. This allows internal services to be directly accessed by external users
through the WebSocket tunnel whose incoming traffic is automatically forwarded
to the internal daemon (e.g., SSH, HTTP, Telnet) under consideration. Outgoing
traffic is redirected to the WebSocket tunnel and eventually reaches the end user
that connects to the WebSocket server running in the Cloud to interact with
the board service. New REST resources are automatically created exposing the
user-defined commands on the Cloud side. As soon as such resources are invoked
the corresponding code is executed on top of the smart board.

Cloud-Based Virtualized Networking for IoT. Figure 2 shows a conceptual
depiction of the tunnel-based layering model employed for Cloud-enabled set up
of virtualized bridged networks among nodes across the Internet.

Fig. 2. Stack4Things tunnel-based layering: model.

It is important to remark that the kind of tunneling here mentioned is essential
to obtain remote access to IoT resources whichever the constraints of the network
nodes reside in, a prerequisite to expose node-hosted resources according to the
aforementioned access patterns.
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The basic remoting mechanisms are based on the creation of generic TCP
tunnels over WebSocket (WS), a way to get client-initiated connectivity to any
server-side local (or remote) service. In this sense, we devised the design and
implementation of an incremental enhancement to standard WS-based facilities,
i.e., a reverse tunneling technique, as a way to provide server-initiated, e.g.,
Cloud-triggered, connectivity to any board-hosted service.

Beyond mere remoting, level-agnostic network virtualization needs mecha-
nisms to overlay network- and datalink-level addressing and traffic forwarding
on top of such a facility. Here the novelty of setting up VPNs on top of Web-
Socket lies in the decoupled control machinery, and the inherent flexibility of
an on-demand mechanism. The former indeed is enabled through a preliminar-
ily activated and always-on WebSocket-based control reverse tunnel (rtunnel),
acting as an out-of-band channel for command streams.

There are already certain solutions [4] for setting up VPNs on top of WS,
but without decoupled control machinery nor the inherent flexibility of an on-
demand mechanism.

Focusing the analysis on the instantiation of, e.g., a virtual bridge between
two boards, over data (in-band) rtunnels, a first step lies in setting up a TCP
connection based on a WS-based rtunnel, which consists in exposing, on the
server side, a listening socket on a local port, as soon as the rtunnel server
accepts a request for a new rtunnel. The TCP connection just established gets
piped to the rtunnel that encapsulates TCP segments in a WS-based stream.
On the WS rtunnel client side, as soon as the rtunnel is established, a new TCP
client is brought up connecting to a local listening port, and such TCP connection
gets piped to the rtunnel. A level-3 tunnel is then to be established over this
TCP-based tunnel by launching an application that starts up in listening mode
on both sides of the socket pipe and, on connection, starts exposing a virtual
(TUN) device on either side, both set up with IP addresses of choice, as long
as those belong to the same subnet. The workflow could end here if the request
was for a layer-3 VPN.

In order to set up instead a level-2 encapsulation over the aforementioned
IP-based communication, the system has to bring up a GRE tunnel, where the
endpoints are the previously configured TUN IPs and the type of tunnel-hosting
virtual device is set to TAP, thus exposing an Ethernet-compatible interface.
Adding such interface to a dedicated virtual bridge on the server ends the work-
flow, in this case exposing a layer-2 VPN. For IP-based tunneling, we resorted
to Generic Routing Encapsulation (GRE) [5], an IETF standard for a no-frills
IP-in-IP tunneling protocol. GRE support is not limited to level-3 encapsula-
tion, but also available for tunneling of level-2 (Ethernet) frames over to the
corresponding virtual (TAP) device.

3 Use Case

Once the Cloud-based IoT scenario has been laid out, it is easier to frame the
discussion in terms of a focused scenario, such as management of large-scale
emergency situations.
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A peculiar feature of such scenario lies in the lack of predefined boundaries in
terms of the sensing infrastructure, which may span multiple geographical areas
and administrative domains. Whichever the footprint of alerting and support
activities for civilians, the foremost quality here is the dynamic involvement of
infrastructure.

3.1 Opportunistic Exploitation and Transparent Field Upgrade of
IoT-Based Facilities

In such a scenario a use case may be identified in the on-demand setup of facili-
ties that are ready to react to certain events which could anticipate an impending
emergency, and may avoid or at least contain damages and/or casualties. For
instance, a bridge may be considered at risk and put under control by placing
the required sensing infrastructure to monitor critical parameters, such as oscil-
lations, load, and torque or compressive stress of certain sections and elements.
In terms of actuators, the most fitting example may be gates at either side of
the bridge, only involving entry lanes in order not to impact vehicular outflow,
to be closed at the occurrence of such kind of event, as a precautionary step to
be taken before deeper investigations.

Such potential infrastructure thus needs reactive mechanisms in place, possi-
bly encoded as statements for a Complex Event Processing engine.

The aforementioned use case may indeed be implemented by deploying at least
two transducers, a sensor and an actuator respectively, where a board driving
an actuator hosts an application that operates it when triggered upon detection
of an event of interest. The latter gets generated by a CEP engine every time
predefined patterns (e.g., steady-state and/or structural anomalies) get recog-
nized out of measurements by one or more sensors sampling the corresponding
phenomena on (possibly other) boards.

Interesting patterns are set by loading rules written in an engine-specific lan-
guage.

The interactions are here described, when requesting for a number of boards
currently enrolled to the Cloud to be booked, mapped to an enumerable set of
resources, ultimately exposed for seamless interaction to a CEP engine, and the
corresponding rules, deployed in Cloud-hosted VM.

According to the description of our core mechanisms, built on top of the IaaS
framework, the first request is a routine one for the framework once extended to
include enrollment of IoT nodes, as well as the second and the fourth one even
when IoT extensions are not considered. The third request instead requires the
framework to deploy (IaaS-context) data into a VM, but then the enumeration
may take place only if the WAMP subsystem is available. Exposing remote
resources as local I/O needs a wrapper around the same subsystem too.

An opportunistic exploitation of resources yet gets feasible only when expect-
ing to be able to avoid an operator to set up the whole (distributed sensing and
actuation) system beforehand in the finest detail, including runtime adaptations
such as, e.g., swapping part of the logic and replacing nodes to be involved, when
needed.
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In particular a useful approach may lie in the field deployment of an array
of devices with sensing functions the (aggregate) coverage of which is not nec-
essarily known in advance or perfectly partitioned somehow. As long as this set
of resources may be set up as an inter-node addressable ensemble and has a
running mechanism in place for the election and maintenance of a master node,
event detection may be delegated to the latter. In turn the detection routines
would leverage as much information as possible by aggregating data originating
from whichever resource is part of the aforementioned ensemble. For such an
autonomous system to work, sensors advertisement and discovery services are of
course a prerequisite.

The master node may as well be leveraged to invoke one or more actua-
tors (e.g., close the gates) should a predefined emergency event be detected, by
also discovering relevant actuating resources through the same mechanisms. Un-
planned field deployment coupled with this approach may thus lead to a seamless
exploitation of resources, where even replacement for upgrade, or loss of a subset
of nodes is not disruptive to the working status of the system.

A side effect of the choice to lift some decisions and duties off the operator
may also lie in the ability to make the system fault tolerant by design, especially
when employing an approach of redundant deployment on the actuating side, as
resilience benefits in this case from the transparent addition or replacement of
nodes.

An operator thus only needs to reserve a set of nodes once, roughly by func-
tion category or even better by geographical area, and just resort to the SAaaS
framework for the corresponding setup (and runtime adjustments) of an inter-
node configuration based on Virtualized bridging for IP-based transport
of discovery services.

As said previously, we are able to get remote access to the boards, for in-
stance for deploying an application, from anywhere a client may connect to any
Cloud-enrolled board, whichever its connectivity (e.g., node-side NAT or firewall
notwithstanding). We may submit a request for certain nodes on demand as re-
sources, and another to arrange a certain topology among boards by network
virtualization, in order to accomodate the requirements of the application itself,
by leveraging the (wide-area) control plane.

In particular, an interesting case is that of the AllJoyn [6] framework for IoT,
a family of standards and reference implementations which comprises at its core
a DBus-derived application protocol useful for messaging, advertisement and dis-
covery of services, working via selected mechanisms on available transports. As
long as the application is based on AllJoyn, services may be discovered automati-
cally, and thus leveraged according to the logic of the application. The distributed
system works by letting these boards interact through AllJoyn over an IP-based
network and the corresponding transport implementation, where mDNS and a
combination ofmulticast andbroadcastUDPpackets are used.A limitation indeed
is that the protocol is currently designed to work only as long as the communicat-
ing boards are on the same broadcast domain. Therefore, such a case may be cov-
ered by being able to leverage the Cloud to instantiate a (virtualized, wide-area)
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bridged network among the nodes, coupled with the availability of remote access
for deployment and execution of the required binaries.

Under the assumption that nodes are not globally addressable or otherwise
reachable on whichever port, i.e., behind a firewall/NAT system due to an ubiq-
uitous IPv4 setup, a complex interaction flow is required to provide this kind of
abstractions and the underlying connectivity.

Supposing thus the boards to be bridged are already registered to the Cloud,
a high-level description of the workflow, from the point of view of the user,
comprises the following steps:

1. Book two (or more) managed boards.
2. Request for a bridge among the reserved boards.
3. Request for exposing SSH service on every reserved board.
4. Connect via SSH service to every reserved board for deploying and launching

the AllJoyn application.

Focusing on the unique steps of the one under consideration, the first request
gets serviced by leveraging the virtualized networking facilities and the second
one by tunneled remoting.

The following list of sequences is then expected to take place, with (low-level)
operations as depicted and numbered in Fig. 3.

1) The user requests the setup of a bridge between two specific boards, either
through the s4t dashboard or, in alternative, through the s4t command line
client.

2) The s4t dashboard performs one of the available s4t IoTronic APIs calls via
REST, which pushes a new message into a specific AMQP IoTronic queue.

3) The s4t IoTronic conductor pulls the message from the AMQP IoTronic
queue and correspondingly performs a query on the s4t IoTronic database.
In particular, it checks if the board is already registered to the Cloud and
looks up the s4t IoTronic WAMP agent to which the board is registered. At
last, it decides the s4t IoTronic WS tunnel agent to which the user can be
redirected and randomly generates a free TCP port.

4) The s4t IoTronic conductor pushes a new message into a specific AMQP
IoTronic queue.

5) The s4t IoTronic WAMP agent to which the board is registered pulls the
message from the queue and publishes a new message into a specific topic
on the corresponding WAMP router.

6) Through the s4t WAMP lib the s4t lightning-rod engine receives the message
by the WAMP router.

7) The s4t lightning-rod engine sets up a rtunnel with the s4t IoTronic WS
tunnel agent specified by the s4t IoTronic conductor, also providing the TCP
port through the s4t wstunnel lib. It also brings up a number of sockets to be
piped and overlaid over the rtunnel, plus the corresponding virtual interfaces,
as described in Sec. 2.2.
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Fig. 3. Workflow and interactions between Cloud and board for the use case.

8) The s4t IoTronic WS tunnel agent follows up with its own set of server-side
network virtualization duties, still according to Sec. 2.2. Then, it publishes
a new message into a specific AMQP IoTronic queue confirming that the
operation has been correctly executed.

9) The s4t IoTronic APIs call pulls the message from the AMQP IoTronic queue
and replies to the s4t dashboard.

10) The user gets notified of the success of the operation.

This first sequence has to be replicated for both nodes, as well as the following
two. In order not to stretch the description, here only phases which are different
from the previous one are outlined. In particular, the second sequence (remote
access) steps 2-6,9 remain unchanged, step 1,7-8,10 are changed as follows:

1) The user asks for a connection to the SSH service local to a specific board,
either through the s4t dashboard or, in alternative, through the s4t command
line client.

2) The s4t lightning-rod engine sets up a rtunnel with the s4t IoTronic WS
tunnel agent specified by the s4t IoTronic conductor, also providing the
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TCP port through the s4t wstunnel lib. It also opens a TCP connection to
the internal SSH daemon and pipes the socket to the tunnel.

3) The s4t IoTronic WS tunnel agent brings up a TCP server on the specified
port, and then publishes a new message into a specific AMQP IoTronic queue
confirming that the operation has been correctly executed.

4) The s4t dashboard provides the user with the IP address and TCP port that
she can use to connect to the SSH daemon running on the board.

And an additional step is present:

5) As the user employs an SSH client to connect to the specified IP address
and TCP port, the session is tunneled right to the board.

4 Conclusions

In this paper, we presented a new paradigm that can be considered as an ap-
proach to provide a simplified and programmable exploitation of the underlying
ecosystem of devices so that innovative and powerful services can be realized.
Starting from the well known concept of Software Defined paradigms (e.g., sep-
arating control and data planes) a Cloud-based framework is proposed, tak-
ing advantage of off-the-shelf technologies (e.g., OpenStack) and extending the
computing and storage virtualization concepts also to the sensing and actuating
facilities. Architectural aspects have been discussed as well as implementation
choices. Future work will include the validation of the whole architecture in a
real-world scenario involving hundreds of devices, under the #SmartME project.
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Abstract. This paper introduces OpenMote, the latest generation of
Berkeley motes. OpenMote is a open-hardware prototyping ecosystem
designed to accelerate the development of the Industrial Internet of
Things (IIoT). It features the OpenMote-CC2538, a state-of-the-art com-
puting and communication device. This device interfaces with several
other accessories, or “skins”, through a standardized connector. The
skins developed to date include boards to provide power, boards which
enable a developer to easily debug the platform, and boards to allow
seamless integration of an OpenMote network into the Internet.

This hardware ecosystem is complemented by a suite of software tools
and ports to popular open-source IoT implementations. The OpenMote
platform is for example tailored to run the OpenWSN open-source im-
plementation of emerging IIoT standards. The combination of hardware
and software ecosystems gives an embedded programmer an intuitive
and complete development environment, and an end-user a fully work-
ing low-power wireless mesh networking solution running the latest IIoT
standards.

1 Introduction

Tomorrow’s Smart Factory will be wireless. Industrial process monitoring and
automation applications are both “going wireless” and “going IP” to reduce
installation cost and simplify Internet integration. Standardization is leading
this effort, for example through the IETF 6TiSCH working group [1], which is
standardizing tomorrow’s “Industrial Internet of Things” (IIoT).

Early experimentation is needed for these standards to be widely adopted,
and for the Industrial IoT to take off. Key accelerators for this process are open-
source hardware and software projects which provide early access to implementa-
tions of those standards, and link pioneering ideas to industrial adoption. In the
early 2000’s, this happened through the IEEE802.15.4 [2] standard, the TelosB
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Fig. 1. An OpenMote-CC2538 and an OpenUSB

hardware platforms and the TinyOS [3] implementation. This combination trig-
gered significant research on Wireless Sensor Networking, resulting in standards
such as 6LoWPAN.

This experience has thought us several lessons. First, tight coupling and par-
allel evolution between hardware platforms and open-source projects benefit the
adoption of the standards they implement. Second, a modular hardware design
improves the applicability of the hardware to different applications. Third, pro-
viding easy-to-use board support packages (BSP) and prototyping tools speeds
up time-to-deployment and eventually time-to-market. Fourth, open hardware
benefits knowledge transfer and industrial adoption, as companies can take
advantage of already proven designs. Fifth, symbiotic alignment between stan-
dardization groups and open-source hardware/software projects yields better
standards and speeds up their adoption. These lessons learnt where the basis
when designing the OpenMote hardware ecosystem.

This paper introduces OpenMote1, a modular open-hardware ecosystem de-
signed for the Industrial IoT. The OpenMote platform is designed to efficiently
implement IIoT standards such as IETF 6TiSCH. It was designed within Berke-
ley’s OpenWSN [4] open-source project, and is therefore perfectly suited for the
new wave of IIoT standards such as IEEE802.15.4e TSCH and IETF 6TiSCH. It
is an open platform, given users “bare metal” access to state-of-the-art hardware,
with current work being done to use it within several additional open-source IoT
communities such as Contiki [5], RIOT [6] and FreeRTOS2.

The remainder of this paper is organized as follows. Section 2 presents other
open-source experimentation platforms, and relates them to OpenMote. Sec-
tion 3 introduces the OpenMote hardware ecosystem and presents the OpenMote
platform and its interfaces. Section 4 introduces the tools and software developed
around OpenMote. Section 5 presents some results about the performance of the
OpenMote hardware. Section 6 reviews use cases and success stories developed
using the OpenMote. Finally, Section 7 concludes this paper.

1 http://www.openmote.com/
2 http://freertos.org/

http://www.openmote.com/
http://freertos.org/
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2 Other Open-Source Experimentation Platforms

The OpenMote is the latest in generation of low-power wireless platforms, and
adopts their most useful features and follows “lessons learnt”.

The “Berkeley motes” were born with the Smart Dust project in 1997. The
MICA family was the first one to establish the idea of a small low-power wireless
featuring communication, computation and energy. The widely popular TelosB
platform was a milestone “Berkeley mote”, which combined an open design,
state-of-the-art hardware (in 2004), ease-of-use and commercial availability. Af-
ter more than a decade of lifetime, the hardware it offers is no longer state-of-the
art. Compared to today’s off-the-shelf solutions, the TelosB lacks memory space,
speed and hardware acceleration for security, while consuming more energy.

During the “TelosB decade” (2004-2014), several companies adopted the open
hardware design of TelosB, and developed updated versions of it. This includes
the TMote Sky, IRIS and Zolertia Z1 motes. Other designs departed from the
TelosB constrained design and developed more powerful motes. This includes Sun
Microsystems’ SunSpot (which embeds a Java virtual machine), the Arduino, or
the COU motes [7]. These platforms are targeted mainly at educational use, and
lack the reliability and low-power operation required for industrial applications.

Most chip vendors have now switched to 32-bit microcontroller architectures
(e.g. ARM’s Cortex-M series), which offer more computational power for a lower-
power consumption. Systems-on-Chip (SoCs) are available which combine a mi-
crocontroller and a radio in a single chip. These SoCs reduce complexity and
costs of new designs, while offering higher performance and lower power than
their equivalent 2-chip solutions.

The OpenMote is the latest generation “Berkeley mote”. It is designed to cap-
ture this exciting state-of-the-art technology, while maintaining the simplificity
and elegance of a platform such as the TelosB.

3 The OpenMote Hardware Ecosystem

A prototyping platform is not just a single communicating “mote”; it must also
encompass accessories it can plug into (including sensors), and tools to help
firmware development. This section presents this hardware ecosystem.

The driving idea of the OpenMote ecosystem is to separate the communica-
tion/computation module from interface boards, resulting in a simple, modular
and elegant solution. The OpenMote-CC2538 (Section 3.1) is the heart of this
ecosystem, and provides computation and communication capabilities. Its stan-
dardized pin-out enables it to interface to the other elements of the ecosystem
using digital and analog interfaces (GPIO, I2C, SPI, UART), through high-level
connectors such as Ethernet, USB, Phidgets and Grove sensor connectors. The
boards the OpenMote-CC2538 can interface to today include the OpenBattery
(Section 3.2), the OpenBase (Section 3.3) and the OpenUSB (Section 3.4).
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Fig. 2. The OpenMote hardware ecosystem: (from left to right) OpenMote-CC2538,
OpenBattery, OpenBase, OpenUSB.

3.1 OpenMote-CC2538

The OpenMote-CC2538 (Fig. 2) sits at the core of the OpenMote hardware
ecosystem. It is the brain of the platform, and the element a developer programs.
The first generation OpenMote, the OpenMote-CC2538, features a TI CC2538
SoC. The design of the “OpenMote” is, however, generic and future revisions can
integrate other SoCs, possibly featuring different communication technologies.

The CC2538, at the core of the OpenMote-CC2538, is a SoC from Texas
Instruments with a 32-bit Cortex-M3 microcontroller and an IEEE802.15.4-
compliant radio. The microcontroller has a clock speed up to 32 MHz, embeds
32 kB of RAM and 512 kB of flash memory, and features several peripherals
(including GPIOs, ADC, I2C, SPI, UART and timer modules). The radio op-
erates in the 2.4 GHz band and is fully compliant with the IEEE802.15.4-2006
standard.

The power subsystem is driven by a step-down DC/DC converter (TPS62730)
with two operational modes: bypass and regulated. In bypass mode, the DC/DC
converter directly connects the input voltage from the battery (typically 3 V) to
the system. In regulated mode, the DC/DC converter regulates the input voltage
down to 2.1 V. The benefit of such approach is that the efficiency of the system
can be improved under both low and high load conditions (when the system is
sleeping or when the radio is transmitting/receiving).

A 32 MHz crystal clocks the radio, and has a drift of up to 30 ppm (parts
per million) from -20 C to +70 C. This crystal remains off when the radio is
asleep. To achieve tight time synchronization – a fundamental requirement of
new industrial communication protocols – a second 32 kHz crystal clocks the
microcontroller’s RTC (Real Time Clock). This ultra low-power RTC allows the
OpenMote to keep track of time, even when in deep sleep. This second crytal is
rated at 10 ppm from -40 C to +85 C (the industrial temperature range).

The OpenMote-CC2538 board features 4 LEDS, 2 programmable buttons, a
chip antenna and an SMA connector for an external antenna. The form factor
and pin-out is the same as other popular low-power wireless board, such as the
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XBee and WaspMote. This means that an OpenMote can interface with any
accessory built for those boards, and can be a swap-in replacement.

The OpenMote-CC2538 is the core of the OpenMote hardware ecosystem.
The modular design separates it from different development interfaces – “skins”
– to provide a versatile set of tools to the developer. This design also enables a
user to replace today’s OpenMote-CC2538 with future versions of the board.

3.2 OpenBattery

The OpenBattery (Fig. 2) is a skin for the OpenMote-CC2538 which provides
power and basic sensing capabilities. It is composed of a battery holder for
2 AAA batteries, a socket for the OpenMote-CC2538, an on/off switch, and
three sensors: a temperature/humidity sensor (SHT21), a 3-axis accelerometer
(ADXL346) and a light sensor (MAX44009). All sensors are interfaced with the
OpenMote-CC2538 using an I2C bus. The temperature sensor (and updated
version of the one on the TelosB) can be used in a wide set of applications,
including network synchronization [8]. The 3-axis accelerometer can be used for
dynamic or static motion detection. The light sensor can be used for a wide
range of applications, from presence detection to touch-less switching.

3.3 OpenBase

The OpenBase (Fig. 2) is a skin for the OpenMote-CC2538 which offers all the
interfaces needed for efficient firmware development. It features a socket for the
OpenMote-CC2538, a 10-pin JTAG connector for in-circuit debugging of the
OpenMote-CC2538, a circuit to monitor the current draw of the OpenMote-
CC2538, pins to interface the OpenMote-CC2538 to external devices, a USB
connector to re-program and debug the OpenMote-CC2538, and a 10/100 Mbps
Ethernet connector3 to connect the OpenMote-CC2538 directly to a LAN.

This wealth of interfaces means that the OpenBase can serve several pur-
poses. Through the JTAG interface, it can be used during code development to
place breakpoints and inspect variables. Through the USB interface, it can be
used to reprogram the OpenMote-CC2538 with pre-compiled binary images, and
receive status information from that firmware over a serial interface. Through
the 10/100 Mbps Ethernet interface, the OpenMote-CC2538 can be connected
to the Internet without requiring a computer.

3.4 OpenUSB

The OpenUSB (Fig. 2) is designed for ease-of-use by ends users, and for using
OpenMote-CC2538 boards in a testbed. It features a USB “male” connector, a
10-pin JTAG connector, a battery holder for 2 AA batteries, the same 3 sensors
as the OpenBattery, and a Grove connector4 to connect to dozens of sensors.

3 The Ethernet connector is based on a Microchip ENC28J60 chip and a standard
RJ-45 connector that includes both the magnetics and the circuit protection.

4 http://www.seeedstudio.com/

http://www.seeedstudio.com/
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An end-user uses the OpenUSB much like he/she uses a TelosB today: re-
program the board with precompiled firmware, debug either through printf

statement or through the JTAG interface, and deploy battery-powered nodes.
In the contex of a testbed, the OpenMote-CC2538 connected to an OpenUSB
(see Fig. 1) is a drop-in replacement of a TelosB. Similar to a TelosB, it can be
connected to a small single-board computer (such as the Raspberry Pi) which
can reprogram it. This makes it an ideal solution for a testbed.

3.5 Interfaces and Accessories

One of the main requirements for an OpenMote is to be able to interface to other
devices and boards. Thanks to its form-factor, numerous “shields” already exist,
for example to the Arduino.

Fig. 3. The Raspberry Pi adapter for the OpenMote.

As part of its continuous push to expand the OpenMote ecosystem, the Open-
Mote team has developed an adapter board for the Raspberry Pi version 1 and
version 2 (see Fig. 3). With this setup, the Raspberry Pi can be programmed
with the OpenPi image5, an OpenWSN-ready distribution for the Raspberry Pi,
turning the Raspberry Pi+OpenMote into the gateway of an OpenWSN network.

4 The OpenMote Software Ecosystem

The OpenMote hardware ecosystem is empowered by the OpenMote software
ecosystem, a collection of tools to simplify development (Section 4.1) and ports
to popular operating system (Section 4.2). Section 4.3 further details the end-
user experience of using OpenWSN on the OpenMote ecosystem.

5 https://github.com/openwsn-berkeley/openpi

https://github.com/openwsn-berkeley/openpi


OpenMote: Open-Source Prototyping Platform for the Industrial IoT 217

4.1 Tools

The OpenWSN project contains an Eclipse-based development environment for
the OpenMote-CC2538, including JTAG debugging. The OpenWSN build sys-
tem contains the necessary scripts to upload pre-compiled binaries onto the
board, when in-circuit debugging is not needed.

The OpenMote community has developed firmware to turn an OpenMote-
CC2538 into a IEEE802.15.4 packet sniffer6. When connected to an OpenBase
(resp. OpenUSB), the OpenMote-CC2538 publishes captured packets onto the
Ethernet (resp. serial) interface. In both cases, packets can be analyzed using
Wireshark, a popular packet analysis software.

4.2 Operating Systems

The OpenMote team believes in community-driven open-source hardware and
software.

OpenMote can be seen as the hardware spin-off of Berkeley’s OpenWSN
project [4]. A number of OpenMote prototypes were developed in that project
to identify the components which are most suitable for implementing IIoT stan-
dards such as IEEE802.15.4e TSCH. OpenWSN promotes the Industrial Internet
of Things by providing an open implementation of standards such IEEE802.15.4e
TSCH [9], IETF RPL [10], IETF CoAP [11] and the standards promoted and
developed by the IETF 6TiSCH working group [12].

It is also possible to use the OpenMote with other open-source projects such
as FreeRTOS, RIOT and Contiki. The latter has adopted the OpenMote as its
prototyping platform through Thingsquare, Contiki’s commercial offering.

The OpenMote community has also developed the first low power implemen-
tation of the Distributed Queuing (DQ) protocol [13], demonstrating that the
concept of DQ can be implemented on off-the-shelves hardware.

4.3 End-User Experience

The OpenMote team aims at providing an integrated hardware/software plat-
form for end-users to use cutting IIoT standards.

For a developer, it enhances user experience by facilitating tasks such as de-
bugging, having access to GPIOs and hardware interfaces leveraging the burden
of bare metal programming.When developing on OpenWSN, OpenMote provides
all the necessary tools to develop an application or contribute to a protocol im-
plementation. The OpenBase and the OpenUSB provide external pins to debug
peripheral buses such as SPI, UART and I2C, using a logic analyzer.

6 https://github.com/OpenMote/firmware/tree/master

/projects/ieee802154-sniffer

https://github.com/OpenMote/firmware/tree/master
/projects/ieee802154-sniffer
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For an end-user, reprogramming an OpenMote-CC2538 with the latest release
of the OpenWSN stack is as simple as running a single command line:

scons board=OpenMote-CC2538 bootload=/dev/ttyUSB0 oos openwsn

One OpenMote-CC2538 can be connected to a Raspbarry Pi running the OpenPi
distribution (Fig. 3) to turn it into the gateway. The other motes can be con-
nected to OpenUSB boards (Fig. 1) and deployed in the field. The out-of-the-box
experience is that the Raspberry Pi becomes the 6LoWPAN “Low-power Bor-
der Router” (LBR), connecting the OpenWSN network of OpenMotes to the
Internet.

5 Performance

This section presents performance results measured on the OpenMote-CC2538.

Fig. 4. Current draw of the OpenMote-CC2538 running the OpenWSN protocol stack.
(left) The 10ms active slot; the mote transmits and receives an acknowledgment. (cen-
ter) The active slot followed by 9 inactive slots; the mote wakes up at each slot, the
default OpenWSN behavior. (right) Same result, but the node stays asleep during
inactive slots (optimization).

Current Draw. To measure the current draw of the OpenMote-CC2538, we
program two boards with the latest OpenWSN firmware, and connect both to a
computer using OpenBase boards. We configure one node to be DAGroot, the
other a regular node.

The data is acquired using a Rigol DS1000E digital oscilloscope and a uCurrent
Gold current probe. The current probe is connected in series to the OpenBase cur-
rent sense pins, and transforms the current flowing into the OpenMote-CC2538
board into a voltage through a low-noise operational amplifier circuit. The cur-
rent probe is connected to the digital oscilloscope, which acquires and digitizes
the analog voltage. The oscilloscope has a vertical resolution of 8 bits and the
vertical range is set to 10 mV/div, which yields 195 uA/LSB. The sampling
frequency is set to 1 MHz, the acquisition time to 10 ms. Results are show in
Fig. 4.
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In an active slot, the node transmits a data packet to the DAG root and waits
for the acknowledgment (ACK) packet from the DAG root. The data packet is
127 bytes long (≈4 ms duration); the ACK is 32 bytes long (≈1 ms). In an active
slot, the transmitting mote waits 1.5 ms, then turns on its radio to transmit the
data packet. 200 μs after the data packet is fully transmitted, the mote start
listening for the ACK.

The OpenMote’s CPU is clocked by a 32 MHz external crystal, rather than the
16 MHz internal crystal. When the CPU is on, the OpenMote-CC2538 consumes
13 mA.

During packet transmission and reception, the CPU consumes around 1.5 mA.
This consumption adds up to the radio transceiver current consumption. When
transmitting at +7 dBm, the OpenMote-CC2538 consumes 34 mA. When receiv-
ing a signal at -50 dBm, it consumes 20 mA. These values match the datasheet.

RF Signal. We capture the transmission of a packet on a spectrum analyzer to
measure the power radiated by the radio front-end. Results are shown in Fig. 5.
The signal is well centered, demonstrating the good performance of the radio
front-end.

Fig. 5. Power spectral density of OpenMote-CC2538 transmitting at 2.44 GHz
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6 Example Use Cases

This section contains examples of projects in the industrial, standardization,
robotics, medical and mobile network fields where the OpenMote is used today.

Industrial. In [14], the authors build a energy consumption model of the
OpenMote-CC2538 running the OpenWSN protocol stack to predict the net-
works battery lifetime in critical industrial environments. In [15], the authors
study the dependability of low-power wireless networks, and use the OpenMote-
CC2538 as the state-of-the-art hardware for industrial applications. In [16], the
authors study the applicability of the OpenWSN implementation running on the
OpenMote-CC2358 to run wireless control loops in industrial applications

Standardization Support. Standardization of communications protocols is
a fundamental step to enable massive adoption of technologies. The initially
fragmented IoT communication ecosystem is converging towards several IoT
standards, most of them with a common network layer. The IETF is leading this
effort by bringing IP to different link-layer technologies, including IEEE802.15.4
and Bluetooth. The IETF 6TiSCH working group is standardizing a protocol
stack which combines the industrial performance of IEEE802.15.4e with the ease
of use of IP.

In this complex process, the OpenMote helps accelerating the adoption of
these emerging standards. Most open-source operating systems, including Open-
WSN but also Contiki and TinyOS are adopting 6TiSCH technology and taking
advantage of the tools provided by the OpenMote platform. Recently, ETSI or-
ganized an interoperability event around 6TiSCH technology [17] in which the
OpenMote-CC2538 running OpenWSN was selected are the reference device to
test interoperability against.

Robotics. Grieco et al. [18] survey the interaction between the fields of robotics
and IoT, and identify the OpenMote-CC2538 as the state-of-the-art platform for
this type of applications.

Medical. In [19], the authors implement a system capable of real-time on-
demand monitoring of patient in hospitals using the OpenMote-CC2538.

Mobile Networks. Weekly et al. [20] uses the OpenMote-CC2538 in indoor
environmental sensing applications using networks of mobile sensors.

7 Conclusion

This paper introduces the OpenMote prototyping environment. The goal of this
modular, versatile, open-hardware platform is to support development and pro-
totyping of tomorrow’s Industrial IoT communication technologies. OpenMote
has been designed to address the lessons learnt in the past decade of IoT re-
search and early development. OpenMote is supporting and collaborating with
most open-source initiatives and standardization efforts around the IoT, includ-
ing Berkeley’s OpenWSN project – the birthplace of the OpenMote – , but also
Contiki, RIOT and FreeRTOS.
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The hugely popular OpenMote has become the de-facto low-power wireless
experimentation platform. Its very active community is constantly supporting
new technologies and building a wider hardware ecosystem for the IIoT.
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Abstract. The security of Wireless and Mobile Networks (WN, and
MN, respectively) is crucial for effective deployment in various areas and
applications such as military and business. The existing security solutions
are based on static block /stream cipher to ensure Data Confidentiality
(DC). These solutions require multi-round function, and consequently a
high computing complexity and energy consumption. However, WN or
MN has limited resources that prevent their efficient deployment for a
long period. To overcome the previous challenge, a new kind of cipher
scheme based on a dynamic permutation packets cipher is presented in
this paper to ensure the DC requirements with low computation com-
plexity. Theoretical results show that the proposed algorithm has a re-
duced computational complexity, which can lead to reduce the energy
consumption. It is equally important to note that our proposed solu-
tion could be adapted for other kinds of networks that employ packet
transmission such as vehicular network.

Keywords: Data Confidentiality, dynamic and lightweight cipher, flex-
ible permutation layer, security analysis.

1 Introduction

Wireless Sensor Networks (WSNs) are used for many purposes, such as monitor-
ing and collecting data as well as accessing and evaluating such information. In-
deed, WSNs are appearing in enormous disciplines such as: smart houses, build-
ing, environment monitoring, traffic monitoring, military surveillance, health
monitoring, or even in bodies as patient monitoring.

Typically, WSN are consisted of small devices that have the capability to
gather information about their physical environments. WSNs realize the com-
munication among the nodes by a multi-hop routing protocol. Usually, users of
WSNs are divided into two different types (see Fig. 1): Base Station (BS) or
carrier and sensor node. However, the major problem that threatens WSN is
the security, since they are susceptible to several kinds of attacks such as passive
and active attack [1], [2]. The former can seriously impair the confidentiality of
the network, by trying to extract the content of transmitting packets, while the

c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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Fig. 1. An example of WSNs scheme

latter can damage the network authentication, by inserting, deleting or mod-
ifying the packet contents. One solution to overcome the passive attack, is to
encrypt the transmitted packets among sensor nodes.

Hence, it is necessary to ensure that the transmitted data is secure enough
from any unauthorized access (DC), as well as that data exchange is occurring
only between legitimated parties. With state-of-the-art, low resources, limited
computing power, limited power as well as limited battery lifetime are the main
characteristic of any WSN architecture. Indeed, these limitations pose several
problems from the cryptographic view point and attract many researchers since
existing solutions suffer from the limited battery lifetime, where the battery of
a sensor is depleted rapidly, and consequently terminates the network lifetime.

A block cipher such as AES [3] is used in real implementationwith secure op-
eration modes such as (OFB) and Counter (CTR) [4], which are more suitable
schemes for WSN, where the ciphering process is independent of plain-text, and
can be considered as a stream cipher. However, despite its high level of security,
AES has a high computational complexity since it uses multi-round structure.
The presented implementation in [5] shows that AES decreases rapidly the life-
time of nodes and networks such as in ZigBee [6], WirlessHART [7]. As a con-
clusion, AES is not suitable for WSN platform, since its average performance
has been higher on a range of sensor standard platforms. First, a security Pro-
tocol for Sensor Networks (SPINS) based on a block cipher (AES) in Counter
mode (CTR) is presented in [8]. SPINS offers several security services such as
DC, in addition of low communication overhead (8 bytes per packets). Then,
in [9], a new protocol is presented to replace SPINS, while providing similar
security services and denoted by TinySec [10] and it is the TinyOS security
platform. Furthermore, TinySec suggests to replace AES by other block cipher
based on its performance on WSN nodes such as Skipjack [11], or RC5 [12].
Moreover, Skipjack is used in the majority of well-known security platforms for
WSN in addition, such as in SenSec [13] and TinyKey-Man [14]. The traditional
approach uses the multi-round r function, which can be categorized into two
classes: Feistel Networks (FN) and Substitution-Permutation Networks (SPN).
Indeed, for each round, several simple iterated functions are applied, which re-
quire an important overhead. However, the security level depends on the number
of rounds r, which leads to a trade-off between high security level and required
computational complexity and consequently overhead energy consumption.
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These WSN protocols ensure secure data transmission over the network, but
with a low network performance. Hence, the limitations existed in WSN
prevent the traditional security tools to achieve the security aspect efficiently.
Recently, a new dynamic cipher kinds using dynamic diffusion layers in the
integer Galois field were defined in [15]. After that, an enhanced scheme is defined
in [16] by using binary diffusion matrix that is based on binary bmixing operation
compared to the multiplication operations in integer field that are complex and
large in size, slow in speed, and consume much power.

Furthermore, to achieve a secure WSN, a trade-off between security and per-
formance is presented in existing protection techniques. The security in WSN
suffers from various limitations and vulnerabilities, which encourages to imple-
ment new kinds of packet encryption to achieve a secure data transmission among
sensor nodes with low computation complexity.

To overcome this problem, especially in constrained resources WSN, a new
efficient cipher must involve. From here, comes the idea of our secure cipher
scheme that achieves DC in an efficient manner and with the respect of WSN
characteristics, in particular the throughput and energy consumption. In this
paper, the proposed cipher consists of a dynamic permutation layer for the packet
payload. The permutation process is realized using our modified version of GRP,
which is our second contribution. The rest of this paper is organized as follows.
Section 2 starts by describing our design goals & rationale then presents the
proposed secure scheme, and then defines a new construction technique of key
dependent and a flexible permutation layer based on our modified scheme of GRP
algorithm [17]. Performance and security of the proposed scheme are analyzed
in Section 3. Finally, Section 4 presents our conclusion.

2 The Proposed Secure Scheme

The proposed scheme has been designed with the following goals in mind:

1. Simplicity: As our approach is designed to be applied on sensor nodes,
then it has to cope with the limitations as well as the requirements of the
various kinds of WSN which are often fastest and lowest memory using. Our
approach was also designed with as simple as possible computational oper-
ations in mind, suitable for sensor devices. One round of dynamic permuta-
tion operations makes our proposal efficient on a larger number of software
platforms. The absence of S-box, diffusion, and key expansion makes our
proposal small and efficient in hardware as well.

2. Security against Attacks: In fact, the cipher should provide strong resis-
tance against exhaustive search attacks. A relatively large key size (128 bits)
was therefore chosen for our approach.

In this section, a new efficient and secure permutation scheme is discussed.
Usually, the term efficiency means achieving the security conditions of WN with
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(a) (b)

Fig. 2. Proposed cipher scheme at the emitter (a) and receiver side (b)

a little amount of time. The proposed scheme overcomes the disadvantages pre-
sented in the previously discussed techniques, and defines new kinds of cipher. In
addition, it ensures a simple implementation when operating with constrained
devices.

Table 1. Dynamic keys generation

1: procedure Key update(Mk, SKc1, adin, i, c1 , c2)
2: if (Ctr2%w == 0) then
3: 	 Update the session key
4:
5: Ctr1 ← Ctr1 + 1
6: SKCtr1 ← SHA− 512(MK||c1||adin)
7: end if
8: 	 Produce the dynamic key
9:
10: OCtr2 ← SHA− 512(SKCtr1 ||Ctr1||Ctr2)
11: DKCtr2 ← LSB(Oi, 4× l)
12: return DKCtr2 , SKCtr1 , Ctr1, Ctr2
13: end procedure

First, an extension for the packet header is introduced to express the sequence
number of packets as NP with length equal to 1 byte (optimal value in order
to reduce the trade-off between security and communication overhead). This
header, similar to the sequence number used in IPSec, is involved in the proposed
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key derivation function to provide robustness against replay attacks. Indeed, a
key exchange is supposed to be realized.

2.1 Secure Scheme at Emitter Side

In practical WSNs scenarios, a source node needs to transmit some data denoted
byM . First, at the source side, the required data to be transmitted is divided into
different packets M1, M2, . . . , Mn. The different steps of the proposed scheme
at the emitter side are described below in details:

Dynamic Key Generation. The dynamic key is produced using HASH-CTR
DRBG, where its theoretical security analysis was analyzed in [18] and its
robustness and performance have been proved. Dynamic key approach is used
in our scheme instead of a static key approach in order to overcome the fixed
key problem.

This process is presented in the following pseudo code as in Table 1 and
seen in Fig. 3. In this section, the process of dynamic key generation is deeply
explained starting with the generation of the session keys and ending with the
reconstruction of dynamic keys from each session key.

First, a secret key is agreed between the sensor nodes and the sink. This single
private key called ’Master Key’ is designed by MK. Besides, Ctr1 is a counter
that is incremented for each w packets (w = 251). The Master key MKc1, c1
value and some additional information related to the source/sink node adin are
concatenated together, then hashed using SHA-512 in order to perform at the
end the session key required for the Ctrth1 interval, denoted by SKCtr1. Then,
for each d (with d ≤ w, d = 251) packets, the session key value SKCtr1 is
combined with Ctr1 and Ctr2 values to perform OCtr2 value. Finally, a dynamic
key, denoted by DKCtr2 is obtained directly by truncating 4 × l -bits of Least
Significant Bit (LSB) of OCtr2 . Noting that the size of the Master MKc1 and
session SKc1 keys are 512 bits, while the dynamic key DK has a variable size.

Encryption Cipher Based on Dynamic, Flexible P box. After the dy-
namic key generation, a key dependent permutation layer is fulfilled. The GRP
permutation algorithm is defined in [17], can be considered as simple, flexible,
and efficient in software and hardware implementation that is the reason why
it chooses. In the following, the GRP permutation algorithm, used as a basic
element of our permutation scheme, is described: As in Fig. 4, R1 is the source
array or the original vector, CR is the configuration vector (control register) and
R3 is the destination vector. The basic idea of the GRP instruction is to divide
the index into two groups according to the pseudo-random bit sequence (CR).
If the bit in CR is 0, this index is moved into the first group. Otherwise, this
element is put into the second group.

A modification scheme of GRP is proposed here and described in Table 2. This
modification was done in order to enhance the level of random of permutation
but with acceptable computation. It consists of iterating two times the GRP’s
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Fig. 3. Proposed key derivation function

algorithm for each round of permutation rp. CR and the bitwise complement
of CR, are used as a control register permutation for the first and second time,
respectively. The final permuted vector P box is obtained after rp (round of
permutation). Another contribution is to use different CR for each iteration of
Perm round function.

Table 2. Proposed permutation algorithm

1: procedure Perm(DK, l, rp)
2: 	 L is the length of input vector
3:
4: P box ← 1 to l
5:
6: for i ← 1 to rp do
7: CRi ← DK[(i− 1)× l : (i− 1)× l − 1]
8: P box = GRP (P box, CRi)
9: P box = GRP (P box, CRi )
10: end for
11: 	 P box is a dynamic Pbox
12:
13: Return P box
14: end procedure

Where i and (P box[i]) are the original and permuted positions of the in-
put packet, where l represents the size of a packet. This transformation is iter-
ated 4 times to ensure a good cryptographic performance (see Fig. 6). Hence,
as result 4 control registers are needed to be used to calculate Pbox. In this
context, the dynamic key DK of size 4 × l bits is divided into 4 components
CR = CR1, CR2, CR3, CR4 each of size of l bits, and used for its correspond-
ing iterations. Indeed, this transformation requires for each iteration a control
parameter CRi, i = 1, 2, . . . , rp and each one can be obtained directly from
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Fig. 4. Example of the proposed permutation PERM algorithm with l = 8

DK. After producing the Pbox., each element of the packet contents is per-
muted by using its correspondent permuted index and the permutation process
is applied byte-by-byte as seen below:

c[i] = m[P box[i]] (1)

where m[i] and c[i] are the i − th original and encrypted (permuted) byte of
packets respectively. Pbox[i] is a permutation coefficient for the ith elements.
After applying the permutation process, the output encrypted payload C is the
permuted encrypted packets.

2.2 The Proposed Secure Scheme at the Receiver Side

The different steps of the proposed scheme at the receiver side are described
below:

1. The receiver buffering model sorts the packet stream into packets according
to their NP .

2. then, DK is generated using the same approach, that was investigated at
the emitter side.

3. After that, the destination produces the inverse secret permutation process
Pbox

−1 by using the same permutation scheme but applied in reverse order
of control parameters.

After producing the Pbox−1, each element of the encrypted packet contents
is permuted by using its correspondent inverse permuted index as seen below:

d[i] = m[P box−1[i]] (2)

where c[i] and d[i] are the i − th encrypted (permuted) and decrypted byte of
packets respectively. Pbox−1[i] is an inverse permutation coefficient for the ith el-
ements. After applying the process of inverse permutation, the output decrypted
payload D is the original content of packet.
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Fig. 6. Variation of the average of ρ of the recurrence of producing P-boxes versus rp
for 1000 random dynamic keys

3 Cryptographic Strength and Performance

3.1 Cryptographic Performance of the Proposed Dynamic
Permutation Layer

The performances of the proposed dynamic permutation scheme should be quan-
tified in order to demonstrate its safe implementation. Indeed, a new criterion,
which is the coefficient correlation (described in [19]) between the recurrence of
permuted vector ((P box(t), P box(t + 1), t = 1, 2, . . . , l − 1) is used in or-
der to quantify the round number of permutations rp. These tests were applied
for nk = 215 random dynamic keys. Fig. 6 shows the average of the coefficient
correlation between the recurrence of permuted index versus rp for l = 116,
which is the maximum length of the payload in WSN. It is clear that for rp ≥ 4,
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the coefficient correlation becomes close to zero (ideal value). Consequently, rp
should be 4, and the choice of this value is justified.

3.2 Key Sensitivity

Sensitivity refers to a huge change in the cipher-text, responding to a slight
change in the keys K. The sensitivity of K is analyzed for 1000 random keys,
using the percent Hamming distance PH that is calculated between two vectors
X and Y with the same length l as following:

PH =

∑l
j=1 Byte2Bin(Xj ⊕ Yj)

l × 8
× 100% (3)

In this case, the sensitivity of K becomes as follows:

KSw =
EKw, IV (M)⊕ EK′

w, IV (M)

l × 8
× 100%

=

∑l
j=1 Byte2bin(Cw

j ⊕ Cw′
j )

l × 8
× 100% (4)

where Cw, C
′
w are the corresponding cipher packets using Kw and K ′

w respec-
tively. All the elements of K ′

w are equal to those of Kw, except one element,
which is the random Least Significant Bit (LSB), which was flipped to show the
sensitivity of the scheme with a little change in key. Fig. 8, show the sensitivity
of the secret key and its distribution, where only a LSB is changed on the secret
key versus 1000 random keys for initial and enhanced scheme.

Additionally, Fig. 7-b shows the percent of hamming distance PH between
original and permuted packet. From these figures, it can be seen that the ma-
jority of samples are close to the optimal value in bit level (50%). Therefore,
we can consider that the proposed cipher block is strong enough to make the
chosen/known plain-text attacks ineffective, while a dynamic key is used for each
input packet.

3.3 Cryptanalysis

A cryptographic scheme is considered secure if it can resist attacks. The crypto-
graphic security of our scheme relies on two properties:

- The use of a dynamic key (using counter mode).
- The unpredictability and high sensitivity of the secret permutation layer P .

However, all the packet contents are permuted via the dynamic secret permu-
tation layer Pbox, at the source node before transmitting, and the intermediate
nodes have no knowledge about DK. Thus, making the reconstruction of the
original packet content very difficult.
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0 200 400 600 800 1000
−0.15

−0.1

−0.05

0

0.05

0.1

Test times (w)

ρ

Mean = 0.00046097, Std = 0.031525

(a)

0 200 400 600 800 1000
47

48

49

50

51

52

53

Test times (w)

D
if
f
(%

)

Mean = 49.9801%, Std = 0.75471

(b)

Fig. 7. The variation of the coefficient correlation between the original and encrypted
contents packets (a) and PH between plain and cipher-packet (b) versus 1000 random
dynamic keys respectively, with l = 116

Moreover, in Fig. 7-a, the average coefficient correlation between the original
and encrypted packets for 10000 different secret permutation layers is shown.
These results indicate that no detectable correlation exists between the original
and its corresponding cipher packets which indicates that our proposal ensure
security against statistical attacks. This discussion is presented in order to prove
that the cryptographic security of our proposal is similarly powerful like tradi-
tional cryptographic solutions, and moreover, it ensures computational difficul-
ties for a global attack to recover any meaningful information. Additionally, the
proposed scheme works on dynamic manner, which means that the use of special
encrypted packets will not lead to obtain any useful information about dynamic
key and consequently about the session and master key respectively. Therefore,
the key space of the master or the dynamic key of our scheme is sufficiently large
to make the brute-force attack unfeasible. Moreover, the key space of the master
keys is 2128.

Besides, using the dynamic key method will limit the ability of the attackers
to break our proposed scheme. The sensitivity of the master and dynamic keys
is proved since our proposed scheme uses the cryptographic keyed hash function
SHA− 512.

3.4 Flexibility and Execution Time

Our proposed scheme ensures the flexibility against the packet length l, while it is
able to extend (increase/decrease) the length of the payload. On the other hand,
the execution time is a very important factor for any cipher algorithm, since
less computational time means low computation complexity, and consequently
less energy consumption and minimum resource requirements for ciphering/
deciphering process. This is considered as paramount for practical importance,
especially for recent kinds of networks, where huge amounts of data are trans-
mitted. The computation complexity of the proposed permutation cipher is O (l)
in addition to the process of generation of P-box, which is also linear (O (l)).
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Fig. 8. The sensibility results for change a random LSB bit of the secret key versus
1000 random keys (a) and its corresponding density function (b)

Let us note that an iteration of unkeyed hash function SHA-512 (with small
input block 512 bits) is also required for each input packet (high level of secu-
rity), or for a set of packets (depend on the configuration). This shows that the
proposed method is sufficiently fast for applications and especially for real time
constraint applications.

4 Conclusion and Perspectives

Security in MN and WN becomes more and more crucial, due to the vastness use
of this field such as WSN. The existing schemes using cryptographic algorithms
cannot achieve a low execution time for high security level such as AES. In fact, a
new security scheme has been proposed and realized to ensure safe data exchange,
while providing less complexity and consequently less energy consumption. After
that, simulation results are discussed and analyzed to validate the robustness of
the proposed packet encryption scheme, its degree of randomness, and its key
sensitivity as well as its cryptographic strength against different traditional and
physical attacks (dynamic keys). These results indicate a significant improvement
compared to AES, which leads to achieve the required security level with lower
computational complexity. Indeed, our proposed scheme can be well deployed in
any kind of networks, and also it appears to be adequate for the use with real
time application with constrained devices.
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Abstract. Mobile Ad-hoc Networks (MANETs) are forming dynamically by 
joining or leaving the nodes into/from the network without any fix 
infrastructure. It is also possible that each mobile node act as a host or router. 
This kind of wireless network is prone to various security threats or attacks due 
to its unique characteristics like dynamic topology, open medium, lack of 
central monitoring, etc. So security is a vital scope in MANET to protect 
communication between mobile nodes. Ad-hoc On-demand Distance Vector 
(AODV) is one of the on-demand reactive routing protocols in MANET that 
initially was improved without considering security protection. Significant 
attempts have been done to secure AODV routing protocol in MANET but 
there are still critical challenges to overcome. In the present study, after 
reviewing secured protocols of some previous researches, an improved protocol 
is proposed to enhance the security of AODV routing protocol against black 
hole attack. For this purpose, we used a different level of trust for MANET 
nodes and imposed the limitations based on the nodes’ trust level, in order to 
detect the compromised nodes and malicious behaviors inside MANET; which 
leads to the low delay and high performance in the network. Finally, we 
simulated the proposed protocol with NS-2 simulator as a means to validate it 
and evaluate the results. In fact, the results, demonstrate the efficiency of the 
presented protocol and its resistance to the black hole attack in comparison to 
AODV routing protocol. 

Keywords: AODV protocol, Black hole attack, MANET, Secure routing, 
Trust-based technique. 

1 Introduction 

Accessing network resources from any location makes the wireless networks the most 
popular networks all over the word. On the other hand, this key feature can increase 
many problems regarding data security. By increasing the number of mobile hardware 
and devices, wireless networks’ security becomes a big concern issue. MANET is a 
class of wireless networks that include mobile users which are connected by wireless 
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links with no fixed infrastructure (access point) and are formed on ad-hoc basis. Lack 
of fixed structures makes MANET more vulnerable to different kinds of attacks in 
comparison with other types of networks. 

MANET does not have typical routers for routing in the network. Instead, each 
node in the system should function as a router for the other nodes. As a result, 
malicious behavior from any node can destroy network’s function. 

One of the most well-known routing protocols in MANET is Ad-hoc On-demand 
Distance Vector (AODV) protocol, a class of the reactive protocols that finds a route 
on demand by flooding the network with Route Request packets. This protocol is 
vulnerable to security threats and attacks. Overall, significant attempts have been 
done regarding security in MANETs but security issues in a wireless networks still 
exist.  

In this article, first we are going to discuss different security threats and 
vulnerabilities in MANET and AODV. In next subsections different type of attacks, 
security attributes and MANET routing protocols are described. Then, the related 
works, the proposed protocol and achieved results are mentioned.  

2 Routing Attacks and Threats in MANET 

2.1 Some Attacks against MANET 

Networks usually threat by the attackers, different types of attacks are known as 
flooding attack, gray-hole attack, Denial of Service (DoS) attack, impersonation 
attack, black hole attack, modification attack, etc. At the following section some of 
them are explained [1], [2]: 

1) Wormhole attack: This attack creates a tunnel by attackers who placed themselves 
in the strategic position of the network; declaring the tunnel as a shortest path of 
transmission in order to record the traffic or ongoing packets. 
2) Black Hole attack: A malicious node realizes a neighbor initiates to send a RREQ 
packet, it RREP the fake packet with the highest value of sequence number and 
lowest hop count. Consequently, neighbor node assumes that this malicious node has 
the best route to the destination. Thus, the source node discards all other RREPs; 
malicious node drops all the packets as well. In other words, it stops forwarding 
packets to the right destination [3], [4]. 
3) Flooding attack: The attacker set up a path between network’s nodes to 
disseminate its unpleasant packets and congest the network. 
4) Gray Hole attack: attacker acts as a both malicious and normal node in the network 
with aim of misleading network, being detected hardly and preventing them to reach 
the destination [5].  
5) Modification attack: both Impersonation and misrouting attacks are including 
modification attacks. 
6) Denial of Service (DoS) attack: a malicious node with the increase of fake RREQs, 
floods the network. Subsequently, non-malicious nodes cannot work well in the 
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network while false RREQs imposed the network load. Wastage of bandwidth, extra 
overhead, network resource exhaustions (like memory or battery exhaustion) are some 
instances of adverse effects in the network [6]. 

2.2 MANET Weaknesses 

MANET often suffers security attacks more than wired networks because of its nature 
features such as dynamic topology and open medium. In this section, some of the 
MANET weaknesses are mentioned. 

1) Lack of centralized administration: there is no central control, management to 
monitor the traffic and nodes’ functions especially in large scale of networks. 

2) No Boundaries: nodes can easily join or leave the network, while in a wired 
network, it is needed to pass firewall or gains physical access to visit the network. 

3) Limited power supply: selfish problem can be occurred. Selfish nodes don’t 
cooperate with other nodes to provide services while it has enough battery power. 

4) Unpredictable scale: the protocols and management services should be updated 
due to frequent change of the network scale. 

3 Routing Protocol 

3.1 AODV Routing Protocol 

AODV protocol is a class of reactive routing protocols or on demand routing 
protocol, which means that, only by requesting a route – while there is no route to the 
desire destination – AODV tries to find the best and shortest path to the destination. 
AODV protocol has three main kinds of control messages during routing processes 
over UDP, route request (RREQ), route reply (RREP) and route error (RERR) 
messages. 

3.2 AODV Mechanism 

The operation of AODV routing protocol can totally be divided into two main stages: 
route discovery and route maintenance [7]. In route discovery step, source node tries 
to discover a path to the destination. In the route maintenance mechanism, nodes 
should be notified if a route is not valid any more due to dynamic network topology.  

In MANET, when a source node needs to communicate with a desire destination, 
which is not existing in routing table, the source node broadcasts RREQ to all its 
neighbors; each of neighbor nodes rebroadcasts the RREQ as well. This flow is 
continuing until to finds the destination node or an intermediate node with fresh route 
to the destination. When the intermediate node gets a RREQ message, it does not 
need to send RREQ anymore and can have faster replies as it has a valid path into the 
destination. This RREQ is not only for finding path to the destination, but also it is 
used for reverse route and informing other nodes about this route to the destination 
[8]. In continuing, that founded node – destination/ intermediate node – sends a  
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unicast RREP message to the source node in order to establish the desire route 
between source and destination. Moreover, In AODV, each node maintains a 
sequence number in order to identify the freshest route of information; Sequence 
number counter is increased before dispatching RREQ or RREP messages. So in 
AODV, nodes update their routing tables’ information by finding the highest 
sequence number. Sequence number is unique 32 bit unsigned integer number, which 
leads to the great feature of loop-free in AODV routing. Hop-count also should be 
considered in routing updates, that shows the distance between the source and 
destination [9]. 

4 Related Work 

In this subsection, several previous researches of securing routing protocol are 
mentioned and discussed. 

Generally, the offered routing algorithm of securing AODV protocol classified into 
two main types: cryptographic and trust-base technique. Most of the presented 
secured protocols rely on cryptographic techniques, which can provide the 
confidentiality and integrity services. One of the cryptographic techniques offered an 
efficient secure AODV routing protocol named as SAODV [2], [8], [10]. This 
protocol authenticates non-mutable fields and mutable information (hop count) of the 
message, using digital signature and hash chain, respectively [10]; They have proven 
that their proposed routing algorithm has a better level of security and performance in 
terms of overhead and end-to-end delay; furthermore, SAODV can prevent tampering 
of control messages and data dropping attacks [2], [8]. However, SAODV only 
provides the authenticity of the message, not the dependability of the route 
information or route quality. 

Some other articles presented the secured protocols which using cryptographic and 
trust base technique. Liu et al. is one of the researchers who have done research in this 
area [11]. Jared Cordasco and Susanne Wetzel have done a high quality of search for 
comparing SAODV and TAODV, including performance comparison on actual 
resource-limited hardware. The article addresses routing security based on 
cryptography and trust techniques [12]. Although their researches are valuable, they 
are not efficient enough because it needs consecutive monitoring neighbors’ nodes 
and has high cost to implementation. 

Some other articles that present trust based technique (such as TCLS, LLSP and 
RSRP), provide a reliable relation among non-malicious nodes and subsequently lead 
to low or even no requests for verifying certificates [11], [13], [14]. TCLS protocol 
uses trust counter and digital signature, to count the forwarded packet and verify the 
packets in the reverse route process respectively. LLSP protocol uses monitoring 
techniques to provide the security services at the data link layer. And the RSRP 
presented an efficient broadcast authentication technique to facilitate instant 
authentication [13]. Usually, trust based techniques rely on monitoring and packet 
analyzing mechanism with complicated computation; which leads to significant 
overhead in networks. 
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Meka et al. proposed trust-based solution (named as Trust AODV or TAODV), 
which is isolating malicious nodes, penalizing uncooperative nodes and allowing 
making decision to identify the best route to the destination by consideration of both 
node’s trust and route trust metrics [11].  

In another article trusted routing protocol is suggested against the security problem 
and selfishness issues. This kind of protocol which is named as TAODV protocol is 
designed based on trusted frame work and intrusion-detection system (secure 
protocol). In this model, routing table can be extended with trust information 
gathering directly from monitoring nodes. Hence great decrease of overhead and 
routing procedure trustiness can be guaranteed as the results from this model [14]. 
TAODV still is not completely a perfect protocol because of its some flaw's points. 
When multiple paths cross each other, it cannot support the trust level synchronization 
setting on different nodes. 

Some researchers have tried to improve the performance of MANETs such as 
Tactical On-Demand Distance Vector (TAODV) routing protocol [15] and Without 
Black Hole AODV (WBHAODV) [16]. The introduced protocols significantly 
reduces the network traffic and increases the performance of network. Although these 
protocols are well performed, they could be faster and more efficient. 

In another work, an optimized protocol is introduced in order to solve the problem 
of routing in dynamic topology. B-AODV is an example that improves the routing 
discovery and routing repair of AODV; as a result, it decreases the end-to-end delay 
and routing overload [17] but extra network traffic could be arisen when nodes have 
low movements. 

In Some researches, solutions for determining the malicious nodes, are presented 
against black hole attack [1], [3], [4], [18]. In an article [3] a solution of Detection, 
Prevention Reactive AODV (DPRAODV), unto Black Hole attack is offered; in this 
protocol, the malicious node can be detected and isolated from data routing by using 
alarm messages to notify its neighbors. This result in normalize overhead of routing 
and the minimum increase of the average end to end delay. One of the other given 
approaches secures nodes by identifying the node's sequence number. Consequently, 
the routing table information won’t be forwarded through the network anymore; so 
the network will be secured against black hole attack [4]. Another proposed protocol 
to secure AODV protocol against black hole attack is ERDA (Enhance Route 
Discovery for AODV). In such a work, ERDA introduces new condition in the 
routing table update that leads to improvement of network performance. The protocol 
can isolate the malicious node and decrease the effectiveness of black hole attack with 
no changes in AODV routing protocol scheme [18]. This protocol can be improved in 
trusted base for better privacy protection.  

In this work, another trust-based solution for black hole attack will be presented 
using level of trust, which can give more appropriate ideas along implementation, in 
comparison to previous presented protocols. 
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5 Proposed Protocol 

The present study tries to improve the security performance of the AODV routing 
protocol against black-hole attack using different level of trust for MANET nodes and 
impose the limitations based on the nodes’ Trust Level (TL) in order to distinguish 
the reliable and unreliable nodes of network. 

In the proposed protocol, each node has a list of its neighbors with their TL values. 
TL indicates that how much a node can be trusted; higher trust level range of a node 
represents the more reliability. The range of TL value is determined from -1 to 2. 
Each node initially has the TL value of 1 by joining to the network, and then maybe 
gain higher value by acting normally. On the other hand, if a node acts maliciously it 
would be set to the blacklist immediately with 0 TL value. The detail of each value is 
shown at the following table.  

Table 1. Description of Trust Level values 

TL Value Description 

-1 When a node is permanently blocked 
0 When a node is in blacklist 
1 Initially joined to network or released from blacklist 
2 A node can reach to this rate after one trust testing 

The improving protocol is described as the following steps: 
First step is in the RREQ scope which the source node is broadcasting the RREQ 

to discover a destination node or an intermediate node with fresh enough route toward 
a desired destination; this part is same as the original AODV protocol.  

Second step is in the RREP scope which uses the TL table, and the trust test 
technique to distinguish the reliable and unreliable nodes and encouraging or 
penalizing them respectively. When each node receives the RREP message, initially 
checks its own TL table. If the sender node of RREP is not a Suspicious Node (SN), 
TL exists with high enough value (TL= 2) in the TL table of the receiver node 
(Examiner Node). In this case, EN would evaluate the sender node as a trusted valid 
node. Then the process would be continued in the fourth step. 

Otherwise, when the trust level value of the sender node in the trust level table of 
EN is equal to 1, then EN has to use trust test technique explained in third step. If the 
TL value is equal to -1 or 0, then SN has been black listed previously and known as 
an invalid or malicious node. Hence the RREP of SN would be dropped and never 
reach the originator. 

In third step, we have the trust test technique. In this technique, the receiver node 
of RREP, sends a test RREQ message with a distinct RREQ ID to SN containing 
originator IP address (that can be any IP address) and destination IP address, which 
should be its own IP address; As a result, the reply message of this request would be 
received by EN itself. If the destination sequence number of the reply packet has the 
same value with the one that is existing in EN’s routing table, SN could be a reliable 
node. (because as mentioned earlier, the malicious node replies the fake packet with a 
higher destination sequence number to persuade the originator node to change the  
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route to itself); In this case, lower hop count between them must be chosen, which 
leads to have a shorter route. Subsequently, the TL value of the reliable node should 
be increased in the EN’s trust level table; and it continues to the next step. 

On the other hand, if the destination sequence number of the reply packet does not 
have the same value with the one that is existed in EN’s routing table, SN would be 
an unreliable node. In other words, SN fails in trust testing. In this case, SN would be 
known as a blacklist node and the TL value of SN would be decreased. If TL value 
becomes 0, the node would be blocked temporary. After a certain time (blacklist 
timeout) the node would be released, and the TL value would be set as 1. If the node 
acts maliciously more than 3 times, the node would be blocked permanently as well as 
changing TL to -1.  Blacklist timeout would be doubled at each time, until the node is 
blocked permanently and not to be able to communicate any more or establish wrong 
routes. 

As an example, Fig. 1 and Fig. 2 assume that EN has no information about SN 
regarding TL value. So, initially the SN’s TL value would be set as 1 in EN’s table. 
Fig. 1 shows that the EN found the SN as a non-malicious node after a trust test, 
hence the TL value of SN would be increased to 2 and then the RREP would be 
forwarded toward the source node.  

Fig. 1. After testing a non-malicious node Fig. 2. After testing a malicious node 

Fig. 2 shows that EN found the SN as a malicious node, hence the TL value of SN 
would be decreased to 0 and block the node for the certain block time. The EN node 
would drop the packet and prevent to establish wrong routes. After block time the SN 
will be released, and its TL would be set to 1. As mentioned, if SN acts maliciously 
again, corresponding TL would be set to 0 for the second time, and node should be 
blocked once more for longer time (doubled time). After releasing, if the node shows 
malicious behavior for third time, the node will be blocked permanently by changing 
TL value to -1 therefore, it will not be able to communicate with other nodes 
anymore. 

In fourth step, the receiver node of RREP passes the message to the next hop of its 
reverse route until RREP reach the source node. So data can be transferred through 
forwarding tables, which has been made during unicasting RREP message. This 
action is the same as original AODV.  
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The general trend of the improved protocol in counter with black hole attack is 
described by the flowchart shown in Fig. 3. 

 

Fig. 3. Flowchart of RREP in the proposed protocol 

6 Simulation Results 

In this section, the performance of the proposed protocol is evaluated by NS-2 
simulator in order to reveal its efficiency. 

The following graph compares the total received throughput of network in the 
proposed protocol and the AODV protocol. Mobility of nodes, forces the AODV 
protocol to change its route continuously, which leads to give an opportunity to the  
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attacker nodes to disrupt routing. This can cause a significant fall in the received 
throughput of network (Fig. 4); however, the proposed protocol has a high received 
throughput. This advantage is achieved because the proposed protocol can detect the 
attacker at the initial time of route discovery.       

In the proposed protocol, we have to use extra packet controls for trust test 
technique, which cause the overhead to increase. Although the proposed protocol 
overhead enhanced initially due to the trust test technique at the start of finding 
reliable routes through new nodes in a network, after a while the overhead could be 
reduced to the lowest value as TL values are existing in TL tables and there is no need 
of trust test technique. Therefore, as graph shows (Fig. 5) the proposed protocol 
overhead has an upward trend by increasing nodes number, and it almost stays at the 
higher level of pure AODV protocol. 

Fig. 4. Total received throughput of network 
against attackers in different number of 
mobile nodes (speed 5 to 10 m/s) 

Fig. 5. Protocol overhead of network in 
different number of mobile nodes 

For AODV protocol, the probability of facing to attacker nodes in sparse networks 
is higher than the dense networks; therefore, networks with a lower number of nodes 
have lower PDR. However, the proposed protocol detects the attacker nodes in any 
situation, which leads to appropriate PDR (Fig. 6). 

Fig. 7 compares the average end-to-end delay of the proposed protocol and AODV 
against attackers, whether the network nodes have mobility or not (Mobility speed: 5 
to 10 m/s). Regarding to the graph, the average delay of the proposed protocol is 
almost always stayed at lower rates than the AODV protocol against attackers in 
either mobile networks or non-mobile networks. 

Although by increasing the number of mobile nodes in a network the Average 
delay of the proposed protocol takes an upward trend, it is much lower than the 
AODV protocol; and in fact, all the average delay values of the proposed protocol are 
still lower than the AODV rates which fluctuate greatly. 
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Fig. 6. PDR of network against attackers in 
different number of mobile nodes 

Fig. 7. Comparing average end-to-end delay 
of the proposed protocol with AODV against 
attackers in different number of nodes in 
network 

The following graph compares the rate of the average end to end delay of the 
proposed protocol with pure AODV protocol (no attacker) in a different number of 
mobile nodes (Fig. 8) in networks. The only main extra delay in the proposed protocol 
is when the network needs to use trust test technique. As the graph shows, the average 
delay of the proposed protocol is slightly greater than the pure AODV protocol.  

In addition, it can be clearly seen that, increasing number of nodes cause rising of 
the average end to end delay of network.  

Fig. 8. Average end-to-end delay in different number of mobile nodes in network (Speed of 5 
to 10 m/s) 

The delay and PDR of some related works are shown in the Table 2. As it is clear, 
the proposed protocol has an almost better delay in comparison to another trust based 
techniques (i.e. TCLS, LLSP and RSRP [13]) which is evident in Fig. 9. The PDR of 
the proposed protocol is much better based on simulation results. This is because of 
the complicated mechanism of other protocols to find out its reliability. While in the 
proposed protocol, the unreliable node could be detected at the initial time of routing, 
which leads to much higher PDR. In comparison to other protocols, it can be clearly 
seen that the proposed protocol performance is much improved.  
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Fig. 9. comparing delay of some trust based 
techniques vs. speed 

Table 2. Comparing different protocols delay 
and PDR when speed is about 10 (m/s) 

Routing Protocols Delay PDR (%) 

TCLS 0.14 62 

LLSP 0.49 50 

RSRP 0.26 55 

The proposed 
protocol 

0.16 94 

 

Furthermore, there are several substantial advantages in using the proposed 
protocol comparing with some previous works such as monitoring, packet analyzing 
and cryptographic techniques. In addition, the comparison of present protocol with 
some other particular researcher’s protocols is given in Table 3. 

Monitoring or administration techniques usually cooperate with some extra monitor 
nodes with intention of collecting all other nodes’ reports and subsequently decide in 
a complex manner about the malicious nodes. This is true that this monitor technique 
tries to enhance the security, but it causes changing the nature of MANET by adding 
central manager nodes. In comparison, the proposed protocol does not need any extra 
nodes whilst supporting the MANET features. 

Another offered secured protocol is based on packet analyzing, which always has to 
suffer the overhead of complex computing. Whereas, in the improved proposed 
protocol, overhead can be decreased using the trust level technique. 

In cryptographic techniques, there is mostly a large packet size because of digital 
signatures. In contrast, the proposed protocol packets do not use any digital signature 
and have a default field of AODV packets in trust test. 

In some offered previous researches, after sending data packets toward a desired 
destination, it is found that an error had been occurred by an unreliable node (as the 
number of received packets is less than it expected), hence it starts to find the problem 
and detects the malicious node following by sending data packets again. Instead, the 
proposed protocol detects the malicious node as long as it starts a communication, 
before sending any actual data packets. 

One of the significant advantages of the proposed protocol is that only two trust test 
packets are done and a TL table, with the aim of evaluating a node as reliable or 
unreliable. After a while, nodes do not need any more trust test packets with respect to 
the TL table, which leads to low overhead and faster operation. The efficiency of a 
network can reach the maximum when each reliable node gets the highest value of 
TL, and the malicious nodes blacklisted with the lowest TL. In other words, the 
proposed protocol initially has a light overhead and delay, but after some time, 
overhead and delay reach the lowest value in comparison to other protocols. 

Another advantage of this proposed protocol is that it can stand against mass of 
attackers, because each node has its own TL table and can decide about the reliability 
of each node.  
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Another prominent achievement of the proposed protocol is that it can detect the 
malicious nodes, whether the attacker playacts as a destination or pretends to have a 
route to the desired destination. In other words, the attackers would be detected by the 
proposed protocol, whether the malicious node acts to have the normal RREP or the 
gratuitous one. At the end, the advantages of the proposed protocol in comparison 
with some other protocols are demonstrated in Table 3. 

Table 3. The advantages of the proposed protocol in comparison with some other protocols 

Routing protocol Technique Problem The proposed protocol 

advantages 

SAODV [8],[19]
Cryptographic 

techniques 

Message size is significantly 

large, mostly because of digital 

signatures. 

It does not need any digital 

signature 

A-SAODV [14] 
Threshold 

mechanism 
Large packet size 

Packets has an original size, 

does not need threshold 

mechanism 

B-AODV [17] 
BRREQ replace of 

RREP 

Extra network traffic when 

nodes have low movements 

The traffic is lower even in 

networks with fixed nodes 

RAODV [14] 
Adding two type of 

control packet 

Used the extra packet controls 

Still has some flaw points 

We just use the original 

control packets 

ARAN [20] 
Preliminary 

certification process

High power consuming and 

large size of the routing 

messages at each hop. 

Messages obey the original 

packet size 

7 Conclusion 

In this article, we have focused on securing AODV routing protocol in combat with 
black-hole attack in particular. Since the AODV is a weak protocol in a 
countermeasure to this attack, the performance of network stays at a low level. In 
consideration of this problem, we proposed an improved protocol as means to 
enhance the security of AODV routing protocol and revised its flaw points. In the 
proposed protocol, we used the trust test technique and the TL tables to identify 
reliable or unreliable nodes in a network. In fact, TL tables considerably help the 
network performance with the intention of reducing trust-test packets' traffic, which 
leads to lower delay and higher performance in a network. The efficiency of a 
network can reach to the maximum when each reliable node gets the highest value of 
TL, and the malicious nodes blacklisted with the lowest TL. In other words, the 
proposed protocol initially suffers a light overhead and delay, but after a while it 
reaches to the lowest value. Lastly, the analysis result of simulation demonstrated that 
the proposed protocol tends to outperform the AODV routing protocol against black-
hole nodes in all cases of performance metrics. 
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Abstract. Typical sensor networks include large number of motes de-
ployed outdoors. The users expect these networks to work several months
or years without maintenance. As a result, every mote must operate re-
liably for a long time, and it puts a high stress on both hardware and
software. Therefore, programs running on motes cannot suffer from soft-
ware bugs, and the developers must fix them before the deployment.

In this work, we summarize the major techniques for fixing software
errors in protocols and applications for sensor networks. However, some
bugs are hard to find in the lab, as they do not occur in testing conditions.
Therefore, our motes include self-healing techniques, which detect and
deal with software problems in the runtime. By doing so, motes keep
working reliably for a long time, even when developers did not fix all
bugs before the deployment. For instance, we failed to fix a few software
errors in the MAC protocol, but the self-healing approach allowed motes
to work several weeks outdoors.

Keywords: sensor networks, reliability, software.

1 Introduction

In recent years, our research work focused on wireless sensor networks, and
included mainly communication protocols, operating systems, middleware, and
security mechanisms. Further, we worked also on hardware platforms, designed
our motes, and several hardware accelerators for efficient protocol processing or
private/public key cryptography in sensor networks.

Apart from research activities, we deployed several sensor networks in various
scenarios. For example, firefighters wore our motes in a pilot run to monitor
body parameters at very high temperatures, hundreds Celsius degrees. Further,
thirty of our motes managed solar power plants, and others monitored the water
level in the forest.

We learned that most users expect the sensor network to work reliably for
a long time. It means that software cannot include even minor software errors,
as they will lead to problems sooner or later. However, finding software bugs
in software for sensor networks is not trivial and requires good experience. For
example, software bugs may depend on certain interactions between motes, or
exist only in specific hardware configurations. Based on our experience, we know
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we can fail to spot some bugs in the testing phase, and motes may suffer from
them in the runtime. Therefore, our software includes self-healing instructions,
which detect software bugs during the runtime and perform a reset of affected
motes.

In this work, we present these two major means to deal with software bugs
in sensor networks: efficient debugging and self-healing during the runtime. The
latter demands more effort from developers, as they must add extra assertions in
the time of implementation. However, this extra effort will pay off, especially in
long-living applications of sensor networks. For example, although our software
included some bugs in the communication protocols, the motes worked without
serious problems for several weeks. Further, after fixing these bugs, we started
the application again, but the motes suffered from other errors. However, they
worked for 1.5 years without maintenance, as the self-healing code performed
a reset on bug detection, once in two months on average. Without self-healing
techniques, motes would have stop working after about two months in this case.

The rest of this paper is organized as follows. Section 2 gives an overview
on debugging techniques and experiences with real-world applications of sensor
networks. Then, in section 3 we explain both efficient debugging techniques and
self-healing solutions tailored for motes. Section 4 introduces briefly our last two
applications with self-healing solutions applied to motes. Then, in section 5 we
present four important lessons learned from these scenarios. Finally, section 6
concludes this work.

2 Related Work

A few research works focused on debugging of software for wireless sensor net-
works (WSN). For example, EnviroLog [6] and another tool [10] store events in
the non-volatile memory, and allow the developer to trace bugs. We included
this feature in run-time assertions, and each time motes perform a reset after
detecting an error, they store the error condition in the flash memory. Another
debugging tool, NodeMD [5], catches software errors early enough to prevent
the system is not working. After catching the error, NodeMD sends diagnostic
information to developers.

In our previous work [2] we showed several techniques to efficiently debug
WSN software, from hardware drivers to applications. Further, we evaluated
various debugging techniques in terms of memory footprint and their impact
on the execution time. This paper continues our previous work, and we show
the next step of debugging: self-healing techniques in run-time applications. The
need of self-healing solutions arises from problems observed in several outdoor
scenarios. In the following, we show the major research works about real WSN.

In ref. [1] the authors share the experience of the entire process of WSN
deployments. They noticed that the deployment is the time to face unexpected
problems. One important observation made by the authors is KISS (“Keep it
Small and Simple” or “Keep it Simple Stupid”), and we fully agree. Also, the
authors stressed that some bugs are hard to spot before the real deployment,
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because they do not occur under testing conditions. The same happened to use
and was the major reason to include self-healing code in our software.

In the work [7] authors introduced lessons learned from deploying a large-scale
sensor network to monitor a potato field. They confessed they neglected software
testing, and the mote suffered from many problems in the runtime. They stressed
the need of thorough testing of the sensor network, mainly using a testbed. We
followed some ideas of the authors and put a lot of effort in offline debugging
before deploying the network. We also changed our attitude towards potential
problems in the deployment and assumed the worst-case - it helped us to fix
most errors in the lab, and the remaining bugs were handled with self-healing
code.

The “potato-field” application was started again a year later [4]. This time,
the authors followed the KISS principle and make the design much simpler than
before. For instance, motes include only a minimal MAC and no routing at all,
meaning they sent data directly to the sink. With such a simple design, the
sink gathered about 51% of sensor readings, whereas it got only 2% readings in
the year before, with much complex design. These observations confirmed our
approach in the early stage of the development: make the whole system simple
and robust.

3 Bug-Tolerant Software

In this section, we introduce two major means to deal with software bugs: offline
bug fixing and self-healing. The former includes techniques to find bugs before
deployment, whereas the latter detects software errors during runtime.

3.1 Introduction

Motes, like other computer systems, may suffer from software bugs. However, as
sensors networks work outdoors, performing a reset on motes cannot be easily
done. Similarly, motes usually cannot be updated remotely. Therefore, developers
must take great care of finding and fixing all bugs before deployment. Otherwise,
the affected motes may stop working, and it cannot be easily fixed.

The authors [1] mentioned that some bugs are hard to spot before starting
the application, for example, because the testing conditions differ from the real-
world scenario. We fully agree on this, and therefore we claim that long-living
applications for sensor networks needs more than only bug fixing. Such software
must include self-healing solutions, which recover from software errors on run-
time. In this way, motes can work for a long time, even when developers did not
fix some bugs before deployment.

Although we find self-healing solutions important, we do not underestimate
offline bug fixing. On the contrary, we consider fixing bugs before deployment
the major step in building reliable software for sensor networks. However, only
the combination of both, offline bug fixing and self-healing solutions, guarantee
long-living applications of sensor networks.
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3.2 Offline Bug Fixing

Finding bugs before deployment includes mainly testing with network simula-
tors and also on real hardware, on motes. In the following, we introduce the
major techniques we apply to find and fix software bugs in WSN protocols and
applications:

1. Cross-Platform Software
We implement WSN protocols, mainly MAC and routing protocols, as Cross-
Platform software, which we can execute on various operating systems and
in network simulators. Therefore, we can fix software errors on the PC in
network simulators, before running programs on motes, leading to more ef-
ficient bug fixing. In recent years, we managed to fix major bugs only in PC
simulations, and on motes we worked mainly on hardware-specific problems.

2. Assertions
An assertion stops software execution when a given condition is not met.
For example, a program stops when the radio is not in the RX state. With
assertions developers examine the failure just after it happened, narrowing
down the root cause of the problem. Further, assertions support us also in
testing new program versions.

3. Debug messages
With debug messages testers get run-time information while executing pro-
grams. We used such messages not only in PC simulations but also when
executing software on motes. In this case, the motes sent messages to the
PC, which stored them in log files. Such log files help us to find bugs in
interactions between motes, for instance, in routing protocols.

4. Testbed
WSN Testbed consists of several motes connected to a backbone network.
Developers can program each mote remotely, and also get data from it,
mainly debug messages. It is an intermediate step between PC simulations
and real-world deployment.
With our testbed, we can program all motes within a few seconds and get
output from the programs running on them. We use the testbed, coupled
with debug messages, mainly to find hardware-related bugs that were not
found during PC simulations.

5. Debugger
This tool allows to examine running software by checking variable values,
setting breakpoints, etc. There are also debuggers for embedded systems,
and we can easily debug program running on motes in this way. However,
we applied a debugger only when other techniques failed to find bugs.
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Fig. 1. Example debug session of Low Power Listening with an oscilloscope; this figure
shows output pins of the receiver (top) and of the sender (bottom), and the current
consumption of the receiver (middle); it allows to discover timing problems of low-level
protocols or hardware drivers

6. LED
To get a feedback from the running mote, mainly when implementing low-
level drivers, we use a light-emitting diode (LED). For instance, to check if
the mote is still running, we observed if the LED kept blinking.

7. Scope / Logic analyzer
We connect General Purpose Input/Output (GPIO) pins of a micro-controller
to the scope and debug low-level software problems, mainly hardware drivers.
With the scope we get information how long a certain event lasted and how
many times it occurred. Further, we can analyze several events at the same
time. For example, we examined our MAC protocol by connecting both the
sender and the receiver to the scope (see Figure 1). In this way, we were able
to trace timing problems of a few milliseconds only. Without using the scope
it would be extremely hard to spot this error.

8. Shunt resistor
A shunt resistor is inserted between the power source and the node. In this
way, we measure the voltage drop across it, get the time-current relation by
applying the Ohm’s law (see Figure 1). For example, with a shunt resistor
we can estimate the exact time a message was sent or received.

To efficiently debug software for embedded system, we couple several tech-
niques. For example, we execute programs with assertions on testbed, and check
logs with debug messages. We may continue debugging process by running the
debugger and setting breakpoints at specific code regions. Our previous work [2]
gives more details about debugging techniques for WSN software.
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void ps_tx_wake_up_success(addr_t rx) {

ps_ignore_all_rx();

if (rx != os_get_broadcast_address()) {

CHECK_FATAL_ERROR( VAR(ps_state) != TX_ALIVE_MSG,

"Bad state %u in wake up\n", VAR(state));

Fig. 2. Assertion example. We include assertions in CHECK_FATAL_ERROR
macros. If the condition is met, the mote performs the system reset in the runtime,
and writes the error notice to the flash memory.
In this case, the mote resets the system if the internal state is not TX_ALIVE_MSG

3.3 Self-healing

As stated before, programs running on motes in real-world deployment can suffer
from software bugs, even after thorough debugging. Therefore, WSN applications
must include extra instructions that will deal with overlooked software errors,
dubbed self-healing. In our applications, we included two following solutions to
tackle run-time software problems:

1. Watchdogs
are standard features of common micro-controllers to deal with software
problems. In short, the micro-controller expects the software to clear a watch-
dog flag periodically. If software does not clear the flag, the MCU assumes
that software does not work correctly, and the running program restarts.
In our application, we clear the watchdog flag in the MAC protocol, when
performing a periodic channel check.

2. Assertions
We already introduced assertions previously in offline bug fixing. In that
case, the running program stops when a condition specified in the assertion
is not met (see Figure 2). Clearly, stopping the program in the outdoor appli-
cation does not help at all. Therefore, when an assertion detects a run-time
problem, it restarts the running program. In our opinion, it is better to start
the program again instead of keeping it running in a wrong state.
In the running system motes write the cause of assertion into the flash mem-
ory. In this way, we can trace software problems after collecting motes.
Clearly, it is up to the developers to put reasonable assertions in the source
code. We tend to put rather more assertions than too few, as a single asser-
tion needs only about 30 bytes of memory [2], and a few extra bytes for the
corresponding debug message.

In both cases, watchdogs and assertions, the mote performs the reset, and
set all program variables to their initial values. However, it may lead to various
problems, when the variables should keep their values after reset. For example,
motes cooperate to find routes in multi-hop networks, and each mote writes
partial route information locally in the routing table. In case of assertion, the
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Fig. 3. With assertions motes find software problems in the run-time, perform the
system reset, and sets default values to variables. However, some variables, dubbed
persistent, should preserve their values on reset. To allow the mote detection of the
start condition, reset or power up, we press a button when powering it up. Only in this
case the persistent variables are initialized.

mote performs the reset, clears the routing table and cannot forward frames
coming from neighbors. It leads to delays in packet forwarding, and to extra
traffic caused by finding of missing routes. In this case, the mote should keep its
routing table after performing the system reset.

To preserve values of some variable on assertion, the mote must determine
whether it was powered up or restarted. Among various solutions, we selected
the one based on the “keep it simple” principle. That is, when we want the mote
to initialize all the variables, we keep the button pressed during power up. In
this case, the mote detects the button is pressed, and initializes all variable (see
Figure 3). Clearly, when the mote performs the reset caused by assertion, it
notices the button was not pressed, and preserves the value of some selected
variables.

In previous outdoor applications we learned how powerful and important as-
sertions are. We could even run a sensor network for several weeks knowing there
are still software errors in our MAC protocol.

To benefit from self-healing solutions, developers must think already during
the implementation what may go wrong in run-time systems, and add appropri-
ate assertions. However, this extra effort will surely pay off, as we experienced
in previous outdoor deployments.
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4 Application Background

In this section, we introduce briefly our last two real-world applications. Before
starting them, we fixed bugs in WSN software in our lab, and also included
self-healing techniques. In the next section, we show how well these solutions
worked.

4.1 Application One: Tree Growth

During this research project, biologists examined the impact of various phenom-
ena, such as soil quality or solar irradiance, on the tree growth. To carry out this
study, they had to collect environmental data in a forest over a long period. We
installed the pilot run in the forest about 100 km north of Berlin in Germany.

Our motes provided environmental data from four locations, which were lo-
cated about 100 meters away from the sink. In theory, motes should send data
directly to the sink without problems. However, as there were several trees be-
tween motes and the sink, they attenuated the radio signal, and the direct com-
munication suffered from packet losses. We measured the signal strength (RSSI,
Receiver Signal Strength Indication) at the sink and found out it was almost
as low as the RX sensitivity level of the radio. As it caused the risk of packet
losses, we put two relays between the data sources and the sink. These relays
forwarded sensor readings to the sink in case there were problems with the direct
connection.

After the preliminary run, we fixed some bugs and verified software with
our WSN testbed again. After several weeks of in-lab testing, we deployed the
sensor network outdoors. The network works already 1.5 years, and it is still
operational. However, after about 6 months we replaced all motes, since they
were destroyed by a lightning strike.

4.2 Application Two: Water Monitoring

In this project, the sensor network monitors water resources, such as reservoirs,
rivers, and channels. By doing so, it provides crucial information for preventing
floods, and for management of water quality and energy. The project considers
water resources in the south of Spain, close to the city Malaga.

The project started in 2014, and the first year we worked only in our lab. We
developed adapters needed to connect water-monitoring sensors, and also worked
on communication protocols. During this time, we tested software running on
motes with the testbed.

At the beginning of 2015, seven motes were deployed in the demonstrator
area, in the south of Spain. Based on our previous experience with real-world
deployments, we wanted to keep the network simple to avoid many problems
that arise from complexity. Therefore, we deployed data sources close to the
sink, and allowed direct communication between them, without relays.

Similarly to the previous application, motes in Spain sent data from sensors
to the gateway, which forwarded it to the Internet server.
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Fig. 4. Our motes used in outdoor applications. On the left, two motes with twelve
sensors each for measuring the surface tension of the ground. On the right, the mote
installed in a buoy, it measures the water quality in a reservoir.

4.3 Mote Architecture

In both projects we used our proprietary hardware platform for motes, named
FWnode [9]. Figure 4 show motes in two above-mentioned applications.

In short, we based the FWnode on 16-bit MSP430 micro-controller, and on
three transceivers (CC1101, CC2500, and CC2520), which support 868 MHz and
2.4 GHz frequency bands. In both scenarios, we used the 868 MHz frequency
band, since it provides a larger communication range.

To provide long lifetimes, motes need not only a large battery but also suit-
able protocols that support low duty cycles. Therefore, we applied a low-duty
cycle MAC protocol based on preamble sampling [3]. Further, to support multi-
hop communication using relays, the motes includes also the AODV [8] routing
protocol.

5 Lessons Learned

Before deploying the sensor network, we expected the motes to be the major
source of problems. However, as we put a lot of effort to test software running on
motes, and included self-healing solutions, the motes worked reliably. The major
problems arisen from the Internet gateway. In this section, we shortly share our
experience with real-world applications of sensor networks, and emphasize the
need of debugging and self-healing solutions.
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5.1 Keep it Simple, Or You Are in Trouble

Before starting the projects, we used mainly our schedule-based MAC protocol.
It includes many solutions and workarounds to deal with clock problems, lead-
ing to high complexity. Further, we discovered some problems during PC-based
simulations and fixing them would need a lot of effort. We decided to write from
scratch another, much simpler MAC protocol, based on preamble sampling. We
hoped that the simpler MAC would lead to smaller maintenance efforts, such as
bug-fixing or adding new features. Indeed, it took us only a few weeks to write
the complete MAC protocol, which was running in PC simulations and on our
motes. Further, finding and fixing bugs of such simple protocol took much less
time than working with the complex schedule-based MAC.

Once again we realized that following the “keep it simple” principle brings
great benefits.

5.2 PC Simulations Are Essential

As stated before, we implemented the MAC protocol from scratch, and also up-
dated several hardware drivers, mainly for the radio. Therefore, we must thor-
oughly test new software before deploying it outdoors. Apart from hardware
drivers, we tested protocols and applications with the OMNet++ [11] network
simulator, and fixed most software problems. After that, we ran tests on real
hardware and fixed bugs in hardware drivers. We claim that developers of pro-
tocols for sensor networks cannot avoid testing in PC-based simulations. Other-
wise, they have to test protocols directly on hardware, and finding bugs related
to interaction between many motes is very inefficient and time consuming.

5.3 Self-healing Needed for Maintenance-Free Applications

During the test phase we found and fixed most software errors. However, a few
bugs in the communication protocols were hard to spot, as they occurred rarely,
once a day, and we could not reproduce them. The affected motes could not
send and receive data, and we had to start them again. Nonetheless, we started
the preliminary run outdoors, and hoped that self-healing solutions will restart
motes when the problem occurs. Indeed, the assertions discovered the software
problems and restarted motes several times. As a result, the sensor network
worked for a month, until the battery ran out.

After this preliminary run, we fixed the software bug in the MAC protocol and
started the final run. Unfortunately, there were still some bugs in software. The
self-healing code performed a reset on motes once every 2 months on average.
The above example shows the power of self-healing code. That is, motes without
it would suffer from software bugs, leading to failures. With the self-healing code,
however, the motes ran for long time without maintenance, apart from replacing
batteries in case of power-hungry sensors.



Bug-Tolerant Sensor Networks 261

5.4 Think about the Whole System, Not Only about the Sensors

We admit that we put a lot of effort to provide reliable software for sensor net-
works but neglected other parts of the whole application. Before the deployment
we assumed that data transmission from the sensor network to our Internet
server, using a cellular modem, works without problems. To deal with poten-
tial connectivity problems, we added some scripts that monitored the cellular
connection. Sadly, our Internet server stopped receiving data from the sensor
network a few times, and we realized the need of testing all parts of the running
system, not only the sensor network. In the following, we give an example of
unexpected problems with the Internet gateways.

5.4.1 GSM Modem Vanished
Once a while the cellular gateway did not send any data to our server due
to connection problems. It should not happen, as there was a script running
that monitored restarted the connection once a while. In this case, however, the
gateway could not detect the cellular modem, as if the modem was removed from
the USB slot. After resetting the gateway, it discovered the modem again and
got connected to the Internet. To deal with the above mentioned problem, we
added a workaround that performed a gateway reset.

5.4.2 SD Card Not Seen by the OS
Another time our server received connection logs from the gateway but the sensor
readings were missing. We thought the mote working as the sink was broken.
Finally, we came to the demo area and found out that the gateway could not
detect the SD card used for storing data from the sink. In this case, the gateway
tried to store data into the internal flash memory, but it was full. Surprisingly,
after re-inserting the SD card, the gateway detected it and kept saving new data
from the sink. We faced the following problem only once, but it may happen
again. In this case, we will use extra USB flash drive, and store data on both
SD card and USB flash drive.

6 Conclusion

In this work, we presented two major steps to deal with software bugs in WSN
applications: offline debugging and self-healing code. We claim that the combina-
tion of both solutions allow long-living, reliable applications of sensor networks.

Although we put a lot of effort into software debugging, there were still a few
software bugs in the running sensor network. However, as our motes included
the self-healing code, they detected the error and performed a reset once in
two months on average. By doing so, they worked for 1.5 years and are still
operational. Further, we started the preliminary run knowing there are still some
software bugs in the running programs. However, the motes detected these bugs
at runtime, and continued working for several weeks. It shows the power and
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importance of self-healing solutions: motes work with software bugs for a long
time and do not need maintenance.

We presented briefly two last deployments of sensor networks. These applica-
tions taught us to carefully test the complete system, and not only the sensor
network. That is, whereas the motes worked reliably over the whole project, the
major problems arise from the Internet gateway. In the end, the sensor networks
did not suffer from problems, but the users did not get data because of gateway
failures.
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