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Abstract This paper describes a novel approach for generating explanations for

recommender systems based on opinions in user-generated reviews. We show how

these opinions can be used to construct helpful and compelling explanations at

recommendation time. The explanation highlights how the pros and cons of a rec-

ommended item compares to alternative items. We propose a way to score these

explanations based on their content. The scores help to identify compelling expla-

nations, providing a strong reason why the item being explained is better or worse

than the alternatives. We describe the results of offline experiments and a live-user

study based on TripAdvisor data to demonstrate the usefulness of this approach.

1 Introduction

Recommender systems learn about our likes and dislikes to make suggestions to

help us decide what to watch, read, and buy. But generating a list of suggestions is

just part of the recommendation process. Explaining recommendations can make it

easier for users to make good decisions, increasing conversion rates for businesses,

and leading to more satisfied users; see [1, 2, 5, 6, 12, 14, 16]. For example, early

work explored the utility of explanations in collaborative filtering with [6] reviewing

various ways to explain movie suggestions using ratings, meta-data, neighbours and

testing different presentation styles (histograms, confidence intervals, text).
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Bilgic and Mooney [1] used keywords to justify items arguing that the goal of an

explanation should not be to “sell” the user on the item but to help the user to make

an informed judgment. They found users overestimated item quality when presented

with similar-user style explanations. Keyword approaches were also developed by

[14] to generate explanations in the style of “Item A is suggested because it contains
feature X & Y that are also included in items B, C, & D, which you also like.”; see

[16] for related ideas based on user tags. Explanations like this relate one item to oth-

ers. Pu and Chen [12] build explanations that emphasise the tradeoffs between items,

such as “Here are laptops that are cheaper and lighter but with a slower processor”;

see also [13]. In Zhang et al. [17] a hybrid matrix factorisation framework for per-

sonalised recommendations was developed based on user-feature and item-feature

relationships, and feature-level explanations are designed which highlight the fea-

tures pushing the item into the top-K list.

In this work we generate feature-based, personalised, opinionated explanations

(see also [15]). Like the work of [12, 13], our explanations relate items to alternative

recommendations, to help the user to better understand the trade-offs and compro-

mises that exist within a product-space; see also [9]. We also leverage the opinions in

user-generated reviews as our primary source of item and recommendation knowl-

edge. This paper pays particular attention to the clarity and helpfulness of these opin-

ionated explanations, thereby complementing related work by [11], which focused

on the role of opinionated explanations in ranking.

2 Opinionated Recommendation

This paper builds on recent work about mining opinions from user reviews to gen-

erate item descriptions for recommender systems. The work of [4] describes how

shallow NLP, opinion mining, and sentiment analysis can be used to extract rich

feature-based product cases. It is not possible to fully cover these techniques here

and the interested reader is referred to [3, 4]. However, we will provide a brief sum-

mary based on Fig. 1. We will rely on a TripAdvisor dataset of hotels and reviews

and so from time to time we will refer to this data without loss of generality.

2.1 Review Feature Extraction

As in [3, 4], for review ri we mine bi-gram features and single-noun features; see

[7, 8]; e.g. bi-grams which conform to a noun followed by a noun (e.g. bath tub)

or an adjective followed by a noun (e.g. double room) are considered, excluding bi-

grams whose adjective is a sentiment word (e.g. excellent, terrible etc.). Separately,

single-noun features are validated by eliminating nouns that are rarely associated

with sentiment words in reviews as per [7], since such nouns are unlikely to refer to

item features. We refer to each of these extracted features, fj’s as review features.
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Fig. 1 An overview of the explanation-based recommendation architecture

2.2 Sentiment Analysis

For a review feature fk we determine if there are any sentiment words in the sentence

containing fk. If not, fk is marked neutral, otherwise we identify the sentiment word

wmin with the minimum word-distance to fk. Next we determine the part-of-speech

(POS) tags for wmin, fk and any words that occur between wmin and fk. This POS

sequence is an opinion pattern. We compute the frequency of all opinion patterns

in all reviews; a pattern is valid if it occurs more than average. For valid patterns,

we assign sentiment to fk based on the sentiment of wmin and subject to whether the

corresponding sentence contains any negation terms within 4 words of wmin. If there

are no negation terms, then the sentiment assigned to fk is that of the sentiment word

in the sentiment lexicon; otherwise this sentiment is reversed. If an opinion pattern

is not valid then we assign a neutral sentiment to each of its occurrences within the

review set; see [10] for a fuller description. The end result of sentiment analysis is

that we determine a sentiment label sik for each fk in review ri.

2.3 Item Feature Mapping

These review features often refer to very specific hotel details (e.g. the orange juice
at breakfast) which are often too fine-grained for explanation purposes; although

[3, 4] have shown their utility in recommendation. Therefore we map these low-

level features to higher-level item features which correspond to features such as

bar/restaurant, room quality, breakfast, etc. To automate this mapping, we apply

a k-means clustering to the set of review sentences to find words that tend to co-

occur frequently in review sentences. After some manual adjustment the resulting
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clusters can be labelled with a known set of high-level features; we use TripAdvi-

sor’s amenities. Thus, each cluster contains a set of low-level review features and

is mapped to a high-level item feature. Using this information we can automatically

map each (ri, fk, sik) review feature tuple to a corresponding (ri, f ′j , s
′
ij) item feature

tuple.

2.4 Case Generation: Constructing Item Cases

For each item/hotel H we have review features {f1,… , fm} mined from reviews(H).
Each review feature is mapped to an item feature f ′j and we aggregate the review

feature’s mentions and sentiment scores to associate them with the corresponding

f ′j . We can compute various properties of each f ′j : the fraction of times it is men-

tioned in reviews (its importance and the degree to which it is mentioned positively

or negatively (its sentiment as in Eqs. 1 and 2; note, pos(f ′j ,H) and neg(f ′j ,H) denote

the number of times that feature f ′j has positive or negative sentiment in reviews

for H, respectively. Thus, each hotel can be represented as a case, item(H), which

aggregates item features, importance and sentiment data as in Eq. 3.

imp(f ′j ,H) =
count(f ′j ,H)

∑
∀f ′∈H count(f ′,H)

(1)

sent(f ′j ,H) =
pos(f ′j ,H)

pos(f ′j ,H) + neg(f ′j ,H)
(2)

item(H) = {(f ′j , sent(f
′
j ,H), imp(f ′j ,H)) ∶ f ′j ∈ features(H)} (3)

2.5 Case Generation: Constructing User Profiles

User profiles are produced in a similar way: for user U review features are mined

from U’s reviews; each review feature is mapped to an item feature; and we aggre-

gate these item features and their popularity scores as a profile. Currently, we don’t

store sentiment user profiles as it is not required at the present time. However, in the

future we intend to consider this option in more detail as such information may prove

valuable when it comes to understanding a user’s rating tendency.

user(U) = {(f ′j , imp(f
′
j ,U)) ∶ f ′j ∈ reviews(U)} (4)
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3 From Opinions to Compelling Explanations

In what follows we assume the target user UT is presented with a set of hotel rec-

ommendations {H1 …Hn}. Our task is to generate an explanation for each of these

recommendations in turn and we will refer to the current one as the target hotel or

HT and the other items as the alternatives or H′
.

3.1 Generating a Basic Explanation Structure

We will describe the construction of a basic explanation structure, which begins with

the data structure shown in Fig. 2.

Explanations come in two parts. The pro part is a set of positive features; reasons

you might choose the hotel. The con part comprises the negative features; reasons to

reject the hotel. These features are selected on the basis of three key components:

1. Sentiment Score—item feature f ′j ∈ HT is a pro if it has a majority of positive

sentiments (sent(f ′j ,HT ) > 0.7 in our TripAdvisor data) otherwise it is a con.

2. Relationship to Alternatives—To be a pro (or con) item feature f ′j must have a

sentiment score that is better than (or worse than) at least one of the alternatives.

3. Importance to User—item feature f ′j must be contained within the user profile to

ensure it has been mentioned by the user in his or her past reviews.

We generate explanations with these pro and con features using Eqs. 5–10. In

Fig. 2 we can see an example of how this selects pros such as Bar/Lounge and Free
Breakfast, which are important to the user, positive in sentiment, and better than

some of the alternative recommendations. Likewise, we see cons such as Leisure
Centre, which are also relevant to the user, but this time less favourably reviewed

and worse than some of the alternatives.

Fig. 2 An example of an explanation structure showing pros and cons that matter to the user along

with associated importance, sentiment, and better/worse than scores
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betterThan(f ′j ,HT ,H′) =
∑

Hc∈H′ 1[sent(f ′j ,HT ) > sent(f ′j ,Hc)]
|H′|

(5)

worseThan(f ′j ,HT ,H′) =
∑

Hc∈H′ 1[sent(f ′j ,HT ) < sent(f ′j ,Hc)]
|H′|

(6)

pro(f ′j ,UT ,HT ,H′) ↔

sent(f ′j ,HT ) > 0.7 ∧ betterThan(f ′j ,HT ,H′) > 0 ∧ imp(f ′j ,UT ) > 0 (7)

con(f ′j ,UT ,HT ,H′) ↔

sent(f ′j ,HT ) < 0.7 ∧ worseThan(f ′j ,HT ,H′) > 0 ∧ imp(f ′j ,UT ) > 0 (8)

Pros(UT ,HT ,H′) =
{(f ′j , v,m) ∶ pro(f ′j ,HT ,H′) ∧ v = betterThan(f ′j ,HT ,H′) ∧ m = imp(f ′j ,UT )} (9)

Cons(UT ,HT ,H′) =
{(f ′j , v,m) ∶ con(f ′j ,HT ,H′) ∧ v = worseThan(f ′j ,HT ,H′) ∧ m = imp(f ′j ,UT )}

(10)

3.2 Filtering Compelling Explanations

This basic explanation structure can be made up of many features, which may com-

plicate the decision making if presented to the end user in this way. Moreover, many

of the pros might be better than only a small fraction of the alternative recommen-

dations, and conversely for cons, thereby limiting their usefulness as compelling

reasons to choose or avoid the hotel in question. However, we can filter features

based on how strong a reason they represent for choosing or rejecting the target hotel.

To do this we define a compelling feature to be one that has a betterThan (pro) or

worseThan (con) score of >50% instead of just >0. Thus, a compelling pro is better
than a majority of alternative recommendations and a compelling con is worse than

a majority of alternatives. A compelling pro may be a strong reason to choose the

target hotel while a compelling con may be a strong reason to avoid it.

We define a compelling explanation as a non-empty explanation which con-

tains only compelling pros and/or compelling cons. For instance, referring back to

Fig. 2, we have marked compelling features with an asterisk after their name; so,

the compelling explanation derived from this basic explanation structure includes

Bar/Lounge, Room Quality, Restaurant, as pros, and Airport Transport and Leisure
Centre as cons. These are all features that matter to the user and they distinguish the

hotel as either better or worse than a majority of alternatives.
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3.3 From Explanations to Ranking

As an aside it is worth highlighting another aspect of this work: the idea that expla-

nations might also be used for the ranking of recommendations. We can estimate the

quality of an explanation numerically and use this for ranking purposes. To do this

we use a straightforward scoring function to measure the strength of an explanation

as the weighted difference of its pros and cons as shown in Eq. 11; this can be applied

to either basic or compelling explanation structures.

strength(UT ,HT ,H′) =
∑

f∈Pros(UT ,HT ,H′)
betterThan(f ,HT ,H′) × imp(f ,UT ) −

∑

f∈Cons(UT ,HT ,H′)
worseThan(f ,HT ,H′) × imp(f ,UT ) (11)

A further discussion of the role of explanations in recommendation ranking is

beyond the scope of this paper. However, the interested reader is referred to the work

of [11] for a more in-depth treatment of this idea.

4 The Explanation Interface

How can explanation information be presented in a helpful way to users? Fig. 3 shows

three example treatments that could be presented alongside a given hotel description.

In each, features that matter to the user are separated into pros and cons; we also

only present compelling features. The features are ranked based on their importance

to the user and each is associated with a sentiment bar to indicate the percentage

of positive sentiments expressed by reviewers. Treatments Fig. 3b, c further enrich

the explanation by relating each feature to the other recommendation alternatives at

different levels of precision. Figure 4 shows an example of one of these explanation

types in context in TripAdvisor.

5 Evaluation

Next, we describe a pair of evaluations designed to explore the form and function of

our explanations in the context of a TripAdvisor dataset and user judgements.
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Fig. 3 Explanation styles: a sentiment only; b sentiment plus alternatives; c sentiment plus alter-

natives plus percentages

5.1 Offline Evaluation

For the first part of our evaluation, we use a large TripAdvisor dataset as a source of

user profiles, reviews, and hotel cases. It contains 10,000 users who have each writ-

ten at least 10 hotel reviews for 2, 062 hotels. In addition, we had more than 220,000
reviews by almost 150,000 reviewers available for the hotel cases. For each target

user UT we know the hotel they booked, HB, and the related hotels recommended

by TripAdvisor; we understand that TripAdvisor generates these using a combina-

tion of location, similar users, and meta-data. Thus, we can generate approximately

100,000 user sessions, one for each user booking and containing the booked hotel

and the related TripAdvisor suggestions. Next we generate basic and compelling

explanations for each of the hotels in a user session—that’s approximately 1,000,000

explanations of each type—and analyse their form, focusing on the number and type

of features that are commonplace in the resulting explanations.
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Fig. 4 An example explanation (sentiment plus alternatives plus percentages) in context. By mou-

sing over the sentiment bars, the user sees a preview of relevant review fragments. It is also feasible

to use the explanation as a navigation aid so that by clicking on the sentiment bars or explanation

text the user can navigate to corresponding reviews or alternative candidates

Fig. 5 The average number of pros and cons and the average betterThan and worseThan per expla-

nation for basic and compelling explanations. a Basic. b Compelling

5.1.1 Pros versus Cons, Better versus Worse

Figure 5a, b shows the average number of pros and cons (left y-axis), and the average

betterThan/worseThan scores (right y-axis), in basic and compelling explanations.

We see that on average we are recommending about 4 pros versus only 2 cons in
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basic explanations compared to 2 pros and 2 cons in compelling explanations. The

extra pros in basic explanations reflect the positive bias in TripAdvisor reviews but

it is interesting that approximately half of these pros are not compelling.

This bias is also suggested by the difference between the average betterThan score

for pros (49%) and the worseThan score for cons (69%). For a typical hotel, its basic

pros will typically be better than about 49 % of the alternatives in the recommenda-

tion session. In contrast, when it comes to the basic cons, it is usually the case that

the hotel in question does worse than most of the alternatives in the recommendation

session. A similar pattern is seen for compelling explanations, although the differ-

ence now is less pronounced; 70% average betterThan scores for compelling pros

versus approximately 75% worseThan scores for compelling cons.

Overall we see that compelling explanations are simpler than basic explanations—

they contain fewer pros and cons—and they are more compelling because their fea-

tures are better or worse than a large majority of the alternative recommendations.

Intuitively this combination of simplicity and compellingness should make com-

pelling explanations particularly effective when it comes to helping users to decide

whether to accept or reject a given recommendation.

5.1.2 On the Frequency of Explanation Features

Figure 6 shows the frequency distributions for the features contained in basic and

compelling explanations. In each histogram, the individual bars refer to a specific

item feature, and each bar shows the number of times that the feature occurs as a

pro and as a con. The histograms also show the average betterThan and worseThan
scores for these features, based on their pro and con occurrences, respectively.

We see that a handful of item features tend to dominate in explanations. Features

like free breakfast and bus service appear very frequently compared to others such

as fitness centre, high-speed wifi, and kids activities. We also see the strong posi-

tive review bias in TripAdvisor as a majority of features present mostly as pros. For

example, in Fig. 6a we can see that free breakfast appears as a con in 47, 263 expla-

nations but as a pro in 238, 577 explanations; it is worth noting the unusually high

negative sentiment associated with the fitness centre and high speed wifi features,

both of which appear more frequently as cons than pros. This also explains the rela-

tively high value for the worseThan scores compared to betterThan scores mentioned

previously. It is relatively unusual for a feature to be listed as a con (<20% of the time

in most cases) and so if a feature is a con it is likely that it is a pro in the alternative

recommendation candidates and so it is likely to have a sentiment score that is worse

than a majority of alternatives. In contrast if a feature is a pro in an explanation it is

also likely to be a pro in the explanations of the alternatives and so it is less likely to

have a sentiment score that is better than most alternatives.

This data tells us about the features that matter the most to users (based on their

reviews) but it also indicates whether a particular feature is likely to appear as a com-

pelling pro or a compelling con in an explanation. For example, free breakfast is the

most common feature to appear in explanations and it appears as a pro over 85% of
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Fig. 6 An analysis of the relative frequency of features in the pros and cons of explanations and

their corresponding betterThan and worseThan scores

the time and a con just under 15% of the time. However, as a pro it has an average

betterThan score of only about 30%, whereas as a con it has a worseThan score of

almost 80%. Therefore, this feature is less likely to appear as a pro in a compelling

explanation whereas it is very likely to appear as a con in a compelling explanation.

This is evident in Fig. 6b which shows the corresponding data for compelling expla-

nations. This time free breakfast appears as a con in 38, 271 compelling explanations

and as a pro in 52, 763 explanations. As a hotel owner, if your hotel’s free breakfast
is being negatively reviewed then there is a strong likelihood that this feature will be

exposed as a compelling con in any explanation generated for your hotel. As a user

who has a preference for free breakfast, you will likely be influenced by this feature

as a con in compelling explanations.

5.2 Live-User Study

The true test of this approach will depend on the opinions of users in a live setting

and whether or not the explanations help users make better decisions in the long-

term. This is a challenging evaluation setting and it is beyond the scope of the present

work to fully explore this broader issue. That being said, we have completed an initial

user study to gather initial impressions of different explanation styles and types of

information and we will summarise the results of this study in what follows.
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5.2.1 Setup

Our user study took the form of an online questionnaire, which placed participants

in a simple hotel booking setting, asking them to evaluate the 3 styles of explanation

interface presented earlier (Fig. 3) in the context of TripAdvisor as per Fig. 4. In what

follows we will refer to these 3 styles as S (pros and cons with sentiment only), S + A
(pros and cons with sentiment and comparison to alternatives), and S + A + % (pros

and cons with sentiment and percentage comparison to alternatives).

48 people participated in the user study, mostly Ph.D. students and researchers in

our research centre. They were presented with each interface in turn—varying the

presentation order—and they were asked to express their agreement on a scale of 1

(strongly disagree) to 10 (strongly agree) with each of the following two statements:

1. Clarity: The explanation is clear and easy to understand.

2. Helpfulness: The explanation will help me to make a choice about whether or not

to choose or reject this hotel.

Finally, each participant was asked to rate the usefulness of the various expla-

nation components used in these interfaces on a scale of 1 (not useful) to 10 (very

useful) by responding to the following questions:

1. How useful was it to separate the amenities into groups of pros (positive senti-

ment) and cons (negative sentiment)?

2. How useful did you find the sentiment bars?

3. How useful did you find the explanations that compared the hotel to alternative

recommendations?

4. When comparing the hotel to alternatives how useful did you find the precise

percentage information?

5.2.2 Results

The results are presented in Fig. 7a for each of the 3 interfaces. We can see that

overall participants found the interfaces clear and helpful with a preference for inter-

faces 2 and 3, which included extra information about how the hotel compared with

alternative recommendations in addition to simple sentiment information.

Figure 7b shows the average utility ratings for each of the various explanation

components. In general these ratings are high across all of the different explanation

components with an average overall rating that is greater than 7. We can see that

participants found the separation of amenities into pros and cons particularly use-

ful (an average rating of 8.48) followed by the use of sentiment information in the

explanations (7.60). There is little difference expressed between the purely text-based

comparison to alternatives (e.g. “. . . better than most alternatives”) and a more pre-

cise comparison (e.g. “. . . better than 93% of alternatives”) with both components

scoring above 7 on average.
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(a) (b)

Fig. 7 In a we show the ratings for different explanation types. In b we show the average utility

scores for each component in the explanations

The results, preliminary as they may be, do suggest that users are perceiving value

in the type of explanations that we are generating. The combination of sentiment

and a comparison to alternatives presents as the preferred interface type with users

reporting high levels of clarity and helpfulness.

6 Conclusions

This work brings together ideas from case-based reasoning, opinion mining, and rec-

ommender systems [3, 4]. We have described an approach to generating explanations

for recommender systems from user reviews. We have evaluated these explanations

using a combination of offline and online evaluations using large-scale TripAdvi-

sor data and live-users. As part of our future work, we plan to make progress on a

more extensive live-user evaluation involving real-time recommendation sessions. It

will also be interesting to incorporate additional information as part of our explana-

tions. For example, in the work presented we compare recommendation candidates to

alternative recommendations but we could also consider the relationship to a user’s

previous bookings. In this way, our explanations could help the user to understand

how a particular hotel/item relates to alternative recommendations but also to hotels

they have booked in the past.
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