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Abstract In multi-robot systems unexpected situations occur frequently, and cause

failures of robots performing tasks. Mechanisms for automation of failure handling

and recovery (if possible) are proposed. They are based on general protocols simi-

lar to the well known standard WS-TX for business transactions. The protocols and

mechanisms are implemented in the prototype Autero system as a software platform

for accomplishing complex tasks in open and heterogeneous multi-robot systems.

1 Introduction

Robots provide services that can be used to accomplish complex tasks in everyday

life, see for example [1].

The Autero system presented in this paper is a software platform for delegating

tasks (by human users) to be accomplished in a multi-robot system. The platform

is responsible for planning, distributing subtasks to the available robots, monitoring

and controlling the subtasks performance as well as handling recovery from failures.

All this is done in an automatic way on the basis of generic communication proto-

cols, so that the architecture of Autero is appropriate for open distributed systems

consisting of heterogeneous robots providing services.

Since some ideas and methods are adopted form electronic business transactions,

realization of a task is called transaction. The transaction is successfully completed,

if the delegated task is accomplished. Special transaction mechanism to handling

failures is designed that has the following properties.
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1. Failed services may be replaced with other services during task realization.

2. General plan may be changed.

3. The transaction ends after successful completion of the task, or inability to com-

plete the task, or cancellation of the task.

The classic meaning of the term transaction in Information Technology goes back

to the ACID properties of modifying a database. Transactions are understood as a

mechanism for guaranteeing a group of operations (as a whole) performed on data-

base to be atomic (either all or nothing), to produce consistent results, to be isolated

from other operations, and their result to be durably recorded.

Long-running transactions avoid locks on non-local resources, use compensation

to handle failures, potentially aggregate smaller ACID transactions (also referred

to as atomic transactions), and typically use a coordinator to complete or abort the

transaction. In contrast to rollback in ACID transactions, compensation restores the

original state, or an equivalent, and is domain-specific. For example, the compensat-

ing action for a failure when transporting a cargo by one robot, is arranging a second

robot that can continue the transport to the destination, and charging (as a penalty)

the owner of the first robot for the delay.

OASIS Web Services Transaction (WS-TX) [2] is the standard specification that

describes coordination types that are used with the extensible coordination frame-

work described in the WS-Coordination specification. It defines two coordination

types: Atomic Transaction and Business Activity. These coordination type can be

used for building applications that require consistent agreement (transaction) on the

outcome of distributed activities (services).

Based on the WS-TX standard the transaction protocols have been designed for

multi-robot systems, and implemented in the Autero. The system has been tested in

a universal simulated environment implemented in Unity 3D. Tests performed in a

real environment are always limited by the devices (robots) and their limited range

and capabilities. From the point of view of the proposed information technology (the

protocols) the fact that the environment is simulated is irrelevant.

Since services are provided by heterogeneous robots, there must be common

and generic representation (ontology) of the environment where the robots operate.

The ontology consists of concepts and relations between them, i.e. objects, object

attributes, and the relations between objects. Each object is of a certain, pre-defined

type. The object type is defined by its attributes, and by the internal (hierarchi-

cal) structure, i.e. object may consist of sub-objects and relations between these

sub-objects. An elementary type has no internal structure, so it is defined only by

attributes. A complex type has a hierarchical structure of subtypes. The ontology is

defined as a hierarchical collection of types of objects (see [3]). Primitive attributes

and relations are the key elements for constructing the types. The object itself, as an

instance of its type, is defined by assigning specific values to its attributes and by

specifying relations. Primitive attributes and primitive relations must be measurable
and recognizable by the robots.
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The ontology is common for all components of the system, so that the robots are

context-aware (see [4]). The ontology is also used to specify tasks, and define types

of services called service interfaces consisting of the following elements.

∙ Type of service, i.e. type of action that the service performs.

∙ Specification of the inputs and outputs of the service.

∙ The conditions required for input of the service (preconditions), and the effects of

its execution (postconditions) specifying the output. These conditions are expre-

ssed as relations between objects in the environment (ontology).

∙ Service attributes.

Service attributes contain information about the static features of a service and are

used during planning, for example, operation range for a transport service, and aver-

age realization time.

The procedure of reserving the services for a task realization (according to a fixed

plan) is called arrangement and has a form of contract between client and service

provider. A similar solution was applied in the ASyMTRe-D approach [5].

There are several multi-robot systems architectures, see for example [6], [7], and

[8]. However there, the tasks are executed in a tightly coupled manner and dedi-

cated to a restricted class of tasks. There are also architectures that coordinate task

execution, e.g. ALLIANCE [9] and M+ [10] with mechanisms for handling the fail-

ures. However, they are based on direct low level control that requires dedicated

algorithms dependent on the robot hardware. Viewing a robot function as a service

(having common interface) allows to apply Service Oriented Architecture (SOA)

paradigm to multi-robot systems.

2 The Architecture of Autero

Autero was designed according to the SOA paradigm [11]. The system components

communicate to each other using generic protocols. Repository stores ontology and

provides access to it by the other system components. It also has a graphical user

interface (GUI) for developing the ontology, and its management.

Task Manager (TM for short) represents a client, and provides a GUI for the client

to define tasks and monitor their realization. The Planner provides abstract plans for

TM, that are used to construct a concrete plan on the basis of information of avail-

able services (provided by Service Registry) and by arranging these services (by the

Arrangement Module (AM) in a business process. TM controls the plan realization

by communicating with the services arranged in the plan.

Arrangement is performed by sending to services requests (in the form of inten-

tions) and collecting answers as quotes (commitments). Service Registry stores infor-

mation about services currently available in the system. Each service, in order to be

available, must be registered in Service Registry via Service Manager (SM). It is a

robot interface for providing its services for an external client, in this case, TM is
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the client. SM controls the execution of the subtask delegated by TM and reports

success or failure to TM.

Task is defined as logical formula that describes the required final situation in

the environment by using types, objects and relations from the ontology stored in

Repository.

For a given task, Planner returns abstract plans, that when arranged and executed,

may realize the final situation specified by the task in question. An abstract plan is

represented as a directed graph where nodes are service types and edges correspond

to causal relationship between the output of one service and the input of the second

service. The relationships determine the order of arrangement and then the execution

of a concrete plan that has also a form of a directed graph (called business process)

however, its nodes are concrete arranged services. Sometimes it is not possible to

arrange the whole business process before the start of execution phase. In this case,

the business process includes the unassigned nodes for which the arrangement is to

be done later on.

In a concrete plan its node may represent a composed service (as a subprocess)

consisting of already arranged services. Plan may also include handlers responsible

for a compensations and failure handling.

Task Manager initializes the service execution by sending the required input data

to the Service Manager. The service is executed in accordance with the agreement

made in the arrangement phase. After execution phase, Service Manager sends a

response with the output data, being a confirmation of successful subtask comple-

tion, e.g. changing situation in the environment to the required one. Task Manager

can also stop the service execution before its completion. This may be caused by the

task cancellation by the client, a failure during concurrent execution of other services

in the plan (that can not be replaced), or by changes in the environment making the

plan infeasible.

Robot may not be able to successfully complete the task. In this case, its Service

Manager notifies Task Manager by sending a detailed description of the problem. On

this basis, TM can take appropriate actions. If Service Manager is not able to send

such information, TM must invoke appropriate cognitive service (special patrolling

robot, if available) to recognize the situation resulting from the failure.

3 Failure Handling

Failures during task accomplishing by robots may cause problems that must be han-

dled. Mobile robotics is still a subject of extensive research, and at its current stage

of development, failures occur frequently.

Task Manager is equipped with a failure handling mechanism based on the simple

algorithm.
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Fig. 1 Transaction protocol state transition diagram

All services are performed within a transaction that contains a dynamic set of

participants. The transaction does not require all participants to successfully com-

plete their tasks. The failure of a single service does not require the termination of

the transaction. Termination is only necessary when it is not possible to continue the

task.

Compensation is performed after a cancellation of a subtask execution by a ser-

vice or the occurrence of a failure that interrupts the execution. It is designed to

restore the original state of the environment before the execution. Since restoring

that situation is sometimes impossible, the compensation may change the situation

resulting from the failure to a situation from which the task realization can be contin-

ued. Note that even for such simple tasks (that seem to be trivial) a universal failure

recovery mechanism and corresponding compensations are not easy to design and

implement. A concrete plan should contain predefined procedures for failure han-

dling and compensations.

Communication between Task Manager and Service Manager is done according

to the transaction protocol which defines the states of the services and messages used

to change them (see Fig. 1). It allows Task Manager to initialize particular phases

of service invocation, monitor their progress, and perform additional actions, e.g.

compensation. A service sends messages (according to the protocol) to notify Task

Manager about the status of the delegated task performance.
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All necessary data required for a task execution is a part of the transaction protocol

message. This method allows to ensure the greater consistency of the system state.

During the task execution messages are sent according to the specific sequences.

They can create different combinations, but a set of possible messages in a given

state of the service is strictly defined in the transaction protocol.

4 Conclusions

The presented work should be viewed as a preliminary study of the important and

hard problem of designing mechanisms for handling failures and recoveries in open

and heterogeneous multi-robot systems. The mechanisms must be based on generic

protocols, so that problem is reduced to design such protocols.

The prototype system Autero verified that the proposed mechanisms of transac-

tions are useful in the systems of heterogeneous robots in a simulated environment,

and may improve their reliability. Task Manager can be configured to fully automate

task accomplishment. Tasks can be delegated not only by human users but also by

other system components or any software applications that can communicate accord-

ing to the specified protocols.
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